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Preface

This book is the result of our efforts to bring together ideas and researchers from the
fields of transport of water and transport over water. These two domains of research
have fascinated us for many years, due to the high societal importance of water and
transport systems in many parts of the world (e.g., low-lying countries, countries
with dry climates, densely populated areas). The efficient function of such systems
is therefore crucial. As we started to understand more and more from the different
aspects of those domains, we realized that many of the problems encountered are
in the literature addressed from rather mono-disciplinary perspectives, even though
the underlying problems are in fact of a multi-disciplinary nature.

In summer 2013, we discussed the idea for bringing about this multi-disciplinary
nature in a book. We hereby considered a systems and control perspective for
structuring this: Considering a basic system that is meant for transport of water,
with its sensors and actuators for measuring and controlling flows of waters,
with on top of that a system for transport over water, with its own sensors and
actuators specifically meant for arranging moves of cargo and people over water.
We subsequently invited key researchers working on different aspects of transport
of water and transport over water, in particular at the operational control level, and
challenged them to present their research lines to the wider community and discuss
how their research lines relate to this systems-and-control-based framework.

The result of this effort is this book, featuring no less than 22 chapters presenting
the various angles considered, besides the introductory chapter, which gives more
details on the ideas leading to this book and the questions asked to be answered by
the researchers. In total 54 researchers contributed to this book, coming from 11
countries and representing 31 research groups.

We greatly acknowledge the efforts that the researchers and reviewers have
made in preparing the contributions of this book. With timely responses to set
deadlines and appropriate addressing of reviewers’ comments, this book is available
for further discussion and as source for further research early 2015.

We also thank the Transport Institute at Delft University of Technology for its
support. The Transport Institute has as mission to bring together researchers and
students from different backgrounds to identify the solutions that result in safer,
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vi Preface

cleaner, and more efficient transport and improved accessibility. After reading the
various chapters of this book, it will be clear that by supporting this book, the
Transport Institute is indeed contributing to realization of this mission. Finally, we
acknowledge the financial support from the Spanish project “ECOCIS: Economic
Operation of Critical Infrastructure Systems” (reference DPI-2013-48243-C2-1-
R) and “ShipDrive: A Novel Methodology for Integrated Modeling, Control, and
Optimization of Hybrid Ship Systems” (project 13276) of the Dutch Technology
Foundation STW.

Since this book is devoted to providing new insights into the world of manage-
ment, monitoring and control of transport, and use of water, we hope that readers
of diverse nature (engineers, researchers, students) will find inspiration in this book,
and that it will bring to a new generation of researchers new ideas and lines of
research to pursue in innovative and almost unexplored directions related to an
integrated framework in which water and transport are the main components.

Feedback, comments, or ideas are of course welcome. Feel free to contact us
via: http://transportoverwater.net/, where the complete information about this book
is presented and where new developments regarding the topic of the book will be
announced.

Barcelona, Spain Carlos Ocampo-Martinez
Delft, The Netherlands Rudy R. Negenborn
December 2014

http://transportoverwater.net/
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Chapter 1
Perspectives on Transport of Water versus
Transport over Water

R.R. Negenborn and C. Ocampo-Martinez

Abstract This chapter discusses the characteristics of transport of water, transport
over water, and their relations. A framework is proposed aimed at integration of
operational control and management approaches related to both fields. Providing
this framework enables discussing how solutions presented in the literature related
to either one, or both fields, could in the future be merged into a unified control
methodology. This methodology will enable balancing the transport of and over
water objectives, while respecting operational constraints. The main features of the
unified framework are discussed and an overview of the main points that need to be
addressed in order to relate ongoing research to this framework is provided. A brief
summary of the main topics investigated, problems and methodologies proposed of a
survey of 22 research directions related to this framework is subsequently presented,
including references to further, more detailed information. As such, this chapter
serves as the introduction to the book “Transport of Water Versus Transport over
Water: Exploring the Dynamic Interplay Between Transport and Water”.

1.1 Introduction

Transport systems have been around for centuries for bringing goods and people
from one place to another. Whereas initially transport took place mostly over
roads, soon alternative modes of transport started being used: transport over water,
transport over rail, and transport through the air. Nowadays, transport using these
different modalities is common practice. The trend is to move towards intermodal

R.R. Negenborn (�)
Department of Maritime and Transport Technology, Delft University of Technology,
Delft, The Netherlands
e-mail: r.r.negenborn@tudelft.nl
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2 R.R. Negenborn and C. Ocampo-Martinez

transport, in which commodity does not use one type of modality, but multiple types
of modalities, chosen in such a way that costs, time of arrival and sustainability
objectives are balanced.

Water is a particular kind of good, the availability of which is crucial for the
survival of humanity. Mankind has long been developing transport systems to
effectively move water from sources (springs) to places where it is consumed or
disposed (as drinking water, for feeding cattle, for use in agriculture, for hygienic
purposes, or for ensuring safety). Originally relying on the transport systems created
by nature herself (rivers), at some point people started creating their own canal
systems and storage locations for water. Transport of water systems were born.

The book Transport of Water versus Transport over Water explores the dynamic
interaction between two vibrant areas of research: transport systems on the one
hand and water systems on the other. Water systems and transport systems are
two classes of systems that have received over the years a significant amount of
attention. Initially, the research in these areas focused on how to design such water
and transport systems. More recently, a strong research line is emerging with a focus
on how to obtain the best performance for a given water or transport system, after it
has been designed.

Of particular interest is the consideration of transport systems that transport
water directly (such as river, canal, irrigation systems, among others) and systems
that use water to transport goods (typically using vessels). Transport over water of
goods, using a system for transport of water, poses challenging design and control
problems. The objectives and relevant constraints for the different types of systems
can be different. It is the question how these can be considered simultaneously.

For both water and transport systems, at an operational level, approaches have
been proposed in the literature aimed at optimizing system performance at a day to
day, hour to hour, or even minute to minute time scale. Nevertheless, approaches that
consider the interaction between these two types of systems are lacking. However,
at such fast time scales, to interplay between the two types of systems cannot be
ignored. It thus becomes important to explore to what extent transport and water
systems interact at an operational time scale, and how the dynamics of both systems
can be aligned in the best way possible using operational control techniques. Many
approaches are possible.

In short, design and control of systems for transport of water (e.g., river systems,
open canal networks) have gained increasing attention due to changes in local land-
use, climate changes, and the need for energy savings. In order to take into account a
variety of different objectives, methods for control of systems for transport of water
are being proposed. Besides the safety objective typically considered, navigation
is another objective that is often relevant for such systems. At the same time and
for the same reasons, design and control of systems for transport over water (e.g.,
navigation systems, vessels, barges) are gaining increasing attention. As the volume
of goods to be transported in the near future is expected to continue to rise, and
as transport over water is the most environmentally friendly mode of transport, the
need for innovative transport over water systems is apparent. In order to obtain the
best performance, such transport systems should take into account the particular
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dynamics and behavior of the underlying water transport systems, which facilitate
that transport over water.

The remainder of this chapter is structured as follows. In Sect. 1.2 we propose
the unified framework merging transport of water and transport over water. In
Sect. 1.3, the objectives of this framework are outlined while Sect. 1.4 shows what
aspects need to be considered in order to achieve these objectives and detail the
framework. Next, in Sect. 1.5, a categorization of a range of different problems
treated by research community to transport of and transport over water is provided,
highlighting the most relevant methods to cope with them. Section 1.6 explains
the way in which the approaches considered by the research community have been
organized in the book “Transport of Water Versus Transport over Water”. Finally, in
Sect. 1.7 the main conclusions of the chapter are provided.

1.2 Unified Interdisciplinary Framework

The management of transport of water systems and transport over water systems
involves important cross relations given by the interdependency of their dynamics
when facing the fulfilment of overall control objectives. A simplified bottom-up
framework that captures the main aspects for control of interacting water and
transport systems can be seen as the composition of (see Fig. 1.1):

Fig. 1.1 Control framework
and its interaction with the
complex water system
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1. The control of a first layer consisting of the water flowing through its infrastruc-
ture (without consideration for transport dynamics).

2. The control of a second layer consisting of a transport flow (without considera-
tion for water dynamics).

3. The control of the interactions between both layers (water flow and transport
flow).

On top of this, additional logistics-oriented layers can be considered, which
determine from where to where transport flows are supposed to take place.

The considerations on the design of such a unifying framework is lacking in
the literature. In fact, bridging the gap between both worlds could give rise to
management policies that improve each system separately while optimizing further
the performance of the overall complex and mixed infrastructure. The complexity in
achieving the development of such a unifying framework lies in the truly interdis-
ciplinary nature of the aspects needed to be considered. Expertise is amongst others
required from the domains of mechanical engineering, civil engineering, hydrody-
namics, automatic control, computer science, operations research, system identifi-
cation, computer science, transport engineering, maritime systems, and ship design.

1.3 Overall Objectives of the Framework

This framework aims at stimulating discussion between researchers working on
state of the art approaches for transport of water on the one hand and researchers
working on state of the art approaches for transport over water on the other hand.
As such, it aims at bringing together the different domains of expertise required
to develop the unifying framework. Besides this, the main contribution of the
framework as a whole is to present novel perspectives ultimately leading to the
management of the envisioned unified management framework taking the recent
advances form both worlds as a baseline. The framework:

• is devoted to become a reference for control-oriented engineers who manage
water systems with either or both purposes in mind (transport of water, transport
of goods over water);

• aims at promoting the topics of transport and water control;
• highlights the possible twofold nature of water projects, where water either acts

as primary object of study or as a means.

1.4 Pieces of the Framework Puzzle

In order to achieve the objectives set out, a large number of research groups has
been invited to prepare a chapter addressing in which way they work on transport
of water, transport over water, and the interaction between these two domains.
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This has resulted in the chapters with a common structure, addressing the following
aspects:

1. Introduction of the research in either transport of water, transport over water,
or the combination, including exposition of relevant theoretical and application-
based contributions.

2. Description and discussion of the specific case study or case studies, including
overall description and presentation of main results and insights obtained.

3. Views on the nature of the unified framework, addressing questions such as:

• How does the presented research take into account transport of water?
• How does the presented research take into account transport over water?
• What would be the benefit of the presented approach within a combined

framework?

4. Proposal of working directions that deserve future research attention either on
the presented and discussed approach or on the rising research coming from the
unified network.

5. Concluding remarks regarding findings obtained so far.

When surveying the range of contributions presented in the literature, the
different aspects of transport of and transport over water that have been considered
so far and that need to be considered in the future become clear. This will
aid researchers in their pursuit for developing methods that are better suited for
providing an efficient operation of both types of systems.

1.5 Summarizing the Outcomes

In total, we have surveyed 22 main research lines on transport of water, transport
over water, and their interplay. The book “Transport of Water Versus Transport over
Water” contains the details of each of these research lines, presented by the key
researchers developing those. Many of these lines address specific problem with
a focus either more on the transport of water domain or more on the transport
over water domain. Some of the lines focus more explicitly on a problem directly
related to both domains. When surveying the research lines, it becomes clear that
the following are the main problems being addressed:

• Problems with a focus on transport of water

– Improving water quality; removing algae for efficient water transport; effec-
tively transporting sediment through water transport systems [2]

– Optimally handing water quantity; avoiding too much or too little water
(avoiding floods and droughts); delivering water at the right time at the right
place [15, 19]

• Problems with a focus on transport over water
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– Increasing safety of navigation in transport over water; improving ship
manoeuvring; keeping ships efficiently at specific positions via dynamic
positioning [5–7, 16]

– Enhancing sustainability; decreasing energy consumption of transport over
water systems; determining optimal power configuration for vessels [6, 11]

– Improving the logistics of transport over water; estimating the travel times
accurately; modeling the traffic in transport over water systems [3, 8, 11, 13]

• Problems of a more generalized nature

– Addressing the tradeoffs at different space scales; modeling whole networks
at macroscopic perspective; modeling transport of and over water at smaller
microscale scales [2, 9, 13]

– Taking into account explicitly uncertainties; modeling and preparing for
variations in currents, winds, social influences, system understanding [1, 7,
9, 11, 18, 20, 21]

– Benefitting from the interaction between humans and automated systems
[9, 18]

– Increasing the cooperation in transport of and over water systems; reactivat-
ing the transport over water market [11, 20, 22]

• Problems focusing on the interaction

– Balancing conflicting objectives of optimal delivery of water versus optimal
navigation over water [15]

– Designing the interactions among ship-waterway physics, river-wetland con-
nections, river-waterway-canal interaction [7, 8, 13]

The methods that are used to address these problems are a clear indication of the
multidisciplinary nature of the domain considered:

• Modeling (for control): Closed-loop identification, data assimilation, Kalman
filters, probabilistic maps, potential fields, dynamical models, hydraulic models,
LTV models [2, 12, 14, 16]

• Different control techniques:

– Centralized: Uncertain control, delay-aware control, multi-objective con-
trol, nonlinear iterative control, predictive control, (automatically tuned) PI,
nonlinear MPC, event-driven control, decentralized PI, optimization-based
control, fault tolerant control [2, 4, 12, 15, 17, 21]

– Distributed: single level, multi-level/hierarchical [10, 17, 18]

• Operations research techniques (planning): scheduling, routing, mixed-integer
optimization [3, 21]

• Integrated control and scheduling [3, 20]
• Economical analysis [8, 22]
• Proposal validation: Virtually in simulation studies, physical lab experiments,

gaming for education [7, 15, 22]
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Details on all the above mentioned problems and methods, as well as their
relation to the common framework of transport of water and transport over water
are found in the provided references.

1.6 Outline of the Book

The book “Transport of Water Versus Transport over Water” categorizes the
approaches investigated in the literature in two parts: the first part considers
those chapters mainly focusing on the modeling, management and control of
infrastructures related to the transport of water (water networks, rivers, irrigation
canals). The second part collects contributions focusing on the transport of goods
and/or navigation activities, i.e., systems related to the transport over water. Within
both parts, research lines have been ordered in such a way that earlier chapters
consider more integrated approaches among both fields of transport (of and over)
while, as that integration decreases, chapters are becoming more related to either
of or over fields. This organization allows the reader to identify and distinguish the
proposed approaches and how the respective research lines treat and contribute to
the unified framework discussed.

As mentioned before, each research lines offers its own discussion of the
integrated framework in the light of the particular approach presented and discussed
according to the field. Hence, many ideas arise for actually shaping the details of
the proposed integrated framework naturally arise—the methodologies applied to
one field (of or over) require new perspectives from the complementary field for
the unified framework to be applicable. This leads to many interesting new research
directions.

1.7 Concluding Remarks

Methodologies and relevant approaches related to transport of water and transport
over water have experienced a fast evolution over the past years via separated
ways, although closely related by the common element of water. Moreover, case
studies are everyday more challenging and complex, implying smart solutions to
management problems mainly taking into account the possible interactions between
systems and the consequent difficulties to cope with them.

The book “Transport of Water versus Transport over Water” provides contri-
butions from recognized water-field researchers that also work in “real-world”
applications related to diverse sectors of the water field. Research lines investigated
are structured following a common format: starting with the problem formulation
and description (according to the particular topic—of water, over water), where
the proposed approach is discussed and exemplified by means of a water case
study. Next the explicit linking between transport of water and transport over water
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is presented and discussed for the particular proposed approach. Then, the open
topics and directions of new/future research lines are proposed and, finally, the most
relevant conclusions are drawn. The transport of/over water linking sections is what
distinguishes this book: the link is shown, contextualized and highlighted.

The book will be useful for engineers facing complex applications and willing
to use recent methods of identification and control in solving them. In addition,
applied researchers looking for areas in which to contribute in reducing the
theory/application gap and exploring practical issues. Both will take great benefit
from the framework and approaches presented in this book.

Acknowledgements This research has been partially funded by the Transport Institute at Delft
University of Technology—bringing together researchers and students from different backgrounds
to identify the solutions that result in safer, cleaner and more efficient transport and improved
accessibility. Moreover, this research has been partially funded the Maritime Project “ShipDrive: A
Novel Methodology for Integrated Modeling, Control, and Optimization of Hybrid Ship Systems”
(project 13276) of the Dutch Technology Foundation STW, and the Spanish project “ECOCIS:
Economic Operation of Critical Infrastructure Systems” (reference DPI-2013-48243-C2-1-R).

References

1. Alfonso L, Tefferi M. Effects of uncertain control in transport of water in a river-wetland
system of the Low Magdalena River, Colombia. In: Ocampo-Martinez C, Negenborn RR,
editors. Transport of water versus transport over water: Exploring the dynamic interplay
between transport and water, Chap. 8. New York: Springer; 2015.

2. Belaud G, Litrico X. Transport of water versus particular transport in open-channel networks.
In: Ocampo-Martinez C, Negenborn RR, editors. Transport of water versus transport over
water: Exploring the dynamic interplay between transport and water, Chap 6. New York:
Springer; 2015.

3. Burger M, De Schutter B. Effects of water flow on energy consumption and travel times of
micro-ferries for energy-efficient transport over water. In: Ocampo-Martinez C, Negenborn
RR, editors. Transport of water versus transport over water: Exploring the dynamic interplay
between transport and water, Chap. 12. New York: Springer; 2015.

4. Dorchies D, Malaterre P-O. Automatic tuning of PI controllers for water level regulation of a
multi-pool open-channel hydraulic system. In: Ocampo-Martinez C, Negenborn RR, editors.
Transport of water versus transport over water: Exploring the dynamic interplay between
transport and water, Chap. 9. New York: Springer; 2015.

5. Froese J. Safe and efficient port approach by vessel traffic management in waterways. In:
Ocampo-Martinez C, Negenborn RR, editors. Transport of water versus transport over water:
Exploring the dynamic interplay between transport and water, Chap. 15. New York: Springer;
2015.

6. Godjevac M, Drijver M. Performance evaluation of an inland pusher. In: Ocampo-Martinez C,
Negenborn RR, editors. Transport of water versus transport over water: Exploring the dynamic
interplay between transport and water, Chap. 20. New York: Springer; 2015.



1 Perspectives on Transport of Water versus Transport over Water 9

7. Hassani V, Pascoal AM. Wave filtering and dynamic positioning of marine vessels using a
linear design model: Theory and experiments. In: Ocampo-Martinez C, Negenborn RR, editors.
Transport of water versus transport over water: Exploring the dynamic interplay between
transport and water, Chap. 17. New York: Springer; 2015.

8. Hekkenberg RG. Technological challenges and developments in European inland waterway
transport. In: Ocampo-Martinez C, Negenborn RR, editors. Transport of water versus transport
over water: Exploring the dynamic interplay between transport and water, Chap. 16. New York:
Springer; 2015.

9. Horváth K, Rajaoarisoa L, Duviella E, Blesa J, Petreczky M, Chuquet K. Enhancing inland
navigation by model predictive control of water levels: The Cuinchy-Fontinettes case. In:
Ocampo-Martinez C, Negenborn RR, editors. Transport of Water versus Transport over Water:
Exploring the dynamic interplay between transport and water, Chap. 13. New York: Springer;
2015.

10. Lemos JM, Sampaio I. Distributed LQG control for multiobjective control of water canals. In:
Ocampo-Martinez C, Negenborn RR, editors. Transport of water versus transport over water:
Exploring the dynamic interplay between transport and water, Chap. 4. New York: Springer;
2015.

11. Maes J, Sys C, Vanelslander T. City logistics by water: Good practices and scope for expansion.
In: Ocampo-Martinez C, Negenborn RR, editors. Transport of water versus transport over
water: Exploring the dynamic interplay between transport and water, Chap. 21. New York:
Springer; 2015.

12. Malaterre P-O, Jean-Baptiste N, Dorée C. Data assimilation to improve models used for
the automatic control of rivers or canals. In: Ocampo-Martinez C, Negenborn RR, editors.
Transport of water versus transport over water: Exploring the dynamic interplay between
transport and water, Chap. 3. New York: Springer; 2015.

13. Osekowska E, Axelsson S, Carlsson B. Potential fields in modeling transport over water. In:
Ocampo-Martinez C, Negenborn RR, editors. Transport of water versus transport over water:
Exploring the dynamic interplay between transport and water, Chap. 14. New York: Springer;
2015.

14. Padilla A, Bittner R, Yuz JI. Closed-loop identification and control of inland vessels. In:
Ocampo-Martinez C, Negenborn RR, editors. Transport of water versus transport over water:
Exploring the dynamic interplay between transport and water, Chap. 18. New York: Springer;
2015.

15. Puig V, Ocampo-Martinez C, Negenborn RR. Model predictive control for combined water
supply and navigability/sustainability in river systems. In: Ocampo-Martinez C, Negenborn
RR, editors. Transport of water versus transport over water: Exploring the dynamic interplay
between transport and water, Chap. 2. New York: Springer; 2015.

16. Revestido Herrero E, Tomás-Rodríguez M, Velasco FJ. Nonlinear iterative control of
manoeuvring models for transport over water. In: Ocampo-Martinez C, Negenborn RR, editors.
Transport of water versus transport over water: Exploring the dynamic interplay between
transport and water, Chap. 19. New York: Springer; 2015.

17. Sadowska A, van Overloop PJ, Burt C, De Schutter B. Hierarchical MPC-based control of an
irrigation canal. In: Ocampo-Martinez C, Negenborn RR, editors. Transport of water versus
transport over water: Exploring the dynamic interplay between transport and water, Chap. 10.
New York: Springer; 2015.

18. Sun CC, Puig V, Cembrano G. Coordinating model predictive control of transport and supply
water systems. In: Ocampo-Martinez C, Negenborn RR, editors. Transport of water versus
transport over water: Exploring the dynamic interplay between transport and water, Chap. 7.
New York: Springer; 2015.

19. Tian X, Negenborn RR, van Overloop PJ, Maestre JM, Mostert E. Model predictive control
for incorporating transport of water and transport over water in the dry season. In: Ocampo-
Martinez C, Negenborn RR, editors. Transport of water versus transport over water: Exploring
the dynamic interplay between transport and water, Chap. 11. New York: Springer; 2015.



10 R.R. Negenborn and C. Ocampo-Martinez

20. van Hassel E. Reactivation of the small inland waterway network. In: Ocampo-Martinez C,
Negenborn RR, editors. Transport of water versus transport over water: Exploring the dynamic
interplay between transport and water, Chap. 22. New York: Springer; 2015.

21. van Loenen A, Xu M. Forecasting and predictive control of the Dutch canal network. In:
Ocampo-Martinez C, Negenborn RR, editors. Transport of water versus transport over water:
Exploring the dynamic interplay between transport and water, Chap. 5. New York: Springer;
2015.

22. Veenstra AW, van Meijeren J, Harmsen J, Verbraeck A. Fostering cooperation in inland
waterway networks: A gaming and simulation approach. In: Ocampo-Martinez C, Negenborn
RR, editors. Transport of water versus transport over water: Exploring the dynamic interplay
between transport and water, Chap. 23. New York: Springer; 2015.



Part I
Transport of Water



Chapter 2
Model Predictive Control for Combined Water
Supply and Navigability/Sustainability
in River Systems

V. Puig, C. Ocampo-Martinez, and R.R. Negenborn

Abstract In this chapter, a methodology for the optimal management of combined
water supply and navigability/sustainability in river systems based on model
predictive control (MPC) is proposed. A control-oriented modeling methodology
for this type of systems is presented as well. MPC is used to generate flow-control
strategies from the sources to both the farmers and urban consumers in order to
meet future demands with appropriate flows, optimizing operational goals such
as network safety volumes in dams and smooth operations of actuators (valves,
gates and pumps). At the same time, the generated flow-control strategies should
allow maintaining the appropriate river water levels that, in turn, allows to preserve
the ecological flows and the navigability of the downstream part of the river. The
case study of the Guadiana river is used to show and verify the proposed optimal
management methodology.

2.1 Introduction

Water management is a subject of increasing concern. Limited water supplies,
conservation and sustainability policies, as well as the infrastructure complexity
for meeting consumer demands with quality levels make water management a
challenging problem. Water systems, which are quite often of large-scale nature,
comprise:

• Supplies, where raw water is drawn from superficial or underground sources,
such as rivers, reservoirs or boreholes;
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• Production facilities, where water is treated to meet consumer-use standards;
• Transport systems, natural or artificial open-flow canals carrying water from the

sources to the treatment locations and to the distribution areas;
• Distribution areas, including consumer demands, storage tanks and pressurized

pipe networks, to which water must be supplied with appropriate pressure levels
• Control elements in all the above-mentioned subsystems, such as gates, valves,

and pumps.

Water supply, treatment, transport and distribution are often operated separately
by different authorities and/or utilities. Planning and management of these sub-
systems have different goals and time scales. Additionally, hydraulics involved
differ considerably from one to another, in particular, between large and spatially-
distributed open canals and pressurized water sections for distribution to consumers.
In many water systems, network operation is carried out based on heuristic
approaches, operator judgment, among other approaches, which may be quite
complex for large-scale interconnected systems. Decision support systems, which
are based on mathematical network and operation models, may efficiently contribute
to the optimal management of water networks by computing control strategies
ahead in time, which optimize management goals [3]. Optimization and optimal
control techniques provide an important contribution to strategy computation in
water systems management, as reported in [1, 14].

Many modern water systems are operated through centralized or distributed
telemetry and telecontrol systems but supervised by expert humans. Over the past
few years, Model Predictive Control (MPC) has proven to be one of the most
effective and accepted control strategies for large-scale complex systems [11, 17].
The objective of using this technique for controlling water systems is to compute, in
a predictive way, the manipulated inputs in order to achieve the optimal performance
of the network according to a given set of control objectives and predefined
performance indices. As shown in [9, 22], MPC controllers are suitable to be used
in the global/supervisory control of networks related to the urban water cycle.
Figure 2.1 shows a conceptual scheme for a hierarchical structure considered on the
control of such networks. Here, the MPC, as the global control law, determines
the references (set-points) for the local controllers placed at different elements of
the networked system. These references are computed according to measurements
taken from sensors distributed around the network. The management level provides
the MPC with its operational objectives, which are reflected in the controller design
as the performance indices to be enhanced, which can be either minimized or
maximized, depending on the case. Finally, water systems control requires the use
of a supervisory system to monitor the performance of the different control elements
in the networks (e.g., valves and gates) and to take appropriate correcting actions in
the case where a malfunction is detected, to achieve a proper fault-tolerant control.

In this chapter, a methodology based on MPC for the optimal management
of water supply in river systems combined with navigability and sustainability
features is proposed. A control-oriented modeling approach for these systems is also
presented. MPC is used to generate flow-control strategies from the sources to both
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Fig. 2.1 Hierarchical structure for RTC system based on MPC (taken from [14])

the farmers and urban consumers to meet future demands with appropriate flows,
optimizing operational goals such as network safety volumes in dams and control
input smoothness in actuators. Simultaneously, the generated flow-control strategies
should allow maintaining the appropriate water levels in the river, allowing in turn
to preserve the ecological flows and the navigability at the downstream portion of
the river.

Regarding the case study through which the proposed methodology is illustrated,
a brief description is going to be presented next. The Guadiana River is an interna-
tional river defining a long stretch of the Portuguese–Spanish border, separating
Extremadura and Andalucia (Spain) from Alentejo and Algarve (Portugal), see
Fig. 2.2. The basin of the river extends from the eastern portion of Extremadura
to the southern provinces of the Algarve; the river and its tributaries flow from
east to west, then south through Portugal to the border towns of Vila Real de
Santo António (Portugal) and Ayamonte (Spain), where it flows into the Gulf of
Cádiz. With a course that covers a distance of 829 km, it is the fourth-longest in the
Iberian peninsula, and its hydrological basin extends over an area of approximately
68,000 km2 (the majority of which lies within Spain).

The Guadiana ecosystem has Mediterranean hydrological characteristics, includ-
ing high variation in intra- and inter-annual discharge, large floods and severe
droughts. This variability is a consequence of considerable variation in rainwater
supply, averaged around an annual mean of 400–600mm. There are over thirty dams
on the river basin, the largest of which is the Alqueva Dam, near Moura, in the Beja
District, responsible for the largest reservoir in Western Europe (see Fig. 2.3). The
Alqueva reservoir occupies an area of 250 km2, with a capacity for 4;150 hm2. For
the most part, the Guadiana is navigable until Mértola (a distance of 68 km), see
Fig. 2.4.
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Fig. 2.2 Guadiana basin

Fig. 2.3 Alqueva dam
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Fig. 2.4 Ship navigation in the Guadiana river

The chapter is organized as follows. In Sect. 2.2, the control-oriented modeling
methodology is described and the predictive control strategy applied to water supply
systems is presented and discussed for the mentioned case study: the Guadiana river.
Section 2.3 highlights and motivates some discussion about the approach proposed
in this chapter within the transport of water framework and its relation/connection
with the transport over water. Finally, in Sect. 2.4, the main conclusions are drawn.

2.2 Proposed Approach and Case Study

2.2.1 Control-Oriented Modeling Methodology

Several modeling techniques dealing with the operational control of water systems
have been presented in the literature, see [1, 10], among others. Here, a flow control-
oriented modeling approach is outlined, which follows the principles presented
by the authors in [13, 14]. Natural extensions to include pressure features in the
system model can be found in [5, 6, 20, 24]. A water system generally contains
storing elements, which store the water coming from the network sources, a network
of pressurized/unpressurized pipes and a number of sinks. Valves, gates and/or
pumping stations are elements that allow to manipulate the water flow according
to a specific policy and to supply water requested by the network users. These flows
are chosen by a global management strategy.
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The water system model can be considered as composed of a set of constitutive
elements, which are presented and discussed below. Some of these elements follow
the description reported in [15] for flow networks, but will be included here for the
proper completeness of the discussion.

Tanks and Dams

Water dams/reservoirs provide the entire water system with the storage capacity
of water while water tanks at distribution level additionally provide at appropriate
elevation levels to supply water with adequate pressure service to consumers. The
mass balance expression relating the stored volume v, the manipulated inflows qjin
and outflows qhout (including the demand flows as outflows) for the i -th tank can be
written as the discrete-time difference equation

vi .k C 1/ D vi .k/C�t

0
@X

j

q
j
in.k/ �

X
h

qhout.k/

1
A ; (2.1)

where �t denotes the sampling time and k denotes the discrete-time instant. The
physical constraint related to the range of admissible water in the i -th dam/tank is
expressed as

vi � vi .k/ � vi ; 8 k; (2.2)

where vi and vi denote the minimum and the maximum admissible storage capacity,
respectively. As this constraint is physical, it is impossible to send more water to a
tank than it can store, or drawing more water than the stored amount. Although
vi might correspond with an empty dam/tank, in practice this value can be set as
nonzero in order to maintain an emergency stored volume enough to supply for
facing extreme circumstances. Moreover, there will be restrictions in the amount
of flow that can be extracted from the dam/tank depending on the volume stored
according to the discharge curves.

For simplicity purposes, the dynamic behavior of these elements is described as
a function of the volume. However, in most of the cases the measured variable is
the water level (by using level sensors), which implies the computation of the water
volume taking into account the element geometry.

Actuators

Several types of control actuators are considered: valves, gates and pumps (more
precisely, complex pumping stations). It is assumed that the MPC controller
provides the flow set-point to a local controller that is responsible to establish the
required flow through the actuator by using a closed-loop control system with a PID
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or a PLC. The manipulated flows through the actuators represent the manipulated
variables, denoted as qu. All considered actuators have lower and upper physical
limits, which are taken into account as system constraints. As in (2.2), they are
expressed as

qu
i

� qui .k/ � qui ; 8 k; (2.3)

where qu
i

and qui denote the minimum and the maximum flow capacity,
respectively.

Nodes

These elements correspond to the network points where water flows are merged or
split. Thus, the nodes represent mass balance relations, being modeled as equality
constraints related to inflows (from other dams/tanks through gates/valves or pumps)
and outflows, these latter being represented not only by manipulated flows but also
by demand flows. The expression of the mass conservation in these elements can be
written as

X
j

q
j
in.k/ D

X
h

qhout.k/: (2.4)

From now on and with some abuse of notation, node inflows and outflows are
denoted by qin and qout, respectively, despite they can be manipulated flows and
hence denoted by qu, if correspond.

River/Canal Reaches

In the proposed control-oriented methodology, a single river/canal reach can be
approximated by using the IDZ model introduced in [7] used the Laplace transform

Ydns.s/ D G1.s/Qups.s/CG2.s/Qdns.s/; (2.5)

where Ydns.s/ is the water level at the control point, and Qups.s/, Qdsn.s/ are
the upstream and downstream flows, respectively. Moreover, G1.s/ D e��d s=Ad s
and G2.s/ D �1=Ad s with �d being the downstream transport delay and Ad the
downstream backwater area.

Taking into account the linearized relation between Qdns and Ydns in the control
point, the following relation can be established:

Qdns.s/ D ˇYdns.s/; (2.6)
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where ˇ is a constant varying with the operating point. Combining (2.5) and (2.6),
the following first order plus time delay (FOPTD) model is obtained:

G.s/ D Qdns.s/

Qups.s/
D Ke��d s

T s C 1
; (2.7)

with K D 1 and T D Ad=ˇ. This model can be represented in discrete time, using
a sampling time �t , in terms of the Z-transform as follows:

Gd.z/ D Qdns.z/

Qups.z/
D b0z�d

z � a1 ; (2.8)

where d D �d=Ts , b0 D 1 � a1 and a1 D e� Ts
T . Alternatively, it can be written as a

difference equation as

qdns.k C 1/ D a1qdns.k/C b0qups.k � d/: (2.9)

Urban and Irrigation Demands

Urban and irrigation demands are considered as measured disturbance of the system
at a given time instant. The demand in urban areas can be anticipated by a
forecasting algorithm that is integrated within the MPC closed-loop architecture
[16, 23]. In [16], the demand forecasting algorithm uses a two-level scheme
composed by (a) a time-series model to represent the daily aggregate flow values,
and (b) a set of different daily flow demand patterns according to the day type to
cater for different consumption during the weekends and holidays periods. Every
pattern consists of 24 hourly values for each daily pattern. This algorithm runs
in parallel with the MPC algorithm. The daily series of hourly-flow predictions
are computed as a product of the daily aggregate flow value and the appropriate
hourly demand pattern. On the other hand, irrigation demand is typically planned
in advance with farmers. Pre-established flows for irrigation are established in the
irrigation areas for determined periods of the year.

2.2.2 MPC Problem Formulation for Water Supply Systems

Water supply and distribution infrastructures are quite complex multivariate sys-
tems. In order to improve their performance, predictive control [8, 17] provides
suitable techniques to compute optimal control strategies ahead in time for all the
flow and pressure control elements of a water system. The optimal strategies are
computed by optimizing a mathematical function describing the operational goals
in a given time horizon and using a representative model of the network dynamics,
as well as demand forecasts.
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In many water systems, a supervision sampling time and control interval of the
order of 1h is used, which is based on the scanning time of the telemetry system and
on the dynamics of water distribution. Water consumption in urban areas is usually
managed on a daily basis, because proper hourly 24-h-ahead demand predictions
may, in general, be available and common transport time delays between supply
locations and the consumer sites allow operators to follow daily water request
patterns. Therefore, this horizon is appropriate for evaluating the effects of different
control strategies on the water network, with respect to operational goals. However,
other horizons may also be appropriate for different utilities.

Operational Goals

In most water systems, the regulated elements, namely pumps, gates and retention
devices, are typically controlled locally, i.e., they are controlled by a remote
station according to the measurements of sensors connected only to that station.
However, a global real-time control system may require the use of an operational
model of the system dynamics in order to compute, ahead in time, optimal control
strategies for the actuators based on the current state of the system provided by
supervisory control and data acquisition (SCADA) sensors, the current disturbance
measurements and appropriate disturbance predictions. The computation procedure
of an optimal global control law should take into account all the physical and
operational constraints of the dynamical system, producing set-points though which
given control objectives are achieved.

The immediate control goal of a water supply system is to meet the demands at
consumer sites with appropriate flows, according to the requirements from the users.
Predictive control techniques may be used to compute strategies which achieve
this, while also optimizing the system performance in terms of different operational
criteria. Regarding those criteria, some of them are discussed next.

• Cost reduction: The main economic costs associated with drinking water pro-
duction are due to treatment processes, water acquisition or use costs and,
most importantly, to electricity costs for pumping. Delivering this drinking
water to appropriate pressure levels through the network involves important
electricity costs in booster pumping as well as elevation from underground
sources. In a specific case, this objective can be mathematically formulated as
the minimization of

J1.k/ D .˛1 C ˛2.k// qu.k/; (2.10)

where ˛1 corresponds to a known vector related to the economic costs of the
water depending on the selected water source, and ˛2.k/ is a vector of suitable
dimensions associated to the economic cost of the flow through certain actuators
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(pumps only) and their control cost (pumping). Note the k-dependence of ˛2
since the pumping cost has different values according to the variable electric
tariffs along a day.

• Operational safety: This criterion refers to maintaining appropriate water storage
volumes in dams and tanks of the network for emergency handling. Therefore,
this objective may be achieved by minimizing the following expression:

J2.k/ D
(
.v.k/ � vsafe/T .v.k/ � vsafe/ if v.k/ � vsafe

0 otherwise;
(2.11)

where vsafe is a term which determines the safety volume to be considered for the
control law computation.

• Demand management: This criterion refers to the fact that, although urban
demands must be fully satisfied, irrigation demands allow some degree of
slackness. Therefore, this objective may be achieved by minimizing the following
expression:

J3.k/ D
(
.q.k/ � d.k//T .q.k/ � d.k// if q.k/ � d.k/

0 otherwise;
(2.12)

where d.k/ is the irrigation flow demanded for irrigation while q.k/ is the flow
served.

• Minimum-flow management: This criterion refers to the need of enforcing that
the generated flow strategies allow maintaining the appropriate water flows (or
levels) in the river that allows to preserve the ecological flows and the navigability
of the downstream portion of the river. This is achieved by means of the following
objective expression:

J4.k/ D
(
.q.k/ � qsafe/T .q.k/ � qsafe/ if q.k/ � qsafe

0 otherwise;
(2.13)

where qsafe is a term which determines the safety flow to be considered for the
control law computation.

• Control action smoothness: The operation of actuators usually requires smooth
flow set-point variations for equipment conservation. To obtain such smoothing
effect, control signal variation between consecutive time intervals (slew rate) is
then penalized. The penalty term to be minimized is

J5.k/ D �qu.k/
T �qu.k/; (2.14)

where �qu.k/ , qu.k/ � qu.k � 1/.
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Multi-objective Performance Function

The multi-objective performance function J .k/ that gathers the aforementioned
control objectives may be written as

J .k/ D
nJX
jD1

�j Jj .k/; (2.15)

where a set of nJ control objectives are considered and, in turn, a multi-objective
open-loop optimization problem is stated. The prioritization of the control objectives
is performed by using the order of the mathematical cost function associated to
each objective, and also a set of appropriate weights �j . These weights are selected
off-line by means of trial and error procedures, taking into account the priority of
each objective within the cost function. More sophisticated tuning methodologies
for tuning multi-objective control problems based on lexicographic minimizers [12],
goal programming [4], or Pareto-front computations [21] may be also considered.

Non-linear MPC Strategy

Collecting the control-oriented model and operational goals described in previous
subsections, the MPC design follows the traditional procedures presented in [2, 8,
17], which involves solving an optimization problem over a prediction horizon Hp ,
where a cost function is minimized subject to a set of physical and operational
constraints. Once the minimization is performed, a vector of control actions is
obtained. Only the first component of that vector is considered and applied over
the plant. The procedure is repeated for the next time instant taking into account the
feedback measurements coming from the system, following the classic receding-
horizon strategy.

Given a general nonlinear dynamic model of the water system obtained applying
the proposed control-oriented modeling methodology presented above

x.k C 1/ D g.x.k/; u.k//; (2.16)

being x.k/ 2 R
n the mapping of states and u.k/ 2 R

m the control signals, where
g W Rn � R

m ! R
n is an arbitrary system state function and k 2 ZC, the MPC is

based on the solution of the open-loop optimization problem

min
fu.k/gHp�1

iD0

Hp�1X
iD0

J .u.k C i jk/; x.k C i jk// ; (2.17a)
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subject to

Hu.k C i/ � b; (2.17b)

Hequ.k C i/ D beq; (2.17c)

8 i 2 Œ0;Hp�1�, where J .�/ is the cost function,Hp denotes the prediction horizon,
and H , Heq , b, beq are matrices with suitable dimensions. In sequence (2.17a),
x.kC i jk/ denotes the prediction of the state at time kC i performed at k , starting
from x.0jk/ D x.k/. In particular, constraints (2.17c) are related to elements with
static dynamics, where an equality condition must hold. The optimal solution of
(2.17) is given by the sequence

u.0jk/�; u.1jk/�; : : : ; u.Hp � 1jk/�;

and then the receding horizon philosophy sets

uMPC.x.k// , u.0jk/�; (2.18)

disregarding the computed inputs from k D 1 to k D Hp � 1, with the whole
process repeated at the next time instant k 2 ZC. Expression (2.18) is known in the
MPC literature as the MPC law.

In order to manage the uncertainty of the system disturbances over the prediction
horizon, the stochastic paradigm can be used, which leads to include explicit models
of uncertainty/disturbances in the design of control laws and by transforming hard
constraints into probabilistic constraints. The stochastic approach is a classic one
in the field of optimization, but due to the advances in technology which improve
computation capacity and the flexibility of the MPC framework to incorporate
models and constraints within an optimal control problem, a renewed attention has
been given to the stochastic programming [19], as a powerful tool for robust control
design, leading to stochastic MPC approaches.

2.2.3 Case Study: Guadiana River

Description

As discussed in the introduction, the Guadiana has its source in Spain and flows
into the Atlantic Ocean on the Portugal coast. It runs through the central south
part of Spain from east to west most of its length to turn to the south direction
when it is passing through Portugal. The hydrologic basin of Guadiana covers up to
67,733 km2, from which 55,512 m2 belongs to Spain (81.9 %). The annual average
sources to the basin is about 3,884 hm3. The global basin has 87 reservoirs with
higher capacity of 1 hm3 and a total storage capacity of more than 9,000 m3.
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Fig. 2.5 Screen of the SCADA system

In the Guadiana catchment, the climatic conditions are characterized, in a general
sense, by high temperature in summer and moderate in winter, and by a very
irregular pluviometry, which is typical of the Mediterranean areas. This climatology
configures a catchment that presents scarce and irregular rainfall, and sudden strong
precipitation and frequent dry years. Agricultural and farming demand represents
about the 90 % of the water use while the remaining demand is domestic or
industrial.

Currently, the monitoring and control of the Guadiana catchment is by the
Automatic Hydrological Information System of the Guadiana Water Authority that,
by means of a SCADA system (see Fig. 2.5 for a sample of a SCADA screen), allows
to know the current state of the water resources and river flows and operate dams
and control elements. Currently, there are 144 control points: 86 in rivers sections,
48 in dams and 10 in canals plus 150 meteorological stations.

This chapter considers just the central part of this basin, where the Guadiana
River is highly regulated by 16 dams linked by canals and pipes. The total capacity
of these reservoirs is about 7,800 hm3, which regulate the river flow and supply to all
the demands and the important irrigation zones of the basin. A bilateral agreement
(Convenio de Albufeira) between Spain and Portugal establishes a minimum flow
at specific sections of the river during normal precipitation years. This regulation
takes into account the restrictions of ecological flows for summer periods and the
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operational rules for the reservoirs in rainy episodes. All these restrictions will be
part of the optimization problem. The conceptual model of the Guadiana central
portion is shown in Fig. 2.6. In this figure, blue lines define the stretches rivers and
the open canals, while in black lines define the pressurized pipes.

Results

In this section, control results are presented for representative selected elements.
The control results have been obtained under the following considerations:

• The selected scenario lasts 16 months, with a sampling time of 1 day.
• The operational control strategy aim to guarantee the preservation of a minimum

volume of water at the dams/reservoirs and the smooth behavior of the actuators
(gates) while satisfying the consumer demands and the Convenio of Albufeira.

• The maximum available flow to deliver through all outlets of the reservoirs is
limited by the total volume of water according to the corresponding discharge
curve.

The control objectives of the multi-objective optimization associated to the
MPC problem are defined in Sect. 2.2.2. The prediction horizon used for the MPC
controller is one month (30 days). Optimization problems have been solved using
the CONOPT3 solver in GAMS. The computer used to run the simulations is a PC
Intel R� CoreTM running both cores at 2.8 GHz with 4 GB of RAM. Computation
time of each MPC iteration is less than 1 min.

The MPC controller is implemented by means of the tool presented in Fig. 2.7.
This is general-purpose decision-support tool that has been developed to allow
the user to implement optimal/predictive control techniques in large-scale water
systems. An important feature of this tool compared to other existing tools is the
application of a unified approach to the complete water system including supply,
production, transport and distribution and, therefore pressurized and open-canal
dynamics, simultaneously. The modeling and predictive control problem solution
algorithm in this tool is designed for real-time decision support, in connection
with the SCADA system using the OPC protocol. The hydraulic modeling relies
on the control-oriented methodology described in Sect. 2.2.1, whose parameters
are estimated on-line using recursive parameter estimation and real data from
network sensors. Demand forecasting models, based on time-series analysis, are
also dynamically updated. The real-time calibration using recursive parameter
estimation methods contributes to deal with hydraulic uncertainty. This modeling
choice, as well as the optimization method selection allow to deal with quite
large-scale systems. Another distinguishing feature of the tool is its capability to
accommodate complex operational goals.

Some results illustrating the performance of the proposed approach and devel-
oped tool in the Guadiana are presented in the following. Figure 2.8 shows the
urban demand E2-07 supplied from the river. Figure 2.9 shows the resulting flow
through gate V2-07 of a dam upstream of this demand, which is manipulated to
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Fig. 2.7 Screen of the MPC design software tool
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Fig. 2.10 Volume evolution of dam E2-07

satisfy it while fulfilling the rest of objectives such as the minimizing the river
flow and maintaining the dam volume up to the safety volume. This can be seen
in Fig. 2.10 for the volume evolution of dam E2-07, where the control strategy
guarantees that the dam volume surpasses the safety volume most of the time, being
able to vary freely but without getting empty. On the other hand, Fig. 2.10 shows
that the minimum flow (2 m3/s) established by the Convenio of Albufeira to preserve
sustainability and downstream navigability of the river is satisfied (Fig. 2.11).
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Fig. 2.11 Albufeira flow

2.3 Linking Transport of and Transport over Water

As discussed along this chapter, an important characteristic of the Guadiana
catchment is the strong seasonal variations as consequence of the inter-annual
regularity of drought and rainy periods. This distinctive condition of the river
implies that its flow needs to be regulated by means of dams in order to adapt it to the
needs of the ecological and navigability flows,1 hydroelectric generation and water
supply demands. In drought periods, a great part of the Guadiana river tributaries
have no water flow and show significant levels of eutrophication.2 Until recently,
the bilateral relationships between Spain and Portugal in water aspects were based
on sharing water for hydroelectric generation. However, since November 1998, the
Convenio de Albufeira agreement establishes a minimum flow at specific sections
of the Guadiana river during normal precipitation years. This implies that integrated
water resource management in all the Guadiana catchment is needed to manage in
a efficient way the stored water in dams allowing to supply the required flows and

1For the most part, the Guadiana is navigable until Mértola, a distance of 68 km away from the sea.
2Eutrophication or hypertrophication is defined as the ecosystem response to the addition of
artificial or natural substances, mainly phosphates, through detergents, fertilizers, or sewage, to
an aquatic system [18].



2 MPC for Combined Water Supply and Navigability/Sustainability in Rivers 31

keep the minimum flows at the specific sections of the Guadiana river. Nowadays,
all this management is carried out using empirical rules and “historic” strategies,
which come from years of operational experience and empirical results. While these
may generally be adequate, the best operational policies may be quite complex to
be determined for large-scale interconnected systems as the Guadiana catchment.
Thus, decision-support systems for operational control as the one proposed in this
chapter, based on mathematical models of network operation and optimal control
techniques, provide useful guidance for efficient management of water networks at
different levels (namely, as for the integrated water resources/watershed planning
and management with medium or long-term horizons) and with contradictory goals
(water supply and ecological/navigability flow preservation) specially in drought
periods of scarce water resources.

2.4 Conclusions

In this chapter, a methodology based on MPC for the optimal management of
combined water supply systems with navigability/sustainability features in river
systems has been proposed. First, a control-oriented modeling approach for this
type of systems has been introduced. Then, MPC is introduced as a means of
generating flow control strategies from the sources to the consumer to meet future
demands with appropriate flows, optimizing operational goals such as network
safety volumes in dams and control input smoothness in actuators (valves, gates and
pumps). At the same time, the resultant flow-control strategies allow maintaining the
appropriate levels in the river, allowing in turn to preserve the ecological flows and
the navigability of the downstream portion of the river. The case study of Guadiana
river has been used to illustrate the proposed management methodology. A decision
support tool that implements the proposed methodology is described and some
illustrative results in a real scenario are presented.
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Chapter 3
Data Assimilation to Improve Models used
for the Automatic Control of Rivers or Canals

P.-O. Malaterre, N. Jean-Baptiste, and C. Dorée

Abstract The dams and the hydropower plants on the Rhône River, managed by
the Companie Nationale du Rhône (CNR), are controller in real-time by Model
Predictive Controllers (MPC) since the early 2000s. The control objectives and
constraints are manyfold: optimize electrical production, allow navigation, protect
the banks from erosion, prevent or reduce the damages during flood events, supply
water to industries, cities and irrigation districts. In case the outputs of the embedded
model used by MPC do not fit the field measurements, some questions are raised on:
how to interpret this, and what can be done to solve this problem? We will present
recent developments, carried out and illustrated on the Rhône River allowing to
address these issues. The framework we will use is the one of Kalman filtering.
We will see that this framework is very powerful to solve the above described
problems. But, in some cases the obtained solution is not the one we would expect.
The conditions of success can be expressed and checked from some mathematical
tests, and linked to some physical properties (number and location of sensors,
uncertainties of the measurements and of the model, hydraulic configuration of the
hydraulic system).

3.1 Introduction

Irrigation is well-known for being responsible of more than 70% of the fresh water
withdrawal, in average in the world. But irrigated lands also contribute for more that
40% of the world food production with less than 20 % of the cultivated area. Recent

P.-O. Malaterre (�)
UMR G-eau, Irstea, Montpellier, France
e-mail: p-o.malaterre@irstea.fr

N. Jean-Baptiste
EDF—Direction Production Ingénierie Hydraulique, CIH—Département CC Lyon, Lyon, France
e-mail: nelly.jean-baptiste@edf.fr

C. Dorée
Compagnie Nationale du Rhône, Département Ouvrages Hydroélectriques et Fluviaux,
Lyon, France
e-mail: c.doree@cnr.tm.fr

© Springer International Publishing Switzerland 2015
C. Ocampo-Martinez, R.R. Negenborn (eds.), Transport of Water versus Transport
over Water, Operations Research/Computer Science Interfaces Series 58,
DOI 10.1007/978-3-319-16133-4_3

35

mailto:p-o.malaterre@irstea.fr
mailto:nelly.jean-baptiste@edf.fr
mailto:c.doree@cnr.tm.fr


36 P.-O. Malaterre et al.

FAO figures indicate that for 2030, the food production will have to be increased
by more that 80% to fulfill demand, but with no more than 12% additional water
extraction, due to the lack of availability of other new resources. Therefore, high
levels of efficiencies of water uses are increasingly expected from the managers of
irrigation canals or rivers used for irrigation.

Hydropower production is also getting more attention in the present context
of energy shortage, global change and greenhouse effect. The power production
must be optimized while respecting hydraulic constraints on the rivers. The water
levels are constrained within minimum and maximum values, and maximum rate of
change for navigation purposes in particular.

River transportation is also gaining more attention from the mid-1990s, with a
continuous increase in the volume of goods transported. The planning law on the
implementation of the French Grenelle Environment Forum in 2009, confirmed
the shift of freight from road transport to alternative modes, as a mean to reduce
greenhouse gas emissions. The Rhône-Saône bassin is the second in France (after
the Seine with about 3.9 M t-km) in terms of transportation of goods, with more than
1.28 M t-km. The project of Seine-North Europe 2020 is also a good illustration
of this dynamic. River transportation generates specific disturbances (from locks
maneuvers) and gives additional constraints to the river or canal managers, in
terms or minimum water depth at certain locations, limitation of wave generated
by hydraulic devices operations, and possible optimisation of flow conditions for
boats consumption reduction. The operation of these locks (Fig. 3.1) is done using
advanced remote and automated control procedures, and taken into account in the
overall management of the hydraulic system (Fig. 3.2).

In a general control engineering context, the water management objectives
include (1) to understand the behavior of natural (e.g., rivers) or manmade (e.g.,
irrigation canals) hydraulic systems, (2) to predict the behavior of the system over a
future time horizon, and (3) to correct this behavior, if it is not considered as fully
satisfactory. This latter corrective action has been done during millenniums through
structural static changes (e.g., dams or weirs construction, river recalibration,
sediment removal). The first hydromechanical devices based on floats and counter
weights used extensively on irrigation canals world wide (e.g., AMIL, AVIS,
AVIO or Mixte gates) have been built by the Neyrpic company created in 1917
in Grenoble, France. Since the early 1970s, this action over hydraulic systems is
also done using dynamic operational devices and procedures (e.g., gates or weirs
movements, using sensors and actuators). This is particularly true for irrigation
canals where control gates can be manipulated in order to distribute water to
users, at the right location, proper time and good quantity. These new technics
for the automatic management of open-surface hydraulic systems promoted the
development of advanced control algorithms, numerical simulation models and
SCADA (Supervisory Control And Data Acquisition) technologies for their imple-
mentation. Different approaches have been developed during the latest decades
[12]. Advanced techniques such as `1, LQG (Linear Quadratic Guaussian) or MPC
(Model Predictive Control) proved their ability to control such complex MIMO
(multi-input, multi-output) systems, taking into account different constraints, based
on a hydraulic model and maximizing a given criteria.
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Fig. 3.1 Lock on the Rhône river

Hydraulic models can be used in different manners, either just to test and validate
controllers prior to implementation, to tune the controller parameters off-line, or
used on-line, in real-time, to calculate the control action variables u, using measured
variables z obtained from the real system, in order to achieve some objectives for
some controlled variables y [12].

When a hydraulic system is under automatic control, whatever the control
objectives are (supply of water, transportation, etc), detailed information on its
hydraulic state must be available. This is also true for advanced remote manual
control. Usually, the only known quantities are the measurements performed on
the hydraulic system, at limited locations, with limited precision, and with possible
sensor, data processing or communication failures. Detection of sensor drifts or
breakdowns, or problems of actuators and estimation of unknown perturbations are
also important issues. At present, no field implementation of real time estimation of
the complete hydraulic state of a canal or river has been realized. Only data reconcil-
iation for daily volumes, where dynamic effects can be neglected, has been carried
out [5]. The main causes are the noisy character of the measurements, the size of
the systems, the non-linearity of the cross-structure equations and open-channel
dynamics and the lack of availability of corresponding robust and generic tools.

This chapter will describe a methodology and a mathematical framework to
address this problem and to cope with some specific issues. In particular, the
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Fig. 3.2 Operation of locks on the Rhône

convergence towards zero of the reconstruction error will be studied, and its link
with the given problem to solve (configuration of the hydraulic network, location
and number of sensors, measurement noise, etc). In order to illustrate them, they
will be applied and tested on a case study: the Rhône river. This case study will
be described in Sect. 3.2. The hydraulic model will be presented in Sect. 3.2.1. The
mathematical framework that will be used to solve the problem is the Kalman filter
presented in Sect. 3.2.2. This includes a mathematical test to check the convergence
of the Kalman filter (or more precisely of the estimation error towards zero), called
“a-posteriori” since it can be checked after the design of the Kalman filter. But,
this test does not show the links between the convergence property and the problem
setup, and is done after the Kalman design, which needs calculation efforts. We
are then looking for an a-priori test, done before any Kalman design, keeping
the links with the original problem setup. This test will be found and presented
in Sect. 3.2.3. Then, the methodology and algorithms are tested on four different
scenarii in Sect. 3.2.4, covering some of the more classical and interesting problems.
Section 3.3 will give remarks on the use of such methodology and algorithms to
feed the original problems of transport of water or transport over the water. Finally,
before the conclusion, Sect. 3.4 will list some pending issues to be solved before
this can be used in a generic operational tool, as well as some still opened scientific
questions.
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3.2 Case Study

The Rhône river is equipped, in its French portion, with 19 hydropower plants (Fig.
3.3) and 19 dams (Fig. 3.4) representing a total of 3 Giga Watts of installed power.
They are spread over the 530 km of the Rhône river reaches, from the French-
Switzerland boarder down-to the Mediterranean sea (Fig. 3.5). This represents 25%
of the French hydroelectricity production. The CNR is also managing 14 large gauge
locks (Fig. 3.1) on the downstream part of the Rhône river, allowing communication
within 29 industrial ports. The 19 hydropower plants along the Rhône river have
always the same general pattern, with two convergent reaches, a linear branch
and two diversion reaches. Among the two convergent or divergent reaches, one
is the natural river equipped with hydraulic gates (Fig. 3.4), and the other one is
the hydropower plant by-pass equipped with turbines. CNR was using PID type
control algorithms during the end of the last century, and modernized progressively
all 19 plants using Model Predictive Controllers (MPC) at the very beginning of
this new century. Most of these 19 systems are now controlled, in real time, using
predictive controllers based on a full Saint-Venant embedded model (named CRUE
simulation model from CNR). The choice made for this MPC controller was to use
a full Saint-Venant model, assuming that a good model was required in order to take
several hydraulic effects that occur during normal or exceptional events (backwater

Fig. 3.3 Power generation on the Rhône river—Vallabrègues plant
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Fig. 3.4 Dam gates on the Rhône river—Vallabrègues plant

effects, flooding to lateral major beds, tributaries inflows, change of bathymetry
due to sedimentation, etc). Using such an advanced model have nevertheless some
drawbacks: more data is required to set up the model (bathymetry, geometry of
cross and lateral devices, friction coefficients, etc), more CPU time is required for
its calculation, and with some hydraulic scenarios it can have numerical difficulties
to be run (Fig. 3.5).

A portion of the Rhône River, between two hydropower plants managed by the
Compagnie Nationale du Rhône (CNR), is selected for this study (Fig. 3.6).

3.2.1 The Open Channel Hydraulic Model

In order to be well founded, a state estimation must be based on a proper modeling of
the physical system. Irstea (National Research Institute of Science and Technology
for Environment and Agriculture) is developing methodologies and software tools
(dedicated to academic partners, consultant companies and canal or river managers)
allowing accurate hydrodynamic modeling [1]. The numerical tests carried out
hereafter are run on the SIC2 software developed by Irstea [2]. This model is based
on the 1D Saint-Venant equations describing the dynamic behavior of water (flows
and elevations) in an open-channel (3.1).
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Fig. 3.5 Rhône river and its 19 hydropower plants

The 1D Saint-Venant equations are two hyperbolic, first-order, non-linear,
partial-derivative equations:

(
@S
@t

C @Q

@x
D q

@Q

@t
C @

Q2

S

@x
C g:S @Z

@x
C g:S:J D q:

Q

S
;

(3.1)

whereQ is the discharge (m3/s), S the wetted cross-area (m2),Z the water elevation
(m), J the friction slope, q is the lateral inflow or outflow discharge linear rate
(m2/s), x the longitudinal abscissa (m) and t the time (s). The friction slope J

is usually obtained from the Manning-Strickler formula: J D n2Q2

S2R
4
3

, where n is

the Manning’s coefficient (K D 1
n

is called the Strickler coefficient) and R is the
hydraulic radius (m) (R D S

P
, where P is the wetted perimeter).
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Fig. 3.6 Portion of the
Rhône river between two
hydropower plants
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These equations are completed by external and internal boundary conditions
such as upstream and lateral inflows, downstream rating curves and weir or gate
equations. The equation of the flow through a gate structure is usually taken as:

Q D Cd
p
2gLu

p
zup � zdn;

where Cd is the gate discharge coefficient, L the gate width, u the gate opening
(m) and zup (resp. zdn) the water level upstream (resp. downstream) of the gate
(m). More complex equations are usually used to handle different flow conditions
(freeflow/submerged, open-flow/pipe-flow) in a continuous way [2].

Having no known analytical solution (in the general case), they are solved
numerically, after being discretized in time (�t time step) and space (�x space
step) through the implicit Preissmann finite difference scheme [3, 10]

8̂
ˆ̂̂<
ˆ̂̂̂
:

f .x; t/ D ‚
2
.f nC1
iC1 C f nC1

i /C 1�‚
2
.f n
iC1 C f n

i /

@f

@x
D ‚

f
nC1
iC1

�f nC1
i

�x
C .1 �‚/f

n
iC1

�f ni
�x

@f

@t
D f

nC1
iC1

�f n
iC1

Cf nC1
i �f ni

2�t
;

(3.2)

The gate structure equation (3.2) is linearized and introduced at the proper locations
in the numerical scheme. The double sweep method is used to solve the system of
discretized equations and iterations are processed to solve the non-linear terms [3].
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3.2.2 Kalman Filter Framework

Since the original work of Luenberger [9], state observers proved to be useful and
are widely used in estimation and other engineering applications. It has been used in
some cases for hydraulic systems [11]. In this line, the Kalman filter has dominated
the applications in signal processing and control areas. It provides a minimum
variance recursive algorithm to optimally estimate the unknown states of a dynamic
linear system with Gaussian uncertainties. This type of filter is a set of mathematical
equations which estimates the state vector at every time step [7, 8].

Linear State Space Model

The first step is to design an approximate linear model of the true system in state
space form:

�
xk D Axk�1 C Buk�1
yk D Cxk;

(3.3)

where A (state transition model), B (control-input model) and C (observation
model) are real constant matrices of appropriate dimensions. They could also be
varying depending on the current state estimate used for the linearization (Ak , Bk ,
Ck), leading to the extended Kalman filter framework.

The A matrix is obtained as A D A�1
1 A2, where A1 and A2 are constructed

from the discretization of the Saint-Venant equations (3.1), using the Preissmann
implicit numerical scheme (3.2). The full non-linear model SIC2 presented in the
previous section and the linear state space model are therefore based on some similar
principle, except that SIC2 is using the double sweep algorithm, non-linear iterations
and discretization updates, whereas the linear state space model is obtained by a
simple matrix inversion and multiplication. This leads to a discrete-time state-space
representation of the desired form [11].

The A1 and A2 matrices have both the following block diagonal structure:
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0
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14
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.n/
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.n/
23 a

.n/
24

�.dn/

1
CCCCCCCCCCCCCCCCCCA

(3.4)
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The x state vector is composed of hydraulic variables (discharges Q and water
levels Z) at each calculation cross section, relative to some reference state (this is
why we use the notation with ı variables). The parameters �.up;dn/ 2 Œ0; : : : ; 1�

depend on the choice of the discretization of the boundary conditions. In our
example we used a time step �t D 300 s and a space step �x Ð 150m. This
leads to a number of states nx Ð 300.

x D

0
BBBBBBBBBBBBBBBBBB@

ıQ1

ıZ1
ıQ2

ıZ2
ıQ3

ıZ3
: : :

: : :

: : :

ıQn

ıZn

:

1
CCCCCCCCCCCCCCCCCCA

(3.5)

Since the state vector x includes explicitly the discharges at calculation cross
sections, and since the control input variables u are, for example, the discharge
boundary conditions upstream, downstream and at some intermediate tributaries,
the B matrix is obtained easily by putting, for each column corresponding to a
variable of the vector u, nil values at all lines except at locations where a discharge
boundary conditions is imposed. Following the same principle, boundary conditions
in terms of water elevation, or relationships between water elevations and discharges
(rating curves) can also be imposed. For the same reason, the C matrix is also easily
obtained, since measurements y are usually water elevations or discharges, that is to
say components of the state vector x. In the following examples the number of input
variables u is 7 (2 upstream discharges, three tributaries, one downstream discharge,
one downstream rating curve) leading to a size of a B matrix of nx � 7. The size of
theC matrix depends on the number of measurements. For the Scenario 4, presented
hereafter, with three water level measurement this size is 3 � nx .

In practice, a linear model is not a perfect representation of the reality and the
measurements are not perfectly precise. This is the reason why noise is added to the
process model and to the measurements. The linear stochastic difference equations
become:

xk D Axk�1 C Buk�1 C �k�1; (3.6)

with measurement equation:

yk D Cxk C �ok: (3.7)
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The random variables �k and �ok are assumed to be independent to each other,
white, and with normal probability distributions:

P.�/ � N.0;Q/

P.�o/ � N.0;R/:
(3.8)

The Q and R matrices can be time varying. In our simulations we took these
matrices as time invariant and diagonal R D diag.	2/ with 	 D 2 cm for water
level measurements (in our scenarios we did not use discharge measurements), and
Q D diag.	2/ with 	Z D 0:1 cm for water level states and 	Q D 2m3s�1 for
discharge states.

Kalman Filter Equations

The equations for the Kalman filter are divided into two groups: time update
equations and measurement update equations. The time update equations (3.9)
project forward in time the current state Xa

k�1 and error covariance estimates P a
k�1

to obtain the a priori estimates for the next time step Xb
k and P b

k . The measurement
update equation in (3.10) incorporate new measurements into the a priori estimate
Xb
k to obtain an improved a posteriori estimate Xa

k . The a superscript stands for
“analyzed” and b for “background” according to standard terminologies. The T
superscript hereafter stands for the transpose operator. In the Kalman filter sections
we will use the capital X and Y variable instead of the previous x and y since they
can represent different variants of these variables (analyzed, background, true).

Discrete Kalman filter time update equations:

Xb
k D AXa

k�1 C Buk�1
P b
k D APa

k�1AT CQ:
(3.9)

Discrete Kalman filter measurement update equations:

Kk D P b
k C

T .CP b
k C

T CR/�1
Xa
k D Xb

k CKk.Yk � CXb
k /

P a
k D .I �KkC/P

b
k :

(3.10)

These equations are simple matrix calculations, requiring little CPU time even
for 300 � 300 matrices. The calculation can even be further reduced by using
the asymptotic Kk matrix (obtained solving a Riccati equation) without loss of
performance (this has been tested and verified, but not presented in this chapter).
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Conditions for the Convergence of the Estimation Error of the Kalman
Filter Towards 0

The analysis error of the Kalman filter can be written (where the t superscript stands
here for “true” but unknown state vector):

�akC1 D Xa
kC1 �Xt

kC1: (3.11)

By using (3.10) into (3.11) we get:

�akC1 D Xb
kC1 CKkC1.YkC1 � CkC1Xb

kC1/ �Xt
kC1: (3.12)

Knowing the propagation of the model (3.6) and the relation of the Kalman
filter (3.10), it is then possible to write (3.12) such as:

�akC1 D AkX
a
k C BkUk CKkC1.YkC1 � CkC1Xb

kC1/ � AkXt
k � BkUk � �k

D AkX
a
kCKkC1.CkC1Xt

kC1C�okC1�CkC1AkXa
k�CkC1BkUk/�AkXt

k��k
D AkX

a
kCKkC1.CkC1AkXt

kCCkC1BkUkCCkC1�kC�okC1�CkC1AkXa
k

� CkC1BkUk/�AkXt
k��k

D AkX
a
kCKkC1.CkC1AkXt

kCCkC1�kC�okC1 � CkC1AkXa
k /�AkXt

k��k
D Ak.X

a
k�Xt

k/�KkC1CkC1Ak.Xa
k 0 �Xt

k/CKkC1CkC1�kCKkC1�okC1 � �k
D .Ak�KkC1CkC1Ak/�akCKkC1CkC1�kCKkC1�okC1 � �k:

(3.13)
The calculation of the mean value of the expression (3.13) gives the asymptotic

value of the Kalman filter reconstruction error:

EŒ�akC1� D EŒ.Ak�KkC1CkC1Ak/�ak CKkC1CkC1�kCKkC1�okC1��k�
D .Ak�KkC1CkC1Ak/EŒ�ak �CKkC1CkC1EŒ�k�CKkC1EŒ�okC1�CEŒ�k�:

(3.14)

The hypothesis of the Kalman filter impose that the model and the measurement
noises have a nil mean values. These hypothesis allow to simplify the relation (3.14)
such as:

EŒ�akC1� D .Ak �KkC1CkC1Ak/EŒ�ak �: (3.15)

Moreover, (3.15) is equivalent to:

EŒ�akC1� D .Ak �KkC1CkC1Ak/.Ak�1 �KkCkAk�1/ : : : .A0 �K1C1A0/EŒ�
a
0 �:

(3.16)
In the case of an unbiased estimation, then we want to have the estimated error

value converging towards 0, meaning EŒ�akC1� D 0, or at least EŒ�akC1� ! 0.
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This means, either:

• the initial state is unbiased, meaning:

EŒ�a0 � D 0; (3.17)

• or

lim
k!1.Ak �KkC1CkC1Ak/.Ak�1 �KkCkAk�1/ : : : .A0 �K1C1A0/ D 0:

(3.18)

The first condition (3.17) is satisfied when the initial “true” state (Xt
0) is perfectly

known and the background state error �b0 is unbiased. These hypothesis are too
strong and not realistic. This is why we will focus on the second condition (3.18)
allowing to write a sufficient condition for the convergence of the filter:

9N 2 N ;8k � N; .Ak�1 �KkCkAk�1/ Schur1 ) EŒ�ak � ! 0: (3.19)

In the time invariant case, when A, B , C , Q and R matrices are constant, this
condition is easy to check, and the sufficient condition becomes

.A �KCA/ Schur ) EŒ�ak � ! 0: (3.20)

3.2.3 A-Priori Condition for Convergence

Theorem

The above condition, is a sufficient a-posteriori condition, that can be checked after
the calculation of the Kalman filter gain K. But this calculation depends on the
model and observation matrices (A, B and C ) and on the covariance matrices of the
model and observation errors (Q and R). We are looking for an a-priori condition,
directly on the (A, B , C , Q and R), without calculation of the Kalman gain K.
This will save calculation efforts and link the convergence properties directly to the
model, observation and error characteristics.

In the time invariant case (A, B , C , Q and R matrices constant), by using the
(3.10) the invariant covariance matrix P b (if a solution exists) must satisfy the
following stationary Riccati equation:

P b D AP bAT CQ � AP bCT .RC CP bCT /�1CP bAT : (3.21)

1A square matrix A is said to be Schur stable if all its eigenvalues are strictly inside the unit circle
on the complex plane. If A is the dynamical matrix of a discrete-time system, this correpsonds to a
stable system. In continuous time the equivalent is a Hurwitz matrix.
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From (3.10), we obtain P a allowing to calculate the constant optimal gain:

K D P aCTR�1; (3.22)

and P a and P b matrices are linked by the following equation:

.P a/�1 D .P b/�1 C CTR�1C: (3.23)

For this stationary systems, we have the following fundamental theorem [4]:

Theorem 3.1.
Given a pair .A; C / detectable,
Given a matrix Q, factorizable in Q D 

T , such as the pair .A; 
/ is
stabilizable,2

Given a matrix R definite positive,
Then the algebraic Riccati equation (3.21) has one and only one solution, positive
P b and the matrix .A � KCA/ where K D P aCTR�1, is an asymptotic stability
matrix.

Application

In other terms, for a detectable .A; C / stationary systems, since the matrix R

represent observation noises, it is always positive. The condition is then to impose
a matrix Q such that the pair .A; 
/ (with Q D 

T ) is stabilizable. We choose
therefore to study the stabilizability of .A; 
/ for the Q we selected for the selected
examples. We also do the same for a variation of 
 , in order to prospect the influence
of the choice of Q on stabilizability of .A; 
/ and therefore on the convergence
properties of the analyzed state error. This variation of 
 , is obtained by scaling
the Q matrix with a multiplicative scalar �, such as Q� D �Q D �

T D
.
p
�
/.

p
�
/T D 
�


T
� with 
� D p

�
 .
We observe that the pair .A; 
�/ of Example of scenario 3 with 8 water level

measurements is not observable (Fig. 3.7) for the same conditions that when Q� is
such that the gain K� does not lead to .A � K�CA/ Schur (Fig. 3.8). We can also
observe from Fig. 3.8 that there is an optimal � for which the largest eigenvalue is
smaller. This is the value that gives the fastest convergence of the analyzed state
error towards 0. In our example it is obtained for � D 101. It comes out that this
value gives a Q covariance matrix on the model errors that is more realistic than
the initial one. What we also observe from Fig. 3.8 is that for small values of �,
meaning small Q� covariance matrix coefficients, meaning small model errors, the
Kalman filter does not provide good convergence properties. Since the influence of

2A system is stabilizable when its non-controlable part (if any) is stable. The stabilizability and the
detectability are two dual concepts.
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the Q and R matrices are in fact acting in opposition, this can also be expressed as
saying that for large observation errors (largeRmatrices), the Kalman filter does not
provide good convergence properties. The analyzed state error will maybe converge
towards something, but not towards 0.

We could also check the influence on the number and locations of the mea-
surements on these convergence properties. For the Scenario 3 (reconstruction of
unknown inflows simultaneously at two tributaries) we could observe that with only
one water level measurement, the reconstruction error obtained from the Kalman
filter never converges towards 0. With two measurements the reconstruction error
from the Kalman filter converges only in the configurations when the measurements
were not on the same upstream or downstream side on the two tributaries. For more
than three measurements, the reconstruction error obtained from the Kalman filter
always converged towards 0. This methodology can be used to look for the optimal
location of sensors, and evaluate quantitatively the improvement provided by any
additional sensor.

3.2.4 Test on Four Scenarios

A Kalman filter is designed and used to reconstruct unmeasured data on four
scenarios, representative of real field situations. In these scenarios, the first three
ones are based on twin experiences. This means that a first simulation is run to
generate data. White noises are then added to the data. The second simulation is
then done using the Kalman filter to reconstruct data and detect faults. For this latest
phase, incomplete or wrong data can be given depending on the scenario.

During the three first scenarios that have been selected, the upstream hydropower
plant is supposed to follow the discharge schedule as depicted on Fig. 3.9 showing
˙100m3s�1 discharge variations around an initial value of 1,683 m3s�1. The other
inflows are supposed to stay constant during the simulation: 10m3s�1 at Charmes
dam, 1m3s�1 at Eyrieux, 5m3s�1 at Drôme, 1m3s�1 at Ouvèze, 999m3s�1 at
Logis-Neuf downstream power plant and 701m3s�1 at Pouzin dam. In the fourth
real scenario, upstream, downstream and inflow conditions are taken from the
measurement database of CNR.

Scenarios 1: Convergence of the Filter from a Wrong Initial State

The first scenario aims at reconstructing the complete state vector xk at any time
instant k from an unknown (or false) initial state x0. This is a realistic scenario,
since when the Kalman filter is initialized, the real initial state vector x0 is not
known. An approximation can be guessed since the state vector components have
physical meanings (water elevations and discharges along the system). But this
guess is an approximation of the reality. We choose, in our twin experiences, a x0
state vector corresponding to the correct initial steady state, and then we added
errors of 0:1m C white noise on water elevations and 100m3s�1 C white noise on
discharges. The whites noises are those described in the previous section. This initial



3 Data Assimilation for Rivers and Canals Management 51

1550
0 10 20 30 40 50 60

1600

1650

1700

1750

1800

Time (Hour)

Q hydropower plant (m3/s)

D
is

ch
ar

ge
 (

m
3/

s)

Fig. 3.9 Pumping flow at Beauchastel hydropower plant

state is really far from the true one: 0:1m on the whole Rhône River corresponds to
a very large volume difference to be cleared.

We can observe (Fig. 3.10) that the state nı116 corresponding to the water
elevation at location PR1 (Fig. 3.6) is converging very quickly towards the real value
(in less than 1 h). The convergence error is then kept minimum even in the presence
of the white noise, at all calculation cross sections (this error is displayed at sections
nı25, nı116 and nı151 on Fig. 3.11). The convergence rate is slower upstream of
the system (water level at section nı25) compared to the downstream end of the
system (water level at section nı151). This also implies larger bounds on the error.
This is due to the fact that less measurement points are located at the upstream side
of the system.

Scenarios 2: Fault Detection

The second scenario aims at detecting and correcting a sensor fault. In this scenario
we suppose that the water level sensor at location PR1 (Fig. 3.6) has a drift of
7 cm from time 4 to 10 h. We can see on Fig. 3.12 that the re-estimation state at
the sensor location is very close to the real value, despite the wrong measurement.
The high frequencies changes on the graphs are due to the white noise added to the
measurements. This sensor can then be detected as in default, and removed from the
Kalman filter inputs. We observed in this case that the state reconstruction is even
slightly improved (Fig. 3.13).
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Fig. 3.13 Scenario 2. State estimation error at sensor location

Scenarios 3: Reconstruction of Unknown Inflows

The third scenario aims at reconstructing unknown inflows at Eyrieux (node 3)
and Ouvèze (node 6) tributaries. We can observe on Fig. 3.14 that the inflows are
correctly reconstructed.
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Scenarios 4: Test on Real Field Data with a Sensor Failure

The fourth scenario using real data aims at reconstructing unknown upstream flows
following sensors breakdowns. This is a realistic scenario, since even thought most
sensors are redundant on the Rhône river, they can have simultaneous failures. This
event really happened on the field in March 2009 (Fig. 3.15, sensor failure between
time 1 h and 6h30). We can observe that the missing discharge measurement at
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the upstream power plant (obtained using several water level and turbine position
sensors located at this plant) is correctly reconstructed (Fig. 3.15), at least before and
after the sensor failure, when the measured data is available for comparison, along
with the water measurements at PR1 (Fig. 3.16) and PR2 (Fig. 3.17). This has been
done using only three water level measurements at the upstream confluence, at PR1
and at PR2 (Fig. 3.6). We can observe that when the discharge measurement at the
upstream power plant is functioning again after time 6h30 (Fig. 3.15) the estimated
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values (discharge at the upstream plant, water levels at location PR1 and PR2) are
very close to the measured ones. This validates the filter and lets us think that the
estimated values of the discharge at the upstream plant is correct during the period
when the sensors where in default.

3.3 Transdisciplinary Discussion

The specificities of considering the transport “of” or the transport “over” water are
mainly appearing at the steps of the definition of the control algorithm, objectives,
constraints, measurement points, and inputs and outputs of the controllers. What
has been presented in this chapter is quite generic, and can be considered as an
algorithmic and data processing layer placed before the control algorithms, and used
to detect sensor problems, to reconstruct unknown states, inputs, or parameters [13].
The classical variables considered for the transport of water are mainly and usually
water levels and discharges, sometimes volumes inside pools or reaches. We can
think that in the case of transport over the water, the classical variables are water
levels, change in water levels over time and velocities of the flow. This means
that the soft sensors developed using data assimilation technics will rather focus
on the first or the second list of variables depending on the application. When
using the Saint-Venant 1D model used in what we presented in this chapter, this
is not an important issue, since the model, either the linear or the non-linear one are
encompassing all these variables. The classical variables used are water levels and
discharges, but all other variables can be obtained from these basic ones.

3.4 Open Topics

The algorithm presented here are based on linear Kalman filters. This Data Assim-
ilation technic proved to be efficient in many cases, as illustrated in this chapter
and in cited publications. The advantage of this technic is also to provide simple
mathematical tests to evaluate if the data assimilation is providing good results or
not. These tests are based on the convergence of the reconstruction error between the
true (unknown) state Xt and the estimated state Xa. If these tests are not satisfied,
then we know that the Kalman filter in itself will converge as usual (Kk , P a

k and P b
k

matrices are converging towards some bounded values), along with the estimated
reconstruction error Xa

k � Xt
k , but towards a solution that is not satisfactory in the

sense that this reconstruction error is not converging towards 0, within the linear
assumption. On the other side, if these tests are satisfied (either the a-posteriori one,
or the a-priori one) we can expect satisfactory results, meaning a reconstruction
error converging towards 0. But this is true only if the assumption made on the
model and measurement noises are valid. If the non-linearities are strong, then the
reconstruction error can still present permanent errors. In this case, more advanced
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technics can be tested and used. The simplest extension of this work is extended
Kalman filter, where the estimated state is propagated using the full non-linear
model instead of the simplified linear one. Another more advanced technic is to use
a full non-linear technic such as 4D-Var. This has been tested and compared with
Kalman filter in some more difficult configurations as presented in [13] (these results
obtained with 4D-Var were not available yet for the chapter but were presented at the
oral presentation at the HIC2014 conference and also at an internal Irstea seminar
[6]). The verification of the well-posedness of the problem and of the convergence
of the 4D-Var algorithm are also possible using the Hessian. We have been also
using Monte-Carlo particle filter methods also handling non-linear features, with
good results [14]. But this method, along with others in the family of ensemble
based methods (ensemble Kalman filter, Unscented Kalman filter), are based on
many simulations, which can be a problem in some cases for real-time control
applications. Indeed in usual contextes, the control time step can be of a few minutes
(e.g., 100 s at the Compagnie Nationale du Rhône, 15 min at the Société du Canal
de Provence). An other issue is the number and location of the variables that can
be estimated using a given number and locations of measurements. We have already
tested some combinations, such as hydraulic states (elevationsZ and dischargesQ),
tributaries inflows or outflows, and cross device discharge coefficients. We are also
working at estimating friction coefficients and bathymetry. But this is true that there
are limits to the results we can expect from these algorithms, if we ask too much
with too little measurements (both spatially and in time sampling). Fortunately,
there are mathematical tools allowing to verify the convergence properties prior to
any implementations, as the one presented in this chapter. One classical approach is
also to generate and configure different algorithms (e.g., different Kalman filters or
different 4D-Var problems) more focussed on one or several limited aspects, instead
of trying to generate a complete algorithm detecting and correcting everything all
together.

3.5 Conclusions and Future Research

In this chapter, we have proposed an approach allowing to estimate, in real time,
the hydraulic state of a river reach from measurements. One can understand that
this knowledge of the hydraulic state is of first importance in the current context of
water resources management. The results are very good with both approaches. The
Kalman filter is converging very quickly and requires few CPU time. This makes
it compatible with real time control constraints, even for large systems with several
hundreds of state variables. This filter can handle all type of scenarios: initialization,
sensor fault, reconstruction of unmeasured inflows of tributaries. The method can
be extended to the estimation of physical parameters related to the current state of
the river or canal such as friction parameters. Another advantage of the Kalman
filtering approach is the possibility to study its mathematical properties using well
based mathematical criteria.
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Chapter 4
Distributed LQG Control for Multiobjective
Control of Water Canals

J.M. Lemos and I. Sampaio

Abstract This chapter addresses distributed LQG control of multipurpose open
water channels, used both for water delivery and vehicle transportation. The use of a
local control agent structure of the so called local upstream control type ensures that
the water level is kept close to a desired level, even in the presence of disturbances
caused by water turnout at side offtakes, so as to ensure navigability. Local control
agents are modified LQG controllers coupled with a nonlinear compensation of the
nonlinearities induced by the gates nonlinear models. The coordination among local
controllers is achieved through an algorithm based on game theory that drives the
local decisions to a Nash equilibrium. Experimental results in a large scale pilot
canal are included to demonstrate the control concepts proposed.

4.1 Introduction

Several open water channels may be used both as water delivery channels, e.g., as
a means to carry water for irrigation, and/or as a navigation mean. Depending on
the operational objectives, different control structures may be employed on these
systems. While on a water delivery canal dedicated to irrigation the main purpose
might be to save water, implying the use of distant upstream control or of its variants
[1], other choices are preferred if the major aim is to ensure a desired water level to
allow navigation and simultaneously use part of the water for irrigation. In this last
case, local upstream control [1] might be an option since it yields a fast rejection of
disturbances induced by water turnout at side offtakes.

On the other way, the complexity of large scale water channel systems [2],
together with requirements on reliability and quality of service specifications,
provide a strong motivation to consider fault tolerant control methods for this type
of systems. The idea consists of exploring the redundancy in their sensors and
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actuators to reconfigure the control system such as to allow the plant operation to
continue, perhaps with some graceful degradation, when a sensor or actuator fails.
Furthermore, instead of using a centralized controller, where a single processing
unit receives all the information and sends the commands to all the actuators, there
is a growing trend to consider a network of distributed control agents that negotiate
among themselves in order to reach a consensus on the value of the different
manipulated variables.

The concept of fault tolerant control (FTC) has been the subject of intense
research in the last 20 years [3–5]. This activity yielded a rich bibliography that,
of course, cannot be covered here and that comprises aspects such as fault detection
and isolation and fault tolerant control design. In what concerns distributed control
an important concept is “integrity”, namely the capacity of the system to continue in
operation when some part of it fails [6]. Other type of approach models the failures
as disturbances that are estimated and compensated by the controller [7].

No attempt is made here to review the extensive bibliography that exists, on one
side, on the control of water delivery canals, and on the other side on reconfigurable
and fault tolerant control. Instead, we just point out a few references that provide a
framework for the approach followed here. In what concerns water delivery canal
systems, a topic that receives attention due to their immediate economic impact
related to water saving is leak detection [8]. Other aspects found in the literature are
control loop monitoring [9], and reconfiguration to mitigate fault effects [10], which
is the issue considered in this work. Reconfiguring the controller in face of a plant
fault falls in the realm of hybrid systems and raises issues related to stability that
must be taken into account [11].

This chapter describes a fault tolerant distributed controller for a multi-use
water channel. Although, due to its dimensions, the channel may not be used for
navigation, it is operated as if it could be.

4.2 Case Study

Hereafter we present a case study that illustrates the type of control proposed.
The canal used is a pilot facility that has the advantage of illustrating through
experimental results the performance of the algorithms described. The canal is
first described, together with the faults considered. Then, the distributed controller
proposed is explained, including:

• The plant model used for control design;
• The local controllers;
• The coordination algorithm.
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4.2.1 Canal and Fault Description

The work reported in this chapter was performed at the experimental canal of Núcleo
de Hidráulica e Controlo de Canais (Universidade de Évora, Portugal), described
in [12]. The canal has four stretches with a length of 35 m, separated by three
undershoot gates, with the last stretch ended by an overshoot gate. In this work only
the first three gates are used. The maximum nominal design flow is 0.09 m3s�1.
There are water off-takes downstream from each branch made of orifices in the
channel walls, that are used to generate disturbances corresponding to water usage.

Water level sensors are installed downstream of each pool. The water level
sensors allow to measure values between 0 and 900mm, a value that corresponds to
the canal bank. For stretch number i; i D 1; : : : ; 4, the downstream level is denoted
yi and the opening of gate i is denoted ui . stretch number i ends with gate number i .

Each of the actual gate positions ur;i , i D 1; 2; 3 are manipulated by a command
signal ui . However, the PLCs that command gate motors are programmed such that
ur;i only moves in response to ui if jui �ur;i j � 0:5mm. This dead zone nonlinearity
has two types of implications. First of all, it limits the controller achievable precision
when tracking a reference and may even induce small amplitude oscillations.
Furthermore, when comparing the signals ui and ur;i in order to detect a fault, this
difference must be taken into consideration.

Following [2], in order to compensate for a nonlinearity, instead of using as
manipulated variable the gate positions ur;i , the corresponding water flows qi
crossing the gates are used. These are related by

qi D CdsW ur;i
q
2g.hups;i � hdwns;i /; (4.1)

where Cds is the discharge coefficient, W is the gate width, g D 9:8m/s is the
gravity acceleration, hups;i is the water level immediately upstream of the gate
and hdwns;i is the water level immediately downstream of the gate. This approach
corresponds to represent the canal by a Hammerstein model and to compensate
the input nonlinearity using its inverse. The linear controller computes the flow
crossing the gates, that is considered to be a virtual command variable vi and the
corresponding gate position is then computed using (4.1). The discharge coefficient
is not estimated separately, but instead is considered to be incorporated in the static
gain of the linear plant model.

The faults to be considered consist of either manipulated variable or sensor
isolated faults. Manipulated variable faults consist of the blockade of gate number
2. When a fault occurs, the position of gate 2 remains constant and does not change
anymore in response to the corresponding command signal. Sensor faults consist of
the signal issued by the y2 becoming stuck at its maximum value. It is assumed that
no multiple faults occur. Furthermore, since the focus of the work is on controller
reconfiguration and not on fault isolation, we consider the simplified situation in
which the fault type is a priori known.
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Fig. 4.1 Graphs representing the interrelation of a distributed process with a distributed controller

4.2.2 Distributed LQG Control

In distributed control the plant model is assumed to be represented by a graph (see
Fig. 4.1) with nodes associated to physical agents that have bonds among them that
reflect physical interdependencies and are associated to edges. Correspondingly,
the distributed controller is described by a graph whose edges are local control
agents and whose edges are associated to communication interconnection links. The
distributed controller network and the graph network that represents the plant are
interconnected by sensors and actuators. A local control agent (or control agent for
short) is a software entity that has the following three components:

• A feedback controller that, given the data from the sensors and the local decision
unit, computes the sinal commands to the actuators.

• A communication unit, that is able to interchange data with other (neighbor)
control agents; this data is made of sensor measures and of (possibly potential)
decisions about the local manipulated variable.

• A local decision unit, provided with a coordination algorithm, that is able to
modify the value of the manipulated variables computed by the local controller
on the basis of pure local feedback.

Each of these elements is described hereafter in this section for the water channel
considered.

Around an equilibrium point, the plant is represented by linear state-space
models written as

x.k C 1/ D Ax.k/C Bv.k/; (4.2)

y.k/ D Cx.k/; (4.3)

where k 2 N denotes discrete time, x 2 R
n is the full canal state, y 2 R

p is
the output, with p the number of outputs, v 2 R

p is the manipulated variable and
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A 2 R
n�n, B 2 R

n�3 and C 2 R
3�n are matrices. Assuming operation around a

constant equilibrium point, and no fault conditions, these matrices are identified by
constraining the model to have the following structure:

A D
2
4
A11 0 0

0 A22 0

0 0 A33

3
5 ; B D

2
4
B11 B12 0

B21 B22 B23
0 B32 B33

3
5 ;

C D
2
4
C1 0 0

0 C2 0

0 0 C3

3
5 : (4.4)

The block matrices in (4.4) have dimensions that match the state xi associated to
each stretch such that x D Œx0

1 x
0
2 x

0
3�

0.
In the presence of a fault, the matrices have the structure

A D
�
AF11 0

0 AF33

�
; B D

�
BF
11 B

F
13

BF
31 B

F
22

�
;

C D
�
CF
1 0

0 CF
3

�
: (4.5)

The superscript F enhances the fact that the matrix blocks are estimated assuming
that a fault has occurred and that they are different from the ones in (4.4). This
structure is imposed to reflect the decomposition of the canal model in subsystems,
each associated to a different pool. Furthermore, it is assumed that each stretch
interacts directly only with its neighbors, and only through the input.

From the global multivariable model (4.2) and (4.3), each stretch i is represented
by the state model with accessible disturbance di

xi .k C 1/ D Aiixi .k/C Biivi .k/C di .k/; (4.6)

where

d1.k/ D B12v2.k/; (4.7)

d2.k/ D B21v1.k/C B23v3.k/; (4.8)

and

d3.k/ D B32v2.k/: (4.9)

Augmenting each local model Si with a parallel integrator yields the augmented
state-space local model

Nxi .k C 1/ D NAii Nxi .k/C NBiivi .k/; (4.10)

y D NC Nx.k/; (4.11)
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where Nxi is the augmented state of the local model, given by

Nx.k/ D
�
xi .k/

xI;i .k/

�
; (4.12)

with xI;i the state of the integrator added to the local model Si , and

NAii D
�
Aii 0

�TsCi 1
�
; NBii D

�
Bii
0

�
; NCi D �

Ci 0
�
: (4.13)

Since this realization is not observable, only xi is estimated, using the estimator
that depends only on variables available locally for control agent Ci

Oxi .kjk � 1/ D Aii Oxi .k � 1jk � 1/C Biiui .k � 1/; (4.14)

Oxi .kjk/ D Oxi .kjk � 1/CMp;i Œyi .k/ � Ci Oxi .kjk � 1/�; (4.15)

where theMp;i are kalman gains, that depend on the solution of an algebraic Riccati
equation. The manipulated variable is then given by

vi .k/ D �Kx;i Oxi .kjk/ �KI;ixI;i .k/; (4.16)

where

Ki D ŒKx;i KI;i � (4.17)

is obtained by solving a LQ problem that consists of minimizing the steady state
quadratic cost

Ji D
1X
kD1

NxTi .k/Qi Nxi .k/C NuTi .k/�i Nui .k/; (4.18)

with

Qi D
�
CT
i Ci 0

0 1

�
; (4.19)

and �i > 0 a design parameter, and is given by the expression

Ki D .I C 1

�i
NBii T Pii NBii /�1 1

�i
NBT
iiPi

NAii ; (4.20)

in which Pi is the positive definite solution of the algebraic Riccati equation

Pi D NATiiPi ŒI C NBii 1
�i

NBT
ii Pi �

�1 NAii CQi: (4.21)
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When using distributed control, each gate is manipulated by a SISO controller
that selects its moves so as to drive the corresponding water level to the reference
value. In addition, there is a correction to achieve a coordinated action. The
coordination among controllers is performed by the following algorithm.

Coordination Algorithm
At the beginning of each sample time, compute vi;0.k/ by solving a LQG problem associated to
model (4.6) and assuming di .k/ D 0.
For j D 1 up to j D Nc recursively perform the following cycle

1. For i D 1; 2; 3, compute di;j�1.k/ using (4.7)–(4.9) with vi .k/ replaced by vi;j�1.k/;
2. For i D 1; 2; 3, compute vi; j .k/ by solving a LQG problem associated to model (4.6);

Apply to the plant the control given by

vi .k/ D vi; j .k/: (4.22)

4.2.3 Controller Reconfiguration

In response to a fault that inhibits the action of one of the local control agents (either
missing communication links, or a sensor or actuator fault) the strategy proposed
consists in the reconfiguration of the distributed controller network that consists
in the activation of new communication links, together with the redefinition of the
control objectives that will probably suffer some degradation.

Assume, as an example, the situation shown in Fig. 4.2 in which the actuator
associated to the local control agent CA3 fails. After the moment in which this fault
is detected, the local agents CA2 and CA4, that are neighbors to CA3, no longer
negotiate with this agent, but start negotiating directly among themselves the value
of their respective manipulated variables. Furthermore, the control objectives that
depend directly on CA3 may no longer be attainable. For instance, if the plant is
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Fig. 4.2 Graph reconfiguration in response to a fault



66 J.M. Lemos and I. Sampaio

Fault detected
and
dwell time passedFault occurs

Fault recovered
and
dwell time passed

Fault recovered

S1
CN, N

S2
CN, F

S3
CNF, F

Fig. 4.3 Discrete states in controller reconfiguration

a water channel and the actuators associated to the control agents are gates, it is
no longer possible to control with precision the level associated to the gate that
corresponds to CA3.

Actuator Faults

Figure 4.3 shows a discrete state diagram that explains how controller reconfigura-
tion is performed when an actuator fault occurs in the water channel considered in
this chapter. For simplicity, only the occurrence of faults in gate 2 are considered.
State S1 corresponds to the situation in which all gates are working normally with
a controller CN that matches this situation. When a fault occurs, the system state
switches to S2, in which gate 2 is faulty (blocked) but the controller used is still the
one designed for the no fault situation.

When the fault is detected, the state switches to S3, in which a controller
CF designed for the faulty situation is connected to the canal. When the fault is
recovered (gate 2 returns to normal operation), the state returns to S1. A dwell time
condition is imposed to avoid instability that might arise due to fast switching [13].
This means that, once a controller is applied to the plant, it will remain so for at
least a minimum time period (called dwell time).

When distributed control is used, the controller designed for normal operation
(shown in Fig. 4.4), CN , consists of three SISO LQG controllers C1; C2 and C3, each
regulating a stretch and such that each individual controller negotiates the control
variable with its neighbors. This means that, in states S1 and S2, C1 negotiates with
C2, C2 negotiates with C1 and with C3 and C3 negotiates with C2. The controller for
the faulty condition (shown in Fig. 4.5) is made just of two SISO controllers that
control stretches 1 and 3 and negotiate with each other.
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Fig. 4.5 Distributed controller after a fault is detected

A bumpless transfer algorithm is used in order to ensure the continuity of the
manipulated variable command applied to the gates when there are switching among
controllers.

For actuator faults, the fault detection algorithm operates as shown in the block
diagram of Fig. 4.6. For each gate i , i D 1; 2; 3, define the error Qui between the
command of the gate position ui and the actual gate position ur;i by

Qu.k/ D ui .k/ � ur;i .k/: (4.23)

A performance index … is then computed from this error by

….k/ D �….k � 1/C .1 � �/jQu.k/j: (4.24)
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Fig. 4.6 Structure of local controllers

If ….k/ � …max , where …max is a given threshold, it is then decided that a fault
has occurred.

Figure 4.7 shows results obtained with the distributed LQG controller and
reconfiguration structure just described. At the time instant marked by a red vertical
line, a fault occurs that forces gate 2 to become stuck. Shortly after, at the instant
marked by the yellow vertical line, this fault is detected, and the controller is
reconfigured as explained. From this moment on, there is no warranty on the value
of the level J2, but J1 and J3 continue to be controlled. The effect of coordination
is apparent in the setpoint decrease of stretch 1, close to time 5,300 s. Gate 1 opens
to allow the water in stretch 1 to be drained, but gate 3 also opens despite the water
level upstream of gate 3 remaining very little disturbed. Therefore, the opening of
gate 3 is not due to a feedback effect. Instead, it is due to the coordination between
controllers 1 and 3.

Sensor Faults

The sensor fault considered consists of the sensor of level J2 to become constant
and equal to the maximum variable of this variable (800 mm). The sensor fault is
detected by building an error signal between the measured signal and its estimate
computed from the level sensor in the middle of the pool. An indicator variable is
then obtained in a similar way as for actuator fault detection. When a sensor fault is
detected, the signal used for feedback is the reconstruction obtained from the level
sensor in the middle of the pool.

Figure 4.8 shows an example of sensor reconfiguration of a distributed LQG
controller applied to the water channel in response to a fault in the sensor level of J2.
After the time instant marked by the first vertical yellow line, the sensor fault has
been detected (shortly after its occurrence). The second vertical yellow line marks
the end of the fault, in which the sensor returns to the normal condition. When the
fault is active, the controller uses as feedback signal a reconstructed signal obtained
by filtering the measures from other sensors. Although there is a degradation in
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Fig. 4.7 Distributed LQG
controller. Reconfiguration
after a fault in gate 2. Stretch
levels (above), gate positions
(middle) and fault detection
variables (below)
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Fig. 4.8 Distributed LQG
controller. Reconfiguration
after a fault in the sensor that
measures y2. Stretch levels
(above), gate positions
(middle) and reconstructed
variables (below)
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control performance in stretch 2, the results are still acceptable. In case nothing
would have been done to accommodate the fault, gate 2 would open completely
because it would “see” a very high level. Furthermore, this would completely mix-
up the coordination procedure, leading ultimately to a serious process failure. The
pair of yellow lines just after 6,000 s corresponds to a false alarm of short duration.

4.3 Linking Transport of and Transport over Water

The first feature of the solution proposed that is to be highlighted is the use of
distributed control. Distributed control provides the technical means to operate very
large open channel water networks, that might even comprise regions with different
operating rules or legislations. This chapter proposes a distributed control system
in which local controllers negotiate their decisions with their neighbors using an
algorithm based on a cooperative game approach.

The other aspect is concerned with the type of signals used for the local feedback
loops. In distant upstream control the upstream gate of each canal stretch is operated
such as to deliver only the desired amount of water to the stretch that follows it,
taking into consideration the farmer needs of irrigation. As a consequence, there
is no guarantee on the value of the water level along the pool, that most of the
time can be insufficient to allow navigation. Opposite, in local upstream control,
the control objective consists of imposing a water level close to the gate that ends the
pool. This choice causes an increase in the volume of water accumulated along
the pool, thereby providing conditions for navigation and, simultaneously, the ability
to respond quickly to the local demand of water caused by side-taking extraction
for irrigation use. For this propose, the controller that manipulates the downstream
gate uses as feedback signal the measurement issued by a level sensor located
upstream the gate and close to it. If available, the measure of the water flow that
passes through the side-take for irrigation may also be used with advantage as a
feedforward signal in order to reject this disturbance faster and improve the level
regulation performance.

The price to pay for using local upstream control is that this structure is not
efficient in what concerns water usage, and a lot of water is lost. This fact suggests
the use of other structures in order to mitigate the water losses, while ensuring the
water level required to allow navigation along the canal.

4.4 Open Topics

The discussion on the previous section suggests that, to solve the dual objective
of saving water and allowing navigation, mixed control structures ought to be
considered. The hybrid systems supervisor considered in this chapter to embed
fault tolerant features in the controller can be extended to include more discrete
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states in such a way that different control strategies are followed at different times,
according to the prevailing objective at a given time interval, of allowing navigation
or delivering water. A dwell time condition for each state of the supervisor, together
with adequate corresponding controllers, ensures stability of the overall system.

The approach that was followed in this chapter allows to impose the water depth
in a finite number of points along the canal, typically at points that are close to the
gates that end each pool, where the sensors are located. An improved strategy might
be to invert the system dynamics in order to steer the part of the plant state given by
the water depth along the canal so that it is close to a specified profile. This problem
might be solved using the techniques of Flat Systems [14, 15], either using an
approximate lumped parameter model, or directly the Saint-Venant equations [15].
Flat systems provide a nominal path for the manipulated variables that, if applied to
the plant under ideal circumstances (perfect model, no disturbances), drives its state
according to a specified profile. To tackle the deviations with respect to the nominal
profile caused by non-ideal effects, a regulation controller is then used. In addition,
an adaptation mechanism can be added to this structure. Employing this technique
allows to take advantage of all the machinery of control for robotics in order to yield
the adequate spatial profile for the water level.

4.5 Conclusions and Future Research

A recent trend in computer controlled system is the consideration of the so called
Cyber-Physical Systems (CPS). These engineering systems are made of physical
parts and computational parts, that include communication, simulation and control
elements. These parts interact through feedback loops in a synergetic way such that
they modify their individual dynamics and cooperate to achieve a common goal.
The traditional bottom-up approach to the design of water channel networks is no
longer able to provide adequate answers to the operation of multi-use systems of
this type. Instead, the approach based on CPS concepts provides a more powerful
framework that integrates aspects like communication, cooperation and distributed
decision and control with robust and fault-tolerant features.

Although far from complete, this chapter provides an example of using a
number of key elements of CPS to manage multiuse water channel networks that
comprise:

• The use of distributed control achieved through the cooperation of local control
agents that negotiate through a communication network in order to reach a
consensus;

• Embedding fault tolerant features;
• The ability of the controller to reconfigure in response to different operating

conditions.

Controller reconfiguration was made by a supervisor implemented through a
discrete state machine. While only the response to mitigate the effect of specific
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sensor and actuator faults was considered, the supervisor might be extended in a
simple way to tackle changes of operating objectives that are either automatically or
human triggered.
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Chapter 5
Forecasting and Predictive Control of the Dutch
Canal Network

A. van Loenen and M. Xu

Abstract Everywhere in the world where canal systems have been constructed,
often the main purpose was transportation. But for most canal systems it was
inevitable that they also started to play a role in the hydrology of the regions
the canals crossed. In normal situations the canals have a drainage function, but
in dry periods the systems can provide fresh water. An important goal for the
operators is to maintain water levels on setpoint for navigation purposes. Their target
is to minimize operating costs, while giving operation for navigation the highest
priority. Thereby they have to take into account that the control structures have
a limited operating range. A short-term optimization approach for the operational
management of the canal system can increase efficiency of the water management,
thereby decreasing operation costs. For the Twente Canal system, located in the
eastern part of The Netherlands, such an short-term optimization approach was
implemented in the operational system. This advisory module calculates the optimal
operation of the available structures, given expected fluxes and system boundaries.
The approach is based on Model Predictive Control and integrates observations
from a gauge network and forecasted fluxes to calculate the best use of pumps and
gates. The approach anticipates future lateral inflow and lock operation. The future
lateral inflow in the canal sections is calculated by a rainfall-runoff model, which
uses observed and forecast precipitation and evaporation. Future lock operation is
estimated based on the expertise of the operators. Both have a large impact on
the water balance and contain related uncertainties. The short-term optimization
is implemented in the Operational Monitoring System for regulated water systems
under authority of the National Water Authority (Rijkswaterstaat). This monitoring
system advises operating staff on the operation of the related hydraulic structures.
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5.1 Introduction of the Research

5.1.1 Goal of the Research

Everywhere in the world where canal systems have been constructed, often the main
purpose was transportation. But for most canal systems it was inevitable that they
also started to play a role in the hydrology of the regions the canals crossed: the
canals were used to drain the region, or to supply it with fresh water. In those
situations where the effect of the lock operation on the water volume resulted in low
water levels, transportation could be hindered or even halted. This is also the case
when the lateral outflow is larger than the lateral inflow. In those situations measures
were necessary to refill the canal system. The Netherlands also contains several of
those canal systems. The canals were given dimensions suitable for standard bulk
vessels. Characteristic for most of the water control structures in these systems are
the limited control options: pumps can be switched on or off and gates have only a
limited number of settings. These options are sufficient for manual control. Despite
increases in road and railroad transportation in the past century, navigation has
remained the main function of many of the bigger canal systems in The Netherlands.
In the past decades the ships became wider and tonnage increased. But also the
importance of the canal systems for the local water management increased. The
canals were being used to dispose surplus water, but in dry periods the canal systems
proved valuable in providing water. That transportation and water management are
strongly related, can be seen at the canal locks, where gates, pumps and the locks
themselves are clustered together (see Fig. 5.1). Especially the first development had
an impact on the infrastructure of the canal system. Bridges proved a constraint for
vessel height and therefore cargo volume. Locks needed to be increased, alongside
with pumping capacity to refill the canal. The second development resulted in the
fact that lock operators had to take more factors into account than just navigation.
Based on expert knowledge and experience, the operators are able to keep water
levels within the constraints. An optimization approach was expected to improve
water management efficiency, by balancing the requirements from navigation and
water management. An important side effect is that knowledge and experience on
the operation of the canal system is translated into practical decision algorithms.

5.1.2 Scientific Field

Over the last decades, the optimization approach has received an increasing
attention on controlling irrigation systems, such as [1, 2]. As forecasting systems
are applied more and more, model predictive control is becoming a hot topic in
operational water management. MPC originated in the industrial field in 1970s. It
is an advanced control method that uses an internal (prediction) model to predict
future system dynamics and solves an optimization problem to achieve optimal
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Fig. 5.1 All the structures of Lock Eefde, seen from the air. The lock itself is on the right. The
two buildings on the left contain the discharge gates. The first white building from the left is the
pumping station

control actions. Constraints can be explicitly taken into account. MPC has a large
application in irrigation canals and rivers [3–5]. MPC is an online control method
that is computationally expensive. In the development of MPC in operational water
management, the internal model was first intensively researched to reduce the
computational burden. This resulted in highly simplified ID and IDZ models [6, 7].
On the other hand, model accuracy is another consideration. Xu [8] applied a
model reduction method on the full hydraulic model in MPC that balanced model
accuracy and computation time. Current development of MPC in operational water
management is to speed up the optimization by providing analytic gradients of
the objective function using adjoin methods [9]. Based on this method, Xu [10]
analyzed advantages and disadvantages of sequential and simultaneous MPC. In
this research, the application of Twente Canal control is implemented in the open-
source software package RTC-Tools [11], which contains both traditional feedback
control and MPC. RTC-Tools contains both hydrological and multiple hydraulic
models to simulate and control water systems. It can be seamlessly integrated in
the Flood Early Warning System Delft-FEWS, which is a widely-used platform for
flood forecasting [12]. The implementation of RTC-Tools for Twente Canals is used
as an advice module for the operators and does not control structures directly.
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5.1.3 Contents

In this chapter we describe a study focused on optimization of the water manage-
ment of a canal system, while taking into account the transportation function. The
study took place at the Twente Canals system, in the eastern part of The Netherlands.
The operation of the canal system is aimed at facilitating transportation over water;
the water management of the canal system supports this operation. Because of this
focus on transportation over water, the operation can result in high operation costs,
which can be decreased by implementing Model Predictive Control (MPC). An
important aspect of this study is that it takes the lock operation for transportation as a
boundary: there is no information on the characteristics of the transport taking place,
and the transport cannot be influenced. The study has resulted in an optimization
module, which has been implemented in the operational water management system.
The optimization module gives an hourly advice to the operators.

In this chapter we will first describe some relevant characteristics of the canal
system. Next, we will describe the optimization approach, optimization goals, the
model of the canal systems, and the optimization boundaries. In a separate paragraph
we will describe the cost function and solution method. Next the results of the study
will be presented, and its implementation of the operational water management
system. The chapter will end with a transdisciplinary discussion into the unified
framework, and suggestions for further research. It is noted that part of this text is
based on [13].

5.2 Specific Case Study Discussion

5.2.1 Current Conditions

History

The Twente Canal System is named after the region in The Netherland where it was
constructed. The canal system connects the three main cities of the region Twente
(Almelo, Hengelo and Enschede) with the national network of rivers and canals.
The total length of the canal system is 65 km. The main goal for constructing the
canals was a better supply of resources for the textile industry, which was then
the main economical factor in the region (see Fig. 5.2). The construction started in
1930 and was mainly by manual labor. Construction finished in 1938 [14]. Although
the textile industry collapsed in the 1970s, the transportation function of the canal
system remained important for the region. Nowadays the canals are mainly used for
transport of sand, gravel, salt, fodder and containers. But the canal is also used for
recreation, drinking water supply, irrigation and drainage. In 2010 the total traffic
volume was 6 megaton, daily about 20 ships navigate the canals.
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Fig. 5.2 The main purpose of many canals was transportation. Picture taken in Hengelo, 1935
(picture originates from http://mijnstadmijndorp.nl)

Fig. 5.3 Longitudinal cross-section of the canal system

Dimensions

The total length of the canal system is 65 km. Unique for the Netherlands is
the large total level difference between Zutphen and Enschede: 21 m. To bridge
this difference, the Twente Canal has three locks. The lock at Eefde bridges
approximately 6 m, depending on the water level in the River IJssel. The lock at
Delden also bridges 6 m and the lock at Hengelo 9 m. A longitudinal cross-section
of the canal system is presented in Fig. 5.3. Because of this level difference, the
water volume lost in each lock operation is about 15.000 m3 for Eefde and 10.000 m3

for Hengelo and Delden. Especially for the relatively small canal section upstream
of Hengelo this will for every lock operation result in a water level decrease of
about 5 cm. The largest compartment is between Eefde and Delden, which is 36 km.

http://mijnstadmijndorp.nl
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Between Delden and Hengelo the canal stretches for 9 km and between Hengelo and
Enschede 5 km. All canal sections are between 50 and 53 m wide. The water depth
is between 3.3 and 5 m. Each lock has a length of 140 m and a width of 12 m.

Operation Structures

The gates of the lock contain paddles to fill or empty the chamber. Since this is
not sufficient for draining the canals, the locks at Eefde and Delden are provided
with additional gates. Lock Eefde has three additional gates with a total discharge
capacity of 175 m3/s. These gates can be opened up to any desired height. Lock
Delden has two gates with a total capacity of 10 m3/s. Each of these gates can
have four opening positions, therefore limiting the operation space. During extreme
inflows in the canal system, the paddles can be used to provide an extra discharge
capacity of 34 m3/s. Lock Hengelo has no additional discharge structures. In this
lock the paddles provide the only discharge option.

The large volume of water lost during each lock operation cannot always be
compensated by the inflow of streams in the canals. In dry periods the canals are
used for supplying fresh water to the region, so the net water balance is negative.
Therefore each of the locks is provided with a number of pumps. Locks Delden
and Eefde are each equipped with three gasoline pumps (with capacities ranging
from 1.2 to 5.5 m3/s). The pumps are not provided with gears, since these were
not thought to be necessary for manual operation and would also require high
maintenance costs. The downside was that the operators need to take the limited
operation space into account. Lock Hengelo is equipped with three electrical pumps
with a capacity of 1.4 m3/s: this canal section is very small and lateral inflow low, so
the water volume lost during every lock operation has to be compensated directly.

Lock Operation

The locks, pumps and gates are operated by the lock operators, whose primary goal
is safe and quick passage of cargo vessels. Operating the gates and the pumps is
therefore mainly aimed at keeping the water level at setpoint. Limits to the water
levels have been defined as upper- and lower thresholds (see Fig. 5.4). If the water
level crosses those thresholds, the operators will receive an alarm signal. 24 h per
day one operator is on standby duty.

The operators need to take the limitations of the water control structures into
account. At Lock Eefde and Lock Delden the pumps are operated by the lock
operators. At Lock Eefde the pumps are not used frequently. Here the actual
operation is outsourced to a local contractor, resulting in extra costs for starting
and stopping pump operations. Because the locks are not operated during the night,
the gate and pump settings should be sufficient for a safe nightly operation.
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Fig. 5.4 If a threshold crossing occurs during the night, the operator on duty receives an alarm
signal and has to go to the lock to change the settings (data originates from the operational water
management system)

Table 5.1 Elements in the
water balance for each canal
section

Inflow Outflow

Upstream lock operation� Lock operation�

Upstream gate operation�� Gate operation��

Pumping�� Upstream pumping��

Lateral inflow Leakage

Precipitation Seepage

Lateral outflow

Canal Water Balance

For the water management of the canal system the operators keep a strict adminis-
tration of the water balance. The operation of pumps and gates depends mainly on
actual and anticipated inflows in the canal sections, and the expected lock operation.
The water balance of each canal section is made up of the posts in Table 5.1.

The elements marked with single asterisk (*) are the result of the lock operation.
They are regarded as a set value but can be a large part of the water balance, since
each lock operation results in a discharge of 10.000 m3. With a number of lock
operations varying between 5 and 25 per day (see Fig. 5.5) this is a large volume of
fresh water.

The cells marked with double asterisk (**) are totally defined by the actions of
the operators. A discharge upstream will result in an increased inflow in a canal
compartment. The lock operator of the downstream compartment will need to take
this into account. Another important (variable) part of the water balance is the lateral
inflow from several streams discharging in the canal system (see Fig. 5.6 for an
overview of the catchments). The water authority administering these laterals is
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Fig. 5.5 Number of vessels daily passing Lock Delden in 2013 (numbers registered by gate
operators)

Fig. 5.6 Catchments of the main streams that discharge into the canal

Waterboard Vechtstromen. They provide flow measurement data of these laterals
for the operation of the canals. Flow forecasts for the laterals are calculated within
the operational water management system. A regression formula using measured
and forecast precipitation and evaporation gives an indication of the expected inflow
from the laterals [15] see Fig. 5.7.



5 Forecasting and Predictive Control of the Dutch Canal Network 83

Fig. 5.7 Contributions of several streams to the inflow in the canal compartment upstream of Lock
Eefde

The final terms in the water balance (leakage, seepage and lateral outflow) are
unknown. It is known though that these terms are relatively small and (except for
rain) invariable. Therefore, for these factors at this moment a constant value is
applied when calculating the water balance.

5.2.2 Optimization Approach

In contrast with traditional operation, the optimization approach uses a hydraulic
model to predict future system behavior and applies an optimization algorithm
to calculate optimal operation of hydraulic structures. In the operation of Twente
Canal, the optimization module only provides advice for operators instead of
replacing manual operation. In the following sections, two components of the
optimization approach are elaborated, namely prediction model and objectives.

Model Schematization

Figure 5.8 shows how the Twente Canal system is schematized in the optimization
module. The canal sections in the Twente Canal are modeled as reservoirs, which
are connected through hydraulic structures. Each reservoir has a summed lateral
inflow. This is the inflow calculated through a rainfall runoff model. There are both
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Fig. 5.8 Schematic model of the water system and its structures

pumps and gates at each location to maintain water levels. Pumps at each location
are lumped as one pump. The maximum pumping capacity can vary based on pump
availabilities, which are user-configurable in the advice module. Each location has
a lock to let ships pass, but which are not used for water management. In extreme
situations though, the paddles in the locks can be opened for flood control if the use
of the gates is not sufficient. Lock operation, and its effect on the water balance,
is defined as a fixed boundary. The mathematical formulation of the model can be
described by a diffusive wave model. It is a simplified version of the Saint-Venant
equations, where the inertia and the advection terms are neglected in the momentum
equation. The expression is as follows:

@A

@t
C @Q

@x
D qlat ;

gA
@h

@x
D �g QjQj

C2AR
;

(5.1)

where the A is the cross-sectional area, Q is the mean discharge, qlat is the lateral
flow discharge on unit length, h is the water level, g is the gravitational acceleration,
C is the chezy friction coefficient, R is the hydraulic radius, which equals A=P (P
is the wetted perimeter), x is the space and t is the time.

The discretization of (5.1) uses fully explicit scheme [11]. Substituting dis-
charges from the momentum equation into the continuity equation, we can calculate
water levels. Because the canal is only discretized by one calculation node,
discharge between two nodes is replaced by hydraulic structure formulas. For
pumps, it is pump discharge. For gates, it is categorized into four flow conditions (in
Twente Canal, the flow through gates is free weir flow due to large head difference



5 Forecasting and Predictive Control of the Dutch Canal Network 85

between upstream and downstream, see (5.2). The work in [16] lists gate equations
in other flow conditions):

Q D cwWs

2

3

r
2

3
g.h1 � zs/

3
2 ; (5.2)

where cw is lateral contraction coefficient, Ws is crest width, h1 is upstream water
level, zs is gate crest level.

Optimization Goals and Boundaries

The short-term optimization aims at the following goals:

1. Keeping water level at setpoint.
2. Preventing water levels from crossing thresholds.
3. Minimizing pumping costs.
4. Prevent frequent changing structure settings.
5. Limit changing structure settings to office hours.

The mathematical formulation of the optimization module is described as
follows:
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where h is the water level state, hsp is the water level setpoint, hupper is the water
level upper bound, hlower is the water level lower bound, u is the control input,
Wh, Wupper , Wlower and Wu are weighing factors on water level deviation from
setpoints, upper bounds and lower bounds, and control inputs, respectively, f is the
diffusive wave model, nt , ns and nc are the number of prediction steps, states and
control inputs, respectively. Control inputs are restricted to minimum and maximum
physical constraints of .umin; umax/. Moreover,U is the vector of control inputs over
the prediction horizon.
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Optimization goals 1 and 2 are realized through the first, third and fourth terms
of (5.3). The Twente Canal is used for both ship transport and water management.
Ships need a minimum water depth to travel, while water in a canal also should not
exceed a maximum depth because of bridge heights. These ranges are depicted in
Fig. 5.4. Therefore, two objectives need to meet a consensus in formulating a water
level range in each reach. Water levels are maintained to a setpoint, but can vary
within the range.

Once the water level exceeds the range, a warning signal is generated. However,
MPC tries to keep the water level around the bound as much as possible. In order to
maintain the water level to either the upper bound or the lower bound during extreme
conditions, it is necessary to assign relatively large weighing factors for both terms
which provides highest importance to the objective. Optimization goals 3 and 4
are realized through the second term of (5.3). Pumping has a direct link to energy
cost. It is necessary to consider energy saving by minimizing the pump usage.
This is realized by assigning pump discharges to the control inputs. If possible,
Optimization tries to minimize the pump discharge, thus, minimize the energy cost.
Since adjustment of the gates requires manual effort, an advice to change the gate
settings every time step will quickly be ignored by the operators. Therefore, rate of
change is assigned to the objective of controlling gate opening.

The last optimization goal is realized through setting of constraints. This
optimization problem is used to provide advice to operators for manual adjustments.
A practical consideration is the office hour. Since operators only work during the
day, it is undesirable that operators have to drive to the station at night for operation.
The optimization should be able to avoid operation at night while water levels can
still be controlled well. This is realized by using the rate of change constraints for
both pumps and gates, and setting both minimum and maximum changing rate to
zero at night.

The optimization problem is solved through ipopt [17], which is an open source
algorithm for nonlinear optimization. In RTC-Tools, it uses an adjoint method to
calculate the gradient [11].

Optimization Implementation

The optimization provides advices on the operation of hydraulic structures over
a prediction horizon of 2 days with a control time step of 1 h. The optimization
module implemented in RTCTools is seamlessly integrated in Delft-FEWS [12]
and the control results are shown in Figs. 5.9, 5.10, and 5.11 for the locks of
Hengelo, Delden and Eefde. The red vertical line indicates the current time (T0)
in consideration. Left hand side of the line represents historical measurements and
manual operations, while right hand side is forecasting.

The first sub-figure shows the rainfall (bar) and corresponding runoff (line).
The forecast runoff is generated from the rainfall-runoff model. The forecasts
contain certain rainfall events. These are the external inputs (disturbances) to the
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Fig. 5.9 Control results at Lock Hengelo

Fig. 5.10 Control results at Lock Delden

optimization model, which directly influence the operations of hydraulic structures.
It is noticed that the forecasting accuracy of the rainfall-runoff model needs to be
improved.

The second and third sub-figures show the optimal operations of hydraulic
structures and controlled water level in each canal section, respectively. The
combination of rainfall and high water levels (above the upper bounds) at Hengelo
indicates that the pump operation which takes place before T0 is a wrong operation.
This is a manual operation without the advice of MPC. Due to the prediction of
rainfall, MPC suggests stopping the pumps and opening the gates to discharge
water downstream. The water level at Eefde is below the setpoint. However, the
optimization recognizes rainfall and water coming upstream and it opens the gates
instead of pumping water in.
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Fig. 5.11 Control results at Lock Eefde

It is noticed that there is no operation (adjustment) of hydraulic structures
at night periods due to the setting of office hours from 18:00 to 07:00 in the
optimization. The proposed operations can control the water levels to the setpoints
(green dashed line) very well. This guarantees the objectives of both navigation and
water management.

From Optimal Operation to Control Advice

The optimization algorithm calculates continuous solutions and is not able to
calculate a solution for pumps and gates with limited operation space, such as in
the Twente Canal system. Therefore a postprocessing module is in development,
which calculates the best settings for the individual structures, based on the optimal
solution and the structure characteristics.

5.3 Transdisciplinary Discussion into the Unified Framework

In the research presented, the transport of water serves the transport over water.
From that perspective the presented optimization approach could be integrated in
the unified framework as the water flow controller. Although in this research the
transport over water formed the boundaries and goals for the transport of water,
the presented approach offers ample opportunities to integrate both into a unified
framework. There does not seem a prospect that vessel loading will be influenced
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by water system conditions. Shipping companies will not load their vessels with
just two layers of containers because of water management purposes. The presented
approach will support the unified framework in that the management of the water
system under view will be optimized, while taking into account the constraints being
given by the transport over water.

These constraints are formed by the maximum and minimum allowed water
levels, making it possible for certain vessel classes to navigate the canal. Maximum
water levels are based on the level of the bridges crossing the canals: at these levels
vessels carrying three levels of containers can still pass the bridges. The minimum
allowed water levels are based on the maximum draught of vessels passing the
canals. Since no information is available on the freight of the vessels that will pass
the canals, these water level boundaries are fixed. Here is an opportunity for further
research.

In the unified framework, constraints and goals can be set based on data of actual
navigation requirements. The economic balance will always favor to both optimal
transport over water and optimal transport of water. Therefore, if an integration
in an unified framework would take place, the transport over water will still set
some constraints and goals for the transport of water. But if detailed information
on vessel location, loading and routes were available, the fixed constraints and
goals can be released and dynamically changed depending on actual requirements
for transport over water. For instance, during summer there is a period with some
severe rainstorms. The rainstorms cause a large rise of water levels in the canals.
Normally the operators would release the surplus to get back to target level. After
the rainstorms, the dry weather takes over and because of lock operations, pumping
is required to keep water levels at target level.

If the system has knowledge on actual vessels in the canal, and vessels that will
enter the canal, the maximum level can be dynamically altered depending on the
loads of these vessels. If is known that these vessels are all loaded with less than
three layers of containers, water levels can be allowed to rise higher than the current
maximum water level. Thus keeping as much water in the system as possible, and
so decreasing pump operation.

Obviously, a lot of research needs to be done to get into this situation. First of
all, since the economic importance of transport over water greatly overrides a small
optimization of water management, it is important that navigation is not disturbed.
A system as described does need forecasts, since water levels cannot be altered
within a short time frame. Since information about a future situation is inherently
uncertain, the system needs to be able to take a level of uncertainty into account.

It is expected that the implementation of the presented short-term approach will
improve efficiency of the operational water management, although no functions
have been integrated to measure this performance improvement. First of all, the
overall pump operation is expected to decrease. Because of the large capacity of
these pumps (up to 5.5 m3/s), a decrease in pump operation will directly lead to
lower operation costs see Fig. 5.12. Furthermore, the optimized water management
is expected to have the water levels in the canals to deviate less from the target levels.
An integration of the presented approach in the unified framework is expected to
further increase system performance since constraints become more flexible.
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Fig. 5.12 One of the gasoline pumps at Lock Eefde, with a capacity of 5.5 m3/s

5.4 Open Topics

5.4.1 Dealing with Uncertainty

The approach presented in this research calculates an optimal use of pumps and
gates for the near-future, based on forecasts of inflow and downstream water level,
expected lock operation, and using a simple reservoir model. All these components
contribute to an uncertainty in the output of the optimization. The forecast inflows
and water levels, which are the model forcing of the routing model, are known to
be uncertain. Especially the future inflow in the Twente Canal system is relatively
uncertain. Also expected lock operation at this moment is set as a constant factor,
while Fig. 5.5 shows that lock operation is very variable, and thus the influence of
lock operation in the near future on the water balance can vary. The last relevant
source of uncertainty is the routing model used in the optimization approach. This
model is a simple schematization of reality and will never fully correspond with
reality. In the current implementation of the optimization module these uncertainties
are not taken into account. There are two ways of dealing with this uncertainty:
(1) decrease the uncertainty and (2) visualize the uncertainty so the operator is
aware of the uncertainty in the control advise and makes decisions based on the
optimization advice and his own experience and expert judgement. The uncertainty
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Fig. 5.13 Deterministic and stochastic optimization results for optimized reservoir operation of
Tres Marias Hydropower reservoir in the Sao Fransico River [20]

caused by the hydrological forecasting can be decreased by implementing a better
forecasting model, since the current model uses a simple regression algorithm.
The hydraulic model can be improved by adding more computation points, this is
especially important for gate and lock elements whose operation is calculated based
on water levels directly upstream and downstream. Uncertainty on lock operation
can be decreased by connecting to vessel tracking systems. This aspect perfectly
fits the initiative to develop a unified framework in which transport over water
is connected to transport of water. The uncertainty of the input can be visualized
by applying the optimization approach to multiple input options. It is necessary to
consider ensemble weather forecasting and apply ensemble model predictive control
or more practically tree-based model predictive control to improve decision making
[18, 19] Fig. 5.13. The current optimization approach takes approximately 10 s for
one optimization calculation. It is expected that a tree-based approach will increase
the computational burden, but can still take place within usable limits.

5.4.2 Implementation in the Operational Monitoring System

The short-term optimization is implemented in the Operational Monitoring System
for regulated water systems under authority of the National Water Authority
(Rijkswaterstaat). The operators are not academic hydrologists, but lock operators
experienced and educated in safe passage of vessels through canal locks. There
is not much knowledge on optimization approaches, application constraints and
forecasting systems. The Operational Monitoring System is specifically designed to
present only relevant information, required for operational control, to the operators.
In general this information consists of actual data on lateral inflows, water levels,
pump operation, and water balances of canal sections. The information is presented
in clear displays (see Fig. 5.14). Graphs are hardly used, since operation focuses on
the current situation.
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Fig. 5.14 One of the standard displays of the Operational Monitoring System

The control strategy, as calculated by the optimization module, also needs to
be presented to the operators in a clear and basic manner. Implementing forecast
information in displays such as Fig. 5.14 needs to be well-thought, and can be
considered an unique scientific discipline. In the current implementation, the design
of the display has been discussed thoroughly with the operators. In the display the
actual advice for each lock is presented in a small table. The table only contains
the advice for the upcoming 4 h, thereby taking into account the operational use of
the Operational Monitoring System where the system is consulted every few hours.
The content of the table is thus refreshed after every run of the optimization module.

5.5 Conclusions and Further Research

In this chapter an optimization approach was presented that advises lock operators
on the best operation of water control structures. The system takes transportation
over water as a fixed constraint, which defines the goals for the water management.
The optimization algorithm also takes other targets into account, such as limited
operation periods, a minimum pump operation and a minimum of structure setting
changes, therefore mimicking the operational rules of the operators.

In almost all cases, the objectives for water transport can be guaranteed with the
calculated optimal operation strategy. However, the current optimization generates
continuous solutions. Hydraulic structures normally can only be adjusted to mini-
mum and maximum operation, such as pump on and off, gate opening at different



5 Forecasting and Predictive Control of the Dutch Canal Network 93

stages. This is also the case in the Twente Canal system. Post processing has been
proposed to consider this issue as a first improvement, but in a later research, the
application of mixed integer optimization should be studied.

The implementation and actual use of the system show that the approach of
the system fits well to the practice of water management in the Twente Canals.
Extra attention has been spend to the presentation of the relatively complex control
forecast to the gate operators.

Future research will further aim at improving the data on actual and forecast
lock operation. Since the lock operation is an important term in the water balance,
knowledge on past and future lock operations will greatly improve the water
balance. The near-future fluxes can greatly affect the control forecast, and is
therefore a source of uncertainty. Further research could focus on applying tree-
based optimization to give the operators insight in the operation space.

In the proposed unified framework, the presented optimization approach can well
be considered to be the water flow controller. It already optimizes water flow, while
considering transport over water as a given input. Future research could focus on
applying flexible constraints as given by the transport over water. Currently those
constraints are based on the assumption that there are always vessels with three
layers of containers, or with maximum draught, in the canal system. Based on
information on actual or expected vessels, constraints to the water levels can be set
dynamically, thus further integrating transport over water with transport of water.
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Chapter 6
Transport of Water versus Particular Transport
in Open-Channel Networks

G. Belaud and X. Litrico

Abstract Hydraulic performance has largely benefited from recent advances in
canal control. Nonetheless, taking account of water quality criteria at the same
time is more challenging due to longer delay times for particular transport than for
wave transport, and to poorly quantified interactions between flow and substratum.
This chapter is first illustrated with a typical situation where both water quality and
discharge are expected to be controlled. Different approaches of modeling are then
introduced, leading to the definition of different delay times that must be considered
in the perspective of real-time control. Open-loop and closed-loop control strategies
of water quality in open-channels are finally presented and discussed. Research
perspectives are suggested regarding combined hydraulic and water quality control.

6.1 Introduction

Hydraulic control of canals has largely been developed in the past 20 years, with
many successful applications to real systems, allowing improvement performance
regarding hydraulic criteria.

Canals do not only transport water. They also convey different types of elements,
some of them being passive, some of them being undesirable when they arrive at
check structures or delivery points. This is the case for some dissolved pollutants,
floating debris, oil pollution, sediments or phytoplanctonic algae (also called drift).
Controlling such transport raises new difficulties compared to water control.

Salinity control appears as one of the simplest problems, although it may be
important in some contexts. Problems usually appear in drainage systems in coastal
areas when sea level becomes higher than freshwater level. It is rather simple to
monitor salt concentration thanks to conductimeters. Based on that, [16] presented
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control methods using either Proportional Integral (PI) or Model Predictive Control
for the control of inflow within polders, with both salinity and water level objectives.
Compared to hydraulic control, one needs to consider salt transport and dilution,
which are well described thanks to the advection-diffusion process. These are also
the processes involved in accidental chemical pollutions.

Sediment transport is another type of problem involving particular transport.
It may not be a problem if sediments are transported to the cultivated plots, but
irrigation networks are usually not able to achieve that. Indeed, channel networks are
composed of pools, the size of which decrease from upstream to downstream due to
water distribution along the network. With decreasing transport capacity, sediment
particles tend to get deposited in upstream portions of the canals. The presence
of backwater due to control structures, with large canal depths and low velocity,
also decreases the sediment transport capacity and then favour sediment deposition:
achieving high hydraulic performance may be contradictory with the objective of
minimizing sediment deposition. In this case, the transported class is far from being
conservative since most of the particle inflow may be stored in the pools, causing in
turn bed aggradation. Also, since sediments are not distributed homogeneously in a
canal section, concentrations may evolve at each canal bifurcation [1].

The case of algae cumulates these features. Their growth leads to different
management problems, such as clogging of drip emitters, canal roughness variation,
and possible toxin release. The interaction between flow and vegetation is difficult
to predict accurately, which is a real issue when designing hydraulic management
strategies which take into account the disturbances due to algae.

The objective of this chapter is to illustrate operational control methods in which
the interplay between transport of water and transport of particles are considered.
The case of algae management is used to introduce key issues related to this
interplay. Section 6.2 introduces the issues of particle management in open-channel
networks and models derived to simulate the involved processes. Section 6.2.4
presents the methods developed to control the transport of particles. Section 6.3
discusses the specific issues related to particle transport management, the interplay
with flow control and open topics in this field.

6.2 Case Study: The Management of Algae Transport

Dealing with particular transport implies different time scales. Longer term strate-
gies should prevent the apparition of disturbances by choosing appropriate hydraulic
conditions. For example, avoiding sediment deposition requires maintaining suf-
ficient velocities throughout the canals. These conditions may be far from being
optimal regarding hydraulic control. Another option is to use transient phenomena
in order to eliminate regularly the accumulated particles or vegetation. These events
require adapted control procedures, in which both transport of water and transport
of particle must be considered. After presenting these strategies, models describing
the involved processes are described.



6 Transport of Water versus Particular Transport in Open-Channel Networks 97

Fig. 6.1 Sketch of the studied portion of the Canal de Provence (Branche Marseille-Nord)

6.2.1 Flushing-Flow Strategies

Flushing-flows consist in increasing flow during a certain time so that shear stress
is increased and attached material is moved. This is being practiced in some sewer
networks [4] in order to entrain deposited sediments. This results in a turbidity cloud
which transported towards the downstream end of the network. This principle has
been applied on the Canal de Provence, Branche de Marseille-Nord, in order to
detach algal mats fixed on the concrete canal banks. This branch of the Canal de
Provence, located in South-Eastern France, is a strategic infrastructure that supplies
treatment plants for the city of Marseille, industries and farmers all along its 31 km
(Fig. 6.1). The normal discharge in the branch is between 1 and 2 m3/s, out of a
conveyance capacity of 3.5 m3/s. The canal is lined with concrete. Check structures
are controlled from the SCADA located at Aix-en-Provence. To perform a flush,
a flow increase is obtained by releasing water from a dam during a few hours. In
this case the released volume is stored in another reservoir at the end of the branch.
These flushes allow the canal managers to maintain a constant algal population.
Biological analyses have demonstrated that the same flushes should be performed
every 2–3 weeks [6].

Turbidity is monitored at different measuring stations (upstream, downstream
and intermediate). For each flush, the intensity must be sufficient to detach enough
material. Since pumping stations and farmers are located all along the branch, this
intensity should not be too large in order to keep the turbidity under an acceptable
level. The operation must be done at a time when it disturbs a minimum of end-
users. All these constraints justify the necessity to develop models able to simulate
the effect of a flush on the transported material.

6.2.2 Process Modeling

In open-channel networks, the hydraulic variables are usually calculated by solving
the one-dimensional Saint Venant’s equations. The control structures between pools
and at each water delivery point are taken into account via stage-discharge-opening
relationships.

For the transport of particles, a specific equation is needed in order to calculate
the evolution of the concentrations throughout the system. Molecular diffusion,
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turbulent diffusion and dispersion due to velocity gradients are represented in a
unique diffusion term. For non-conservative transport, an exchange term is required
in the advection-diffusion equation written in a generic form as follows:

@UC

@t
C @.U A C/

@x
� @

@x

�
A D

@C

@x

�
� A E D 0; (6.1)

in which A is the wetted area (m2), x the distance along the network (m), Q the
discharge (m3/s), D the diffusion coefficient (m2/s), C the particle concentration
(usually in kg/m3) and E the exchange rate (kg/m3/s). The resolution of (6.1)
needs two boundary conditions, given for instance by particle upstream input and
zero-diffusion at the downstream end. At bifurcations, the proportions of materials
passing to each downstream branch should depend on the type of material, whether
they are floating (vegetation) or moving preferentially near the bed (like sand
particles).

In the case of a flush, the exchange rate becomes essential, since it represents the
effect of the hydrodynamic perturbation on the material attached to the canal bed or
bank. For sediment, it is common to consider that this rate is a power function of
the difference between actual bottom shear stress and a threshold shear stress [15].
By similarity with cohesive erosion models, the same type of relation is considered
for attached algae [6]:

E D 1
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if �0 > �0;c (6.2)

E D 0 otherwise; (6.3)

with ˛ time constant, �0;c critical bottom shear stress, �0 bottom shear stress,B fixed
biomass per unit bed area. Based on field sampling during flushes, it was shown that
the turbidity was proportional to the drift algae concentration, with high correlation
coefficient.

The coefficients of the above relations can be calibrated thanks to the monitoring
of a limited number of flushes. This set of equations can be used for direct
simulation, providing essential information for management such as delay times
and turbidity dynamics during the flush. An illustration of flush flow simulation is
provided in Fig. 6.2, showing flow and turbidity simulation and measurements at
different monitoring stations. We can observe the increase of peak turbidity from
upstream to downstream, due to algae detachment in response to flow increase.

6.2.3 Simplified Linear Models

The above models have the advantage to provide detailed hydraulic variables and
concentrations at any calculation section. The counterpart is the calculation time
which limits their use for real-time control (RTC). For RTC, it can be sufficient
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Fig. 6.2 Simulation of turbidity, Branche Marseille-Nord, flush performed in 2007

Fig. 6.3 Transfer functions
between upstream and
downstream variables
(discharge and turbidity)

to write the transfer functions between the input variables (for example the flow
entering a canal, or a gate position) and the controlled variables (for example, a
water level at a given section). Linear transfer functions are preferable since they
are computed very quickly, they can give explicit stability conditions, and under
some conditions they can be inverted in order to compute the input that should be
applied to obtain a desired response.

In this study case, the input variable is the head discharge, released from a
barrage, and the output variable is the concentration at the downstream end of the
canal. If the incoming turbidity is not negligible, this turbidity is superimposed to
the one generated in the canal. For a canal reach, the downstream response uses
three transfer functions (Fig. 6.3):

• FQT , that gives the response of turbidity to the discharge increase;
• FQQ, that gives the downstream discharge variation in response to upstream

discharge variation;
• FT T , that propagates the upstream turbidity.

It is useful to have intermediate turbidity variations. To do so, we need to split the
canal at the intermediate location, and to calculate the transfer function for each
portion of the canal.

Linear models can be derived from the full nonlinear systems of equations.
To this end, we first linearize the Saint-Venant and advection-diffusion equations.
Thanks to Laplace transforms of the time domain equations, we can obtain explicitly
the response at any location, as a function of the input variables. Using approximate
transfer functions (first or second order with delay), we obtain simplified transfer
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functions that can be used for RTC. Based on the approach described in [10],
polynomial transfer functions with delay can be derived [8]:

FQQ D e��Qs

1CKQs
; (6.4)

FT T D e��T s

1CKT s
; (6.5)

FQT D GD

1CKDs

	
FQQ � FT T



; (6.6)

with s the Laplace variable. The first two transfer functions have different delays
(�Q and �T ) corresponding to hydraulic propagation and advection-diffusion. The
time constants KQ and KT represent the hydraulic attenuation and the diffusion.
These coefficients can be obtained from the properties described in the full nonlinear
equations. The time constantKD expresses the sensitivity of the attached material to
the discharge increase. The gainGD of FQT is sensitive the quantity of material that
can be detached during the flush. It also includes the linear correspondence between
algal concentration and turbidity. This gain can hardly be defined by a deterministic
approach.

Equation (6.6) cannot be inverted analytically in the time domain. A more
compact form was proposed in [7]:

FQT D s�0e
��Ds

.1CKD1s/.1CKD2s/
if dQu=dt > 0; (6.7)

D 0 otherwise, (6.8)

in whichQu is the upstream discharge. In the time domain, the differential equation
which gives the turbidity is

KD1KD2

d2T bd

dt2
C .KD1 CKD2/

dT bd

dt
C T bd .t/ D �0

dQu

dt
.t � �D/: (6.9)

This quasi-linear model is easy to implement under calculation tools or spread-
sheets, so that the four parameters KD1 , KD2 , �D and �0 representing the turbidity
response to a flush can be easily identified from field measurements. Among these
parameters, the first three ones are expected to remain constant for all flushes,
while the gain �0 will vary with the attached biomass. Adjusting this gain can be
done thanks to the expertise of the manager (as done at the Canal de Provence,
see Sect. 6.2.4), or in real-time using appropriate controllers (see Sect. 6.2.4).
Illustrations of the model performance are presented in [7].
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6.2.4 Real-Time Control of Particular Transport

Open-Loop Control

In order to design a flush, one needs to define how much water should be released,
at what time and for how much time. The higher is the released discharge, the larger
is the shear stress increase and the more biomass is detached.

Yet, impacts must be considered: the hydraulic disturbance affects the water
quality for some time, and it also causes undesirable water level fluctuations. In
practice, most of these disturbances should occur during the night, when water
demand is the lowest, so that pumping stations can be stopped if the turbidity is
excessive.

Hydraulic disturbances can be anticipated using Saint Venant’s equations-based
models. It is not simple, however, to determine the flow release that is necessary
to achieve a given downstream discharge objective, as the inversion of the Saint-
Venant’s equations is an ill-posed problem [5]. There are also some physical
limitations, mainly due to the attenuation during flow propagation. Linear models
offer an alternative for hydraulic inversion, such as a first-order with delay derived
from Saint-Venant’s equations with offtakes [13].

For water quality management, the inversion of the system of three equations is
again an ill-posed problem. Here, the objective is to reach a given turbidity which
guarantees that attached material has been removed from the canal banks. It is also
expected not to overcome this targeted turbidity in order to avoid clogging problems
at the hydraulic devices.

The linear transfer function (6.9) can be used to compute the upstream discharge
Qu.t/ from the desired downstream turbidity. Practical curves can be derived from
the model, such as the flush duration or the amplitude of the discharge increase. For
the flushes performed at the Canal de Provence, the following principles are used:

• the gain of the model is adapted with experience, based on the gain obtained for
previous flushes

• discharge must be increased by about 60 % in order to reach the threshold that
will initiate algal detachment

• then, the discharge is increased linearly until the maximum is reached, as defined
by the discharge-turbidity transfer function.

These concepts have been used to design the feedforward controller which calcu-
lates a priori the command ur to apply (see Sect. 6.2.4, Fig. 6.4).

Closed-Loop Control

Most of the operational control methods of irrigation canals are based the well-
known linear PI controller. The calibration of the controller parameters must
fulfil two contradictory objectives: reactiveness and stability. This calibration is
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Fig. 6.4 Adaptive control as implemented at SCP (Branche Marseille Nord)

usually done by trial-and-error method. Due to the delay between action (upstream
discharge) and system response (downstream turbidity), one may be tempted to
increase reactiveness by increasing the proportional gain of the controller. This may
cause undesired oscillations. When dealing with water quality, the delay is much
larger than for hydraulic transfer, so the risk of instability is larger. The issue of
delay times is discussed in the next section.

A second big issue is the large uncertainty when defining the transfer function
gain between discharge and turbidity FQT . When only hydraulic transfer is consid-
ered, the gain between upstream and downstream discharge is close to unity. It is a
bit smaller if withdrawals are larger than supplies from intermediate tributaries, and
larger than unity in the opposite case. Monitoring systems are usually installed at
stations where large flow changes are likely to occur, so that the transfer function
gains can be quite correctly estimated. Regarding quality control, there are cases
where the situation is similar, for example when dilution is the main process
governing the evolution of a solute concentration. This is the case for salinity
control, as described in [16], in which it is shown that PI controller is able to
maintain a desired salt concentration. The case of sediment or algae flushes is far
more complex, since the downstream response to a discharge increase is mostly due
to the interaction between the substrate and the flow, so that the flux of particles is far
from being conserved between upstream and downstream sections. In the extreme
case, one can have clear water at the upstream control section (concentration is 0),
while downstream concentration can be large, due to internal erosion processes. In
this case, the exchange process is a predominant term in (6.1), which will determine
the gain of the transfer function. To date, there is no universal model which is able to
predict with a good accuracy the erosion rate of non-cohesive sediment. This is even
worse for cohesive sediments and algal biofilms, for which chemical and biological
properties increase the complexity of the cohesion processes. For efficient flushes,
another problem is that the material which can be eroded decreases with time during
the flush, so that the gain of the transfer function is likely to decrease.
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Fig. 6.5 Flush performed in June 2012, Branche de Marseille Nord (Canal de Provence), between
Bimont dam and Figassons pumping station (km 19)

Adaptive control, which was designed to control systems with slowly varying
gains, looks adequate for the real time control of flushes expected to cause erosion.
This was implemented at the Canal de Provence and applied in routine since 2012.
The controller is presented in Fig. 6.4. The initial command inflow (ur ) is given
by the open-loop controller. During the flush, the relative error on the downstream
turbidity is used to adapt the proportional and integral gains of a PI controller that
will adjust the released flow by multiplying the initial command ur . The correction �
takes account of the error of the transfer function (inaccurate initial gain), and to the
adaptation process itself (decrease of erodible material during the flush). A speed of
adaptation is also defined, which conditions the stability of the controller.

Figure 6.5 shows the performance of the flush performed in June 2012, with data
extracted from the SCADA of the Canal de Provence, stations Bimont (upstream
dam) and Figassons (control point 19 km further, with pumping station). Four curves
are presented: open-loop flow command (ur ), adapted flow u, expected turbidity at
downstream section, which is the result of the open-loop transfer function applied
to ur , and measured turbidity. One can see that the model response of the model
was very good, in terms of delay and attenuation, during the first 13 h after the start
of the flush. During this period, almost no correction was necessary (� close to 1).
Then, observed turbidity is greater than the expected one. This leads to decrease
the command inflow. The flush is stopped after a regular decrease of the turbidity is
observed, and the initial turbidity is recovered after about 3 h.
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6.3 Discussion

6.3.1 Managing the Transport of Particles: What’s New
for Hydraulic Control?

Controlling the transport of particles in regulated open-channel networks open new
perspectives for canal control. The example of algal management illustrates some
of these perspectives, some parallels that can be drawn between the control of
hydraulic variable and the control of quality variables, but also some new issues
raised by the interplay between both problems. These perspectives are discussed
below.

Does Quality Management Require a New Control Framework?

We have seen in the above example that the framework developed for hydraulic
control can be extended to water quality control. Following the classification
introduced by [11], Table 6.1 summarizes the framework which was applied to
design the control of water quality during flushes, in parallel with the one used
for hydraulic control.

Does the Superposition of Various Dynamics Makes the Control Problem
More Complex?

A main issue with canal control is the delay between an action, for example a gate
movement, and the expected result of this action. When you release water at the

Table 6.1 Summary of the control frameworks for hydraulic and quality

Hydraulic control Water quality control

Controlled variables Flow, water level Turbidity, concentration

Control action variables Gate position, flow

Process modeling Saint-Venant’s equations
(SVE)

Advection-dispersion, SVE

Main uncertainties in
transfer functions

Withdrawals, ungauged
supplies

Erodible material, interplay
between hydrodynamics
and substrate

Real-time modeling Linear models based on linearization of above equations,
e.g. first or second-order with delay equations

Control logics Feedforward and feedback, upstream and downstream
control

Performance objectives Satisfactory flow
distribution, limited level
fluctuations

Limitation of risks regard-
ing quality and particle load,
of hydraulic disturbances

Limitation of operation and maintenance costs
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head of a canal, it will take time for the wave to arrive at a downstream section,
and it will take more time to obtain the discharge which has been released, due
to attenuation during flow propagation. These times do not only depend on the
canal cross section characteristics, but also on the control structures which cause a
backwater, and feedback between flow variation and level variation [14]. In practice,
managers must consider the delays when planning gate operations in order to satisfy
a delivery schedule. The optimal delay (or “response time”) is the one which will
ensure that the released volume is delivered to the targeted offtake [2]. This time is
about 8 h for the Branche de Marseille Nord, between Bimont Dam and Figassons.

Regarding quality, one needs to consider other delays, such as the travel time
of particles (denotes Tp) or the travel time of a turbidity cloud. During a flush
performed with an upstream flow release, the discharge increase will cause erosion
in the upstream section, then the corresponding turbidity is transported at the
bulk velocity. The hydraulic wave also propagates downstream, more rapidly than
the particles of water causing erosion. The superposition of all these phenomena
makes it difficult to calculate the delay times between flow release and turbidity
response. This turbidity response is also characterized by a time of arrival, greater
than the travel time of surface waves (Tsw), and a peak time, which in our study
case corresponds to the travel time of particles. The definitions of these times are
summarized in Table 6.2. They can be easily obtained by simulation, as illustrated
by Fig. 6.6 for the Branche de Marseille Nord. The travel time of particles is much
larger than the others. These hydraulic times can be related to the parameters of the
simplified transfer functions:

• The delay �Q is close to Tsw;
• �Q CKQ corresponds to the travel time of long waves Tlw [2];
• similarly, �T CKT corresponds to the travel time of particles Tp . In our case, it

also corresponds to �D CKD1 CKD2 .

A second key issue is the uncertainty inherent to the erosion processes:

• The existence of a threshold before erosion can occur is likely to increase these
delays.

• There may be a large spatial variability of the material likely to be flushed. If, for
example, no algae or no sediment were present in the downstream reaches, then
no material would be detached and entrained when the wave arrives. This also
delays the response.

Table 6.2 Definition and calculation of hydraulic times, for a reach between abscissas x1
and x2

Travel time of particles Tp D R x2
x1

dx
U

U mean flow velocity

Travel time of surface waves Tsw D R x2
x1
dx= .U C p

gA=B/ g gravity constant,
B top width, A flow
area

Travel time of long waves Tlw D dV=dQ V volume of the
reach, Q mean dis-
charge in reach
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Fig. 6.6 Delay times, Branche de Marseille Nord, between Bimont Dam to Figassons. The x-axis
corresponds to the mean discharge in the reach. Simulations are done with SIC

The superposition of all these aspects makes it difficult to identify the main
processes that need to be considered when managing the canal system.

6.3.2 Estimating the Performance of Control Strategies

Managing algal issues by hydraulic methods has been innovative, and the evaluation
of the strategy is a frequent question. Two time scales must be considered to start
addressing this issue.

On the short term, we must evaluate the performance of a flush. To do so,
standard hydraulic criteria could be used, such as Mean Absolute Error or Integral
of Absolute Error [3] or released volume, which, in some cases, may be lost if
it is not stored downstream. Since the primary objective of the flush is to detach
fixed material, it makes more sense to build an indicator reflecting the efficiency
of the flush. To do so, it is preferable to use the integral of turbidity at the
downstream end, IT , which can be calculated explicitly as a function of the flush
parameters (discharge increment and duration) [7]. Then the open-loop model was
build by maximizing IT with the constraint that turbidity does not overcome a
given threshold. For example, for the flush of Fig. 6.5, IT is equal to 90 NTU.hr,
which 1.38 times the value initially used for the design of the flush. This indicator
indicates that the flush has been as efficient as expected. It also suggests that the
initial biomass was under-estimated.

In this case, no hydraulic performance indicator is considered. This was not a
problem since flushes were performed during the night when water demand was the
lowest. However, in some other cases, water level fluctuations may be an issue for
gravity offtakes. This would lead to build multiple criteria in order to take account
of both turbidity and hydraulic objectives. These objectives are antagonistic, since
larger detachment efficiency will implies larger hydraulic disturbances. The design
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of the control method and the performance evaluation then requires writing the
optimization problem with an aggregated performance measure, and constraints
with both turbidity and hydraulic variables. The performance measure may be
written as a weighted combination of IT and hydraulic performance indicators, such
as normalized errors on water levels, with weighing factors set by experience of the
manager.

On the long term, the performance must be measured with more integrative
criteria. Regarding the issue of algae development, since it is hardly feasible to
get direct measurements of biomass, indirect estimations of the performance can
be obtained by registering the disturbances caused by algae, such as filters clogging,
increase of water levels due to increased bottom friction, etc.

6.3.3 A Unified Framework for Transport of and over Water?

The example of algae management illustrates the idea that multiple (and sometimes
antagonistic) objectives may be searched while controlling hydraulic structures.
In this study case, a unified framework was applied for both quantity and quality
management, with three main components: building appropriate models for each
of the considered processes, defining performance indicators, and then designing
appropriate controllers.

The interplay results from the fact that the same hydraulic variables are involved.
For instance, the flow velocity needs to be increased in order to detach algae,
keeping the water levels high enough so that algae present on the banks remain
in water during the flushes. This increase of velocity therefore causes an increase
of discharge, and thus an excess of flow passing through the system. Regarding
transport over water, flow velocity is also a key variable that will be used to express
the fluxes of boats, while water levels must remain within a desired range. We can
see some evident parallels with the issues of flushing flows.

Therefore, we think that a unified framework can be applied for the control of
waterways regarding transport of water and transport over water. This supposes to
develop appropriate models for each of the processes, and then controllers using
either hydraulic variables, or other variables that can be measured in real time such
as turbidity or transport loads. Performance indicators must be properly designed
and weighed, in case multiple objectives need to be achieved at the same time.

6.3.4 Open Topics

Understanding and managing the interplay between hydraulic control and
water quality requires improving our representation of the involved processes.
Among these processes, the effect of hydrodynamics on the biological substrate
is the one which introduces the most uncertainty in the exchange term of
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advection-dispersion (6.1). Local studies, with fluid mechanics tools, can give an
insight on the basic processes, the key variables, the thresholds required to obtain
the detachment of an algal filament, . . . Nevertheless, at the scale of the studied
system, we are not able to go into such detailed representations, and it is reasonable
to choose integrative variables such as mean biomass and mean critical shear stress.
Based on that, (6.2) seems appropriate to represent the exchange term. Still, the
time constant and the critical shear stress depend on the biological substrate.

Also, large uncertainties remain however on the transfer function between
discharge and turbidity. Turbidity response is directly proportional the detachable
biomass which a key state variable. As physical sampling is hardly feasible in
an operational context, indirect measurement methods based on a combination of
sensors could be a solution. Conversely, the vegetation growth may dramatically
increase the roughness, causing overflowing in some extreme cases. Although
laboratory-scale studies have brought an inside on this issue [9], the link between
global biomass and hydraulic properties still need to be explored. There is room
today for many fruitful interactions between hydrobiology and fluid mechanics [12].
While most of the studies are performed in river contexts, some issues are
very specific to regulated open-channels, such as the flow variations imposed by
gate operations, or the way detached material are transported from upstream to
downstream, passing or not check structures and bifurcations.

The control structures give also the chance to manage vegetation and water
quality at the same time as water volumes. This leads to consider multiple
management objectives and constraints, to consider new performance criteria, and
to develop new methods able to address the specific issues of water quality control.
For real time control during a flush, adaptive control was a way to deal with large
uncertainties on initial biomass, and re-estimate this biomass in real time. Other
frameworks may be worth studying, such as model predictive control (as used in
[16] for salinity control), with data assimilation for real-time estimation of biomass,
and performance criterion aggregating quality and hydraulic performance.

6.4 Conclusions and Future Research

With the diversification of uses of the hydraulic infrastructures, which is pushed
by integrated water management objectives, it is necessary to adapt the hydraulic
management strategies of these systems with adapted indicators and rules. We have
shown a study case in which hydraulic management is expected to control complex
water quality aspects: in order to control the fixed algae populations, flushes are
performed regularly in a multi-purpose open-channel network, a strategic infras-
tructure for agriculture, industries and domestic water in South-Eastern France;
during a flush, water quality is controlled in real-time thanks to advanced automatic
command methods.
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This example has illustrated issues linked to the interplay between concurrent
objectives. The complexity of the management is largely increased by the superpo-
sition of different processes, with multiple delays and attenuation dynamics between
action and system response. These issues have raised new questions about modeling
(comprehensive models and simplified more adapted to real-time control), and about
management methods able to address uncertainty and multi-objective criteria. Some
of these questions will be raised by the interplay between transport of water and over
water.

Further research will continue the efforts to characterize the links between
hydraulic management and water quality, with an increased focus on aquatic plants
which, like algae, are subject to withdraw nutrients from the water bodies but also
cause very large friction. This requires considering larger time scales, with seasonal
evolution of biomass and impact of hydraulic control on nutrient cycles.
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Chapter 7
Coordinating Model Predictive Control
of Transport and Supply Water Systems

C.C. Sun, V. Puig, and G. Cembrano

Abstract Transport and supply water networks are two types of systems which
have received a significant amount of attention in the recent years. Issues on how
to obtain the best performance for a given transport or supply water systems, or
how to coordinate interactions between them are still open and need more research.
This chapter presents a hierarchical Model Predictive Control (MPC) scheme with
a supervisor that coordinates transport and supply water systems. First, a two-level
hierarchical control structure resulting from a functional decomposition of water
network is briefly presented. Inside each hierarchy, an MPC controller is used. In
the two-level hierarchy, a supervisory coordinating mechanism is used to generate
control strategies which consider objectives at different time scales. The first level,
in charge of managing the transport system, works in a daily scale in order to achieve
the global management policies for the transport over water (e.g., navigation, vessels
and barges) in different rivers and balance management of different reservoirs. The
second level, in charge of managing the supply system, works in a hourly scale
and manipulates actuator (pumps and valves) set-point to satisfy the local water
supplying objectives (e.g., minimizing economic cost, handling emergency storage
and smoothing actuator operation). The results of the modeling will be applied to
the Catalunya Regional Water Network and based on an aggregate model.
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7.1 Introduction

From a functional perspective, a regional water network can be structurally orga-
nized into two separate systems:

• Transport system, composed by water sources, open channels, large reservoirs
and also natural aquifers.

• Supply system, which links water treatment and desalinization plants with
reservoirs distributed all over the city.

Both of the partitions of a regional water network must be operated at different
time scale because of the different dynamics they present according to their
specified objectives. In general, these systems are normally separately operated. The
coordinated operation of supply and transport systems in a regional network is one
of the main motivations for the research reported in this chapter.

In recent literature, there is a renewed interest in hierarchical MPC either from
industrial practice or from academia [10, 11]. This is specially the case when a sys-
tem is composed of subsystems with multiple time scales as the case of the regional
water networks. A straightforward task of designing and implementing a single
centralized control unit is too difficult as discussed in [3], because the required
long prediction horizon and short control time steps might lead to an optimization
problem of high dimension and under large uncertainty radius. A way to cope with
this problem is to apply a hierarchical control based on decomposing the original
control task into a sequence of different, simpler and hierarchically structured
subtasks, handled by dedicated control systems operating at different time scales [1].

This chapter proposes a temporal hierarchical MPC scheme for complex trans-
port and supply water systems. The proposed strategy will coordinate the MPC
controllers for the transport and supply systems by means of a temporal hierarchical
sequence of optimization problems with constraints going from one level of
the hierarchy to the other. Case study and results are described in Sect. 7.2.
Interdisciplinary discussion about the unified framework and some open topics are
explained in Sects. 7.3 and 7.4, respectively. Finally, conclusions and future research
are provided in Sect. 7.5.

7.2 Case Study: Catalunya Regional Water Network

The Catalunya Regional Water Network in Fig. 7.1 lies within the Catalunya Inland
Basins, from which the Metropolitan area of Barcelona is fed and where most of
the population is concentrated. It composed by river Llobregat, Ter and the related
components. According to definition of functional decomposition, the Catalunya
Regional Water Network can be separated into two systems. The transport system,
composed by rivers Llobregat, Ter and all the connected elements, lies at the two
side of Fig. 7.1. The supply system, composed by metropolitan areas and also
treatment, desalination plants inside them, lies in the center.
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Fig. 7.1 Aggregate diagram of Catalunya regional water network
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7.2.1 Operational Goals of the Transport System

The goal of a water transport system is basically to maintain the river water levels
while providing water to the supply system and satisfying irrigation demands.

The control problem of the transport system is typically operated within a 30-day
horizon, at daily time scale and operational goals should be achieved are:

• Operational safety (Jsafety): This criterion refers to maintain appropriate water
storage levels in dams and reservoirs for emergency-handling.

• Demand management (Jdemand ): This is especially important in the transport
system when urban and irrigation demands exist since urban demands must be
fully satisfied while irrigation demands allow some degree of slackness.

• Balance management (Jbalance): This is necessary for keeping rivers or reservoirs
to be used in a balanced way and escaping water deficit problem in a longer time.

• Minimizing waste (Jmwaste): Taking into account that the river water eventually
goes to the sea, this term ties to avoid unnecessary water release from reservoirs
(that is release water that does not meet any demand and is eventually wasted).

• Transport water levels (Jlevel ): Water sources such as boreholes, reservoirs and
rivers are usually subject to operational constraints to maintain certain water
levels which are needed for transporting over water and maintaining ecological
flows.

• Control actions smoothness (Jsmoothness): The operation of transport over water
usually requires smooth flow set-point variations for best process operation.

7.2.2 Operational Goals of the Supply System

The immediate control goal of water supply system is to meet the demands at
consumer sites with appropriate flows and optimized costs according to users’
needs.

The supply network is typically operated with a 24 h horizon, at hourly time
scale. The main operational goals to be achieved in the supply network are:

• Cost reduction (Jcost): Water cost is related to treatment, which have different
prices at different sources, and due to different source elevations, which implies
electrical pumping costs affected by power tariffs which may vary in a day.

• Operational safety (Jsafety): This criterion refers to maintain appropriate water
storage levels in dams and reservoirs of the network for emergency-handling.

• Control actions smoothness (Jsmoothness): The operation of water treatment plants
and main valves/pumps usually requires smooth flow set-point variations for best
process operation.
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Fig. 7.2 Temporal hierarchical coordinating structure

7.2.3 Temporal Hierarchical Coordinating Technique

The general principle of a pure temporal hierarchical controller is that: decision of
a higher level has a wider temporal extent than that of a lower level, and the higher
level decision units process more aggregated information than the lower ones [2].

In this chapter, transport system could be assumed as the upper level, while
supply systems could be considered as the lower level. This temporal hierarchical
coordinating structure is proposed in Fig. 7.2. In the upper level, the daily model of
the supply system is used in order to estimate the aggregated prices (which include
both water and electricity costs) by means of the optimal path method (OPM)
in [4, 6]. Detailed algorithms for this temporal coordination mechanism will be
provided in detail in the following section.

7.2.4 MPC of the Transport System

State Space Model

State space model of transport system includes two kind of states and control
variables. First kind of state variables represent reservoirs and the managed variables
correspond to actuator flows:

x.k C 1/ D Ax.k/C B u.k/C Bp Œd.k/ � ".k/�; k 2 Z (7.1)



116 C.C. Sun et al.

where x.k/ 2 R
nx are reservoir volumes, u.k/ 2 R

nu are actuator flows, d.k/ 2 R
nd

represents disturbance demands, ".k/ 2 R
nd is slack variable for violated demands

and ".k/ is introduced to control the amount of demand which has not been satisfied.
The second kind of state and control variables represent river flows with delays.

For simplicity and brevity, consider river reach model as a transport delay [7]:

qouti D qini .k � �d /; (7.2)

where �d represents delay values.
For time delays associated with flows within the network, the following auxiliary

state equations are introduced:

xj ;1 .k C 1/ D qj .k/; (7.3)

xj ;iC1 .k C 1/ D xj ;i .k/; i D 1; � � � ; �d ; (7.4)

where xj ;i .k/ 2 R
n0

x represent flows, qj .k/ 2 R
n0

u means flow as part of control
variables and �d 2 Z is number of delays.

Combining (7.3), (7.4) with (7.1), state space representation (7.1) becomes

Qx.k C 1/ D QA Qx.k/C QB Qu.k/C QBp Œd.k/ � ".k/�; k 2 Z; (7.5)

where

Qx.k/ D
�
x.k/

xj ;i .k/

�
; Qu.k/ D

�
u.k/
qj .k/

�
;

and Qx.k/ 2 R
Qnx , Qu.k/ 2 R

Qnu .
All the variables are subject to the following inequality constraints:

Qxmin � Qx.k/ � Qxmax; (7.6)

Qumin � Qu.k/ � Qumax; (7.7)

"min � ".k/ � "max; (7.8)

where Qxmin, Qxmax are physical limitations of reservoirs, Qumin, Qumax are physical
limitations of the river flows and "min lies between zero and the related demand.

Besides that, the balance at every node should be satisfied, where E, Ed , EQx are
matrices which parameters can be obtained from topology of the water network:

E Qu CEd d �Ed "CEQx Qx D 0:
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Control Objectives

Operational goals of the transport system lead to the following function:

J D Jsafety C Jdemand C Jmwaste C Jbalance C Jlevel C Jsmothness (7.9)

D "Qx.k/>WQx"Qx.k/C ".k/>Wf ".k/ (7.10)

C .Qui :::j .k/ � Qus.k//>WQw.Qui :::j .k/ � Qus.k// (7.11)

C .
�
0 : : : 0 1

xi;max
0 : : : 0 �1

xj;max
0 : : : 0

�
Qx.k//>w Qm (7.12)

� .
�
0 : : : 0 1

xi;max
0 : : : 0 �1

xj;max
0 : : : 0

�
Qx.k//

C�Qu.k/>WQu�Qu.k/; (7.13)

where

"Qx.k/ D Qx.k/ � Qxr ;
Qu D ‚�Qu C…Qu.k � 1/;

�Qu.k/ D Qu.k/ � Qu.k � 1/;

and WQx , Wf , WQw, WQx , w Qm, WQu are weights which decide the priorities (established
by the water network authorities) for all the objective terms.

Water storage in reservoirs should be kept above a given level (named as water
safety level) which is used as emergency supply for drought period. Any situation
below the emergency level should be penalized using soft constraints:

Qx � Qxr � "Qx; (7.14)

"Qx � 0; (7.15)

where Qxr is the water safety level and "Qx is the slack to Qxr .

7.2.5 MPC of the Supply System

Basic state-space model is used for the supply system [9].

Control Objectives

Operational goals of the supply system will lead to the following function:
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J D Jsafety C Jsmothness C Jcost (7.16)

D "Qx.k/>WQx"Qx.k/C�Qu.k/>WQu�Qu.k/CWa.a1 C a2.k//Qu.k/; (7.17)

where

"Qx.k/ D Qx.k/ � Qxr ;
Qu D ‚�Qu C…Qu.k � 1/;

�Qu.k/ D Qu.k/ � Qu.k � 1/;

andWQx ,WQu,Wa are weights which establish the priorities for the objective terms and
the vectors a1 and a2 contain the cost of water treatment and pumping, respectively.

7.2.6 Temporal Hierarchical Coordinating Technique

Optimal Path Method

When optimizing the transport system, the whole supply system will be simplified
into a virtual demand with unitary price after considering both the treatment and
electricity costs. In order to determine this unitary price, OPM is used [4].

There are three steps for realizing OPM:

• Step 1. Searching Exhaustive Paths: Find all possible paths from sources to
demands detecting closed cycles to avoid infinite loops.

• Step 2. Choosing Optimal Path: Find optimal path from the all paths set obtained
in Step 1.

• Step 3. Calculating the source price: Calculate the source price by the total cost
and the water consumption in the optimal path obtained in Step 2.

Searching exhaustive paths: In order to search optimal economical paths from
sources to demands, it is necessary to determine all possible paths between them [5].
Before that, a node-arc representation method for a regional water network is
provided, where a node represents a source, reservoir, demand or junction and an
arc represents a transfer or trade [4].

In a regional water network, all flow paths can be obtained from node-arc inci-
dence matrices because water always flows from upstream sources to downstream.
In a node-arc incidence matrix, a node is represented by a row and an arc is
represented by a column. In a row of the matrix, entry arcs are represented by C1
and leaving arcs are represented by �1. In a column, an element of C1 and an
element of �1 represent the ending and starting nodes, respectively, of this arc.

Table 7.1 shows the node-arc incidence matrix for the network in Fig. 7.3. On
the other hand, the node-arc incidence matrix that defines the relationship of the
direction between nodes and arcs is transformed into a flow path matrix that defines
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Table 7.1 Node-arc
incidence matrix for the
network of Fig. 7.1

Node Arc 1 Arc 2 Arc 3 Arc 4 Arc 5 Arc 6

1 �1 �1 �1 0 0 0

2 C1 0 0 �1 0 �1

3 0 C1 0 C1 �1 0

4 0 0 C1 0 C1 C1

Fig. 7.3 A hypothetical
network system

all flow paths of the network. The flow path matrix A is a set of binary parameters
as;r that describe all flow paths in a water network

A D

0
BBBBB@

a1;1 a1;2 a1;3 : : : : : : a1;p
a2;1 a2;2 a2;3 : : : : : : a2;p
a3;1 a3;2 a3;3 : : : : : : a3;p
:::

:::
:::
: : :

: : :
:::

an;1 an;2 an;3 : : : : : : an;p

1
CCCCCA
:

In this matrix A, which is the target matrix in this section, p denotes number
of paths and n denotes total number of arcs (or flow actuators) in a water network.
A column represents a flow path and a row represents an arc in the network. The
connection parameters as;r is binary .0; 1/ and is used to describe the connection
between source nodes and receiving nodes. The connection parameters are assigned
equal to 1 for linking arcs s in a flow path r , while other arcs are assigned 0.

Choosing optimal path: The objective of this step is to find the optimal flow
through each path. The optimal flow path problem can be formulated as a linear
optimization problem as follows:

minxc
T Ax subject to

Ax � b

Aeqx D beq
lb � x � ub

(7.18)

where c, x, b, beq, lb and ub are vectors and A and Aeq are matrices. The meaning
of these vectors and equations is described in the following.

Optimal path solution x: The vector x contains the optimal flow through
each path that minimize the total operational cost. This cost is measured by the
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operational cost of each actuator, and the actuators involved in each path according
to the flow path matrix A. The cost function can be expressed as cT Ax, where Ax
provides the total flow through each actuator.

Operational cost c: The daily cost of each actuator is calculated as the mean cost
value:

c.i/ D
24X
kD1

cost.i; k/

24
; (7.19)

where i represents the actuator and index k represents the instant time.
Actuator constraints Ax � b: Inequality constraints are related to actuator

operational limits. One actuator can be involved in different paths, and each path
can require a different constant flow through it. So, it is necessary to guarantee that
the total flow for each actuator does not go beyond its upper limit.

As explained in the previous section, A, whose row dimension is the number of
actuators and column dimension is the number of paths, is a matrix formed by ones
and zeros that indicates which actuators are used in each path. The product of this
matrix with the solution vector x gives as a result the flow that goes through each
actuator. Vector b contains the maximum actuator flow.

Demand constraints Aeqx D beq: The total volume of water from sources to
each demand sector must be equal to its demand. This can be expressed by using
equality constraints related to demands and by introducing matrix Aeq that indicates
which demand sector is supplied from which path. The row dimension of matrix
Aeq is number of demand sectors while column dimension is number of paths.

Path capacity constraints lb and ub: They are used to restrict the flow in each
path by establishing the interval of possible values due to operational limits of the
actuators involved in the path. The upper limit ub is given by the minimal of the
actuator upper bounds involved the path, while the lower limit lb is the maximal of
the actuator lower bounds in the path.

Calculating the source price: From the optimal flow path calculation, the source
price for the transport layer (including both the production and transportation cost)
can be obtained as indicated in Algorithm 7.1 in lines 23 and 24. The economical
unitary costs for the sources, Cs1 and Cs2, are calculated by weighted averaging
the optimal flow paths linking each source with the supply demands. The detailed
calculations for every step of OPM are described in Algorithm 7.1.

Coordinating Mechanism

As shown in Fig. 7.2, the transport and supply systems are coordinated by
interchanging the following information:

• Measured disturbance (ds): which provides the daily demands to the transport
layer by aggregating the hourly demands in the supply layer.
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Algorithm 7.1 Optimal path method
1: x WD Œx1; x2; : : :; xp�;

{optimization vector}
2: lb WD Œminx1 ;minx2 ; : : :; minxp �;

{lower bounds of x}
3: ub WD Œmaxx1 ;maxx2 ; : : :; maxxp �;

{upper bounds of x}
4: Source WD Œs1; s2�;

{source matrix}
5: beq WD Œd1; d2; : : :; dm�;

{demand node matrix}
6: Actuator WD Œa1; a2; : : :; an�;

{actuator matrix}
7: build 0� 1 exhaustive path matrix
8: Path WD Œs1; a11; a21; : : :; d1I : : :I s2; a12; a22; : : :; dm�

{number of row is p}
9: build 0� 1 actuator and path matrix

10: A WD Œa11; a21; : : :; ap1I : : :I an1; an2; : : :; apn�
11: b WD Œmaxa1 ;maxa2 ; : : :; maxan �

{maximum flow column for all the actuators}
12: build 0� 1 demand and path matrix
13: Aeq WD Œd11; d21; : : :; dp1I : : :I dm1; dm2; : : :; dmp�.24/.3600/
14: Build cost matrix contain electrical and water cost
15: c WD Œc1I c2I : : :I cn�;
16: Set objective function
17: fobj D cT Ax;
18: Optimizing the problem
19: x D linprog.fobj ; A; b; Aeq; beq; lb; ub; x0; option/

{x0 is provided}
20: Calculating the flow through each actuator;
21: f low D Ax

22: Calculating the source price by weighted averaging the optimal flow paths linking sources and
demands;

23: Cs1 D cTs1.AŒs1; W�x.s1//=f lowŒs1�
24: Cs2 D cTs2.AŒs2; W�x.s2//=f lowŒs2�

• Target constraint (Td ): which expresses management policies from the transport
system to the supply system in the form of control constraints.

Measured disturbance: In the topology of the transport system, the whole
supply system is simplified as one aggregated demand. Measured disturbance for
the transport system is obtained by aggregating the hourly demands in the supply
layer.

ds.k/ D
24X
mD1

dt .k;m/; (7.20)

where dt is the hourly demand vector at the supply system corresponding to the k-th
day, while ds.k/ could be considered as the demand for the transport system.
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Fig. 7.4 Upper and lower layer optimizations of multi-layer MPC

Target constraints: The goal for the temporal coordination algorithm is trans-
ferring management policies from the transport to the supply system for overall
controlling of transport over water network and supply water network. In order to
achieve this coordination, the following constraint is added to the MPC controller
in the supply system:

24X
mD1

u.k;m/ � Td .k/; (7.21)

where u is the shared control vector between transport and supply systems.
This constraint is introduced to enforce the amount of water decided to be

transferred from the transport to the supply system is satisfying the management
policies in the transport layer. Structure of the temporal coordinator is shown at
Fig. 7.4.

Formulation of Temporal Coordination Problem

The goal for the temporal coordination algorithm is transferring management
policies from the transport to the supply layer. In order to achieve this coordination,
the constraint (7.21) is added to the supply hierarchical MPC. Algorithm 7.2
shows how this constraint, that establishes a daily limitation, is generated and
adapted at every time iteration of the lower layer MPC that operates at a hourly
scale. Algorithm 7.2 takes into account the following facts when generating the
constraint (7.21):
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• after the application of n hourly control actions us.m/ corresponding to the k-th

day, the total remaining water for this day will be: Td .k/ �
nP

mD1
u.m/.

• when limiting the control actions in the prediction horizon L, there is a part of
control actions u.m/ that corresponds to hours of the current day k that should be
limited by Td .k/, while the control actions correspond to hours of the next day

k C 1 that should be limited by Td .k/ �
nP

mD1
u.m/.

• the generated constraints are added as additional constraints of the BOP problem
associated to the supply MPC.

7.2.7 Results for the Transport System

There are three scenarios in practical use, which are:

• Scenarios 1: More initial water in Llobregat than in Ter.
• Scenarios 2: More initial water in Ter than in Llobregat.
• Scenarios 3: Initial water in both rivers are similar.

According to reality use, for the first two scenarios, when water in one river is
adequate while in another river limited, management policies will be set to ask water
from only one of the rivers. For the Scenario 3, when water is abundant in both of
rivers, according to the balance management control objectives, water consumption
in both of the rivers will be proportional to their supplying capacity.

Table 7.2 provides detailed results and also the improvement of water usages in
the two rivers achieved by the proposed multi-hierarchical MPC scheme. In this
table, Source means outside sources flow into rivers, Fixed Demand means fixed
demands which can not choose water source while Variable Demand is the demand
which can receive water from more than one river. BD, abbreviation of Balanced
Demand, is water volume that has been consumed from each of the reservoirs and
PB, abbreviation of Proportion of Balanced demand, is the proportion of BD for
the two reservoirs. PR, abbreviation of Proportion of Reservoir capacity, is the
proportion of storage capacities of the two reservoirs. The similar values for PB
and PR is what the multi-hierarchical scheme wants to reach. And SA, abbreviation
of Supplying Ability, is the ability of water supply and transport over water in days
of the whole water network before meeting a deficit problem at the hypothesis of
no rain and no water flow in from outside. The comparisons prove that, after using
the proposed MPC scheme, the proportion of water usage from two rivers (58:93%,
which is ratio of Llobregat/Ter) is much closer to the proportion of their storage
capacities (53:48%). And what is more, the Catalunya Regional Water Network
can transport over water and supply water 65 days longer than that without balance
management, which is a good improvement regarding the sustainable usage of water
resource in the long term perspective.
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Algorithm 7.2 Temporal multi-level coordinator
1: L WD 24 hours
2: I WD 24N hours
3: Ts WD 1 hour

{start creating new constraints for lower-layer BOP }
4: for i WD 1 to I do
5: d WD f loor.i=24/

6: t WD rem.i; 24/

7: if t DD 0 then
8: Update BOP by adding the following constraints:

9: u.1jk/ � Td .d/�
i�1P

jDi�LC1

us.j jk/;

10:
LP

jD2

u.j jk/ � Td .d C 1/;

11: end if
12: if t DD 1 then
13: Update BOP by adding the following constraints:

14:
LP

jD1

u.j jk/ � Td .d C 1/;

15: end if
16: if t DD 2 then
17: Update BOP by adding the following constraints:

18:
L�1P
jD1

u.j jk/ � Td .d C 1/;

19: u.Ljk/ � Td .d C 2/;
20: end if
21: if t � 3 then
22: Update BOP by adding the following constraints:

23:
L�tC1P
jD1

u.j jk/ � Td .d C 1/�
i�1P

jDi�LC1

us.j jk/;

24:
LP

jDL�tC2

u.j jk/ � Td .d C 2/;

25: end if
26: Solve BOP to obtain u.j jk/; u.j C 1jk/; . . . with the new constraints added
27: us.i jk/ WD u.1jk/;
28: end for

{end of loop}

Figure 7.5 is one of the examples of one river reach. The plot shows that, after
controlling transport water levels, water flow at this reach could meet the water level
needed by transporting over water during the whole optimization process.
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Table 7.2 Balancing comparison of Scenarios 3

Sc. Multi-hierarchical MPC control scheme

Es. Source Fixed demand Variable demand BD PB PR SA

L. 3,008 2,981 724 697 58.93 % 53.48 % 242 Days

T. 3,532 3,518 1,196 1,182
Sc. Model predictive control

Es. Source Fixed demand Variable demand BD PB PR SA

L. 3,008 2,981 7.6 �19.4 �1.02 % 53.48 % 177 Days

T. 3,532 3,518 1,914 1,900

7.2.8 Results for Coordination

During the coordination process, management policies at the transport system are
transferred to the supply system establishing the set-points for the shared actuators.
Figures 7.6 and 7.7 show the amount of water consumed by the supply system
from different rivers for satisfying the same demands before and after coordination,
respectively. The two figures prove that average levels of water consumption from
two rivers are much closer after balance management.

Figure 7.8 shows source flow comparisons between multi-hierarchical MPC and
centralized MPC, which proves the similarity between the two kinds of controllers.

Table 7.3 provides detailed numerical results and compares the obtained control
results in terms of economical and computational performance over 4 days among
the multi-hierarchical and centralized MPC control techniques:

• Current Control: Control the supply system of Catalunya Regional Water
Network using heuristic strategies by human operators.

• Multi-hierarchical Model Predictive Control Scheme:
Control transport-supply system of Catalunya Regional Water Network using
Multi-hierarchical Model Predictive Control techniques with temporal hierarchi-
cal coordinator between the transport and supply systems.

• Centralized Model Predictive Control:
Control the transport-supply system of Catalunya Regional Water Network using
centralized Model Predictive Control techniques without coordination.

In the Table 7.3, Wat., abbreviation of Water, means water cost during the day,
while Ele., abbreviation of Electricity, shows electricity cost, Tot., abbreviation
of Total, means the total cost which include both water and electricity, where
the indices representing costs are given in economic units (e.u.) instead of Euro
due to confidentiality restrictions, and Comp., abbreviation of Computation time,
which means the needed computing time for that optimizing process in seconds.
The row of Proportion is the improved proportion to the current control. From
this table, the result shows that, Multi-hierarchical MPC technique with temporal
coordination is much better than the current controller but is a little worse than
centralized MPC technique regarding economical cost, especially of electricity cost.
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Fig. 7.5 River flow with ecological level before and after control in river Llobregat. (a) Before
control. (b) After control
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Fig. 7.6 Flows from the two rivers before using temporal coordination with x-time and y-flow
axis

Fig. 7.7 Flows from the two rivers after using temporal coordination with x-time and y-flow axis
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Fig. 7.8 Source flows comparison between multi-hierarchical MPC and centralized MPC

Table 7.3 Closed-loop performance results (all values in e.u.)

Define
day

Current control Multi-hierarchical MPC Centralized MPC

Ele. Wat. Tot. Comp.(s) Ele. Wat. Tot. Comp.(s) Ele. Wat. Tot. Comp.

1st 240 100 340 23 213 44 257 32 141 40 181 58

2nd 239 106 345 21 237 47 284 27 170 39 209 57

3rd 246 94 340 19 238 48 286 34 171 41 212 61

4th 264 110 374 21 253 66 319 29 168 42 210 62

Proportion �5 % �50 % �18 % 45 % �34 % �61 % �42 % 183 %

The explanation is that while introducing multi-hierarchical control scheme, which
simplifies the whole supply system into a virtual demand, the optimization of
electricity price for the actuators becomes invalid. On the other hand, computation
time is much improved after introducing multi-hierarchical control scheme, which
is also necessary for the large scale water systems. Besides that, scalability is also
improved after introducing the proposed multi-hierarchical MPC scheme.

7.3 Interdisciplinary Discussion into the Unified Framework

Transport of water is part of the master planning of communities, counties and
municipalities. Limited water supplies, conservation and sustainable policies, as
well as the infrastructure complexity for meeting consumer demands with appro-
priate flow pressure and quality levels make water management a challenging
control problem. Decision support systems provide useful guidance for operators
in complex networks, as reported in [8, 12].
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Transport over water, which has the advantages of less investment and low cost,
has been developed as the main bearer of large, bulky freight. In reality, plenty of
natural conditions, like seasonal fluctuations of water level, water forms complex,
could impact easily transportation ability of inland waterways, which affect both
the play of navigation and also economical interests. Stability of river flows and
adequate water levels of open channels in transport water networks are critical
control factors in the operational control models.

This chapter takes into account transport of water from the dams to the
consumers while at the same time considers the transport over water by keeping
some ecological flows in the rivers. The transport system works in a daily time
scale in order to achieve the global management policies for the transport over
water in different rivers and balance management of different reservoirs. The supply
system works in a hourly time scale and manipulates actuator set-points to satisfy
the local water supplying objectives. For each water system, an MPC controller
is provided to produce optimized control sequence for different control objectives.
A supervisor coordinating mechanism that coordinates transport and supply water
systems for sustainable and ecological benefits is used to generate control strategies
which consider objectives at different time scales. OPM is used to generate unitary
source prices for the transport water system. The results of this control scheme after
being applied to the Catalunya Regional Water Network in Sect. 7.2 shows that,
comparing with the separated control strategies, this unified framework which deals
with both short term objectives and long term objectives provides sustainable and
ecological results, which even has economical benefits in the long term perspective.

7.4 Open Topics

Besides advantages and benefits of the unified control scheme proposed in this
chapter, there still exist topics which need more research and verification, which
are:

T1: How to manage the priorities when long term objectives have conflicts with
short term objectives?

T2: How to choose the control strategies between multi-hierarchical and centralized
MPC with coordination when computation load is not a problem?

T3: In reality, how to deal with uncertainties for the complex water system, which
affect both transport and supply systems?

7.5 Conclusions and Future Research

In this chapter, a multi-hierarchical MPC scheme with temporal coordination for
complex transport and supply water systems is proposed. The need of multi-
hierarchical scheme derives from the fact that different networks in the transport
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over water and supply systems are operated according to different management
goals, with different time horizon. While the management of the transport network
is mainly concerned with long term safe-yield and ecological issues, the supply
hierarchical must achieve economic goals in the short term (hourly strategy), while
meeting demands and operational constraints. The use of the multi-hierarchical
modeling and the temporal hierarchical MPC coordination techniques proposed in
this chapter makes it possible to realize communication and coordination between
the two separated systems in order to let individual operational goals affect to each
other, and finally, obtain short-term strategies which can effectively consider long-
term objectives as well.
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Chapter 8
Effects of Uncertain Control in Transport
of Water in a River-Wetland System
of the Low Magdalena River, Colombia

L. Alfonso and M. Tefferi

Abstract During the 2010 and 2011, extreme flooding events affected the low
Magdalena River catchment, Colombia, with devastating consequences. This trig-
gered the urgency of adjusting the new river basing planning framework for the
country, in which the generation and use of flood risk maps, was lacking. Recent
efforts include the generation of probabilistic flood maps, based on the generation
of a hydraulic model and an uncertainty analysis related to the wetland-river
connections. Although this effort is a step forward to the definition of design criteria
for flood risk prevention measures and for the land-use planning process in general,
an integrated vision is still missing. In particular, depending on the hydraulic and
hydrological condition of the river-wetland system, the operation of the existing
hydraulic structures is sometimes decided illegally by the water users with the
strongest economical power and not by the local authority, with the consequent
biased water use. The research objective of this study is to analyze the control
strategy for the operation of hydraulic structures in the region of the Low Magdalena
River, considering uncertain control due to self-operation of the structures by non-
official actors. The study includes a literature review on existing methodologies and
cases where control structures are significant and where conflicting interests are
present. A number of different scenarios are analyzed different control scenarios
are tested. The study uses the recently developed 1D–2D model of the region that
simulates the Magdalena River Channel with side structures that replicate the river-
wetland connections. Conclusions and recommendations of the study are drawn, as
well as indications of activities for future research.
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8.1 Introduction

Gates and pumping stations and other hydraulic structures are commonly used to
control water systems in order to satisfy water quality and quantity demands of
different actors. The need to fulfill the interests of different users considering the
interactions between subsystems and the external disturbances has increased the
requirements for a better control of the systems. The control of water systems
aims at achieving their general operational objectives (i.e., supply drinking water,
collect and treat sewage, drain rainfall runoff and prevent flooding), in the most
cost-efficient manner. In fact, the control of water systems concerns the operation of
regulating structures such as pumping stations, weirs and sluices, in order to make
the system to meet the demands of the water users as well as possible.

However, in practice, this is not always the case. The Magdalena River, like many
other rivers in the world, has diverse water users and interests that are conflicting.
Examples are navigation, agriculture and pasture, flood control and fish production.
Navigation in the middle and low Magdalena River is important because it is a way
to connect important interior cities with the ports of Barranquilla and Cartagena. In
consequence, dry periods or sediment deposits imply economic losses for ships that
get stuck in bar sands along the river.

The wetlands in the Magdalena River are areas with a very important biodiversity
in fauna and flora and with a high potential for fish, forest and crop production
[1, 2]. The land is generally owned by a few influential families that develop it for
agriculture and cattle [1, 8], who demand more land. Documented experiences [5, 8]
show that they generally start land reclamation activities by themselves and decide
on the operational status of gates installed for multiple purposes. The disconnections
of the streams that link the river and the wetlands have affected the ecology and fish
production of the region negatively. This is mainly because of uncontrolled human
interventions and the lack of protection policies [9, 12, 13].

Flooding is also a great concern in the lower part of the Magdalena River.
In particular, the communities of Sabanagrande, Santo Tomás, and Palmar de Varela
in the department of Atlantico, located along a reach of 15 km on the west floodplain
and 43 km upstream from the mouth of the Magdalena River into the Caribbean
Sea. Several measures have been executed in order to reduce the flood risk in the
municipalities of the study area. The main project took place in the year 2000 and
comprised the construction of protection dikes around the wetlands. However, due
to the conflict of interests existing in the area, the project was not entirely built as
designed.

The variety of uses existent in the wetlands causes a complex conflict of interests.
On the one hand, farmers and cattle breeders close the sluice gates that connect the
wetlands with the river to keep their lands dry when the water level in the river is
too high. On the other hand, fishermen open the sluice gates to allow the fishes pass
to the wetlands area. There is no operational protocol for such structures and the
authorities do not exert any control policy.
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The level of income of the local community living in the study area is low due
to limited job opportunities and lack of development of sufficient productive work
sectors. The poor inhabitants of the towns of the region are engaged in agriculture,
fishing and production of hand crafted bricks. Besides, large areas of the wetlands
are utilized for producing a wide variety of crops and cattle breeding by investors.

This research focuses on the effects of uncertain control strategies into the
landscape of the river-wetland water system in the low Magdalena evaluating
different scenarios with modeling tools. By uncertain control strategies we want to
take into account the nature of human decisions that are outside the technicalities of
control strategies, in particular to the transport of water throughout control structures
under extreme events.

This chapter is structured as follows: first, a descriptive section of the case
study is presented, which includes the main hydrological features of the region,
the characteristics of the flood defense measures and the socio-economical aspects
that make control of water a difficult task. Then, a description of the methodology to
take into account the uncertainty in the status of control structures on the estimation
of flood inundation maps of the area is presented and the resulting maps and the
corresponding analysis are reported. Finally, some reflections about the link between
transport of and transport over water are made explicit, followed by the discussion
of open topics that should be investigated in the future.

8.2 Case Study

The study area is on the lower part of the Magdalena River, and includes the
wetlands of Sabanagrande, Santo Tomas, and Palmar de Varela in the department
of Atlantico—Colombia (Fig. 8.1). The wetlands are located along a reach of 15 km
on the west floodplain and are part of the so called sub-catchment of wetlands of
the Magdalena River in the Atlantico department and receive their names from the
municipalities where they are located. According to the environmental authority of
the region, the study area is located in geomorphologic units that represent stripes
of variable width where the river develops curves in the main channel due to the
high fluvial dynamics. As a consequence of such dynamic, the stream creates and
destroys islands, erodes the riverbank, modifies local flow directions and abandons
sections that become wetlands when they are wide enough.

8.2.1 Hydraulics and Hydrology of the Region

Climate in the study area is characterized by warm temperatures all year long,
with an average temperature of 27 ıC and a high humidity, around 80%. Annual
average precipitation is 1,060 mm and three different seasons can be identified
throughout the year: rainy season (August–November), when approximately 53% of
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Fig. 8.1 Study area and location of flood defenses and hydraulic structures (adopted from [3])

the total annual precipitation takes place and dry season (December–March), when
approximately the 8% of the total annual precipitation takes place, and transitional
season, (April–July).

The wetlands of the lower Magdalena River (WLMR) form sub-catchments
formed by multiple creeks that drain down to the river. Although this drainage
occurs from both sides of the river, we focus the study in the west side along the
last 115 km to its mouth in the Caribbean Sea. The system of wetlands can be
considered as a subsystem that interacts with the Magdalena River and the runoff
contribution from the afferent sub-catchments. The water level is mainly controlled
by the fluctuations of the river and by the seasonal runoff that drains the sub-
catchments of the system itself. Consequently, during the dry season, vast areas
of the wetlands get dry. The sub-catchments that drain to the wetlands of the study
area are the ephemeral creeks of Cañafistula and San Martin (Fig. 8.2).

The wetlands are hydraulically connected with the Magdalena River through
canals, culverts that pass through the protection dikes, and directly when the river
overflows its banks in low areas without dikes. The average annual discharge of the
Magdalena River at its mouth is 7,100 m3/s, typically having peak discharges during
the months of June and November, being the latter the highest one.
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Fig. 8.2 Left: sub-catchment of the Magdalena River in the Atlantico department. Top right:
San Martin Creek. Bottom right: canal between the Magdalena River and Santo Tomas wetland
(adopted from [3]). Photos: Fabio Amador

8.2.2 Flood Defense Measures and Control Structures

Several measures have been executed in order to reduce the flood risk in the
municipalities of the study area. The main project took place in the year 2000 and
comprised the construction of protection dikes around the wetlands “to confine and
regulate the water storage in the wetlands” [16]. However, due to the conflict of
interests existing in the area, which is detailed further, the project was not entirely
built as designed. To date, an important section of the dike in the municipality of
Santo Tomas remains uncompleted.

Multiple hydraulic structures such as culverts, and sluice gates were installed
in the dikes between the wetlands and the Magdalena River in order to keep
them hydraulically connected, minimizing in this way the ecological impact on
the ecosystems (Fig. 8.3). Flood protection measures and control structures affected
considerably the hydrodynamic of the wetlands and caused a problem associated to
pluvial floods in the towns as the dikes hinder the flow of the runoff to the wetlands.

Activities as agriculture, fishing, and hand-crafted bricks production are carried
out in the wetlands as only way of survival for the poorest inhabitants of those towns.
Apart from the locals, landowners of vast areas of the wetlands develop extensive
crops and cattle breeding. The variety of uses existent in the wetlands causes a
complex conflict of interests. On the one hand, farmers and cattle breeders close the
sluice gates that connect the wetlands with the river to keep their lands dry when
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Fig. 8.3 Example of gates for flood control. Photo: Fabio Amador

the water level in the river is too high. On the other hand, fishermen open the sluice
gates to allow the fishes pass to the wetlands area. There is no operational protocol
for such structures and the authorities do not exert any control policy.

8.3 Methodology and Main Results

Theoretically, well defined control strategies should lead to adequate performance
of a water system. However, in practice, there are other aspects that are usually
not considered on their initial design and that may impact greatly the system
performance. An interesting example is the control for citizen self-convenience
of the hydraulic structures in our case study, which are operated based on the
expediency of a few persons in the community. This implies that the operational
status of the structures is not known and therefore they are uncertain at any given
time. A general definition of uncertainty in modeling is given by [17]: “any deviation
from the unachievable ideal of completely deterministic knowledge of the relevant
system”. Uncertainty is a relatively new subject in the research field of hydraulic
modeling [18]. In particular, we focus here on the effect of uncertain control
strategies in flood hazards in the region.

The methodology, explained in detail in [7], consists of producing a set of maps
to depict the areas that might be inundated by water under different scenarios, using
hydraulic models. Each map is then compared with the observed flood extent and
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the models with the best performance are selected. The resulting maps are then
integrated into a single one that represents the probability of being flooded given
the considered scenarios. These steps are further explained in detail.

The method has been applied to the case study in the evaluation of the effect
of the uncertainty in the estimation of the 100-year return period flow in the river
[3] and the effects of the uncertainty derived from remote sensing topographical
data of the Shouttle Radar Topographical Mission (SRTM-90) [15]. Although flood
maps are affected by several other sources such as hydraulic and hydrological
data quality, model structure and parameterization [3, 6, 10, 14, 15] uncertainty
of control strategies is usually not taken into account. In brief, the method uses a
Monte-Carlo procedure to produce a number of models that generate a number of
deterministic flood maps for different combinations of operational settings of the
control structures.

Models are simplifications of reality, in which processes that are not important
are deliberately ignored and those essential of design or operation are implemented.
The hydraulic modeling is carried out on a 20 km reach of the lower Magdalena
River using the 1D Quasi 2D hydrodynamic SOBEK model. SOBEK is an
integrated software package which enables to build complex models by dynamically
integrating 1D components from SOBEK-Rural and 2D components from SOBEK
Overland Flow. SOBEK 1D solves the De Saint-Venant equations through finite
difference scheme.

The result of flood inundation modeling has to be verified by comparing to an
existing observed flood extent map of the study area. In the lower Magdalena River,
the inundated area obtained from the Landsat image of December 2010 flood event
is compared with the model results. The Landsat image is a 3 band (RGB) image
obtained from the NASA Landsat program 2010 scene LE70090532010341EDC00
[8]. This image was first classified using Multispec software to identify areas that
are flooded from non inundated areas with the aid of supervised classification
(Fig. 8.4). Then, the classified Landsat image is compared with the simulated results
of SOBEK model using the measure of fit, defined by [10] as given below:

F D
�

A � B
AC B C C

�
� 100; (8.1)

where A is the size of the flooded/wet area correctly predicted by the model, B is
the size of the area predicted as wet by the model but actually is observed as dry/not
flooded (over prediction), and C is the size of the area that is predicted as dry by
the model but actually is observed as wet (under prediction). The measure of fit is
proved to give good results for problems associated to flood inundation modeling
and gives the opportunity to compare model predictions against observations [10].

The probabilistic flood inundation maps are then produced using the GLUE
method [4], where every individual model is assigned a weight based on how well
fits the observed flood extent, based on a Landsat image (Fig. 8.4). The next step is
to compute the likelihood Li weight of each simulation results in the range between
0 and 1. Likelihood is a measure of how well the simulated results obtained from a
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Fig. 8.4 Landsat Image of Dec. 2010 flood event (left) and its result after classification (right)

given combination of models, parameters and variables fits to the observed data and
thus describes their degree of membership of the final acceptable solution. Given
the measure of fit of (8.1), Li is computed as

Li D Fi � mini .Fi /

maxi .Fi / �Mini .Fi /
; (8.2)

where mini .Fi / and maxi .Fi / are the minimum and maximum measures of fit
found throughout the ensemble simulations. These likelihood values are used for
generating uncertain probabilistic flood inundation map. A final model prediction
is then generated by the weighted sum of the predictions from each simulation. For
instance, given a weight Li for each simulation i , and the simulation results for the
j th model element (e.g., computational cell) of Wij D 1 for wet and Wij D 0 for
dry, it is possible to develop an uncertain predicted flood inundation map using (8.3).

Cj D
P

i LiWijP
i Li

; (8.3)

where, Cj stands for a weighted average flood condition of the j th cell of the
model [10]. The use of remote sensing data about the extent of inundation is a
common practice to validate model-based flood maps. Conceptually, the evaluation
of model results derived from an optimal parameter set is straightforward, and the
performance measure given in (8.3) may be used.
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8.3.1 Results and Discussion

As mentioned above, previous studies evaluated the effect of uncertain flow [3] and
topography [15] in the flood maps of the region, including the probabilistic analysis
of four topographical data sampling scenarios of 100 simulations each. The best
model produced by the scenario with the higher number of behavioral models (those
better matching the observed Landsat image in Fig. 8.4) was selected to run the
possible 16 combinations of operational statuses of the four existing gates in the
area, which can be either closed or opened.

The average inundated area resulting from the 16 maps is 10.7 km2, with a
minimum of 8.5 km2, a maximum of 13 km2 and a standard deviation of 2.2 km2.
The resulting probabilistic flood map is presented in Fig. 8.5, which has been build

Fig. 8.5 Probabilistic flood map due to uncertain operation of gates
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using the best model obtained regarding topographical uncertainty coming from
SRTM data. It can be observed that, although the zones with higher probability
of flooding largely match those areas in the observed Landsat image, there are
important areas that can be flooded due to variations in the operational status of
gates.

Another interesting analysis is to consider independent gate opening on the extent
of flood inundation area. Results indicate that the inundation area does not change
if the gates Lapuente or gate Paraiso (see Fig. 8.1) are operated, and that this is
equivalent to the condition when all gates are closed. This leads to the conclusion
that the operational state of both gates has no significant effect on the extent of
inundation. On the contrary, the opening of gate Santo Tomás (ST) produces a
significant increment in the inundation area, of about 5.0 km2. A similar conclusion
can be made for gate Palmar de Varela (PV), which generates an increase in the
inundation area of about 3.0 km2. Table 8.1 shows the total inundation area due to
the individual gate opening, keeping the remaining gates closed, compared to the
situation when all the gates are closed.

These results are evident when looking at the relative contribution of flooded
area for different combinations of gate operation. Figure 8.6 shows the relative
incremental flooded area from a number of gates operations combinations. It
indicates that opening of either only gate Lapuente or Paraiso does not change
the inundation area, which is equivalent to the condition when all gates are closed.
This leads to the conclusion that the operational state of both gates does not have
significant effect on the extent of inundation. On the contrary, the opening of Santo
Tomás (ST) gate produces a dramatic boost in the inundation area. An analysis
using different topographical model scenarios shows that this increment is between
3.1 and 5.2 km2.

In conclusion, based on the results of the simulations, gate ST is the most
important one as far as flooding is concerned and hence this particular gate should
be closed especially during extreme flood events. This gate appears to be the critical
one for fishing activities.

Table 8.1 Simulated
inundation areas as a result of
local control gate opening
scenarios

Scenario Gate Status Inundation area (km2)

1 Lapuente Opened 8.6

2 Paraiso Opened 8.5

3 PV Opened 8.6

4 ST Opened 12.5

5 All Opened 13.0

6 All Closed 8.5
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Fig. 8.6 Relative incremental flooded area due to different combinations of gate operations

Table 8.2 Inundation extent at different opening heights of gate ST

Opening height
of gate ST (cm)

0 20 40 60 80 100 120 140 160 180 188

Inundation area
(km2)

8.8 9.9 11 11.7 12.2 12.5 12.6 12.7 12.9 13 13

Incremental
area (%)

0 13 12 8 6 3 2 1 2 2 0

8.4 Linking Transport of and Transport over Water

All previous analysis have been done considering a binary status of the gate,
either fully opened or closed, due to the computational effort required for the 2D
model to perform a single simulation. However, the effect of multiple opening
states is of interest, in particular because this is a feature of the anthropogenic
interference in the status of the control structures by different water users with
different water requirements, including transport of and transport over water. To
this end, a sensitivity analysis of the status of the gate ST, identified as the most
important in the context of flooding, is considered, assuming that the remaining
gates are closed.

Table 8.2 and Fig. 8.7 show the flood inundated area as a function of opening
height of gate ST at an opening step of 20 cm. As a result, the inundation area
consistently increases as the gate opening goes up to 1.0 m. Interestingly, no
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Fig. 8.7 Result of the sensitivity analysis using Gate ST

significant increase of such inundated area is observed beyond that value. In general,
the smallest and the largest flood inundation extent are achieved when gate ST is
fully closed and fully opened, respectively.

8.5 Open Topics

As demonstrated, uncertainty of social aspects can greatly affect the flood inunda-
tion area of controlled, regional and flat water systems. An open question is how
to incorporate such a source of uncertainty within an integrated design of control
strategies in these cases. Robust optimization could be a possibility, aiming at
making the performance of the water system as independent as possible to uncertain
variations of control structures.

From the practical perspective, it is well-known that the design of control and
real-time control of water systems must take into account all user requirements
when defining setpoints at different special and temporal scales and that this is a
multi-objective optimization problem [11]. It is also known that robust solutions
are obtained if uncertainty is accounted for when solving this kind of problems.
In consequence, the use of the concept of robustness could be used as a global
performance indicator of transport of/over water systems in further research.
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8.6 Conclusions and Future Research

The present study has demonstrated that in a combined framework of control for
transport of water and transport over water, different sources of uncertainty must
be estimated and analyzed. In particular, sources of uncertainty of anthropogenic
nature, such as the one presented, deserve as much attention as those sources
that are traditionally taken into account and that normally receive more attention.
Probabilistic flood inundation maps can be used to analyze the consequences in
terms of transport of water and its implications to other uses, including transport
over water, and, in consequence, they can be used as inputs in the design of robust
control systems.

This research takes into account water to be transported through the river and
through the hydraulic structures to allow for environmental, ecological and social
purposes of some stakeholders, in the unusual case in which the stakeholders
operate the structures at their convenience. It demonstrates that the current control
condition may lead to different situations in terms of flood extension, which affect
different water users. Although in the specific case of the WLMR one could argue
that a strong implementation of control policies regarding the control of structures
would be enough to improve the situation, this is not easy in practice, due to the
peculiar social and political situation of the inhabitants of the region. Methodologies
from social science are needed to approach the communities and communicate the
implications of the current practice and the advantages of collaborative, organized
control strategy with clear rules and responsibilities, presumably starting with basic
school education.

This research focused on the particular situation of extreme flow conditions
on the river. However, it is of interest to further investigate the possible effects
of anthropogenic activities on control for the case of normal variations in the
river, checking at other criteria beyond flood extension. For example, the effect of
uncertain gate operation on the agricultural (transport of water) and fish production
(transport over water).

In the context of this book, we can argue that the presented case and the proposed
methodology not only addresses transport of water, occurring from the river to the
wetland throughout hydraulic structures, but also other aspects, including transport
over water. For instance, a fisherman that cannot navigate the wetlands when gates
do not allow for water inflow from the river is a common problem in the considered
case.

More than a method to bridge the gap between flow and transport, this chapter
shows how significant the role of uncertainty is in the performance of control
systems, in particular that associated to social aspects. In consequence, management
policies aiming at improving these systems should explicitly consider them, in par-
ticular in the context of developing countries. We believe this research contributes
with new perspectives ultimately leading to a unified management framework.
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Chapter 9
Automatic Tuning of PI Controllers for Water
Level Regulation of a Multi-pool Open-Channel
Hydraulic System

D. Dorchies and P.-O. Malaterre

Abstract The underlining philosophical statement of this chapter is that the
promotion of automatic control for open-channel hydraulic systems will be greatly
facilitated when simple algorithms and tuning procedures are available and adapted
to this type of systems. The objective is therefore to contribute to an “automation for
hydraulic systems for dummies” approach. In this chapter, we propose an automatic
method to tune a series of distant downstream PI controllers for a cascade of pools.
The methodology we present could also be used for local upstream controllers, with
minor changes. The method is based on the Auto-Tuned Variation principle (ATV)
carrying out a relay experiment. The information obtained from this experiment
allows to estimate the parameters of a simplified integrator-delay model of each
pool. Finally this allows tuning automatically a series of feedback PI controllers,
with given gain and phase robustness margins, and a feedforward controller based on
simple time delay. This relay experiment is performed for each pool of the canal or
river, in sequence, with automatic activation of the previously tuned PI controllers.
Different decoupling configurations, in order to reduce interactions between pools,
are evaluated in simulation on the benchmark canal 2 of the ASCE Task Committee
on Canal Automation Algorithms.

9.1 Introduction

Transport of water with open-channel hydraulic system has the main objective
to convey water from a source (dam, river) to users (agricultural lands, but
also industries and cities). Such systems can be very large (several hundreds of
kilometers), and varying objectives are assigned to their managers. The main general
one is to provide water to the different users at the right moment and in the right
quantity, and to guarantee the safety of the infrastructure. Some of these hydraulic
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systems have also navigation purposes (e.g., Rhône river, Canal du Midi, etc.).
In this case, additional constraints on water depth, water level fluctuations, and
velocities are also to be satisfied. Long time ago, all hydraulic systems (canal,
rivers, sewage systems) were controlled in an upstream control logic [15], since
it is the easiest to implement in both manual or automatic approaches. In the case of
transport of water, it became internationally recognized that the downstream control
logic is hydraulically more efficient, but technically more difficult to design and
implement. In the case of pure transport over the water, we could possibly claim
that the corresponding classical control objectives could be reached by a simple
upstream control logic. But such pure navigation systems are rare, and combined
systems are becoming more popular. The development of simple and efficient
control algorithms adapted to open-channel hydraulic systems, flexible enough to
adapt to local constraints, to upstream or downstream logic configurations, easy to
tune and to make evolving, is necessary to continue promoting improvement of the
management of such systems through automation.

Most of the technics that have been used so far, for the automation of irrigation
canals, are based on PID, Internal Model and Fuzzy Control [13] and are mainly
Single-Input Single-Output (SISO) algorithms. Several works on Predictive Control,
LQG, H1 or `1 design methods are also described in the literature, and present
the advantage of providing naturally Multiple-Inputs Multiple-Outputs (MIMO)
mathematical frameworks. They have been tested on numerical simulators or
laboratory canals, and some have applications such as the Predictive Control on
the Rhône river since 2000 [7] and on some systems in The Netherlands.

Canal managers or consultant companies designing canals and proposing auto-
matic control rules for their cross-structures, usually prefer simple control technics,
that they can tune easily, understand, and transfer onto real systems. It can seem
strange that a canal manager needs to understand the controllers applied to the
control devices of his canal. But, this is often true, since the dynamics of the
canal can change during time (vegetation growth, sedimentation, etc.) or he can
be unsatisfied with the behavior of his controllers and may want to change this. This
is why, despite possibilities of improvements with more advanced technics, that the
well-known PID controllers are still very popular on irrigation canals or rivers. For a
single pool, tuning a PI controller can be easy. For a series of pools, with interactions
between them, this can become more difficult. The technics based on models and
frequency analysis are powerful [6], but far too complicated for civil engineering
consultant companies or canal managers. The ATV (Auto-Tuned Variation) is an
automatic tuning method first proposed by Aström [1, 2]. An application to the
automatic tuning of controllers for irrigation canal pools has been presented by
the authors in previous papers on a single pool [9] (for local upstream, local
downstream and distant downstream control logic), or on three long pools with little
interactions between them [8] (for distant downstream control logic in cascade).

The believe of the authors is that many more applications of automatic control
will appear on open-channel systems, for both transport of or over the water, if
simple methods can be used. Simple enough to be implemented as standard options
in hydraulic softwares (as already done in the SIC2 software we will use in the
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chapter), used by civil or hydraulic engineers designing such systems without
any knowledge of automatic control, and understood and accepted by canal or
river managers. Methods that could also be tuned directly and automatically on
real systems, without the use of any simulation tool, for subsequent tuning for
improvement of the original tuning if the manager is not satisfied or if the hydraulic
or structural conditions of the canal or river have changed.

This contribution proposes to extend this automatic tuning method to the case of
multiple pools irrigation canals or rivers using different decoupling options and a
feedforward controller. Results have been checked on the second bench-mark canal
proposed by the ASCE Task Committee on Canal Automation Algorithms [4].

9.2 Design of the PI Controller with ATV Tuning Method

9.2.1 Description of ATV Tuning Method

The relay feedback auto-tuning method proposed by [2] was one of the first to
be commercialized for tuning of PID controller in industry. It has since remained
attractive owing to its simplicity and robustness. The objective of the method is to
determine the critical point, from a single experiment, i.e., the process frequency
response with a phase lag of �180ı. It can be shown that under relay control as in
Fig. 9.1, the process will oscillate with the period Tu and that the critical gain ku is
approximately given by:

ku D 4d

a
; (9.1)

where d is the relay amplitude and a is the amplitude of the process output [2].
Typical responses are as in Fig. 9.1. The relay is a simple nonlinear element

that changes the input to Cd when the output error e D y � r becomes negative,

Fig. 9.1 Relay experiment result on the first pool of ASCE test case canal 2
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and to �d when the error becomes positive. It is therefore very easy to implement
on a real canal, since the gate opening has to be opened or closed of a given value
˙d according to a measured water level y.

9.2.2 Application of ATV Method on One Canal Pool

We will apply the ATV method on a canal pool supposed to be approximated by an
Integrator Delay (ID) model proposed by Schuurmans et al. [17]. This simplified
model used for the design of water level controllers for irrigation and drainage
canals describes the essential characteristics of the processes relevant for canal
control (such as water movements and control structures).

This model has two parameters A and � respectively the inverse of the integrator
gain and the delay of the canal pool. The canal pool is then represented, in the
frequency domain, by:

y D e��s

As
u; (9.2)

with y the downstream water elevation, u the upstream discharge of the pool and s
the Laplace transform variable.

Litrico et al. [9] showed how to compute the ultimate cycle parameters obtained
via a relay experiment for an ID model given by (9.2).

Let us examine the system behavior in steady state with persistent limit cycle.
We suppose, without loss of generality, that the error becomes negative at t D 0.
Due to the integrator and since this output error comes from an input negative step
of amplitude d , the error is decreasing as a negative ramp of slope �d=A. Then, at
t D 0 the relay leads to a input positive step of amplitude d . At t D � , this positive
step influences the output, which has reached the value �d � �=A. Then the output
increases as a positive ramp of slope d=A, during a time equal to 2� . This is depicted
in Fig. 9.2. Therefore, the amplitude of the output is equal to

a D d � �

A
; (9.3)

and, using (9.1), the ultimate cycle parameters are given by

ku D 4A

�
; (9.4)

and

Tu D 4�: (9.5)
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Fig. 9.2 Relay experiment for an ID model

Therefore the relay experiment enables to identify the ID model parameters �
and A

� D Tu

4
; (9.6)

A D Tuku

16
: (9.7)

9.2.3 Tuning Rule of the PI Controller

Many different rules have been proposed to tune PI or PID controllers from ultimate
cycle parameters. Most of them are based on pre-specified rules (such as Ziegler-
Nichols rule [19]). Litrico et al. [9] proposed a way to be able to choose the
controllers parameters according to time performance and robustness specifications
by defining the proportional and the integral parameters, respectively kp and Ti ,
from gain and phase margins:

kp D ku
2

8
10��G

20 sin
� 

180
�ˆC 

2
10��G

20

�
; (9.8)

Ti D Tu

2
10

�G
20 tan

� 

180
�ˆC 

2
10��G

20

�
; (9.9)

with �G the gain margin in dB and �ˆ the phase margin in degrees.
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Fig. 9.3 Example of multi-pool canal

9.2.4 Case of Multiple Pools

In the case of multiple pools (cf. Fig. 9.3) controlled with distant downstream PI
controllers, one may use a relay experiment to tune successively each pool. This will
lead to decentralized PI controllers for the canal pool. However, it is well-known that
pool interactions decrease the overall performance of decentralized controllers for
an irrigation canal [16]. In a classical decentralized framework, each controller is
supposed to be SISO, one control action U aiming at controlling one and only one
controlled variable y. This framework is efficient and adapted to situations where
indeed each control action U has an influence on only the controlled variable y that
it is supposed to control. But in reality, and this is the case in our multi-pool system,
each control action U has hydraulic effects on several controlled variables y. This
is called coupling effects. There is a mathematical way of assessing the importance
of this coupling, using the RGA (Relative Gain Array) index [14]. This coupling
effect is becoming stronger when changing from local upstream control logic, to
local downstream logic, and even more to distant downstream logic. In our distant
downstream control logic, two coupling effects can be denoted:

• If we consider control action variable in term of gate opening W, if gate no. 1
(control action variable U1) is opened, then water level y1 will increase after
a certain time due to the hydraulic delay in pool no. 1, and since this increase
affects the discharge going through gate no. 2, water level y2 will, in turn,
increase.

• If gate no. 2 (control action variable U2) is opened, then nearby upstream water
level y1 will decrease rapidly.

Several existing decoupling techniques are described in Malaterre and Baume
[14] which lead to two strategies for compensating the coupling effects described
above.

The first one consists in using dischargesQ instead of gate openingsW as control
action variables (Ui ). The direct consequence is that if a given target discharge
is maintained through a gate, then the downstream pool is no longer subject to
perturbations occurring on the upstream pool.
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The second one is the fact that each calculated control action variable Ui , or a
portion ˛ of it, is added to the next upstream one Ui�1. Hydraulically, this means
that if Ui is operated to compensate for a perturbation in its downstream pool i , then
we know that this operation will have an interaction effect on yi�1. Of course Ui�1
will in turn correct the effect of this perturbation (after some delay inherent to the
system’s characteristics) when its effect is felt on yi�1. But we can anticipate this
action by adding directly the correction to Ui�1:

Ui�1 D Fi�1yi�1 C ˛Ui ; (9.10)

where Fi�1 is the transfer function of the PI controller linking yi�1 to Ui�1 and ˛ 2
Œ0; 1�. Theoretically ˛ must be equal to 1, but for stability and robustness reasons, it
is sometimes reduced close to lower values such as 0.8.

This correction will cancel or at least reduce the effect of Ui on yi�1. This second
decoupling technique cannot be as good as the first one proposed above since the
delay time on pool i � 1 implies that the additional correction ˛Ui at gate i � 1 will
not be felt instantaneously on the controlled variable yi�1.

This decoupler is easy to understand and to design when the control action
variable Ui is a discharge Q. In case of a control action variable Ui in terms of
gate opening W , it is necessary to use a calculation of the outgoing discharge for
calculating the decoupler. Litrico and Malaterre [8] proposes a method using the
results of the relay experiment for this purpose. But here, since the experiment
described below uses feedforward control which is in term of discharge, discharge
conversion into gate opening is required.

9.3 Test Case on ASCE Canal 2

9.3.1 Description of ASCE Canal 2

The ASCE Task Committee on Canal Automation Algorithms (1993–1998) has
defined benchmark canals and scenarios for two canals [4]. The aim was to
provide researchers with benchmarks that would allow performance comparison
between different canal regulation algorithms. Each canal is composed of eight
pools separated by cross-gates. The main differences between the two canals are
their slopes and in-line volumes. Canal 1 is a steep, fast canal with little storage,
and Canal 2 is a flat canal with more storage volume and longer pools. Canal 2 is
based on the upstream portion of the Corning canal in California.

Two test scenarios are considered for each canal. For the first one (the tuned
test), the control parameters are tuned with the correct canal description, and they
are then tested on the same canal system. For the second one (the untuned test),
the same control parameters as previously tuned are applied to a canal system with
modified Manning and gate discharge coefficients. This second test aims at verifying
the robustness of the algorithm.
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Fig. 9.4 Profile for test canal 2 (taken from [11])

Table 9.1 Hydraulic conditions in the tests 1 and 2 for ASCE test case canal 2

Offtakes no.

Test Period 1 2 3 4 5 6 7 8 Pump

1 Initial withdrawals 1.0 1.0 1.0 1.0 1.0 1.0 1.0 1.0 3.0

0–12 h – – – – C1.5 C1.0 – – –

0–24 h – – – – – �2.0 – – –

2 Initial withdrawals 0.2 0.3 0.2 0.3 0.2 0.3 0.2 0.3 0.7

0–12 h C1.5 C1.5 C2.5 – – C0.5 C1.0 C2.0 C2.0

0–24 h �1.5 �1.5 �2.5 – – �0.5 �1.0 �2.0 �2.0

In this study, we will focus on the regulation of the eight pools of Canal 2. The
control objective is to regulate the downstream level in each canal by modifying
upstream discharges and thus the corresponding gate openings. Pools lengths are
visible in Fig. 9.4. The bottom width is 7 m, the bottom slope is 0.0001, the
Manning’s n is 0.02 and the drop at each gate is 0.2 m. Gate movement, between two
regulation time steps, is restricted with a minimum gate movement allowed equal to
0.5 % of the gate height.

9.3.2 Description of the Tests

Each test is divided into two parts, 12 h long: 0–12 h (where a feedforward
component can be used since the offtake discharge changes are known), and
12–24 h (where the offtake discharge changes are supposed to be unknown and
therefore cannot be used by the controller). The time step of the controllers �Tr
is fixed at 15 min. The first test starts with a heading flow of 11m3=s and has a
relatively small scheduled flow change at 2 h, followed by a similar unscheduled
change at 14 h. The second test represents multiple variations showing dramatic
changes with heading flow varying between 2.7 and 13:7m3=s. Complete hydraulic
conditions of the tests are described in Table 9.1.

For testing the robustness of the controllers, the tests are performed in tuned
and untuned conditions. The latter involves unknown changes of some hydraulic
parameters of the canal:
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• Manning’s n value of 0.026 instead of 0.02.
• Check gate discharge is 10 % less than in the tuned conditions.
• Real scheduled offtake discharge changes is 5 % higher than as scheduled.

9.3.3 Performance Indicators

The original objective of the control algorithms for these tests is to keep the water
level in the canal constant so that the flow to offtakes will remain constant. There-
fore, the main performance criteria proposed by Clemmens et al. [4] are related to
maintaining constant water levels at the offtakes, located at the downstream end of
each pool. The following indicators are used:

Maximum Absolute Error (MAE)

MAE D max
	ˇ̌
y.t/ � ytarget

ˇ̌


ytarget
; (9.11)

where y.t/ D observed (computed from simulation) water level at time t ; and
ytarget D target water level (being the initial water level at time 0).

Integral of Absolute Magnitude of Error (IAE)

IAE D
�t
T

TP
tD0

ˇ̌
y.t/ � ytarget

ˇ̌

ytarget
; (9.12)

where �t D regulation time step; and T D time period for the test.

Steady-State Error (StE)

StE D max
	ˇ̌ Ny10;12 � ytarget

ˇ̌
;
ˇ̌ Ny22;24 � ytarget

ˇ̌


ytarget
; (9.13)

where Nyh1;h2 D average water depth between time h1 and h2.

Integrated Absolute Discharge Change (IAQ)

IAQ D
t2X
tDt1

.jQt �Qt�1j/ � jQt1 �Qt2j ; (9.14)

where Qt D check gate discharge at time t .
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9.3.4 Experimental Design on ATV-PID

The method we will develop in this chapter, combining a series of PID controllers
(PI only in our case, to be more precise) tuned by the ATV method will be referred as
the ATV-PID method. Several options are possible depending on the type of control
action variables, on the feedforward component, on the report from one gate to
another, on the order of tuning, etc. The simulations have been performed with
SIC2 version 5.33 developed at Irstea, Montpellier [3]. This software is specially
well adapted to the simulation of the automatic control of an open-channel system,
and includes a library of preprogrammed algorithms such as the ATV, the PID,
the combined ATV-PID that we will use in this chapter and much more. It also
offers open interfaces with Matlab, Scilab, WDLangage and Fortran that we will
also use for advanced options. At the same time, Scilab [18] was used for driving
automatically in batch mode all the simulations and calculating the performance
indicators. Simulations use a calculation time step �T and a gate movement
duration �To of 1 min. This choice was made for:

• representing a realistic duration of a gate movement,
• reproducing faithfully high frequency waves occurring after a gate movement.

The control time step for the ATV relay experiment is also fixed at 1 min in order
to accurately determine the period and the amplitude of the process outputs.

Considering the different issues on coupling effects described in Sect. 9.2.4, the
authors propose to analyze the performance of the ATV method on tests 1 and 2 of
the ASCE test case canal 2 with different decoupling options.

The first option is the choice of the control action variable at the check gates:

• the flow with check gates acting as pumps hereafter noted option P . This choice
allows to verify if the ID model could be representative of the dynamic flow in
this case study. Indeed, in the case of pumps, the assumptions underlying the
integral-delay model are satisfied.

• the flow with discharge inversion for calculating the opening of the check gates at
each control time step hereafter noted optionQ. For this purpose, we use here the
method of the characteristics used by Litrico et al. [10]. This method takes into
account the deviations of the upstream and downstream water levels and their
impacts on the gate discharge due to change of hydraulic conditions at the gate
due to its movements.

• the gates opening W (except for the head of the canal where the flow Q is used)
hereafter noted option W .

For configurations using control action variables Q and W , gate movements are
restricted by the minimum gate movements described in Sect. 9.3.1, as imposed by
the benchmark specifications. The idea of this minimum gate movement is twofold.
First, the actuators do not have an infinite precision. Second, in order to limit the
number of operations of the gates and the solicitation of the motors, if the gate
movement required by the controller is less than this minimum value, then the
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gate will not be moved. For the control action variables P , we did not impose
an equivalent minimum discharge change, since this P option is more seen as a
reference option for comparison, rather than a realistic option. But, for this P pump
option we observed that the canal pools could be dried at some moments due to
the very important discharge changes that can be applied at the control structures,
contrary to the options where a gate opening is applied. This is why, for this P
option, we added a security threshold preventing from drying the pools. When a
water level upstream of a pump is dropping to much, below half of the corresponding
target water depth, then the downstream pump is stopped during at least 5 min.

The second option is related to the use of the decoupler transferring the value of
the control action variable of one structure to the next upstream control structures
using (9.10). Several coefficients ˛ are tested: 0, 0.8, and 1.

The last option is related to the way the ATV-PID method is applied on a
multiple-pool canal. Each PI controller of a pool is tuned one after the other, but
there are many possibilities for the order in which this is done. Just after a PI
controller of a pool is tuned, this one is switched into automatic PI mode and
regulates the water level at the downstream end of this pool. Therefore, due to
coupling issues, it is easy to understand that the order used for tuning the controllers
of each pool can change the result of this tuning. The dynamic of a pool with or
without the adjacent pools in PI mode is not the same, except for the pump option
P , where the coupling effects are completely removed. Two possibilities are then
explored: tuning from downstream to upstream (hereafter denoted Dn ! Up), and
tuning from upstream to downstream (hereafter denoted Up ! Dn). For taking
into account the possible change of dynamics involved when all the PI controllers
are activated, compared to the case when some are not, we choose to test an option
with so-called meta-cycles. In the first meta-cycle, the PI controllers are activated,
one after the other, after their first ATV tuning, in a given order (Dn ! Up or
Up ! Dn). The PI controllers not tuned yet are not set to PI mode and therefore
the corresponding gates are not moved during the tuning procedure. In the second
meta-cycle, ATV tuning is performed again for each pool, one after the other (in
the same order than during the first meta-cycle) with all the other PI controllers
activated. These PI controllers have first the parameters calculated in the first meta-
cycle and are progressively updated by the parameters calculated during the second
meta-cycle. We observed, in our example, that the parameters obtained with only
one meta-cycle, or with two, are almost the same, at least for the best options that
we will select. This is probably due to the satisfactory way of handling the coupling
effects. This validates the approach proposed in this chapter, both for an initial
tuning when no PI has been tuned yet, and for subsequent tuning procedures, in
real field conditions when some or all PI have already been tuned and activated.

Auto-tuning experiments are performed on the ASCE test-case canal 2 with
steady conditions corresponding to the beginning of both tests and for tuned
conditions as described in Sect. 9.3.2. Litrico et al. [9] advised to use a relay
included in the range 10–20 % of the initial discharge. The relay chosen for the
test 1 is equal to 10 % of the initial discharge on each check gates (a bigger value
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carrying too large oscillations in the pools), and for test 2, it is equal to 15 % of
the initial discharge (Lower values resulting in impossibilities to perform the relay
experiment because of the minimum gate movement).

Considering the choice of the gain and phase margins used for tuning the PI
controllers, Litrico et al. [9] had tested a range of �G between 6 and 14 dB with
keeping a constant phase margin ratio �ˆ=�ˆmax D 0:7 with �ˆmax determined
by the formula �ˆmax D 90.1 � 10

�G
20 /. For both control action variable P and Q

configurations, different values have been tested for the gain margin and we used
each time the formula above for calculating the phase margin. Starting from �G D
10 dB, we increased this value with a step of 5 dB until the ATV experiment does
not lead to oscillating or unstable controllers (e.g., PI controllers with long-lasting
oscillations). Finally, the gain and phase margin were respectively 20 dB and 56:7ı
for configurations with control action variable P and Q, and 15 dB and 51:8ı for
configurations with control action variable W .

Combining decoupling options and hydraulic conditions, the experiment totals
36 sets of PI parameters. The simulations of the hydraulic behavior and the
regulation algorithms are performed under SIC2 where the ATV-PID method used
here is fully implemented. The first decoupler (i.e., use of the characteristics method
for discharge inversion calculation for the gate opening) is also available in SIC2.
For the second decoupler, a module written in Windev script language (called
WDLangage) is used inside SIC2 (see Fig. 9.5 for an overview of SIC2 interface
showing the canal and the controllers). For the control action variable W , the SIC2-
Scilab interface was used for calculating discharge conversions used by the second
decoupler.

Fig. 9.5 Implementation of ATV-PID experiment within SIC2
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9.3.5 Performing the Tests

The tests are performed for a period of 24 h with a 1 min �T simulation time step
and 15 min �Tr regulation time step. The scheduled flow change at time t D 2 h
requires the use of a feedforward controller. Keeping in mind the philosophy of
simplicity of use, we choose to use a pure delay controller calibrated from the
parameters � (pure delay) and A (backwater area) of the Integrator Delay models
identified by the ATV relay experiment with (9.6) and (9.7).

When a discharge variation �Q occurs at the downstream end of a reach, a
variation of the water level �Yc is expected. This variation can be estimated by
the characteristic method which corresponds to the equation:

�Yc D � �Q

T.C � V / : (9.15)

With T , the top width of the canal, C the wave celerity, and V the mean velocity.
Considering that the water level at the downstream end of the reach is equal or close
to the target level, T and C remain almost constant and V only depends on the local
scheduled discharge Q.

In order to counterbalance this water level variation, one can use the Integrator
Delay model to calculate the delay we have to use for the anticipation feedforward
action to get an opposite water level variation before the discharge variation occurs
at the downstream end of the reach. The link between the delay and the water level
variation is shown in Fig. 9.6. The anticipation to apply at the upstream check gate
for the feedforward controller is then equal to � C�tff , where �tff if given by

�tff D A:�Yc

q
; (9.16)

with A the integrator parameter of the ID model, q the downstream discharge
change (q D �Q for a classical 100 % feedforward loop) and �Yc the anticipated
water level change calculated with (9.15). That means that if a flow change �Qi is
scheduled at time t at the offtake located at the downstream end of the pool i , �Qi

will be applied at the upstream check structure at time t � .� C�tff /.

Fig. 9.6 Link between the
Integrator Delay model and
the water level variation �Yc
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Fig. 9.7 Implementation of PI tests within SIC2

The feedforward controller is calculated offline in Scilab and applied into SIC2

with the so-called BOSCIL method which allows to use an open loop controller
reading the control variables in file containing a matrix in Scilab format. In addition,
we develop specific regulation modules in Fortran in order to be able to use the
inversion discharge calculation embedded in SIC2 but with changing the discharge
coefficient to take into account the untuned conditions. See Fig. 9.7 for an overview
of the regulation framework interfaces in SIC2.

On one side, the tests in tuned conditions are performed with the PI set of
parameters obtained in tuned conditions. On the other side, the tests in untuned
conditions are performed with the same set of parameters obtained in tuned
conditions.

9.3.6 Results

Performance indicators have been calculated for the four tests (tests 1 and 2 in tuned,
and untuned conditions), for the 18 combinations of decoupler configuration, and for
each 12-h period of the tests. For each indicator, maximum and average value of the
indicators encountered in the eight pools of the canal are calculated.

All these indicators has been sorted and compared to results of other controllers
which have been tested on the ASCE benchmark test-case on Canal 2. These
references are:
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• PILOTE: A Linear Quadratic Gaussian optimal controller using gate opening as
control action variable [12].

• PIR: This controller is based on Dynamic Regulation coupled with a PI controller
using a Smith Predictor and the second decoupler used herein. To simplify the
coupling of reaches, the discharges to be adjusted at the check gates are used as
control action variables [5].

• CLIS based on an inverse solution method of the Saint Venant equations [11].

The current experiments show that the results are very sensitive to the time taken
for the operations at the check gates and at the offtakes. A given gate opening at
a given regulation time t can be done in an operation time duration �To of 10 s
or of 5 min for example. To simplify, we decided to take this time �To equal
to the numerical simulation time step �T . These times steps �To and �T are
not specified in the benchmark conditions. Only the regulation time step �Tr is
specified, meaning the frequency at which a new gate operation can be done. For this
benchmark on ASCE Canal 2 it is equal to 15 min. A long numerical simulation time
step�T will not be able to reproduce high frequencies waves occurring after a gate
movement. Especially, we observe in case of the use of Q control action variable
that the error between the desired and obtained discharge considerably increases
during the �Tr time step as the simulation time step �T decreases. Since results
for PILOTE and CLIS has been produced respectively with a 15 min and 5 min
simulation time step �T and the one of PIR is not defined, the comparison with
these reference should be taken with caution. The tests using a 1 min simulation time
step �T correspond to more stringent conditions with regards to the performance
indicators and also to a more realistic field situation considering that the changes in
gate opening or discharge last 1 min.

Detailed Results on Test 1

In Test 1 with tuned or untuned conditions (see Figs. 9.8 and 9.9), PILOTE, CLIS,
PIR, and configurations with P as control action variable are often at a good
position in the rankings of MAE, IAE, and StE performance indicators. In untuned
conditions configurations with W as control action variable are also well ranked
for MAE or IAQ indicators. In the rankings of the Integrated Absolute Discharge
Change (IAQ), the best configurations are the ones that are generally at the bottom
end on the others indicators. It can be explained by the fact that IAQ is an indicator
relative to the wear and tear of the check gates and then the best configurations in
IAQ are under-reacting controllers.

On the scheduled period (0–12 h), there is no significant differences between
configurations using different values of ˛ for the upstream report. We see here that
the feedforward controller does most of the job on the scheduled period by bringing
the necessary volume of water at the good time. The feedback controller only has to
adjust the water level without the need to communicate such big changes in water
discharge to the upstream check structures. On the contrary, on the unscheduled
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Period 0–12 h Period 12–24 h
Maximum value Average value Maximum value Average value

MAE
%

0 210.5 1.5 2.5
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CLIS
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PIR

0 105

CLIS
PILOTE

PIR

0 2 41 3

IAE
%

0 0.2 0.4 0.6 0.8

PIR
PILOTE

0 0.20.1 0.3

PIR

PILOTE

0 21 3

CLIS
PILOTE

0 10.5

CLIS

StE
%

0 0.10.05

PIR

0 0.02 0.040.01 0.03

PILOTE

0 0.2 0.4 0.6

PILOTE
CLIS

0 0.20.1 0.3

PILOTE

0 21 3

CLIS

0 10.5

CLIS

0 2 4 61 3 5 7

CLIS

0 21 3

CLISIAQ
m3/s

Fig. 9.8 Benchmarking of performance indicators for test 1 in tuned conditions

Period 0–12 h Period 12–24 h
Maximum value Average value Maximum value Average value

MAE
%

010 2 4 6 8

CLIS
PIR
PILOTE

0 2 41 3

PIR
CLIS

PILOTE
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CLIS
PILOTE
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CLIS

IAE
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0 2 41 3
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PIR
PILOTE
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PIR
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CLIS
PILOTE
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CLIS
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%

0 0.2 0.4 0.6 0.8
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Fig. 9.9 Benchmarking of performance indicators for test 1 in untuned conditions
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Period 0–12 h Period 12–24 h
Maximum value Average value Maximum value Average value

MAE
%

0 2 4 6 81 3 5 7 9 0 2 41 3 5
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PIR
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CLIS
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IAQ
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Fig. 9.10 Benchmarking of performance indicators for test 2 in tuned conditions

period (12–24 h), only upstream report with ˛ equal to 0.8 or 1 are on the hit list
for MAE, IAE, and StE showing that big deviations in water discharges caused by
the feedback controller need to be communicated to the upstream check structures
in order to perform well.

Detailed Results on Test 2

The Test 2 offers much larger variations in flow changes. In this test (see Figs. 9.10
and 9.11), one can notice the good reliability of the configurations P and Q both
in tuned and untuned conditions on the scheduled period (0–12 h) whatever the
upstream report ˛ is. That validate the fact that most of the performance here is
due to the feedforward controller which is independent from the upstream report.

Global Ranking

Given the multitude of different results, it is difficult to distinguish which con-
figuration to use in order to maximize most of the performance indicators. For
that purpose, we choose to use a scoring method on each of the 64 calculated
performance indicators. The first ranked configuration gets 10 points and the
worst configuration gets 0 points while the score of all the others configurations
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Period 0–12 h Period 12–24 h
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Fig. 9.11 Benchmarking of performance indicators for test 2 in untuned conditions

is calculated proportionally between these two extremes given there respective
indicator values. Finally, scores are summed in order to get the global score and
the global ranking. The results for the tested configurations is given in Table 9.2.

At first sight, ATV-PID is a controller that under-performs compared to more
sophisticated controllers such as CLIS, PILOTE and PIR. Regarding control action
variable, P is the best choice, followed by Q and W . That proves the relevance
of the ID model used in the ATV method to synthesize the PI controller in the P
option, when the hypothesis underlying the ID model are fully valid. The more there
exists a deviation between the required discharge change and the obtained one at a
gate, the more the controller under-performs.

Regarding upstream report, ˛ D 0:8 configurations are at the top-ranking for
P and Q configurations, confirming that ˛ D 1 configurations raise oscillatory
issues. This aspect can be explained by the over-reaction due to the PI controller. For
example, if an increase of discharge is done on a check gate, this increase is entirely
transmitted to the upstream check gate that will deliver the necessary discharge to
fill the gap at the downstream part of the reach. But, because of the delay this gap
is not fulfill instantaneously, and the PI controller will aim at compensating for
the decrease of water level by increasing the discharge as well. Without surprise,
configurations with no upstream report is at the rear of the pack except for W
configurations where the solution used here to perform the upstream report does
not seem to be efficient. This point will be further investigated in future works.
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Table 9.2 Global scores of tested decoupler configurations

Rank Control action variable Upstream control transfer ATV direction Score

1 CLIS 578

2 PILOTE 544

3 Discharge in Pump mode (P ) ˛ D 0:8 Down to up 524

4 Discharge in Pump mode (P ) ˛ D 0:8 Up to down 518

5 PIR 509

6 Discharge in Pump mode (P ) ˛ D 1 Down to up 492

7 Discharge (Q) ˛ D 0:8 Down to up 484

8 Discharge (Q) ˛ D 0:8 Up to down 481

9 Discharge in Pump mode (P ) ˛ D 1 Up to down 481

10 Discharge (Q) ˛ D 1 Down to up 469

11 Discharge (Q) ˛ D 1 Up to down 464

12 Discharge in Pump mode (P ) ˛ D 0 Up to down 416

13 Discharge in Pump mode (P ) ˛ D 0 Down to up 401

14 Discharge (Q) ˛ D 0 Up to down 366

15 Discharge (Q) ˛ D 0 Down to up 355

16 Opening (W ) ˛ D 0 Down to up 262

17 Opening (W ) ˛ D 0 Up to down 247

18 Opening (W ) ˛ D 0:8 Down to up 236

19 Opening (W ) ˛ D 1 Down to up 222

20 Opening (W ) ˛ D 0:8 Up to down 216

21 Opening (W ) ˛ D 1 Up to down 171

Results for Dn ! Up and Up ! Dn configurations generally show no
significant differences in the performances indicators but there is always a little
advantage for Dn ! Up configurations with upstream report ˛ ¤ 0.

Except for StE indicators where the minimum gate movement is in cause, P
compared toQ control action variable configurations shows that even with the use of
the characteristics method, there could be still scope for improvement in the method
used to calculate the gate opening from the discharge equation.

The results can also be examined in relation to the sensibility of the controllers
to untuned conditions. In order to asset this issue, we have calculated the average
evolution of all the performance indicators for each controller configuration. Results
for Test 1, Test 2 and both tests detailed for scheduled and unscheduled periods are
presented in Table 9.3.

One can notice that performance indicators downgrading is largely less important
in the scheduled period (0–12 h) than in the unscheduled one (12–24 h) for all
configuration. That shows that feedforward controllers are more robust to changes of
hydraulic conditions. Nevertheless the underestimation of 5 % of scheduled offtakes
in untuned condition tested here could not be considered as a hard test of robustness.
The less sensitive configurations are the ones with W as control action variable
with no upstream discharge reporting (˛ D 0). But this configuration cannot be
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Table 9.3 Average evolution of performance indicators between tuned and untuned conditions

Test 1 Test 2 All tests

Configuration 0–12 h 12–24 h 0–12 h 12–24 h 0–12 h 12–24 h

CLIS C63 % C87 % C36 % C132 % C49 % C110 %

PILOTE C154 % C273 % C51 % C68 % C103 % C171 %

P W ˛ D 0:8 W Dn ! Up C185 % C219 % C112 % C146 % C149 % C183 %

P W ˛ D 0:8 W Up ! Dn C185 % C220 % C86 % C142 % C136 % C181 %

PIR C111 % C315 % C40 % C105 % C75 % C210 %

P W ˛ D 1 W Dn ! Up C208 % C280 % C76 % C153 % C142 % C217 %

Q W ˛ D 0:8 W Dn ! Up C227 % C311 % C77 % C152 % C152 % C231 %

Q W ˛ D 0:8 W Up ! Dn C231 % C317 % C69 % C132 % C150 % C224 %

P W ˛ D 1 W Up ! Dn C202 % C275 % C89 % C153 % C145 % C214 %

Q W ˛ D 1 W Dn ! Up C246 % C338 % C73 % C150 % C159 % C244 %

Q W ˛ D 1 W Up ! Dn C245 % C333 % C66 % C132 % C155 % C233 %

P W ˛ D 0 W Up ! Dn C128 % C138 % C83 % C85 % C105 % C112 %

P W ˛ D 0 W Dn ! Up C124 % C137 % C82 % C96 % C103 % C116 %

Q W ˛ D 0 W Up ! Dn C84 % C148 % C66 % C137 % C75 % C143 %

Q W ˛ D 0 W Dn ! Up C87 % C150 % C43 % C78 % C65 % C114 %

W W ˛ D 0 W Dn ! Up �3 % C4 % �7 % C18 % �5 % C11 %

W W ˛ D 0 W Up ! Dn �20 % �13 % �12 % C7 % �16 % �3 %

W W ˛ D 0:8 W Dn ! Up C91 % C126 % C27 % C34 % C59 % C80 %

W W ˛ D 1 W Dn ! Up C150 % C193 % C41 % C46 % C95 % C120 %

W W ˛ D 0:8 W Up ! Dn C73 % C104 % C22 % C26 % C48 % C65 %

W W ˛ D 1 W Up ! Dn C109 % C112 % C33 % C32 % C71 % C72 %

considered as robust regarding the poorness of its results in tuned conditions. Best
tested configurations are more sensitive to untuned conditions than CLIS, PILOTE
and PIR but this conclusion should be nuanced by the fact that the simulation
time step used here (�To D �T D 1mn) corresponds to a priori more difficult
conditions.

9.4 Linking Transport of and Transport over Water

Main issues in transport of water are to deliver the requested amount of water at the
good locations, at the good moment and in the good quantity while, at the same time,
minimizing water losses at canal downstream end. Distant downstream control is a
very efficient way to reach these objectives because it has the ability to control the
discharge delivered from the upstream cross devices and therefore to reduce water
losses directly from the source.

The ATV method presented here was applied to this distant downstream control
logic. It is easy to implement on a real canal [8]. The combination of this method
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with the two decouplers using gate equation inversion with the characteristics
method (Q) and upstream discharge reporting (˛ D 0:8) shows in the study that
the performances are respectable and robust compared to other more complicated
controllers.

Since this regulation method used for transport of water consists in keeping
constant water level at the downstream end of the pools, it is also of interest when
considering transport over water. Usually in transport over water systems such as
navigable rivers, the upstream discharge is not under control and the regulation is
done by using a local upstream controllers at each check structure which could be a
regulated gate or a simple weir. In these systems, major perturbations are caused by
locks when boats move from one pool to another.

It is also possible to use ATV-PID design and tuning method for performing
upstream local control but the interest of this in front of a large static weir which will
be able to perform a robust control is not obvious. Except if the targeted water level
is changing over the time, due to flow or navigation conditions. On the opposite, in
the case of the existence of a reservoir at the upstream end of the canal, a distant
downstream control should be an efficient solution for both transport of and over
water with a good efficiency on saving the water reservoir. ATV-PID will be then
specially appropriate on systems where physical parameters (such as bed geometry
or roughness) are not well-known or where they can significantly change. Indeed,
even if the results show a relative low robustness of the controller compared to more
sophisticated controllers, the advantage of the ATV-PID controller is that it can be
easily re-calibrated whenever the manager observes a performance loss.

9.5 Conclusions and Future Research

This chapter considered the use of an auto-tuned PI controller (ATV-PID) on a
multi-pool open channel system where the PI controller is tuned from an Integrator
Delay model determined by a relay experiment on each pool. A feedforward
controller has also been calibrated from this relay experiment and use the parameters
of the identified ID model to counterbalance the water level variation expected by
the discharge variation at the downstream end of the pool and calculated from the
characteristics method.

Different decoupling options have been explored to tackle interactions between
pools which consist in the use of discharge as control action variable instead
of gate opening and the use of a report of discharge variation occurring at one
check gate to the next upstream check gates. Different combination of decoupling
configuration have been tested on the test canal 2 proposed by the ASCE Task
Committee on Canal Automation Algorithms. Four tests separated in a scheduled
and unscheduled periods have been performed representing different hydraulic
conditions and unknown changes in physical parameters in order to assess the
robustness of the controller. All configurations have been assessed with performance
indicators and have been compared with results from previous researches.
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Results show that ATV-PID method can lead to comparable performance as other
more sophisticated such as PIR with a determinant advantage that ATV-PID only
need a minimum of information concerning the system to be directly implemented
on the field and have the ability to be recalibrated as often as necessary. The best
results have been obtained with configuration using discharge (pump mode P )
as control action variable and an upstream report of 80 % of the discharge. This
option is not very realistic. The main issue is therefore how to get, with a real
gate, the closest discharge to the one asked by the controller. The method Q offers
a good alternative, inverting the gate equations and anticipating with water level
fluctuations generated by the corresponding gate movement using a simple formula
obtained from the method of characteristics. This option proved to provide good
results close to the ones obtained with the P mode and with more sophisticated
MIMO methods, when combined with a 80 % upstream report and a feedforward
loop. This method is easy to implement, both on a simulation software for testing
and validation, and also on SCADA or RTU units for field use. This therefore fits
the objectives we were assigning to the control algorithms and strategy to tune them
in the introduction section. It will always be possible in a second step to switch
to more advanced methods, when the manager are already convinced by this first
simple and performant enough approach. All the equipments (sensors, actuators,
RTU, SCADA) used for this series of PI controllers will be able to support the
implementation of any other method by just changing some source code lines in the
SCADA software.
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Chapter 10
Hierarchical MPC-Based Control
of an Irrigation Canal

A. Sadowska, P.J. van Overloop, C. Burt, and B. De Schutter

Abstract We discuss the problem of controlling an irrigation canal to accommo-
date fast changes in the canal state in response to events such as offtakes announced
with no time lag or sudden weather changes. Our proposed approach comprises
a hierarchical controller consisting of two layers with decentralized PI controllers
in the lower layer and a centralized MPC-based event-driven controller in the
higher layer. By incorporating the hierarchical controller structure we achieve a
better performance than with the PI controllers only as currently in use in the
real world, while barely increasing the communication requirements and remaining
robust to temporary communication link breakdowns as the lower layer can work
independently of the higher layer when the links are being restored. The operation
of the higher-layer controller relies on controlling the head gate and modifying the
settings of the local controllers. This way, an acceleration of water transporting is
attained as the controller allows for rapid reactions to the need for more water or
less water at a location. Specifically, when there is a sudden need for water, the
storage in some of the pools is used to temporarily borrow water. Alternatively, when
there is too much water at a location, it can be stored for some time in upstream or
downstream pools before the PI controllers manage to remove the water.
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10.1 Introduction

10.1.1 Motivation and Contributions

One of the prominent control problems encountered in the area of water manage-
ment is to control water flows in an irrigation canal swiftly and with little resources
involved. This is prompted by the fact that with diminishing world resources of
fresh water, it is of a great importance to manage the remaining water supplies in a
way that minimizes potential water losses. In terms of control of irrigation canals,
it calls for the gates connecting canal pools being operated in an intelligent way,
so there are no spills and water is not wasted, but is used for the purpose of crop
irrigation as intended. As a matter of fact, fresh water use for agriculture amounts
to over 90 % [17] of the overall fresh water use worldwide. Such a large share is
undoubtedly partly due to the old equipment that is still widely used in agriculture
as any modernizations would need to be most likely paid by the farmers and thus
tend to be not well accepted. Consequently, the control schemes that rely on the
immoderate utilization of the vulnerable equipment are unfavorable. For instance,
as the communication links that are present in the field are often not reliable enough
to be used in a continuous control loop, control schemes that depend excessively
on communication may fail to be realizable in practice. Nevertheless, despite
such limitations, undoubtedly there is a need for efficient, accurate and resource-
conscious water management schemes to meet the aforementioned operational
criteria.

All this makes some of the existing methods proposed in the literature for con-
trolling an irrigation canal potentially problematic in reality when adverse practical
conditions are present. In that respect, the distributed control strategies introduced
in, e.g., [1, 5, 9, 15] as well as the centralized control strategies introduced in, e.g.,
[22, 27, 28] may turn out to rely too heavily on the communication links, thus being
rendered impracticable for a real-life application. This is caused by the requirement
of these controllers to communicate in every control step during their operation
either with each other in case of distributed control, or with a control center in
case of centralized control. The other extreme solution broadly used in practice is
the application of decentralized PI controllers installed at each gate along the canal
[10, 11, 16, 27]. The decentralized PI controllers, while they do not add up to the
communication burden as such controllers require only local information from a
pool, may be unable to produce a good enough overall performance. In response to
such practical restrictions while not compromising on the performance attained, we
propose in this chapter a hierarchical control algorithm. The lower control layer
is constituted by the existing local PI controllers and as such there is no need
for any additional equipment to be installed on top of the one already present in
the field. On the other hand, the higher control layer is formed by a centralized
controller, designed using principles of Model Predictive Control (MPC) [4, 12]
and activated on an event-driven basis, i.e., only when new events occur, e.g., a
water delivery request in one of the delivery points along the canal or a heavy
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rainfall. In such circumstances, the higher-layer controller is activated and modifies
the head gate settings as well as the setpoints of the local PI controllers. Therefore, in
normal operating conditions, the PI controllers take full care of the canal. However,
even when there is an event, the additional communication required is limited as
the higher-layer controller is designed to communicate to each local PI controller
only once per activation to convey all required changes. The changes take form of
stepwise setpoint changes: once each setpoint is modified from its original value and
then it is set back to the normal operating level. This makes the scheme robust to
temporary communication losses as in face of the communication links being down
temporarily, the PI controllers still autonomously control the canal.

The hierarchical controller discussed in this chapter has been analyzed earlier on
in [18] in which differences in system performance when the higher-layer controller
is invoked at every control step or in response to events only were studied. Also
[19] considers the hierarchical controller, and specifically the controller there is
adopted to fit the Central California Irrigation District Main Canal with ramp-shaped
setpoint changes ordered by the higher-layer controller as opposed to stepwise
setpoint changes discussed here. In that view, the current chapter contributes in a
threefold manner. First, we give an improved and unified account of the previous
work. Second, we extend the permissible class of the input profiles. Third, we alter
the parameters of the lower-layers controllers too, i.e., the control gains of the PI
controllers are found through an optimization routine.

10.1.2 Control Problem Description

We now state the particular control problem under consideration. The aim is to
control an irrigation canal to allow swift changes, e.g., new deliveries or flow
changes in existing offtakes with no time lag between the moments they are
announced and start. However, this has to be done ensuring a certain performance
level, i.e., not disturbing excessively the normal canal operation. This means, e.g.,
that the control actions found by the controller should not result in drying out
of the canal or water overtopping the canal embankments. If needed, also stricter
constraints may be posed with water levels maintained within a tighter range.

To fulfill the control objectives, a two-layer control strategy is introduced. The
lower layer consists of the PI controllers, and the higher layer works by altering
the head gate settings and by modifying the settings of the local controllers, and is
derived in accordance with MPC techniques.1 The local controllers are influenced

1MPC is a model-based control technique that uses predictions of the state and forecasts of the
external inputs to determine optimal future control actions for the system. At every step, the control
sequence is found through solving an optimization problem in a receding horizon manner. We refer
to [4, 12] for a detailed description of MPC.
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by the higher-layer controller by their setpoints being altered in a stepwise manner
and by the P and I gains being changed. We consider two possibilities for how the
changes are handled.

A) The proportional and integral gains are found beforehand as a first stage, and
stay fixed thereafter.

B) The algorithm starts with preexisting proportional and integral gains (chosen by
the designer). Then, whenever the higher-layer controller is activated, on top of
temporary setpoint changes, the gains are also altered pro tem and afterwards
return to their original values.

We now briefly discuss what control inputs are required to be found by the higher-
layer controller in cases A) and B) above. More details on how the control inputs
specifically influence the controllers in the lower layer will be given in Sect. 10.2.2.

In both cases, the head gate settings are altered by the higher-layer controller,
i.e., the variable Mhead gate 2 R denoting the position of the head gate is changed.
This is done with the help of an Np-element sequence

QM control
head gate D .M control

head gate.0/; : : : ;M
control
head gate;.Np � 1//T ; (10.1)

where, as per the principles of MPC, Np is the length of the prediction horizon.
Also in both cases A) and B) above, the stepwise setpoint modifications of the local
PI controllers are assumed and are found using Time Instant Optimization Model
Predictive Control (TIO-MPC) [8, 18, 24, 25]. In a nutshell, while in the standard
MPC, theNp-element sequence of each control variable is to be found, in TIO-MPC
for a prespecified number of control variable changes in a given prediction window
of length Np, the optimization routine returns the time instants when the control
variable should change and to what value. In that spirit, to characterize stepwise
changes of the setpoints, three quantities are needed: the time instant ton

i 2 R when
the setpoint in pool i should diverge from its predefined level href; normal

i , the altered
value href; delivery

i 2 R of the setpoint, and the time instant toff
i 2 R when the setpoint

should return to the normal operating value href; normal
i . For all pools i D 1; : : : ; N

we collect the three values in vectors

H ref; delivery D Œh
ref; delivery
1 ; : : : ; h

ref; delivery
N �T ;

T on D Œton
1 ; : : : ; t

on
N �

T ;

T off D Œtoff
1 ; : : : ; t

off
N �

T :

(10.2)

Note that by modifying the setpoints using TIO-MPC in the specific way that each
setpoint is changed twice, i.e., once to modify the setpoint from its normal levels
to deal with an event and the second time to return to the prespecified value,
we limit the amount of interference of the higher-layer controller with the local
controllers, which results in diminished communication requirements. As explained
earlier, in the alternative formulation of the problem using the standard MPC, direct
optimization of the setpoints href

i .j / for the whole prediction horizon could be
done. However, to impose exactly two changes of the setpoints, integer constraints
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would need to be added [2], resulting in an escalation of the computational burden.
In contrast, by using TIO-MPC, the problem is not posed as a mixed integer
programming problem but as a real-valued optimization problem and thus the
computational requirements are also reduced.

In contrast to QM control
head gate, H ref; delivery, T on and T off, the proportional and integral

gains are changed differently for the two cases. A common part is a preliminary
calibration step done by the designer to choose initial values of the gains. In case A)
these values are kept later on with no modifications. Conversely, in a steady-state
operation in case B), the predefined values are used whereas when the higher-layer
controller is activated to deal with an event, the gains are changed in a stepwise
manner similarly to the setpoint, and can be different for each event. Therefore, the
controller needs to provide modified values of the gains KP;i and KI;i , i.e., to find
K

temp
P;i and K temp

I;i , and to determine the time instants T on;gains when to switch to the
modified values and the time instants T off;gains when to switch back to the predefined
values.

10.1.3 Outline

The outline of this chapter in as follows. In Sect. 10.2 we first describe the dynamical
model of a canal in general and for the specific case study; next the proposed
solution is discussed, i.e., the improved and extended hierarchical control approach
is introduced. Further, in Sect. 10.3 we illustrate how the control approach works
in a simulation based case study involving the Central California Irrigation District
Main Canal. In Sect. 10.4 we discuss how the proposed strategy for transport of
water can be combined with a complementary strategy for transport over water. To
finish the chapter, our conclusions together with possible future work are given in
Sect. 10.5.

10.2 Main Results

In this section we first discuss the canal dynamics assumed in the chapter. Then, we
introduce our method for accelerating transport of water in a canal.

10.2.1 Preliminaries

Canal Dynamics

The canal dynamics are modelled by the so-called Saint Venant’s equations
[6, 14, 26]
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�
Q
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�2
C gA

@h

@x
C gQjQj
C2RA

D 0; (10.3)

where A is the cross-section area of the canal, qlat is the lateral unitary net
inflow, g is the gravitational acceleration, R is the hydraulic radius, and C is the
Chézy constant. Water levels h and flows Q for the whole canal can be obtained
from (10.3) when each pool is discretized longways into small section and (10.3) is
integrated numerically for each section, assuming given flows through gates along
the canal, yielding a precise model. That precise model is associated with high
computational requirements and thus is not suited for use in a real-time controller
design. Therefore, a simplified (linear) model of the canal can be obtained by a more
coarse discretization of (10.3) into a water balance of each pool and a delay time in
series [13, 20, 21, 27]:

hi .k C 1/ D hi .k/C Tm

As;i
.ui�1.k � kdi / � ui .k/C di .k//; (10.4)

in which hi is the water level at the downstream end of a pool, just before gate i , kdi

is the time delay (in sampling steps) before an inflow from the upstream gate i � 1

affects hi .k/, Tm is the model sampling time (equal for all pools), As;i is the average
surface area of pool i , di is the net inflow to pool i due to, e.g., an offtake (di < 0)
or rainfall (di > 0), and ui denotes the flow through gate i , with u0 D QS denoting
the inflow from the head gate. The flows ui .k/, i D 1; : : : ; N , are determined by
the PI controllers installed at each gate according to the formula

ui .k/ D max .ui .k � 1/CKP;i .ei .k/ � ei .k � 1//CKI;i ei .k/; 0/ ; (10.5)

in which ei D hi .k/ � href
i .k/ denotes the setpoint tracking error with href

i .k/

being the value of a setpoint at sample step k, and KP;i > 0 and KI;i > 0 are
the proportional and integral gains, respectively.

Illustrative Example: Characterization of CCID Main Canal

In this section we revisit the dynamical model of a canal given in Sect. 10.2.1
specifically for the representative example used later in the chapter to illustrate the
functioning of the controller developed in the chapter. The representative example is
the Central California Irrigation District Main Canal, which is a trapezoidal, gravity-
flow channel, consisting of ten pools and ten control structures. To describe the canal
in the case study, two models are used. The first one, which is the process model,
is exactly the model (10.3) integrated using a longitudinal grid of 1 m, resulting
in a very accurate model of the process. In that model, the standard PI controller
as described earlier is enhanced to include a first-order low-pass filter as well. This
means that to evaluate formula (10.5), we calculate the setpoint tracking errors ei .k/
as ei .k/ D hfiltered

i .k/� href
i .k/, where hfiltered

i .k/ D KF;i h
filtered
i .k � 1/C .1�KF;i /
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hi .k/ with KF;i 2 Œ0; 1/. The flows through consecutive gates that are used as
boundary conditions in model (10.3) obtained from formula (10.5) are further
checked against physical restrictions of a gate (e.g., the maximum opening/width
N'i such that 0 � 'i .k/ � N'i , and the maximum change rate j'i .k/ � 'i .k � 1/j �
�max;';i ), where 'i .k/ denotes the position of gate i at step k. The resulting gate
positions are given as

'i .k/ D

8̂
<̂
ˆ̂:

O'i .k/ if O'i .k/ � ��max;';i C 'i .k � 1/
and O'i .k/ � �max;';i C 'i .k � 1/;

�';i C 'i .k � 1/ if O'i .k/ > �max;';i C 'i .k � 1/;
��';i C 'i .k � 1/ if O'i .k/ < ��max;';i C 'i .k � 1/;

(10.6)

in which O'i .k/ D min .max .'i .k/; 0/ ; N'i /. Then, the flows ui follow from [3]:

ui .k/ D ciwi�i'i .k/
q
2g.hi;up.k/ � hcrest

i � 1=2'i .k//; (10.7)

ui .k/ D ciwi�i
q
2g.hi;up.k/ � hi;down.k//; (10.8)

ui .k/ D 2

3
ciwi�i

p
2=3g

	
hi;up.k/ � 'i .k/


 3
2 ; (10.9)

for a free-flowing undershot gate, a submerged undershot gate, and an overshot gate,
respectively, where ci denotes a calibration coefficient, wi is the gate’s width, �i is
the contraction coefficient, and hcrest

i is the crest level (see [19] for extra details).
Next to the process model, which stems immediately from (10.3), we also

consider a prediction model, which is a simplification of the process model. The
simplification is done to relax the computational requirements that would otherwise
be inordinate when the complex model (10.3) were used to derive the controller. As
explained in Sect. 10.2.1, model (10.3) is linearized and the consequent model takes
the form (10.4). This model is linear with the exception of the head gate settings
Mhead gate that nonlinearly relate to the resulting flows QS [3].

We have now presented the prerequisites that form a foundation for the content of
the further parts of the chapter. Subsequently, we give the main result communicated
in the chapter: the derivation of the hierarchical controller used to accelerate
transport of water in an irrigation channel.

10.2.2 Proposed Solution: Design of a Delivery Accelerating
Hierarchical Controller

We now discuss the hierarchical controller proposed in the chapter. As mentioned
earlier, the controller consists of two layers. The lower layer consists of local PI
controllers, which operate continuously, and the higher layer includes a centralized
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controller designed to work on an event-driven basis. This means that it is activated
when there are events that require special actions to be taken on top of the control
provided by the lower layer.

Denote by kc the control step counter associated with the higher-layer controller,
and similarly let Tc be the duration of the control cycle of the higher-layer controller,
which is an integer multiple of the sampling time of the model Tm. In other words,
Ac D Tc=Tm 2 N.

We split the derivation of the controller into two parts. First, we discuss the design
assuming that only a single activation occurs and that the higher-layer controller
may only be reactivated after the steady state is restored, see Sect. 10.2.2. Then, we
elaborate on the necessary extensions to enable multiple concurrent active periods
of the higher layer, see Sect. 10.2.2.

Concept Description: Single Activation

In this section we introduce the basic ideas regarding the hierarchical controller,
where we assume, for the sake of simplifying the message, that only a single
activation of the higher layer of the hierarchical controller takes place. At the
beginning, before the hierarchical controller is ready to work, a design step needs
to be performed, in which initial proportional and integral parameters of the PI
controllers are selected. Various methods can be used for this, e.g., a manual tuning,
Ziegler-Nichols tuning method [29], lambda tuning method [7], or optimization-
based tuning. Here, we briefly explore the last option, i.e., we propose to find
the gains through the minimization of a cost function accounting for deviations
in the water levels with respect to their setpoints and immoderate fluctuations in
water levels and flows, assuming an input consisting of a selection of representative
subscenarios with a certain number of flow changes in the pools and changes to the
head gate:

Jpre D
NX
iD1

NtotX
jD1

.weei .j /C w�h.hi .j / � hi .j � 1//

C w�u.ui .j � 1/ � ui .j � 2/// ; (10.10)

in which ui .�1/ is assumed as a given initial condition describing past flows, and
Ntot is the length of the prediction horizon in the preliminary step, which can differ
from the length of the prediction horizonNp used by the higher-layer controller in its
regular operation mode. In the preliminary step, the cost function Jpre is minimized
with respect to the proportional and integral gains of the PI controllers, which means
that the preliminary optimization problem can be stated as

.K�
P;i ; K

�
I;i / D min

KP;i ;KI;i
Jpre; subject toKmin

�;i � K�;i � Kmax
�;i ; (10.4); (10.5);

(10.11)
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where � 2 fP; Ig, Kmin
�;i > 0 are small constants ensuring all gains are strictly

positive, and Kmax
�;i > Kmin

�;i is an upper bound for the gains. After solving (10.11),
values K�

P;i and K�
I;i are used later on by the PI controllers.

Now, suppose that the activation of the higher-layer controller takes place at
sampling step kactivation. Then, the movement of the head gate for the next NpAc

steps can be found using (10.1) according to the relation

Mhead gate.kactivation C jAc C `/ D M control
head gate.j /; for ` D 0; : : : ; Ac � 1;

j D 0; : : : ; Np � 1
(10.12)

for k D kactivation; kactivation C 1; : : : ; kactivation CNpAc � 1 and

Mhead gate.k/ D M
steady state
head gate D M control

head gate.Np � 1/;

for k > kactivation CNpAc � 1. As can be seen above, after NpAc steps, the head gate
settings are set to a new steady-state level

M
steady state
head gate D M control

head gate.Np � 1/

afterwards.
In contrast to the head gate settings, which may end up with a different steady-

state value after the activation, the setpoints of the local controllers are only changed
temporarily to enable speedy flow changes and afterwards return to their predefined
levels. Specifically, after the activation, the setpoints of the local controllers change
using the triple .H ref; delivery; T on; T off/ (10.2). For each pool i D 1; : : : ; N , the
setpoints are found as

href
i .k/ D

(
h

ref; delivery
i if kon

i � k � koff
i ;

h
ref; normal
i otherwise;

(10.13)

in which kon
i D

h
ton
i

Tm

i
and koff

i D
h
toff
i

Tm

i
. Expression (10.13) ensures that stepwise

setpoint modifications are executed.
We now discuss what is different in cases A) and B).

A) In this case, the hierarchical controller is directly ready for normal operation.
For each activation of the higher-layer controller during its regular operation,
the control input that needs to be found is the quadruple

UA D
� QM control

head gate;H
ref; delivery; T on; T off

�
: (10.14)

B) Now, in addition to modifying the head gate settings and the setpoints, also
the gains of the PI controllers are temporarily changed using a quadruple
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.K
temp
P ; K

temp
I ; T on;gains; T off;gains/. The gains are then changed in the system in a

stepwise manner, very much similar to how the setpoints are changed:

K�;i .k/ D
(
K

temp
�;i if kon;gains

i � k � k
off;gains
i ;

Knormal
�;i otherwise;

(10.15)

where � 2 fP; Ig and kon;gains
i D

�
t
on;gains
i

Tm

�
and koff;gains

i D
�
t
off;gains
i

Tm

�
. The

overall control input to be found in case B) is denoted with UB, which is a tuple
defined as

UB D
� QM control

head gate;H
ref; delivery; T on; T off; K

temp
P ; K

temp
I ; T on;gains; T off;gains

�
:

(10.16)

With the control inputs UA and UB defined for cases A) and B), respectively,
we may now move forward to defining the cost function that is to be minimized.
According to the objectives mentioned in short in Sect. 10.1.2, we define the cost
function as follows

J D ˛

AcNpX
jD1

.uN .kactivation C j � 1/ �QS; base/
2

C ˇ

NX
iD1

AcNpX
jD1

	
hi .kactivation C j / � href

i .kactivation C j /

2

C �

NX
iD1

	
toff
i � ton

i


2 C�
NX
iD1

	
�href

i


2 C��
NX
iD1

�
t

off;gain
i � ton;gain

i

�2
; (10.17)

where ˛, ˇ, �1, �2, � and � are positive weighting coefficients, � 2 fA;Bg, �A D 0,
�B > 0, and �href

i D h
ref; delivery
i � h

ref; normal
i . The form of the cost function is

chosen in such a specific way to capture the objectives of the controller. In particular,
the smaller the first term of J in (10.17) is, the less disruption is for the further
downstream users beyond the stretch of the canal under consideration with N

pools, as the inflow to that further part is closer to the ordained base flow QS; base.
Furthermore, the second term (10.17) penalizes the setpoint tracking errors in order
to refrain from selecting control actions resulting in undue deviations in the water
levels with respect to their respective setpoints. Thirdly, terms in (10.17) facilitate
switching the setpoints and the PI gains in case B) promptly back to their normal
levels to bring the system to the normal operating conditions after an activation
apace.
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To ensure adequate operation of the controller, the following hard constraints
need to be satisfied for all i 2 f1; : : : ; N g:

hmin
i � hi .kactivation C j / � hmax

i ; j D 1; : : : ; NpAc; (10.18)

hmin
i � href

i .kactivation C j / � hmax
i ; j D 1; : : : ; NpAc; (10.19)

toff
i � ton

i C Tm; (10.20)

ton
i � kactivationTm; (10.21)

t
off;gain
i � t

on;gain
i C Tm; (10.22)

t
on;gain
i � kactivationTm; (10.23)

Mmin
head gate � Mhead gate.kactivation C j / � Mmax

head gate; j D 0; : : : ; NpAc � 1;
(10.24)

jMhead gate.kactivation C j / �Mhead gate.kactivation C j � 1/j � �Mmax
head gate;

(10.25)

j D 0; : : : ; NpAc � 1;
Kmin
�;i � K�;i � Kmax

�;i ; (10.26)

toff
i � kactivationTm C TcNc; (10.27)

t
off;gains
i � kactivationTm C TcNc; (10.28)

M control
head gate.kactivation C j / D M control

head gate.Nc � 1/; j D Nc; : : : ; Np � 1; (10.29)

Mhead gate.kactivation C jAc/ D M control
head gate.Np � 1/; j > Np � 1; (10.30)

in whichNc � Np is the control horizon. Constraints (10.18) and (10.19) correspond
to the physical constraints of the depth of the canal. Constraints (10.20) and (10.21)
ensure that the first switch of the setpoint ton

i occurs after the activation moment of
the higher-layer controller and the second moment toff

i occurs at least one sampling
step after the first one. Constraints (10.22) and (10.23) work similarly but for the
PI gains. Clearly, they only apply in case B). Furthermore, constraints (10.24)
and (10.25) make sure that the movements of the head gate are compliant with
its minimum and maximum position and its maximum change rate, respectively,
and constraint (10.26) deals with the upper and lower bounds for the proportional
and integral gains. This latter constraint yet again is valid in case B) only. Next,
constraints (10.27)–(10.29) enforce all changes to be executed within the control
horizon, and, lastly, constraint (10.30) introduces new steady-state head gate settings
after the activation to be equal to the last component of QM control

head gate, i.e., M control
head gate

.Np � 1/.
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Extension: Multiple Activations

So far, we have discussed the design of the hierarchical controller for a single active
period at a time, and a re-activation only allowed after the steady-state has been
restored after a preceding activation. Here, we give a broad overview of how the
event-driven controller design needs to be extended to enable multiple concurrent
active periods.

First, we discuss how the higher-layer controller is allowed to be activated.
We introduce two options: the synchronous one and the asynchronous one. In the
synchronous case, see Fig. 10.1, the activation can only occur at a multiple of the
control step kc. If there are events in between two control steps kc and kc C 1, they
are grouped together and sent jointly to the higher-layer controller. In contrast, in
the asynchronous case, see Fig. 10.2, the activation can occur at any sample step
k. Here, we propose to introduce a short time window ı in which individual events
occurring within ı time units after a first one in a round are grouped and conveyed
to the higher-layer controller together. ı is a design parameter to be selected by the
operator of the canal enabling events happening soon after each other being rendered
as a single event and swiftly sent to the higher layer controller. We also impose a
minimal reactivation time of Tc time units so that the activations do not occur too
frequently.

Now, we analyze how the setpoints are permitted to change. Denote by s 2 Z

the activation counter, which is initiated with 0 and is incremented every time
a new activation takes place. Two options to change the setpoints are the block-
modifying strategy and the block-adding strategy. The block-modifying strategy is
illustrated in Fig. 10.3 and rely on the principle that once a setpoint block is started

time

0 Tc 2Tc 3Tc 4Tc

)4()2( (1)

Fig. 10.1 Activation of the higher-layer controller in the synchronous case. All individual events
are denoted with dotted bars. Arrows are used to indicate when the activation occurs with a label
representing how many events are dealt with during each activation

time

(1)Tc
(2) Tc

(2) (2)Tc

Fig. 10.2 Activation of the higher-layer controller in the asynchronous case. All individual events
are denoted with dotted bars. Vertical arrows are used to indicate when an activation occurs with
a label representing how many events are dealt with during each activation. Horizontal arrows
show the delays with activation of the higher-layer controller for individual requests because of
the minimum interval between activations of Tc. Horizontal bars indicate the length of the time
window ı used to accumulate events occurring soon after each other
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Fig. 10.3 Possible setpoint profiles using block-modifying formulation
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Fig. 10.4 Possible setpoint profiles using block-adding formulation

for activation s, it may only be changed in activation sC1 by changing its length, i.e.,
by modifying toff

i .s/ D toff
i .s C 1/. So the overall setpoint profiles, when the block-

modifying strategy is implemented, consist of blocks next to one another: when one
block finishes, a new one can start. Conversely, in the block-adding strategy, in every
new activation new blocks are added on top of the preexisting ones. This is depicted
in Fig. 10.4.

In a similar way also the proportional and integral gains of the local controllers
may be changed in case B) using block-adding or block-modifying formulations.
We leave out the details here for the sake of page limitations.

Next, we discuss how the head gate is controlled by the higher-layer controller
for multiple concurrent active periods of the higher-layer controller. A major factor
that determines the functioning of the head gate is that when the sth activation of the
higher-layer controller takes place at sample step kactivation;s , the profile of the head
gate found for the previous activation is to be updated and a new profile is found
and executed. In doing so, the higher-layer controller is of course also aware of the
events occurring before the present activation s and the new profile also accounts for
them. We illustrate this in Fig. 10.5, where four activations are shown and depicted
with the arrows. Observe that once an activation s takes place, the previously found
head gate profile QM control

head gate.s � 1/ is no longer valid and the new profile QM control
head gate.s/
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times = 1

˜M control
head gate(1)

˜M control
head gate(2)

s = 2 s = 3 s = 4

˜M control
head gate(3)

˜M control
head gate(4)

Fig. 10.5 Control of the head gate settings as administrated by the higher-layer controller in face
of multiple concurrent activations. Four activations are shown and indicated with the arrows and
the corresponding profiles for the head gate settings QM control

head gate.s/

is applied. This profile is executed until another activation s C 1 of the higher-layer
controller occurs, at which point the profile of the head gate settings QM control

head gate.s/ is

again updated with the newly found profile QM control
head gate.s C 1/.

The above discussion presents the implementation principles of the hierarchical
controller presented in the chapter. The main alterations that need to be accounted
for in the multiple-activation case with respect to the single activation is how to
deal with modifying setpoints and changing PI gains in case B). This needs to be
decided in a design phase, based on the performance requirements of a specific
application. The controller then works generally as follows: when there is a need
for an activation, the higher-layer controller is triggered and the changes are applied
to the system. Then, whenever Tc time units of the reactivation time has passed and
new events occur, the controller can be re-activated, and so on.

10.3 Illustrative Example: Results

In this section we discuss the application of the proposed controller on an accurate
numerical model of Central California Irrigation District Main Canal. We validate
the prediction model used in the controller design in Sect. 10.3.1. Then in
Sect. 10.3.2 we present the results obtained by applying the controller to CCID
Main Canal and analyze the performance obtained.

10.3.1 Validation of the Prediction Model

We validate pool by pool the prediction model (10.4) with for the parameters given
in Table 10.1, where kdi is given in sampling steps, As;i in m2, and Tm is 1 min. For
each pool i D 1; : : : ; N individually, we apply a step increase of 1:5m3=s in the
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Table 10.1 Parameters of the prediction model (10.4)

i 1 2 3 4 5 6 7 8 9 10

kdi 13 26 21 25 13 11 44 57 15 36

As;i 154842 132722 121181 154842 73346 58066 163951 139358 67979 154842

Table 10.2 VAF for the responses of the process model and the prediction model

i 1 2 3 4 5 6 7 8 9 10

VAF 94% 88% 91% 88% 97% 97% 93% 87% 96% 86%

upstream inflow ui�1 with the outflow ui from the pool at the downstream end kept
constant, and with a base flow of QS; base D 7:14m3=s. We apply the same stimuli
both for the prediction model and the precise numerical model of the canal. The
resulting water levels hi are measured and compared using the variance-accounted-
for criterion:

VAF.m; n/ D
�
1 � var.m � n/

var.m/

�
� 100%; (10.31)

where signal n is obtained from the accurate simulator and signal m from the pre-
diction model. We give the corresponding VAF values for each pool in Table 10.2. It
is concluded that the prediction model closely matches the accurate process model
and so it is deemed to be suitable for the purpose of the derivation of the controller.

10.3.2 Control Results

We now illustrate the functioning of the proposed control approach in a simulation-
based case study. We study here a representative example of a single flow change
in pool 10 of magnitude 2:5m3=s with a base flow of QS; base D 7:14m3=s.
The flow change occurs at step kknown D 180 and is not announced beforehand.
The two cases A) and B) are shown and compared with each other and with a
standard method2 currently used in the field. Using the standard method in the
aforementioned circumstances introduces a big disturbance in outflow from pool 10
as in face of the increased offtake outflow from pool 10, the water levels in pool 10
start to decrease and so the PI controller in that pool decreases the outflow to
maintain the water level at its desired setpoint. As explained in Sect. 10.2.2, this is
an undesirable situation, which is accounted for in the objective function (10.17) of

2The standard method works by increasing inflow from the head gate at the time when an offtake
is announced to provide extra water needed for the additional offtake and letting the PI controllers
transport that water through subsequent pools to the offtake point. This method relies on the PI
controllers only with the higher-layer controller being absent.



184 A. Sadowska et al.

the hierarchical controller. Therefore, we expect that the situation can be improved
when employing the hierarchical controller introduced in this chapter.

To compare the performance when different control methods are applied, we
introduce an a posteriori cost function defined as

Jpost D ˛

NFX
jDkknown

.uN .j � 1/ �QS; base/
2 C ˇ

NX
iD1

NFX
jDkknown

e2i .j / ; (10.32)

whereNF D 780marks the duration of the simulation and the weighting parameters
are the same as in the cost function J (10.17) used to derive the controller. These
parameters are ˛ D 5, ˇ D 10, � D 1, � D 1, � D 1, and �B D 1. Moreover, we
use Tm D 1min, Ac D 15,Nc D 16 (corresponding to 240 sample steps), andNp D
36 (i.e., 540 sample steps). In addition, the upper bounds for the proportional gains
in the design stage of the hierarchical controller as well as in the normal operation
in case B) are determined through stability analysis and subsequently Kmax

P;i for i D
1; : : : ; N is 89.17, 314.16, 285.47, 363.50, 177.71, 141.57, 416.09, 336.24, 159.90,
and 363.50 respectively. The upper bounds for the integral gains are selected as
Kmax

I;i D Kmax
P;i and the lower bounds for both the proportional and integral gains are

Kmin
P;i D Kmin

I;i D 0:01.
In the design stage, the weighting parameters are chosen to be we D 0:001,

w�h D 250 and w�u D 500, and the prediction horizon is chosen to be equal to
the prediction horizon in the normal operation of the higher-layer controller, i.e.,
Ntot D Np D 540 sample steps. The scenario considered to determine the gains in
the design step consists of five changes in offtakes along the canal and five changes
to the head gate to compensate for the offtakes. The resulting gains K�

P;i and K�
I;i

used later on throughout the simulation are given in Table 10.3. Note that in the
standard method different gains are used (see Kstandard

P;i and Kstandard
I;i in Table 10.3)

and these are the gains currently implemented in the real CCID Main Canal.
The results obtained are given in Table 10.4, which lists the values of the a

posteriori cost function Jpost for the three control approaches considered: the stan-
dard method, the new hierarchical controller for case A), and the new hierarchical
controller for case B). It can be immediately seen that the standard method performs
inferiorly in comparison to the new hierarchical controller. The corresponding value

Table 10.3 Proportional and integral gains

1 2 3 4 5 6 7 8 9 10

K�

P;i 47.29 207.05 273.25 262.83 71.31 117.79 56.12 20.30 13.68 59.32

K�

I;i 8.30 2.42 2.98 4.06 4.41 20.26 5.68 0.41 0.28 14.39

K
temp
P;i 43.58 156.40 80.15 132.43 38.60 25.77 70.52 31.16 19.20 35.59

K
temp
I;i 9.36 1.38 3.64 3.56 1.39 0.69 2.74 0.47 0.24 3.18

Kstandard
P;i 186 157 143 182 190 152 208 168 165 182

Kstandard
I;i 0.5 0.6 0.6 0.7 1.0 1.1 0.9 1.0 1.8 1.8
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Table 10.4 Comparison between the values of Jpost obtained with the standard method
and with the hierarchical controller

Standard method Proposed method—case A) Proposed method—case B)

Jpost 10800.1 3457.9 1964.5

of the a posteriori cost function is Jpost D 10;800:1. When the new hierarchical
controller is applied for case A), a better performance is achieved with the value of
the a posteriori cost function being over three times smaller, i.e., Jpost D 3;457:9.
This is because the hierarchical controller explicitly takes into account the objectives
of the control design and works in a way to minimize the deviation of the system
behavior against the desired behavior described using the cost function. The best
performance, though, is obtained with the new hierarchical controller for case B),
with the a posteriori cost function Jpost D 1;964:5 equating to less than a fifth of the
cost function achieved with the standard method. The difference in performance of
the controller in cases A) and B) is due to the fact that in case A) the gains of the local
PI controllers are fixed and are not selected nor updated for the specific behavior
of the system with setpoint changes etc. Conversely, in case B) the controller has
the extra freedom to modify the proportional and integral gains on the spot for the
purpose of meeting the objectives defined in the cost function. Consequently, in
the transient time of dealing with the sudden offtake in pool 10, the PI gains are
changed (mostly lowered) to ensure a gentler reaction of the PI controllers to the
changed setpoints and thus smoother flows through gates are obtained.

10.4 Linking Transport of Water with Transport over Water

In the work presented here we explicitly work towards methods for transport of
water to be delivered to farmers through an irrigation canal. However, the proposed
solution also implicitly enhances transport over water through maintaining water
levels in waterways within a certain range so that ships can operate safely. As such
the control strategy proposed in Sect. 10.2.2 can also ensure transport over water.
To that end, a number of aspects have to taken care of. In particular, the constraints
on the maximum and minimum allowable water levels in (10.18) and (10.19) need
to be assigned accordingly.

In future work, the link between the transport-of-water component, as examined
in the chapter, and transport over water could be further explored and studied more
explicitly. One possible approach to introduce an explicit treatment of transport
over water within the presented framework could be to explore a multi-objective
approach including the objective of transport of water and the objective of transport
over water. The unified control scheme could be formulated in a centralized or
distributed fashion (cf. [23] where different objectives are associated with different
agents) so as to enable both transport of water and transport over water.
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10.5 Conclusions and Future Research

This chapter has presented a hierarchical controller for the purpose of accelerating
transport of water in an irrigation canal. The transport is accelerated in the sense
that flow changes along the canal can occur more rapidly, thus more efficient control
performance is obtained. The hierarchical controller consists of two layers. In the
lower layer, local decentralized PI controllers take care of the canal in its normal
operation. In contrast, the higher layer is invoked in response to events only and
comprises a centralized predictive controller. This controller works by providing the
head gate with an updated profile to account for the event as well as by transiently
altering the settings of the local PI controllers. This introduces extra buffer where
water can be temporarily stored or can be borrowed from for a speedy delivery
to the location where water is needed. We have given in the chapter an in-depth
description of the controller design, which includes basic operational concepts and
the necessary extensions for continuous operation with multiple events activating
the higher-layer controller. The performance of the hierarchical control approach
has been demonstrated in a simulation-based case study, which shows that the
hierarchical controller outperforms the standard method.

In addition to extending the current work by combining explicitly transport of
water with transport over water, further open topics include robustness analysis and
robust design in face of uncertainties or unmeasured disturbances. Moreover, an
analysis of computational requirements of the proposed control approach to make
sure that the scheme can be employed in a real-time operation remains to be studied.
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Chapter 11
Model Predictive Control for Incorporating
Transport of Water and Transport over Water in
the Dry Season

X. Tian, R.R. Negenborn, P.J. van Overloop, J.M. Maestre, and E. Mostert

Abstract The Netherlands lies in the delta area, which is formed by the Rivers
Rhine, Meuse and Scheldt. Being a low-lying country, dikes and other water-
retaining structures have been constructed for the purposes of flood protection
(transport of water), water supply (transport of water), and navigation (transport
over water). All of these objectives are important within the total operational water
management. In order to achieve these objectives and make them explicit, we
propose a water management approach in which each goal is addressed specifically
by a term in a cost function. We assume one centralized Model Predictive Controller,
which can determine the balance among the different objectives, as the control
strategy for determining which actions to take when controlling the Dutch water
system, especially in droughts. Simulation experiments are used to illustrate the
potential of this approach under different scenarios in the dry season.

11.1 Introduction

This study focuses on the operational water management in the Netherlands
during droughts. Even though droughts may happen once every 25 years in
the Netherlands [1, 6], they often last for weeks or even months and result in
significant damages. Due to the climate change, they tend to occur more frequently
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and intensively. The direct consequences are navigable immobilization, sea water
intrusion and insufficient water supply for all uses. Moreover, a potential water
shortage in the Dutch water system is a shortage for flushing the low-lying polder
areas in the west in order to keep the salinity low for agriculture.

Because the country is situated in the delta area formed by the Rivers Rhine,
Meuse and Scheldt, a drought tends to take place when very little water flows into
the delta area, especially in the summer. The last exceptional drought happened in
the Netherlands in 1976. It was caused by a severe lack of rainfall and extremely
low inflow from the Rhine River, which was less than 1,250 m3/s in later June
and July. This long water shortage not only directly jeopardized agricultural
activities, navigation and polder flushing, but also threatened the stability of dikes,
dams and water-related infrastructures. Thus, it is important to investigate how to
operationally manage the system so that the damage and loss can be reduced to the
greatest extent. This is getting more important, given that climate change studies
indicate that extreme droughts will occur more often in the future [6].

The northern and central Netherlands are the focus of this study (see Fig. 11.1),
as these are the regions hardest struck by droughts. The study area is located in

Fig. 11.1 Study area
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the northern part of the Netherlands and comprises two lakes: Lake IJssel and Lake
Marker, three rivers: the River IJssel, the River Nederrijn and the River Lek, as well
as the North Sea Canal and the New Waterway (see Fig. 11.1). In this system, the
River IJssel is a navigable waterway linking Lake IJssel and Arnhem and the Rivers
Nederrijn and Lek both function as waterways linking Rotterdam and Arnhem, and
also as a main source of water supply for users in the west, mainly for power supply,
polder flushing and agriculture.

Two aspects of water management are included in this study. One is water
quantity management during droughts, which is referred to as transport of water.
This topic includes water supply and distribution for various purposes, such as
drinking water production, agricultural water supply and polder flushing. The other
one is navigation, which is referred to as transport over water. Navigation is an
economic mainstay in certain regions, for instance, the watershed of the River IJssel.
These two aspects were typically investigated separately in previous studies, since
they do not have too many conflicts under normal circumstances when enough water
is available. However, during droughts, the conflicts appear due to insufficient water.
Hence, a decision has to be made on which management goal needs to be met
with higher priority, or in other words, how the water flow distributions have to
be weighted.

The Dutch water management authorities have formulated a sequence of priori-
ties [1] for water distribution during droughts (see Fig. 11.2). This priority order is
set up in a strict manner, which means that when a drought occurs, the categories
with lower priorities cannot be satisfied until the ones with higher priorities have
been fully satisfied. Water is distributed to regions according to this priority order.
For water supply in the Dutch water system, a minimal flow of 25 m3/s has to be
maintained over the River Nederrijn and a setpoint of 285 m3/s is set on the flow
into the River IJssel. Having lower flows than the setpoint means that vessels can
only carry limited load so that more vessels are required and waiting time at sluices
increases.

Actually, vessels navigate more frequently during the daytime than at night.
Moreover, water distribution requires a more subtle, dynamic approach than just
working with fixed priorities and turning off certain water flows completely and
give full priority to others. This is because some regions mainly require fresh water
supply for drinking water and agriculture, such as the western Netherlands, while
other regions only require water for navigation during the day time, such as the
River IJssel. This inspires us to consider putting the priority in a dynamical and
operational order.

In general, both the Rivers Nederrijn and IJssel require water during droughts.
The River IJssel has a demand of 285 m3/s during the daytime and relatively low
demands during the night. However in the River Nederrijn, more incoming water
can benefit more cities, industries and agriculture, but at least 25 m3/s has to be
maintained. Therefore in this chapter we study the possibility of applying different
segmented setpoints. It is then natural that a setpoint (25 m3/s) is set on the flow into
the River Nederrijn during the daytime while a higher setpoint, can be set at night
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Fig. 11.2 The sequence of priorities in Dutch water management

when the River IJssel does not need so much water for navigation. It is assumed that
the area in the west needs 75 m3/s extra to deal with climate change issues in the
future, so a value of 100 m3/s is used as the setpoint during the night.

Involving and handling predictions also needs to be considered in the future
water management of the Netherlands. Water needs to be stored in advance if a
water shortage is predicted. All and all, an advanced operational water management
method is required that can take these required functionalities into account when
controlling the flow in the country. Model Predictive Control (MPC) is utilized in
this study, which is a state-of-the-art control technique showing the best perfor-
mance for the kind of problems that include predicted disturbances and setpoints
[2, 4]. Besides that, constraints, delay times and uncertainties can be explicitly taken
into account in MPC [5, 9, 10].

This chapter is organized as follows: Sect. 11.2 describes the model of the
Dutch water system and the water-related structures. Section 11.3 introduces the
management objectives and the MPC controller for solving the problem. Results
and a detailed model assessment follow in Sect. 11.4. Section 11.5 gives a
general discussion about the topics of transport of water and transport over water.
Section 11.6 ends with conclusions and recommendations.
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11.2 System Dynamics

11.2.1 System Dynamics of the Water System

A dynamic model of the system needs to be built for describing the relation between
water levels and flows in the rivers and canals. A generally accepted way to describe
such a system is using the De Saint Venant equations [7, 11, 13]:

@Q

@x
C @Af

@t
D ql; (11.1)

@Q

@t
C @

@t
.
Q2

Af
/C gAf

@h

@x
C gQjQj
C2RfAf

D 0; (11.2)

where Q is the flow (m3/s), h is the water level (m), Af is the wetted area of the
flow (m2), ql is the lateral inflow (m3/s), g is the gravitational acceleration (m2/s),
C is the Chezy friction coefficient (m1=2/s), Rf is hydraulic radius (m), and Pf is
the wetted perimeter (m). To use the De Saint Venant in a numerical way, a robust
wind-up method is utilized to discretize (11.1) and (11.2) in this study [7, 12]:

dAf
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�x
C ql;i ; (11.3)
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�x
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D 0; (11.4)

where the subscripts i , i C 1=2 and i � 1=2 denote the parameters or variables at
staggered grid points i , i C 1=2 and i � 1=2 respectively.

11.2.2 Water-Related Infrastructures

At Arnhem, the flow from the River Rhine bifurcates into the Rivers IJssel and
Nederrijn. The ratio of flows over these two branches is manipulated by a gate at
Driel (Fig. 11.3), which is the most important structure for keeping the balance
between water supply to the west and navigation in the River IJssel in dry periods.
Besides that, five outlets of water into the North Sea in the estuary of the delta,
as shown in Fig. 11.1, are the Lorentz Gate and Stevin Gate, the IJmuiden Pump
and Gate and the Maeslant Barrier. Three other gates—the Krabbersgat Gate,
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Fig. 11.3 The gate constructed at Driel for drought management
(source: flickr.comnjasja_dekker)

Table 11.1 The main
structures used in this study

Structure Type Width or maximum capacity

Driel Gate 108 (m)

Stevin Gate 180 (m)

Krabbersgat Gate 36 (m)

Houtrib Gate 108 (m)

Schellingwoude Gate 9.8 (m)

IJmuiden Pump 260 (m3/s)

IJmuiden Gate 36.8 (m)

Maeslant Barrier 360 (m)

Lorentz Gate 120 (m)

the Houtrib Gate and the Schellingwoude Gate—are operated by Rijkwaterstraat
to manipulate the water exchange between the large lakes and the North Sea Canal.
All structures, with their parameters, are listed in Table 11.1.

The gates listed in Table 11.1 are all undershot gates that are lowered into water
from the top down. The flows via the structures follow (11.5) when the structure
flow is free flowing (if the gate position is higher than the downstream water level)
or follow (11.6) when the structure is submerged (if the gate position is lower than
the downstream water level) [11],
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In particular, the structure flow via a free flowing undershot gate is given by:

Q.k/ D Cg �Wg � �g � 	hg.k/ � hcr

 �
q
2 � g � 	h1.k/ � hcr � � 	hg.k/ � hcr




;

(11.5)

and the structure flow via a submerged undershot gate is given by:

Q.k/ D Cg �Wg � �g � 	hg.k/ � hcr

 �
p
2 � g � .h1.k/ � h2.k//; (11.6)

where Q is the flow through the gate (m3/s), k is time step (s), Cg is the calibration
coefficient,Wg is the width of the gate (m), � is the contraction coefficient, hg is the
gate height (m), h1 is the upstream water level (m), h2 is the downstream water level
(m) and hcr is the crest level (m). Note that in the case of multiple gates in parallel,
the total width can be taken together and the gates can be considered as moving in a
synchronized way.

In order to reduce the calculation complexity and be able to use the De Saint
Venant in a linear model, both (11.5) and (11.6) need to be linearized by applying
the first-order Taylor expansion [11].

This results in the linearized structure flow via a free flowing undershot gate:

Q.k C 1/ D Q.k/C f .k/ � .hup.k C 1/ � hup.k//

C
 
2 � 	h1.k/ � hcr � � 	hg.k/ � hcr




	
hg.k/ � hcr


 C 1

!

�f .k/ � .hg.k C 1/ � hg.k//; (11.7)

where

f .k/ D g � Cg �Wg � �g � 	hg.k/ � hcr



q
2 � g � 	hup.k/ � hcr � � 	hg.k/ � hcr



 ; (11.8)

and the linearized structure flow via a submerged undershot gate:

Q.k C 1/ D Q.k/C f .k/ � .hup.k C 1/ � hup.k//

�f .k/ � .hdown.k C 1/ � hdown.k//

C2 � 	hup.k/ � hdown.k/



	
hg.k/ � hcr


 � f .k/ � .hg.k C 1/ � hg.k//; (11.9)

where

f .k/ D g � Cg �Wg � �g � 	hg.k/ � hcr



q
2 � g � 	hup.k/ � hdown.k/


 : (11.10)
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11.3 MPC Control Design for Drought Management

11.3.1 Standard MPC Scheme and the Objective Function

MPC is a model-based control technique, which uses a state-space model to predict
future states of the system and then solves an optimization problem using an
objective function under constraints on control actions and system outputs over
a certain prediction horizon [2]. In this chapter, the states of the proposed MPC
scheme include the water levels and structure flows. A linear time-invariant state-
space model is built up in MPC to describe and predict these states over the
prediction horizon. The state-space equation for each single river-reach can be
written as [8, 11]:

h.k C 1/ D h.k/C Qs.k/�T C�Qs.k/�T

As
C Qd.k/�T

As
; (11.11)

�Qs.k/ D Qs.k C 1/ �Qs.k/; (11.12)

where k is the discrete time step index,�T (s) is the time step length, As (m2) is the
surface area,Qs (m3/s) is the flow through the structure,�Qs (m3/s) is the change of
structure flow and Qd (m3/s) is the sum of disturbances and other flows not related
to structures, such as rainfall runoff and water abstractions. Note that flows over
rivers and canals are not included in the states since they can be calculated by the
discretized De Saint Venant Equations (11.3) and (11.4) with the known states or
estimated by the stage-discharge fitting curve.

An objective function is built up to formalize the goal of the water management,
i.e., in this study to find the optimal solution for water distribution in dry periods.
The MPC problem is built up at any step k as a quadratic function with linear
constraints [11]:

minJ.k/
�Qs

D
NPX
jD1

LX
lD1

rl�Qs;l
2.k C j /C

NPX
jD1

M2X
iD1

siQi .k C j /; (11.13)

subject to

hmin;i � hi .k C j / � hmax;i ;8i 2 f1; 2; : : :;M1g;8j 2 f1; 2; : : :; Npg;
Qmin;l � Qs;l .k C j / � Qmax;l ;8l 2 f1; 2; : : :; Lg;8j 2 f1; 2; : : :; Npg;

h.k C 1/ D h.k/C Qs.k/�T C�Qs.k/�T

As
C Qd.k/�T

As
;

�Qs.k/ D Qs.k C 1/ �Qs.k/;

where NP is the prediction horizon, M2 is the number of reaches, L is the number
of controlled structures, hmin;i and hmax;i are the minimum and maximum allowed
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water level of the node i .Qmin;l andQmax;l are the minimum and maximum allowed
flow through the structure l , r and s are so-called penalties which are chosen
according to a maximum allowed value estimate [11].

11.3.2 Segmented Setpoint Setting in MPC

To achieve the goal that water can be diverted into the River IJssel for navigation
during the daytime and into the River Nederrijn during the night, segmented
setpoints are set on states in the MPC scheme, as shown in Fig. 11.4.

The segmented setpoints on the water levels and structure flows can be expressed
as:

Qh.k/ D h.k/ � hr.k/; (11.14)

Qhmin.k/ D hmin.k/ � hr.k/; (11.15)

Qhmax.k/ D hmax.k/ � hr.k/; (11.16)

QQ.k/ D Q.k/ �Qr.k/; (11.17)

where

hr.k/ D
�
hr;0; k 2 T0;
hr;1; k … T0;

Qr.k/ D
�
Qr;0; k 2 T0;
Qr;1; k … T0;

and T0 is a set of a certain time period, hr;0 and hr;1 are reference water levels
depending on whether k is within the set T0, Qr;0 and Qr;1 are reference flows,

Fig. 11.4 Segmented setpoints on different objectives
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Qh (m) is the deviation between the actual water level h and the reference water level
hr , Qhmin and Qhmax are the deviation between the minimum or maximum allowed
water level and reference level and QQ is the deviation between the actual flow Q

and the reference water flow Qr (m3/s).
Therefore, the state space station (11.11) becomes:

Qh.k C 1/ D Qh.k/C Qs.k/�T C�Qs.k/�T

As
C Qd.k/�T

As
; (11.18)

�Qs.k/ D QQs.k C 1/ � QQs.k/; (11.19)

and the quadratic and linear terms of the setpoints are added into the objective
function:

minJ.k/
�Qs

D
NpX
jD1

M1X
iD1

qi Qh2i .k C j /C
NpX
jD1

LX
lD1

rl�Qs;l
2.k C j / (11.20)

C
NPX
jD1

LX
lD1

tl . QQ2
s;l .k C j //C

NPX
jD1

M1X
iD1

pi Qhi .k C j /C
NPX
jD1

M2X
iD1

siQi .k C j /;

subject to

Qhmin;i � Qhi .k C j / � Qhmax;i ;8i 2 f1; 2; : : :;M1g;8j 2 f1; 2; : : : ; NPg;
Qmin;l � Qs;l .k C j / � Qmax;l ;8l 2 f1; 2; : : :; Lg;8j 2 f1; 2; : : : ; NPg;

hr .k/ D
�
hr;0; k 2 T0;
hr;1; k … T0;

Qr.k/ D
�
Qr;0; k 2 T0;
Qr;1; k … T0;

where M1 is the number of nodes, t , q and p are the penalties on QQ and Qh. This
optimization problem can be solved using CPLEX [3].

11.4 Simulation and Results

11.4.1 Simulation Setup

The extreme drought that happened in the summer of 1976 is chosen in this study
for showing the performance of the proposed MPC controller. Figure 11.5 shows
the flow of the River Rhine at Lobith in June and July of 1976. The flow which is
gauged at Lobith is regarded as the entrance of the River Rhine into the Netherlands.
The period that the flow was lower than 1250 m3/s lasted over 40 days in late June
and July and the lowest flow was only 785 m3/s on July 13, 1976.
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Fig. 11.5 The flow of the River Rhine at Lobith

Fig. 11.6 The stage-discharge fitting curve of the River IJssel at Arnhem

A flow of 285 m3/s is an optimal value for the appropriate navigation over the
River IJssel. More vessels and more waiting time to pass locks is required if the flow
is lower than the setpoint while the operations on drawbridges are more frequent if
the flow is higher than the setpoint. As a result, a flow of 285 m3/s over the River
IJssel is set up as the setpoint. The stage-discharge rating curve (Fig. 11.6) between
the water level and flow in the River IJssel is established as:
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Q D 19:96 � .h � 2:8/1:554: (11.21)

Note that the water level is used as a state in the proposed MPC scheme. Therefore,
the flow setpoint of 285 m3/s corresponds to the water level setpoint of 8.3 mMSL
at Arnhem.

To meet the requirements of water supply for the users in the west, a day and
night segmented setpoint scheme is set up. Between 7 a.m. and 6 p.m., a setpoint of
25 m3/s is applied at the structure flow via the Driel Gate, while 100 m3/s is applied
otherwise.

Three simulation experiments, one without using setpoints, one using a high
penalty on the setpoint with respective to navigation and one using a high penalty
on the setpoint with respective to water supply to the west are performed to
evaluate the sensitivity of the proposed controller and the day and night setpoint
setting. Table 11.2 presents all the parameters used in these scenarios. Note that the
coefficients in (11.20) are set to be zero if they are not mentioned in the Table 11.2.

Table 11.2 Simulation parameters

Parameters Symbol Value

Storage area of Lake IJssel As;1 1.2eC9 (m2)

Storage area of Lake Marker As;2 7.4eC8 (m2)

Storage area of North Sea Canal As;3 3.1eC7 (m2)

Control time step Nc 1 (h)

Prediction time step Np 1 (h)

4 Simulation horizon NT 2,160 (h)

Prediction horizon N1 48 (h)

Quadratic penalty on �Q via the Lorentz Gate r1 1/8,000

Quadratic penalty on �Q via the Stevin Gate r2 1/2,000

Quadratic penalty on �Q via the Krabbersgat Gate r3 1/2,000

Quadratic penalty on �Q via the Houtrib Gate r4 1/3,000

Quadratic penalty on �Q via the Schellingwoude Gate r5 1/200

Quadratic penalty on �Q via the IJmuiden Gate r6 1/1,000

Quadratic penalty on �Q via the IJmuiden Pump r7 1/260

Quadratic penalty on �Q via the Driel Gate r8 1/100

Linear penalty on Q via the IJmuiden Pump s8 1/260

Linear penalty on the h at HollandschDiep p26 1/100
QQ of the Driel Gate (7 a.m.–6 p.m.) (scenario 1 & 2) Qsr;8 25 (m3/s)
QQ of the Driel Gate (6 p.m.–7 a.m.) (scenario 1 & 2) Qsr;8 100 (m3/s)
Qh Setpoint on h at Arnhem (scenario 1 & 2) Q14 8.33 (m)

Quadratic penalty on QQ of the Driel Gate (scenario 1) t8 1/1,000

Quadratic penalty on Qh at Arnhem (scenario 1) q14 1/20

Quadratic penalty on QQ of the Driel Gate (scenario 2) t8 1/50

Quadratic penalty on Qh at Arnhem (scenario 2) q14 1/1,000



11 MPC for Transport of and over Water 203

11.4.2 Scenario 1: No Setpoint Setting

In Scenario 1, a reference simulation is run to demonstrate the advantage of using
the segmented setpoint setting in next two simulations. This scenario fully depends
on the current regulations (see Fig. 11.2). In this scenario, no setpoints are set up
on the structure flow via the Driel Gate or the water level of the River IJssel. Only
a minimal value of 25 m3/s is required on the structure flow via the Driel Gate. As
shown in Fig. 11.7, without any setpoint setting, most water goes into the west. As
a result, available riverine depth in the River IJssel for navigation is really limited
(Fig. 11.8). As shown in Table 11.3, the total amount of water during the whole
period is large. However, the western country obtained less water between July 1st
and July 22nd in Scenario 1, when water for navigation during the night is not so
necessary.

Fig. 11.7 Structure flow via the gate at Driel in Scenario 1

Table 11.3 The amount of
the water supply

Flux (m3/s) Jun 1–Jul 31 Jul 1–Jul 22

Scenario 1 170,345 13,856

Scenario 2 78,337 24,535

Scenario 3 15,197 208
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Fig. 11.8 Water level at Arnhem in Scenario 1

Fig. 11.9 The structure flow via the gate at Driel in Scenario 2

11.4.3 Scenario 2: Low Penalty on Water Supply

In scenario 2, the penalty on the structure flow via the Driel Gate is lower than
the penalty on the water level at Arnhem. This means that the water supply for
the users in the west is assumed more important than the navigation in the River
IJssel. Figure 11.9 shows the water supply towards the west. The minimal demand
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Fig. 11.10 The water level at Arnhem in Scenario 2

of 25 m3/s during the night can always be satisfied, while during the daytime, the
required demand of 100 m3/s can not always be satisfied. In the middle of July, the
discharge of the River Rhine is lower than 1,000 m3/s so that those water supplies
towards the west and for navigation are both extremely limited. That is the reason
that the structure flow though the Driel Gate is lower than 80 m3/s and can not reach
the expected amount in the middle of July. Also the water level at Arnhem, as shown
in Fig. 11.10, dropped as low as 6.5 m on the 14th July. These limited depths may
result in vessels bringing fewer loads and postponing navigation in this dry period.
The water level of Lake IJssel increases from �0:2m to 0.1 m (Fig. 11.11). It is due
to the reason that the structure flows via the Stevin Gate and Lorentz Gate are very
low (Fig. 11.12). This can slightly benefit the navigation of the River IJssel in the
situation that there is not too much water flowing over the River IJssel. In total, the
amount of water supply for the users in the west is 78,337 m3 in June and July and
24,535 m3 during the serious period between July 1 and July 22 (Table 11.3).

11.4.4 Scenario 3: Low Penalty on Navigation

In Scenario 3, the penalty on the water level at Arnhem is lower than the one on the
structure flow via the Driel gate, giving more priority to navigation. Considered here
that water supply for the west is relatively less important than navigation, Fig. 11.13
shows that water is diverted towards the River Nederrijn mostly during the night and
the expected 100 m3/s can not be satisfied at all. However, the River IJssel gained
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Fig. 11.11 The water levels of Lake IJssel and Lake Marker in Scenario 2

Fig. 11.12 The sum of structure flows via the gates at Stevin and Lorentz in Scenario 2

more water for navigation (Fig. 11.14). Actually, the water level at Arnhem is nearly
1 m higher than the one in Scenario 1. Moreover, day and night navigation is both
available in this scenario. In order to benefit the navigation of the River IJssel more,
all structures between Lake IJssel and Lake Marker as well as between Lake IJssel
and the North Sea are completely shut off. Thus, all water from the River IJssel is
stored in Lake IJssel and the water level of Lake IJssel could reach up to 0.4 m in the
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Fig. 11.13 Structure flow via the gate at Driel in Scenario 3

Fig. 11.14 Water level at Arnhem in Scenario 3

middle of July (see Fig. 11.15), which increases the capacity of the navigation in the
River IJssel. Compared to Scenario 1, only 15,197 m3 of water is diverted into the
River Nederrijn in June and July and as low as 208 m3 between July 1 and July 22.

Which one of the scenarios needs to be applied, or which of the stakes are more
important, is up to the decision makers. In this study we demonstrate that, when
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Fig. 11.15 The water levels of Lake IJssel and Lake Marker in Scenario 3

weights of priority are given, the operational system can smoothly implement this
choice and is an alternative to the rigid prioritization during droughts, which is
common in the present operational water management of the country.

11.5 Discussion on Transport of Water and Transport
Over Water

The topic, transport of water, is mainly concerned with the issue of water quantity
transport, which is actually comprised of a wide range of water resources manage-
ment problems, e.g., flood defense, drought management, water supply. To satisfy
requirements of transport of water, a right amount of water has to be transported to a
right user or a right location at a right time. On the other hand, the topic of transport
over water is specifically referred to navigation. The requirement of transport over
water is relatively simply, i.e., keeping the water level of the canal close to a pre-
defined reference level. More barges are needed to carry goods if the water level is
too low while the bridge has be operated more frequently if the water level is too
high.

In previous studies, these two aspects were typically investigated separately since
they do not have too many conflicts under normal circumstances when enough water
is available. However, during droughts, the conflicts appear due to insufficient water.
In order to link transport of water and transport over water, controlling the water
level is an intermediary way to balance both benefits. By controlling the water level
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of the canal, this chapter simulates a scenario of a drought to illustrate the possibility
to include the topics of transport over water and transport of water in the same water
management plan.

11.6 Conclusions and Future Research

This chapter focuses on two integrated subjects—transport of water and transport
over water in the Dutch water system. They do not conflict with each other until a
drought occurs. During droughts, the control problem becomes how to operationally
distribute water for different purposes and how much water each purpose can obtain.
In this study, three scenarios were chosen to illustrate how MPC dealt with the
conflicts between transport of water and transport over water during a drought.
In Scenario 2, instead of rigidly diverting a certain amount of water for the users
in the west, segmented day-night setpoints were set up on the structure flow via
the Driel Gate. Therefore, navigable capability in the River IJssel could benefit
during the daytime, while water demand in the west could also be met owing to
the compensation at night. Scenario 3 demonstrates the situation that the navigation
was considered more important than the water supply. In the present regulations,
the navigation is at a lower priority than the water supply. However, for the purpose
of scientific research, we have also taken this situation into account and examined
how the ratio of the penalties can influence operations on sub-objectives. These two
scenarios give two extremes that indicate to what extent the sub-objectives can be
achieved by choosing different penalties on them. In future research, with economic
losses during droughts taken into consideration, the ratio of penalties will be chosen
based on the losses of each sub-objective.
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Chapter 12
Enhancing Inland Navigation by Model
Predictive Control of Water Levels:
The Cuinchy-Fontinettes Case

K. Horváth, L. Rajaoarisoa, E. Duviella, J. Blesa, M. Petreczky,
and K. Chuquet

Abstract Navigation canals are used for transport purposes. In order to allow safe
navigation the water level should be kept in a certain range around the Normal
Navigation Level (NNL). The water level is disturbed by known and unknown
inputs, like tributaries, municipal water flows, rain, etc. Some of these inputs can
be used to control the water level. If the geometry requires it, canal reaches are
connected by locks. The operation of these locks sometimes can disturb the water
level, if the difference between the upstream and downstream water level is large.
The objective is to minimize the disturbances caused by these lock operations on
the water level in order to maintain the NNL. In this work the global management
of the canal reach is discussed and an option to maintain the NNL by active control
is introduced. Some inputs to the system, such as other confluences or gates on the
side of the locks, can be controlled automatically to react to the disturbances caused
by the lock operations using model predictive control to maintain the desired water
level.
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12.1 Introduction

Transport over water has considerable economical and ecological benefits [32, 34].
Navigation offers a more efficient, quieter, safer option for transport of goods. The
transport over water consist of sea transport and inland navigation. In the following
the latter will be analyzed.

In order to ensure navigation in inland canals the water level should be kept in a
range around a reference level, the so called Normal Navigation Level (NNL). The
water level has to be maintained in the navigation range in order for the reach to be
operable.

The European Union encourages the development of the inland navigation
network, especially by using ICT technologies [16]. Tele-controlled sensors and
actuators can be installed in order to establish constant on-line monitoring of the
system [17, 42] by using SCADA (Supervisory Control and Data Acquisition)
systems. The collected historical data can be used to study the navigation reach.
There are SCADA systems specially developed for inland navigation [8, 52]. The
navigation system can benefit from the use of the SCADA from the maintenance
and also from the security point of view [2]. Additionally, there are simulation tools
specially developed for inland navigation systems [1].

Another big challenge for the inland navigation networks in the future is handling
the effects of the climate change. These networks are very vulnerable to the climate
change [6]. Different climate models are available from 10 to 100 years in the
literature [36]. Some of these models include also effects like farming [19] or
social and economic aspects [11]. The effects of climate change are also studied
regionally, for example in the French river basins [5, 12], Mediterranean basin [18],
basins in U.K. [3, 7], China [51] and the U.S. [35]. The different studies share some
possible effects: global rise of mean sea level, increase in the occurrence of extreme
weather events, increase in the surface temperature of the water and changes in river
morphology. These events cause changes in water supply and quality that can lead
to stronger constraints for inland navigation.

On some navigation systems the effect of climate change has already been
studied. In the great lakes the climate change can result in lower water levels and
shorter ice cover, e.g., on Lake Ontario. While due to the first factor the vessel
load should be reduced (negative effect) due to the second the navigation period
can be extended (positive effect). As to adaptive measures intensified dredging
and shift of transport to rail is predicted [35]. In Northern Europe studies also
describe the decrease in water level. As adaptation similar measures are proposed,
but only a modest modal shift to rail is mentioned [24]. The ECCONET European
projects studied the effect of climate change on the Middle Rhine, Upper Danube
and the Rhine-Main-Danube corridor. For the middle of the twenty-first century the
frequency of low flow situations is likely to increase only in the Upper Danube,
however, for the distant future low flow situations will become more frequent in all
studied areas. They emphasize the regional differences of the behavior [6].
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Fig. 12.1 The schematics of the global modeling approach

From these conclusions it can be seen that each system is different, as the regional
effects of the climate change also differ to a great extent.

The GEPET-Eau project [13] addresses the adaptive and predictive management
strategies for inland navigation networks. The global management architecture is
shown in Fig. 12.1 [15]. This architecture is based on a SCADA (Supervisory
Control And Data Acquisition) system which allows the tele-management of the
network. The management rules and the constraints on the water uses are regrouped
in the Management Objectives and Constraints Generation module. Depending on
these rules, the Hybrid Control Accommodation module allows the determination
of the setpoints that have to be sent to the actuators of the system according to
its current state and the forecast of the flood events and the drought periods. The
management strategies are adapted taking into account new extreme events. Thus,
the long term control objective is to make navigation possible in different external
conditions: in case of floods when there is excess of water and the water system
should be operated in a way to let the flood wave pass without inundating the
neighboring cities. In case of drought, there is a lack of water. Water should be
supplied first to priority purposes (like drinking water) and then to navigation. By
modeling the global system and extending the controls strategy the final goal of the
project is to give solutions for navigation for different scenarios in a global change
context. Therefore the goal of the GEPET-Eau project is to study the effect and the
adaption to climate change of the navigation network of the north of France.

In order to understand and predict or control the system, modeling is needed.
The open channel flow is governed by a pair of hyperbolic partial differential
equations, the Saint-Venant (SV) equations. These equations have no analytical
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solution for every case, therefore in practice numerical solutions are used. Due to
the nonlinearity of these equations, for controller development simplified versions
of the SV equations [44] or simple models deduced from these equations are used
[29, 30, 40].

Model predictive control (MPC) is commonly used to control different type of
water systems, and [37–39, 49]. Using an internal model it is able to incorporate the
response characteristics of the system to the control actions, and most importantly it
is able to deal with constraints on the control of controlled variables. This ability
is especially useful when MPC is applied to navigation systems. The goal for
navigation systems is to maintain the water level as close as possible to a certain
level, but definitely stay within a certain range. To achieve this hard constraints of
MPC can be used. Often there are constraints on the input: the artificial navigation
reaches are filled from natural resources, whose availability is restricted. The
Cuinchy-Fontinettes Reach (CFR) case study is an example that will be in this
chapter investigated further.

A large-scale model of the CFR is developed based on physical rules and system
identification approaches [15]. A smaller time and space scale gray box model
has been developed in [14] and improved in [22]. This model has been used for
controlling the water level in the reach [4] and also for sensor [27] and actuator [26]
fault detection.

The goal of this work is by using ICT and control techniques to obtain the
best performance of the transport of a canal reach bounded by locks. There is a
dynamic connection between the water and the transport system and this connection
is bidirectional. The main goal of the study of the transport of water is to allow the
transport over water. The water movement should be modeled and controlled in
order to maintain the normal navigation level to allow the boats safely navigating.
The connection also exists in the other direction: in order to allow navigation lock
operations are carried out, that is water is transported (Fig. 12.2).

As in case of a canal reach bounded by locks, lock operations control the
transport flow and also the water flow. In this work, lock operations are not
controlled, the water flow is only controlled through the surrounding hydraulic
structures and the lock operations are treated as disturbance. The control of inflow
influences the transport flow: if the water level is not maintained high enough the
lock operations would cause a disturbance in the water level out of the range of
the allowed water level. Therefore the control of the hydraulic structures and water
levels control the interactions between water and transport flow and hence indirectly
the transport flow.

This chapter is structured as follows: first the general modeling is described then
the case study introduced. After the application of the model to the case study is
presented, the results are shown. Then the impact of this work within the framework
of transport of and over water is explained. Finally, conclusions are drawn and some
open questions are raised.
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Fig. 12.2 The interaction between transport of water and transport over water in the case of
navigation canals

12.2 Methodology: Modeling the Reach for Control Purposes

In order to model the canal reach for control purposes the Integrator Delay Zero
(IDZ) model [29] is used. The model is an extension of the Integrator Delay (ID)
model [40], that is commonly used in MPC [46, 50].

The ID model captures two governing phenomena of a canal reach: the low
frequency integrator behavior and the time delay. The IDZ model includes a zero
in order to approximate better the high frequency behavior.

At low frequencies the canal reach behaves like a tank: the water volume is the
integral value of the difference between the inflow and the outflow. The water level
is proportional to the water volume and the constant of this proportion is the water
surface, often called the backwater area, As (of course, supposing it to be constant
is a simplification of the geometry):

A0s D B0L; (12.1)

where B is the average cross sectional width in m (for rectangular canals) and L is
the length of the canal reach in m. The upper case zero indicates that the variables
are calculated for a certain steady state regime.



216 K. Horváth et al.

The time delay expresses the time between a change occurring at one extreme
of the canal reach and this change can be observed in the other extreme. It depends
mainly on the velocity of a traveling wave (celerity) and the length of the canal
reach. It is slightly different in the upstream (�u) and in the downstream direction
(�d ) and it can be obtained as:

�0u D L

C0 � V 0
; (12.2)

and

�0d D L

C0 C V 0
; (12.3)

where V is the velocity in m/s and C is the celerity in m/s:

C0 D
p
gH0; (12.4)

and

V 0 D Q0

H0B0
; (12.5)

where g is the acceleration of gravity in m/s2, H is the water depth in m.
A zero is added to the ID model in order to account for the high frequency

behavior. When a change occurs, (e.g., a discharge step) the first fast increase in
water level is modeled very well with the IDZ model due to the presence of the zero.
The IDZ model can be obtained from the geometrical characteristics of the canal
reach. Details about the calculation of the model parameters can be found in [29]
and [28]. The model is a linear model, therefore the quantities to calculate the model
should be linearized around an equilibrium regime. This variables of the equilibrium
regime are indicated with an uppercase zero.

The final structure of the IDZ model is the following:

G.s/ D qin

h
D p01s C 1

A0s s
e��0s; (12.6)

where qin is the input discharge, h is the controlled water level, the parameter
p1 accounts for the zero and � can be �u in the upstream direction and �d in the
downstream direction. G.s/ is the transfer function between the input discharge
(upstream or downstream) and the water level (upstream or downstream). In order
to model a network using the IDZ model, each water level to be controlled can be
expressed using the input discharges and transfer functions of the form (12.6). As all



12 Enhancing Inland Navigation by MPC of Water Levels 217

the presented variables are relative to a steady state around which the system was
linearized, the system is at the NNL when h D 0, so the control objective is to keep
h at zero. Then h can be expressed as:

h D G1.s/qin1 CG2.s/qin2; (12.7)

where G1 and G2 are transfer functions belonging to the different input discharges
qin1 and qin2.

12.3 Case Study

The navigation system of the north of France allows the transport of goods from
Paris to the port of Dunkerque and to Belgium (Fig. 12.3). The system consists
of three watersheds: the Aa, the Lys and the Scarpe. Due to the changes in the
relief, the canal reaches are connected with locks to overcome the difference in
altitude (Fig. 12.4). The Cuinchy-Fontinettes reach (CFR) is located in the centre
of the network. The water flows feeding the reach are shown in Fig. 12.5. The
upstream part between Cuinchy to Aire-sur-la-Lys is 28.7 km long and called Canal
d’Aire, the downstream part between Aire-sur-la-Lys to Saint-Omer is 13.6 km
long and called Canal de Neuffossé. The overall length is 42.3 km and the CFR is
bounded by the lock of Cuinhy (upstream) and the lock of Fontinettes (downstream).

altitudes en métres :

180
120

50
20
0

251

80

altitude

Fig. 12.3 Navigation canal system of the north of France, the CFR is highlighted with yellow and
the location of the locks is indicated with yellow, the yellow C shows the location of lock Cuinchy,
and the F of the location of lock Fontinettes
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Fig. 12.4 The Normal Navigation Levels of the canal system (red color) and the corresponding
locks (black color), the CFR is highlighted with dark blue

Fig. 12.5 The
Cuninchy-Fontinettes reach,
QLC is the discharge of lock
Cuinchy, QGC is the
discharge of the gate of
Cuinchy, QA is the discharge
of the gate of Aire and QF is
the discharge of lock
Fontinettes. Y indicates the
corresponding water levels

Fontinettes lock

Cuinchy gate and lock

Aire-sur-Lys gate

YF

QLF

QA

YA

YC

QLC

QGC

Table 12.1 Physical data of the CFR

Length (m) Width (m) Depth (m) Manning’s c. (-) Discharge (m3/s)

42,300 52 3.8 0.035 0.6

At Aire-sur-la-Lys there is the confluence of the river Lys divided by a sluice
gate from the CFR. The CFR is approximately 52 m wide, it is entirely artificial
without considerable slope. The CFR is perpendicular to the natural runoff of the
watersheds. The geometry of the reach and the chosen steady state regime for
linearization are summarized in Table 12.1.

The lock of Cuinchy overcomes a difference of 2 m between the upstream and
downstream water levels, its volume is 3,700 m3. The maximum discharge that
supplies or empties the lock chamber is 11 m3/s. The lock of Fontinettes has several
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times bigger volume, 25,000 m3, as it overcomes 13 m of water level difference. The
maximum discharge it supplies is 28 m3/s. When a lock is operated the chamber is
supplied from the upstream reach and emptied downstream. Hence the operation
of lock Cuinchy supplies the CFR with water and the operation of Fontinettes
empties it.

The main control objective is to ensure navigation, that is maintain the water
level in a range around the Normal Navigation Level (NNL). In case of the
CFR, it is NNL=19.52 m NGF (Nivellement Général de la France, i.e., altitude
landmark in France). When lock operations occur, in order to maintain the NNL
hydraulic structures are operated to counterbalance the effect of the lock operation
to the water level. These structures are remotely controlled, usually manually, using
the water level and discharge measurements.

There are three locations with control structures in the CFR (Fig. 12.5):

• At Cuinchy: a lock and a gate which are located side by side,
• At Aire-sur-la-Lys: the gate called Porte de Garde,
• At Fontinettes: a lock.

The water level fluctuation is basically caused by the lock operations. Figure 12.6
shows the measured water levels at the lock of Cuinchy and at the lock of Fontinettes
and at Aire. Though the time of the lock operations was not documented, there
can be seen several drops of more than 20 cm in the water level for example at
15 min, at 2.5 h, at 3.25h and at 4 h. This valleys might be caused by the operation
of lock Fontinettes. With gray dashed lines the minimum of the future navigation
range is shown. It can be seen that the water level crosses several times the water
level limit assigned for the future. Therefore, the control of water level should be
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Fig. 12.6 Measured water levels; Cuinchy: black dashed line, Aire: black continuous line,
Fontinettes: gray continuous line
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Fig. 12.7 Simulation of one lock operation of Fontinettes; Cuinchy: black dashed line, Aire: black
continuous line, Fontinettes: gray continuous line

improved. A wave caused by a lock operation can travel back and forth between the
upstream and downstream locks several times before it attenuates; this is seen by the
smaller secondary valleys coming back in approximately 4 h after a lock operation
(“big valley”). Figure 12.7 shows the water levels after only one lock operation of
Fontinettes (numerical simulation). It can be seen that after the first drop of 17 cm
the negative wave comes back in 4 h and causes a drop of 10 cm, and in every 4 h
causing consecutive drops in the water level at Fontinettes (with gray). The drops
can be seen in the other water levels measured at Cuinchy and Aire—at Cuinchy
(with black) the negative wave appears after 2 h, this is the time delay of the system.
This phenomenon is called resonance and it is first described in [41] and [45], and
later studied in depth in [48] and [47].

These waves without control can cause the water levels go out of the allowed
range of navigation. In order to maintain the reach in a condition to be possible to
navigate the lock operations should be changed or the hydraulic structures should
be operated in a way to counterbalance the act of the waves generated by the locks.
In this work the second option is addressed with the help of MPC. By implementing
an MPC controller to the hydraulic structures and controlling the water supply of
the navigation reach it could be possible to maintain the water levels within the
navigation range.

12.3.1 Application of the IDZ Model to the CFR

The CFR system has two inputs (flows) and three outputs (water levels). Also,
there are two disturbance flows (lock operations), that are not modeled in this case.
As it is shown in Fig. 12.5 the water levels are measured and to be controlled at
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Fig. 12.8 The schematics of
the CFR system

three locations: at upstream—at Cuinchy (YC ), in the middle of the reach—at Aire
(YA) and at downstream—at Fontinettes (YF ). These water levels are disturbed by
the lock operations upstream by the lock Cuincy—QLC and downstream by lock
Fontinettes (QLF ). These lock operations are unknown to the controller.

If both locks are operated in the same frequency a considerable amount of water
is removed from the system since the volume of the lock of Fontinettes is five
times bigger than the volume of the lock of Cuinchy. In order to maintain the water
level the water volume should be added. It is possible from two control points:
upstream, from the gate of Cuinchy (QGC ) and in the middle of the reach, from the
gate of Aire (QA). Both of these flows have physical constraints: at Cuinchy the
maximum flow is 10 m3/s and no negative flow is possible, while at Aire the flow
can fluctuate between �7 and C7m3/s. MPC can handle very well such constrained
systems. Each transfer function of the CFR system is modelled by the IDZ model.
The scheme of the system is shown in Fig. 12.8. There are three controlled water
levels and two control inputs. In order to control these water levels, they should
be expressed in terms of the inputs. As both of the inputs are affecting the three
controlled outputs, altogether we need to find six transfer functions. All transfer
functions are obtained by linearization around an equilibrium point:Q0

A D 0:6m3/s,
Q0
GC D 0:6m3/s and Y 0A D Y 0C D Y 0F D NNL D 19:52m, that approximation

corresponds to a water depth (H ) of 3.8 m all around the reach due to the zero slope
(see also in Table 12.1). The transfer function of the linearized system is then can
be described by a matrix containing six transfer functions:

GCFR D
0
@
GCC GAC
GCA GAA
GCF GAF

1
A ; (12.8)

where transfer functions GCC ;GAC ;GCA;GAA;GCF ;GAF have the IDZ structure
as in (12.6). The values of the parameters are summarized in Table 12.2.

12.3.2 Controller Development

MPC was developed based on [9] and [45]. The detailed controller development
can be found in [23]. Below we follow the presentation of [23]. That is, the
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Table 12.2 Properties of the
three reaches

Name Backwater surface (m2) � (s) p1 (-)

GCC 1,492 �103 0 9,401

GAC 1,492 �103 4,703 4,618

GCA 1,492 �103 4,698 4,618

GAA 1,492 �103 0 9,238

GCF 2,100 �103 6,925 6,749

GAF 707 �103 2,226 2,209

control objective is to keep the outputs (YC , YA and YF ) close to set-point, while
disturbances occur (QLC and QLF ). This is achieved by controlling the two inputs
(QGC and QA), while ensuring that the discharge and Cuinchy and Aire satisfy the
physical flow constraints of the system (12.9) and (12.10):

0 � QGC .t/ � 10 .m3=s/ (12.9)

and

� 7 � QA.t/ � 7 .m3=s/: (12.10)

for all t 2 Œ0;C1/. The transfer function presented in Sect. 12.2 expresses the
relation between the water level and the input/output discharges. In order to be able
to apply MPC, we carried out the following steps:

1. We transform the continuous-time transfer function from (12.8) to a discrete-time
one for discrete time controller development.

2. Instead of using the upstream discharge as input, we use the change of the
discharge as control input. This is incorporated into the discrete-time transfer
functions by composing it with an integrator. The reason for the change is that it
is easier to express the MPC cost function for this new input than for the original
one, with other words the change is discharge can directly be penalized.

3. We compute the minimal state-space representation of the thus obtained discrete-
time transfer function.

4. Since MPC yields a state feedback, while the full state of the system is not
measurable, we constructed an observer. The controller is then obtained by
combining the state feedback provided by MPC with this observer.

The controller is tested by simulating its interconnection with a detailed nonlinear
model of the plant. The plant model was implemented in SIC (Simulation of
Irrigation Canals) [31]. The model is based on Saint-Venant equations, and it is
widely accepted as a fairly accurate representation of physical reality. In particular,
it models several non-linear phenomena like advection which are ignored by IDZ
type models.

Below we describe the steps mentioned above one by one.
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Sampling the Linearized Model

The transfer functionGCFR is transformed to a discrete-time transfer functionGd
CFR

using the zero order hold with sampling time Ts D 300 s. Hence, if we define the
discrete time signals e.k/ D E.kTs/ and Qd.k/ D Q.kTs/, k D 0; 1; 2; : : : and
we denote their z-transforms by Oe and OQd , respectively, then

Oe D Gd
CFR

OQd (12.11)

holds, where Oe denotes the z-transform of the discrete-time signal e and OQd denotes
the z-transform of the discrete-time signal OQd .

Setting the Rate of Change of the Discharge as Input

The discrete-time transfer functions are multiplied by an integrator 1
z�1 , i.e., we

define the transfer matrix

H.z/ D Gd
FCR.z/

1

z � 1 : (12.12)

This is done in order to be able to use the differences between discharges as
inputs, as opposed to the discharge. That is, the control input used for MPC control
synthesis is the discrete-time signal u, with u.0/ D 0 and

u.k/ D Qd.k/ �Qd.k � 1/:

It then follows that with the transfer function H.z/ from (12.12), Oe D H Ou, where
Ou; Oe denote the z-transforms of u and e respectively.

Constructing a State-Space Model

Using standard MATLAB functions, we compute a minimal state-space
representation

x.k C 1/ D Ax.k/C Bu.k/;

e.k/ D Cx.k/;
(12.13)

of the transfer matrixH . In order to formalize the physical constraints onQd.k/, we
extend the state-space of (12.13) by a new state which represents Qd . The resulting
model is as follows:
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z.k C 1/ D QAz.k/C QBu.k/;

e.k/ D QC z.k/;
(12.14)

where z.k/ D �
xT .k/; Qd .k/

�T
and

QA D
�
A 0

0 I2

�
QB D

�
B

I2

�

QC D �
C 0

�
;

;

where I2 denotes the 2 � 2 identity matrix.

MPC State Feedback

In order to compute the control law, we use MPC, applied to the state-space
representation (12.14). The resulting state feedback u.k/ D w.z.k//. The map w
is obtained as follows. Set � D 40 and define the matrices R D 40:000I2 and
P D 40:000I3, where I2 and I3 are the 2 � 2 and 3 � 3 identity matrices. The
matrices R and P are weights, and � is the prediction horizon. Define

w.z/ D u�.k j k/; (12.15)

where u� D .u�.k j k/; u�.k C 1 j k/; : : : ; u�.k C �� 1 j k// is the solution of the
following constrained optimization problem:

min
uD.u.kjk/;u.kC1jk/;:::;u.kC��1jk//2R2�

J.z; u/

J.z; u/ D
�X

jD1
e .k C j jk /T Pe .k C j jk /

C
��1X
jD0

u .k C j jk /T Ru .k C j jk / ;

subject to the following constraints:

z.k j k/ D z;

8j D 1; : : : ; � W
z.k C j C 1 j k/ D OAz.k C j j k/C OBu.k C j j k/;
e.k C j j k/ D OC z.k C j j k/;
0 � znC1.k C j j k/ � 10;

� 7 � znC2.k C j j k/ � 7:

(12.16)



12 Enhancing Inland Navigation by MPC of Water Levels 225

Here n denotes the size of the state-space of (12.13), and zi .kCj j k/ denote the i th
entry of z.kC j j k/. The inequalities (12.9)–(12.10) represent physical constraints
on the inputs.

In order to solve this optimization problem, we used the built in MATLAB
function [33].

Constructing the Observer

Applying MPC to (12.14) requires the knowledge of the full state z.k/ at every
step k. However, in practice, the full state is not measured. To address this problem,
we used an observer to estimate the state z.k/. Since the componentQd.k/ is clearly
observable, we used the following reduced order observer

Ox.k C 1/ D A Ox.k/C Bu.k/C L.e.k/ � C Ox.k//, Ox.0/ D 0;

OQd.k C 1/ D OQd.k/C u.k/, OQd.0/ D 0;
(12.17)

where the matrices A,B ,C are the same as in (12.13) and L is computed as accord-
ing to synthesis algorithms for minimax observers [10, 20, 25]. More precisely, we
consider a noisy state-space representation

x.k C 1/ D Ax.k/C Bu.k/C �.k/

e.k/ D Cx.k/C �.k/;
(12.18)

where � and � are deterministic noise processes satisfying

1X
kD0
.�T .k/W1�.k/C �T .k/W2�.k// � 1; (12.19)

with W1 D .1; 000In C 5; 000e1e
T
1 /

�1, W2 D I3, n is the dimension of
the state-space of (12.13), In,I2 are the n � n and 2 � 2 identity matrices,
e1 D .1; 0; : : : ; 0/T 2 R

n. The matrices W1 and W2 represent our assumptions on
the energy of the disturbances � and �. The larger these matrices are, the smaller the
assumed energy of the disturbance. A minimax observer for (12.18) is a system of
the form

Ox.k C 1/ D A Ox.k/C Bu.k/C L.e.k/ � C Ox.k//; (12.20)

such that the worst case estimation error lim supk!1 sup�;� jlT .x.k/ � Ox.k//j is
minimal for any vector l 2 R

n, where the supremum is taken over all signals � and
� which satisfy (12.19). The gain matrix L is obtained following [10, 20, 25]. That
is, we consider the dual LQR control problem
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min
v

1X
kD0
.s.k/TW �1

1 s.k/C vT .k/W �1
2 v.k//

s.k C 1/ D AT s.k/C CT v.k/:

(12.21)

Note that due to minimality of (12.13), .C;A/ is an observable pair, and hence
.AT ; C T / is a controllable pair. From this it then follows that the LQR control
problem (12.21) has a solution of the form v D �Ks. In addition, the matrix
.AT � CTK/ of the close-loop system is stable. We then set L D KT to be the
gain of the minimax observer (12.20).

Note that if the linear model H had been accurate and the disturbances had
not been significant, then any choice of L such that .A � LC/ is stable could
have been considered. In fact, we tried to use pole placement to obtain such
an L. However, when interconnected with the nonlinear numerical model of the
system, the observers obtained in such a way showed worse performance than the
minimax observer. This is probably due to the fact that our model is just a crude
approximation of the underlying physical process, moreover, it does not explicitly
include all the disturbances which act on the system.

Control Architecture

The MPC controller is connected with the observer (12.17): when computing the
next control input u.k/, the estimates Ox.k/ and OQd.k/ of the observer (12.17) were
used instead of z.k/. Due to our modeling choices, the true control input which is
ought to be applied to the physical system is not u.k/, but Qd.k/ C Q0, where
Q0 D .Q0

GC ;Q
0
A/ D .0:6; 0:6/T is the stead-state input corresponding the set point

.NNL;NNL;NNL/T . Likewise, the actual measurements are the values YC .kTs/,
YA.kTs/ and YF .sTs/, not the error signal e.k/. The latter can be obtained from the
former by subtracting the value of NNL.

To sum up, if we denote by

y.k/ D �
YC .kTs/; YA.kTs/ YF .kTs/

�T 8k D 0; 1; : : :

the sampled measurement signals, then the equations of the controller can be
summarized as follows:

e.k/ D y.k/ � �
NNL; NNL; NNL

�
;

u.k/ D w.
� OxT .k/ OQd.k/

�T
/;

Ox.k C 1/ D A Ox.k/C Bu.k/C L.e.k/ � C Ox.k// Ox.0/ D 0; (12.22)

OQd.k C 1/ D OQd.k/C u.k/ OQd.0/ D 0;

Qd .k/ D OQd.k/C u.k/CQ0;

where w is the same as define in (12.15), the gain L is as in (12.17), the matrices
A;B;C are from (12.13).
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Evaluation of the Performance

The performance of the controller is evaluated as follows. The controller (with
partial observations) was tested by connecting it with the nonlinear model of SIC
and carrying out simulations. Note that SIC simulates the behavior of the system in
continuous time, so we had to perform time sampling of the output and input signals:
while performing the simulation, y.k/ was set to be the output of the simulation at
the kth sampling time, and the control input was taken to be constant between the
sampling times.

12.4 Results and Discussion

The developed controllers are tested on a numerical model, solving the complete set
of non-linear Saint-Venant equations using a finite differences scheme. The solution
is implemented by the SIC software. The controllers are developed in Matlab [33]
environment. The SIC calls the control algorithm and sends the measurements to it
at control time step and executes its commands.

The MPC is tested using the following scenario: 20 lock operations of lock of
Cuinchy and lock of Fontinettes (Fig. 12.9). This is more difficult than the actual
scenario: nowadays there is navigation only during the day. However, the future
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Fig. 12.9 The discharges of the lock operations during a day with 20 min operations, dashed line
lock Cuinchy with black line Fontinettes
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Fig. 12.10 Simulation of 20 lock operations of Fontinettes and Cuinchy: Cuinchy: black dashed
line, Aire: black continuous line, Fontinettes: gray continuous line
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Fig. 12.11 Controlled levels with MPC, with gray: Fontinettes, with black: Aire and with dashed
line Cuinchy, horizontal dashed black line: sea-worthiness condition

plan of the management is to extend the navigation period. The water levels resulting
from the lock operations without using any control action (constant input discharges
at the gate of Cuinchy and gate of Aire) are shown in Fig. 12.10. It can be seen that
the water levels are not kept in the allowed range for navigation.

For the same scenario MPC is applied. Figure 12.11 shows that all the three water
levels are within the navigation range, thus the controller accomplished its objective.
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Fig. 12.12 The control flows with MPC, black line: gate of Aire, dashed line: gate of Cuinchy

Figure 12.12 shows the control actions. It is seen that the control flow at Cuinchy
is between 0 and 10 m3/s and the control flow of Aire fluctuates between �7m3/s
and C7m3/s. Both of them are in the allowed range. The fluctuation might seem
high frequency leading to wear and tear, however, in fact the time of one gate
opening or closing is 25 min. The operations are needed to maintain the water
levels. A compromise might be found between the extent of the movement of the
hydraulic structures and the desired water level difference between the actual and
the desired one.

12.5 Linking Transport of and Transport over Water

Large and small scale water transport models are introduced above. In a navigation
reach, the transport of water, both the inputs and the outputs, are completely
controlled. The quantity of the runoff arriving directly is often smaller compared to
the water released the lock operations. Hence, therefore all main inputs are locks and
the tributaries: connected by hydraulic structures and the operation of the locks. The
main transport of water is hence determined by the navigation: by the operation of
the locks. The other inputs and outputs are controlled in a way to maintain constant
volume (that is constant water level). The more lock operations are carried out per
day the bigger amount of water has to be transported by the canal reach. However, in
case of risk of flood the safety, i.e., flood protection overrules the navigation goals.
In this case water is transported, distributed through the system in order to avoid the
flood in the cities located near to canal reaches. The nearby river can be evacuated
into the navigation canal, and the flood wave can be sent to the sea. In this case the
lock operation and hence the traffic is restricted.
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The transport over water in this work is presented by the lock operations. The
number of daily lock operations correspond to the daily transport of boats. In one
lock operation one or two boats can go simultaneously. When a boat is crossing
the reach it involves two lock operations: upstream, that results in an increase (for
Cuinchy it is 3,700 m3) of water volume and the downstream operation that results
in an offtake (for Fontinettes it is 25,000 m3). Due to the difference between these
volumes any pair of lock operations should be compensated by additional inflows in
order to keep the water level constant.

Due to the above described two directional connection between transport of and
over water the only way to study the system is the combined framework.

A global modeling and optimization of the operation of the system is beneficial
for both the water body (for the cities around this area) and for the users of the canal
for transport.

Better global management improves the flood protection of the area. With the
help of a global model in case of flood, the flood wave can be distributed in the
system and the flooding of the neighboring cities can be avoided. With a better
flood protocol and faster response to the floods also the navigation period can be
extended.

By better management and control of the water level more lock operations can be
carried out while the water level is maintained around NNL. More lock operations
allow bigger traffic, that is economical benefit for the operators and also a general
ecological benefit as more overland traffic is diverted to navigation.

12.6 Open Topics and Possible Future Research Lines

The developed MPC can be improved by modeling directly the resonance phe-
nomenon [21, 49]. In this way the controller can directly act on the resonance
waves and this might improve the performance. Another possibility to improve the
controller performance is to treat the lock operations as known disturbances. That
is, if the schedule of the lock operations is known beforehand the controller can act
in advance.

By modeling the lock operation the transport is modeled. However, the direct
quantitative benefit from the increase of the transport is not modeled yet. Similar
models are published [6] for general cases. The cost of lock operations, pumping and
the benefit from the transport can be modeled. With the help of this model the effects
of the climate change can be directly quantified with relation to the navigation
system. Similar calculations have been carried out in the project ECCONET [6].

Extending further this line, the cost of each lock operation can be determined
based on the economic model. The constantly changing prices and conditions can
also be communicated on-line to the stake holders as an addition to the already exist-
ing on-line communication about the state of the network and the water levels [43].

Next to the economic perspective the ecologic aspect can also be investigated.
Though the navigation network is manly artificial water body, its operation affects
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the environment and the nearby (confluences) natural water bodies. The effect of
the increasing transport to the water quality of the tributaries and to the surrounding
flora and fauna can be studied.

As started in this work, the fault detection study can be extended. Not only sensor
but also actuator faults should be easily detected. Also the resilience of the system to
faults should be investigated and backup plans for sensor faults should be developed.

12.7 Conclusions and Future Research

The management of navigation canal system can highly benefit of ICT. In order
to accomplish the multi-objective goals large and small scale optimization can be
applied. Dynamic models can be built being able to predict the reaction of the system
of the changes in the future either in operation of the system or of changes of
external factors, like climate change. In this work a navigation reach is modelled
and based on that MPC is developed to control the water levels in order to keep
the water levels in a range to allow navigation. A global volume model of the
system is introduced in order to be predict the effects of the long term changes.
For different purposes different scale models can be used. Finally by connecting
the multi-level models a global model for global management optimization can be
achieved. Further research is to include more factors in the optimization like ecology
and economy. By modeling the transport (the boats and the lock operation) a model
for transport over water can be obtained. By linking the two models, the economical
factors can be more directly modeled and predicted.
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Chapter 13
Effects of Water Flow on Energy Consumption
and Travel Times of Micro-Ferries
for Energy-Efficient Transport over Water

M. Burger and B. De Schutter

Abstract Controlling the transport of water by adjusting water flows in rivers
and canals, inevitably will have an effect on the transport over water by vessels
as well. We will discuss the effect of flowing water on scheduling micro-ferries
(small autonomous water-taxis) using the least amount of energy, while aiming at
satisfying customer demands with respect to pick-up times. This trade-off will be
made by optimizing the assignment of micro-ferries to customers in a specific order,
and by searching for the best travel speeds.

The interplay between controlling transport of water and scheduling transport
over water will become clear by the explicit relation between the speed of the water
(influenced by water management) on travel times and energy consumption, derived
in this chapter. It is shown that on average the travel times (and thereby the energy
consumption) will increase with increasing magnitudes of the current. Hence,
decisions made on water management have a direct effect on the performance of
the transport system, and the interests of both parties should be taken into account
to obtain a well-functioning water transport system.

13.1 Introduction

In this chapter the problem of scheduling pick-ups and deliveries of people with
water-taxis is discussed, where—besides the common issue of scheduling within
time-windows—we take into account varying speeds of vessels and water flows
and their effects on travel times and energy consumption. As such it is a problem
involving transport over water (of people using water-taxis) when influenced by
transport of water (via varying speeds of the water flows).
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Fig. 13.1 The micro-ferry scheduling problem for the Rotterdam harbor: find an energy-efficient
schedule for transporting people between stations along the river. The distances (km) of the stations
along the river are indicated in the lower plot

13.1.1 Micro-Ferry Scheduling

We consider the transport of people using small, autonomous water-taxis that travel
between several stations along a river in a city. These water-taxis will pickup
customers on-demand, and are envisioned to be powered electrically to reduce
emissions and noise (although fuel tanks or a hybrid system could also be used).
There is a fixed number of stations (see Fig. 13.1) where customers can (dis)embark
the vessels and where the batteries can be charged. We will refer to this kind of
water-taxi as micro-ferries.

Work Related to the Micro-Ferry Scheduling Problem

The problem consists in finding a route for each individual micro-ferry that ensures
that each transport request is handled at minimum cost, similar to the (multi-
depot) traveling salesman problem [2, 14]. Often, variants of the traveling salesman
problem—such as the vehicle routing problem [13, 18] and the pick-up and delivery
problem [16]—are concerned with minimizing the travel time or distance. However,
these problems do not take into account that the vehicles will have a limited driving
range, and hence they might need to charge in between jobs.

Recently, some papers have appeared on energy consumption within scheduling
problems. An extension to the vehicle routing problem with (constant speeds and)
energy consumption (defined as the multiplication of the vehicle load and the travel
distance) is presented in [12]. In the pollution routing problem [1] a trade-off is made
between minimizing travel distances, travel times, transport costs, and greenhouse
emissions. The emissions are related to the energy consumption, which is dependent
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on both the speed and the load of a vehicle. A vehicle routing problem with fuel cost
minimization is proposed in [19], where the fuel costs are defined as the product of
unit fuel costs, fuel consumption rates, and road lengths.

Previous Results on Micro-Ferry Scheduling by the Authors

The micro-ferry scheduling problem consists in finding routes that minimize the
total energy consumption, while satisfying the desired pick-up times as much
as possible by using soft time windows [8]. By considering the vehicle speeds
as optimization variables, both the energy consumption and travel times will be
variable.

Since reducing the energy consumption is our main focus, the vessels should
be light-weight (i.e., a small vehicle load) and hence the batteries (or fuel tanks)
shall be small. Therefore, recharging of the batteries (or alternatively refueling of
the tank) will be needed during operation. These recharging times therefore take a
non-negligible amount of time with respect to the travel times, and we took them
into account in the scheduling problem in [7].

The energy consumption will be a non-linear function of the vehicle speed,
but a (computationally faster) linear function can be used by approximating the
energy consumption by a piece-wise affine function.1 This approach was used in the
above-mentioned work, but due to the extra decision variables that were needed to
formulate the piece-wise affine functions, only very small (in terms of fleet size and
number of requests) problems could be solved efficiently. Exploiting the fact that
the non-linear energy consumption function is convex, we proposed an alternative
formulation of the function approximation using linear constraints only [6]. This
modeling method greatly reduced the computation times.

For calm water the discussed work would be sufficient, but for flowing water
one cannot use the same formulations any more. Both the energy consumption
and travel times are dependent on the speed of the flowing water; disregarding
this fact could result in schedules where micro-ferries run out of energy while
transporting customers, and the calculated pick-up times would become incorrect.
While the first side-effect is obviously worse than the second, both can be seen as
a degradation of the service. To ensure correct pick-up times and to avoid empty
batteries a reformulation of the micro-ferry scheduling problem for flowing water
was presented in [5]. Since both the pick-up times and the energy consumption
are non-linear functions in both the vehicle speed and the water flow speed, it
was decided to consider the vehicle speed as a constant in that work to reduce the
complexity.

1Actually in [6] we showed that the energy consumption is linear in the speed u and pace w (the
reciprocal of speed [10]), and there we approximated the function u D 1

w by a piece-wise affine
function.
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13.1.2 Contributions

This chapter will consist of a complete overview of the previous results discussed
above, extended with the introduction of variable speeds for flowing water. The
theoretical results will be provided first, followed by a discussion of the modeling
aspects of the micro-ferry scheduling problem.

Theory

The micro-ferry scheduling problem can be seen as an extension of the multi-depot
vehicle routing problem, where the addition of variable speeds and environmental
disturbances results in convex constraints. To the best of our knowledge, the authors’
work has introduced two topics into the field of operations research, namely

• reformulation: modeling of the multi-depot traveling salesmen/vehicle routing
problem using the same amount of decision variables as the single-depot variants

• disturbances: inclusion of environmental disturbances (e.g., water flows or
wind) in scheduling problems

Reformulation of Multi-Depot Traveling Salesman Problems

The multi-depot traveling salesman problem (and its variants) can be stated using
the following mixed-integer linear program with 3-index binary variables [2, 18]:

min
X
i2R

X
j2R

X
k2M

cij xijk (13.1)

s:t:
X
j2R

X
k2M

xijk D 1;
X
h2R

X
k2M

xhik D 1 8 i 2 R (13.2)

fsubtour elimination constraintsg; (13.3)

where M D f1; : : : ;Mg denotes the set of M depots, N D fM C 1; : : : ;M C Ng
denotes the set of N customers, and R D M [ N D f1; : : : ;Rg is the set of
R D M C N locations in the problem.

Theorem 1. The mixed-integer linear program with 2-index binary variables xij

min
X
i2R

X
j2R

cij xij (13.4)

s:t:
X
j2R

xij D 1;
X
h2R

xhi D 1 8 i 2 R; (13.5)

km D m 8m 2 M; (13.6)
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ki � kj C .M � 1/.xij C xji / � .M � 1/ 8 i; j 2 R; (13.7)

fsubtour elimination constraintsg (13.8)

xij 2 f0; 1g; ki 2 Œ1;M� 8 i; j 2 R; (13.9)

is equivalent to the mixed-integer linear program (13.1)–(13.3).

A proof for this theorem can be found in [4]. In this formulation the continuous
variables ki can be seen as node currents, which are the dual to the node potentials
in the Miller-Tucker-Zemlin subtour elimination constraints [15].

Figure 13.2 shows an example solution to the above-mentioned formulation for
M D 5 depots (shown in the inner circle) and N D 40 customers (shown in the
outer circle). By (13.6) each depot gets a unique index number (represented as a
unique color). When a variable xij D 1 it means that the trip from location i to j
is part of the selected tour, where the direction of the tour is indicated by the arrows
in the figure. Along the path the index number will be assigned to the customers
through (13.7), resulting in exactly M cycles in the set of R D M C N nodes, each
originating from another depot.
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Fig. 13.2 Assignment of new requests to micro-ferries. Each micro-ferry has a unique color, and
the requests are ordered with increasing desired pick-up times
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The Mean Travel Time Increases with Increasing Disturbances

In the case study that is presented later on in this chapter—where the current flows
in parallel to the riverbed—the travel times depend on the water flow. The effect of
the magnitude of the flow on the travel times can be stated as follows.

Theorem 2. The travel time for a round-trip (from one location to another and
back) will increase with increasing water flow magnitudes, and therefore both
the mean travel time and total energy consumption will increase with increasing
magnitudes.

A formal proof will be provided in Sect. 13.2.1, after introducing the necessary
variables and equations. The difference in travel times for going one way or the other
is to be expected from experience, but the increase in times for round-trips is less
intuitive. Since the micro-ferries will be traveling in both upstream and downstream
direction, this means that the total travel time for handling all transport requests will
increase with increasing flows, and hence the mean travel times will be higher when
the current is stronger. Due to the longer travel times also the energy consumption
will increase with the water flow magnitude.

Application

With the extension to variable speeds for flowing water, the variant of the micro-
ferry problem as discussed in this chapter provides a complete modeling framework
for scheduling vehicles with variable speeds under environmental disturbances. The
model takes the following aspects into account:

• (soft) time windows: each customer is picked up at the desired time (if possible)
• varying speeds: the micro-ferries can travel within a given speed range
• energy consumption: the schedules are energy-efficient through minimization

of the total energy consumption of the micro-ferry fleet
• charging: empty batteries on the water are avoided by keeping track of energy

levels and by recharging
• flowing water: the effect of currents on travel times and energy consumption is

taken into account

13.2 Micro-Ferry Scheduling Problem for Flowing Water

The research on micro-ferry scheduling originated as a fictitious (but realizable)
case study for the city of Rotterdam, the Netherlands. With the creation of new
container terminals at Maasvlakte II the current harbor activity near the city center
is expected to partially move towards the sea. This leaves space for redesigning the
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riversides and for creating new housing and offices. To avoid more traffic by car via
the already busy roads, alternative transport over the river is a viable option.

Envisioned is a personal transport system with small, autonomous vessels, which
we will refer to as micro-ferries. Customers can embark and disembark the ferries
at specific locations along the river, and transport requests can be (pre)ordered.
To avoid empty batteries while on the river, which is inconvenient on a lake but
dangerous when drifting towards a harbor with large container ships and oil tankers,
the energy levels are taken into account in the scheduling and a recharge is planned
when necessary.

This section starts with a description of the effects of flowing water on travel
times and energy consumption, followed by a mathematical formulation of the
problem. This formulation is then used to compute a transport schedule in a case
study example.

13.2.1 Effects of Flowing Water

With respect to the scheduling problem for micro-ferries, the velocity of the
micro-ferry has an effect on two distinct properties; both the travel time and
the energy consumption of the micro-ferries change when changing the velocity.
The travel time will depend on the velocity relative to the land, whereas the energy
consumption will depend on the velocity relative to the water. For calm water these
two velocities will be equal, but for flowing water one can no longer use a single
notion of velocity.

To obtain schedules that take into account the effects of water flows within
reasonable computation times, some assumptions are made for modeling the
problem:

A1: The water flow is uniform and time-invariant over the scheduling horizon (in
the order of a few hours),

A2: Side-slip of the micro-ferries can be neglected,
A3: The acceleration and deceleration close to the stations can be neglected, as

well as the changes of the water flows near the stations,
A4: The water flow is slower than the speed of the micro-ferries.

Assumption A1 states that the water flow will not change over time nor depends on
the location on the river, which means that the water flow is constant. Assump-
tion A2 will hold for reasonable speeds and accelerations (i.e., no sharp turns),
which is expected to be valid due to safety reasons. Assumption A3 is valid if
the traveled distances are long enough to neglect differences in vessel speeds and
water flow speeds at the start and end of a traveled path. Finally, assumption A4
ensures controlability of the micro-vessel on the water by always being able to move
forwards relative to the water flow.
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Fig. 13.3 The velocity vi

with respect to the land is the
sum of the velocity vb of the
micro-ferry plus the velocity
vr of the water i
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ẋi
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ẋb

ẋr
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Velocities and Paths

The flow velocity of a river will influence the perception of speed both on a
vessel and of a vessel with respect to the shore. When a vessel travels upstream,
it will travel faster relative to the water than relative to the land. This effect can
conveniently be described by using three different velocity vectors:

vb: vessel velocity relative to the water,
vi: vessel velocity relative to the land,
vr: water velocity relative to the land.

As shown in Fig. 13.3 these three velocities relate to each other as

vi D vr C vb: (13.10)

The velocities can be decomposed into the speed components in the x and y
direction of the inertial reference frame; for each � 2 fb; i;wg we have

v� D Px�i C Py�j; (13.11)

where Px� and Py� denote the speeds in the xi and yi direction respectively, whereas i
and j denote the unit vector in the xi and yi direction of the inertial reference frame2

respectively. The speed u� associated with a velocity v� can be determined as

u� Djv�jD
q

Px2� C Py2�: (13.12)

Paths of a micro-ferry are defined as displacements over time in a certain
reference frame. Due to assumptions A1 and A3, we can model a river as a straight
waterway (i.e., like a canal), and the micro-ferries will travel in straight-line paths
from one location to another. Hence, the path of a micro-ferry can be modeled by
a vector with the same direction as its associated velocity. We define the paths pi,
pb, and pr associated with the velocities discussed above. A displacement p� can be
decomposed as

p� D x�i C y�j; (13.13)

2The inertial reference frame is the reference frame that is fixed with respect to the land.



13 Energy-Efficient Transport over Water 243

with the associated path length

l� Djp�jD
p
x�2 C y�2: (13.14)

Based on these definitions of velocities and paths, we can now analyze the effects
of flowing water on the micro-ferry scheduling problem.

Effect on Travel Times

For a vessel that travels with a constant velocity relative to the water, it will take
longer to travel from some location a to another location z in upstream direction
than from z to a in downstream direction. This section explains how the currents
affect the travel times.

Calculation of Travel Times

The travel time of a micro-ferry equals the distance traveled divided by the travel
speed; more specifically it is the time it takes to travel from one station to the next.
The path pi from one location to the other will not change with the water flow, but
the path pb of the micro-ferry relative to the water will be dependent on the velocity
vr of the water relative to the land, and the travel time T . Note that for a micro-ferry
traveling with a velocity vi relative to the land, the travel time T and the traveled
path pi are related as

pi D T vi: (13.15)

Combined with the relation between the different velocities as given in (13.10), the
velocity of the micro-ferry relative to the water can be written as (see Fig. 13.4)

vb D 1

T
pb D 1

T
.pi � pr/ D 1

T
pi � vr: (13.16)

Both pi and vr are constants, and the velocity of the micro-ferry through the water
therefore only varies with the travel time T . The speed ub is related to the water flow
and the displacement by

ub
2 D jvbj2 D Px2b C Py2b D

�xi

T
� Pxr

�2 C
�yi

T
� Pyr

�2

D 	 Px2r C Py2r

 � 2 .xi Pxr C yi Pyr/

1

T
C 	

xi
2 C yi

2

 1
T 2

D ur
2 � 2 .xi Pxr C yi Pyr/

1

T
C li

2 1

T 2
; (13.17)
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pr pr pr

pb pb pbpi pi pi

Fig. 13.4 The same path pi in the inertial frame can be accomplished at different velocities,
resulting in different paths pb in the body frame

where li is the traveled distance of the micro-ferry with respect to the land (i.e., the
distance between two locations). Since the traveled distance of the micro-ferry with
respect to the water equals lb D ubT by (13.12), (13.14) and pb D vbT , we have

lb
2 D ub

2T 2 D ur
2T 2 � 2 .xi Pxr C yi Pyr/ T C li

2; (13.18)

which is a quadratic equation of the form ˛T 2 C ˇT C � D 0 with

˛ D ur
2 � ub

2; ˇ D �2 .xi Pxr C yi Pyr/ ; � D li
2: (13.19)

We have ˛ < 0 since—by assumption A4—the speed of the micro-ferry ub

will be larger than the speed of the water ur to ensure controlability of the vessel.
Furthermore, � > 0 since it represents the distance between two stations. Therefore,
using the variables defined in (13.19) the discriminant of (13.18) satisfies

� D ˇ2 � 4˛� > ˇ2 > 0: (13.20)

The second inequality shows that there are two distinct real-valued solutions for T ,
whereas the first inequality shows that

� ˇ C p
� > �ˇ Cjˇj� 0; �ˇ � p

� < �ˇ �jˇj� 0: (13.21)

Since ˛ < 0, positive travel times T can be found by

T D �ˇ �p
ˇ2 � 4˛�
2˛

D
� 1
2
ˇ �

q
1
4
ˇ2 � ˛�

˛

D
.xi Pxr C yi Pyr/ �

q
.xi Pxr C yi Pyr/

2 � .ur
2 � ub

2/li
2

ur
2 � ub

2
: (13.22)

Note that the water flow-related coefficients Pxr; Pxr; ur are constant for all possi-
ble trajectories between the stations, whereas the coefficients xi; yi; li depend on the
start and end location a and z for a certain trip. As opposed to the work in [6], here
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Fig. 13.5 Travel times at different speeds. The convex function can be approximated using
constraints

we will treat the speed ub of the micro-ferry in the water as an optimization variable.
Therefore, the travel time Taz from location a to z will depend on the chosen speed
ub, as can be seen in the plot of (13.22) in Fig. 13.5.

Linear Approximation for Travel Times

Equation (13.22) is non-linear in the micro-ferry speed ub. Analysis of the function
in (13.22) shows that it is a strictly decreasing, convex function in ub, for which we
can obtain an accurate approximation using a continuous piece-wise affine function

OTa;z.ub/ D

8̂
<
:̂

a1a;zub C b1a;z; u0 � ub � u1;
:::

aP
a;zub C bP

a;z; uP�1 � ub � uP:

(13.23)

Note that by increasing the number of segment P one can increase the accuracy
of the approximation at the cost of increasing the computational effort. Since the
function Ta;z is convex in ub, we will have aia;z < aja;z for i < j , and the function
can be written as the maximum of a set of lines

OTa;z.ub/ D max
iD1;:::;P

	
aia;zub C bia;z



: (13.24)

For such a function the value of OTa;z.ub/ can be found using the linear program [3]

min T (13.25)

s:t: aia;zub C bia;z � T 8 i 2 f1; : : : ;Pg; (13.26)

where the optimal value T � will equal the travel time approximation OTa;z.ub/. An
example of the relation (13.22) between the travel time and the travel speed is shown
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in Fig. 13.5 as the continuous, red line. The blue, dashed lines show the continuous
piece-wise affine approximation OTa;z.ub/ from (13.23), and the black, dotted lines
show the constraints used to approximate the travel time in (13.26).

Effect on Energy Consumption

Due to the flowing water the micro-ferries might need more or less energy to travel
from one location to another as compared to still water, depending on whether or not
they are traveling against the current. This section explains how the currents affect
the energy consumption.

Calculation of Energy Consumption

The dynamics of a vessel can be modelled using the vectorial representation [11]

M P� C C� C D� C �e D �c; (13.27)

where � D Œu; v; r�> is the velocity vector consisting of the surge speed u, the
sway speed v, and the rotational speed r , M is a symmetric, positive definite
mass matrix, C is a skew-symmetric Coriolis and centripetal forces matrix, D is
a symmetric, positive definite damping matrix, �e is a force vector representing
external disturbances (e.g., wind and currents), and �c is the control vector
representing the forces exerted by the actuators. Using the force balance (13.27)
we can write the kinetic energy of a surface vessel as

Ekin D 1

2
�>M�; (13.28)

and the associated power (due to movement) becomes the quadratic function

Pkin D d

dt
Ekin D 1

2

� P�>M� C �>M P�� D �>M P� (13.29)

D �> Œ�C� � D� C �c � �e� D Œ�c � �e�
>� � �>D�:

In order to take the energy consumption of the micro-ferries into account, we use
a simplified expression for the power based on the along-path speed u only. Besides
the quadratic and linear terms of (13.29) due to the kinetic energy, we also add a
constant term to include the energy losses due to a running motor when the micro-
ferries are not moving. Therefore, the power of the micro-ferries will be a quadratic
function of the speed, written as [8]

P D 2u
2 C 1u C 0: (13.30)
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The energy consumption will depend on the speed ub relative to the water, and it is
kept constant during a trip but used as a variable in the optimization problem. Then,
the energy consumption from a to z becomes

Ea;z.ub/ D P.ub/Ta;z.ub/ D 	
2ub

2 C 1ub C 0


Ta;z.ub/ (13.31)

which is a non-linear equation in the variables ub representing vessel speed; the
travel time Taz is a non-linear function in the vessel speed ub as given by (13.22).

Linear Approximation of the Energy Consumption

Equation (13.31) is non-linear in the micro-ferry speed ub. Analysis of the function
shows that it is a convex function in ub; hence also this function can be approximated
accurately using a continuous piece-wise affine function3

OEa;z.ub/ D

8̂
<
:̂

c1a;zub C d1a;z; u0 � ub � u1;
:::

cP
a;zub C dP

a;z; uP�1 � ub � uP;

(13.32)

Since the function Ea;z is convex in ub, the value of OEa;z.ub/ can be found using [3]

min E (13.33)

s:t: cia;zub C dia;z � E 8 i 2 f1; : : : ;Pg; (13.34)

where the optimal value E� will equal the energy consumption approximation
OEa;z.ub/. An example of the relation (13.31) between the energy consumption and

the travel speed is shown in Fig. 13.6 as the continuous, red line. The blue, dashed
lines show the continuous piece-wise affine approximation OEa;z.ub/ from (13.32),
and the black, dotted lines show the constraints used to approximate the travel time
in (13.34).

Proof of Theorem 2

With the equations for the travel times and energy consumption derived above,
we can now prove the statement of Theorem 2. We consider a uniform and time-
invariant current, which—without loss of generality4—flows along the x-axis of the

3Actually, neither the number of partitions P nor the speeds u0; : : : ; uP need to be the same for the
travel time approximation (13.23) and the energy consumption approximation (13.32).
4The inertial reference frame can always be chosen to be aligned with the water flow.
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Fig. 13.6 Energy consumption at different speeds. The energy consumption is a convex function
of the speed, and can efficiently be approximated using linear constraints

inertial reference frame. Hence, the relative velocity becomes vr D . Pxr; Pyr/ D .ur; 0/

such that the travel time defined in (13.22) becomes

T D
q
.xi Pxr/

2 C .ub
2 � ur

2/li
2 � xi Pxr

ub
2 � ur

2
:

The travel time Taz from location a to z can be found by considering the
displacement pi;az D .xi;az; yi;az/ in the inertial reference frame. Then the return
trip from z to a is given by pi;za D �pi;az D .�xi;az;�yi;az/, such that by (13.14) we
have li;az D li;za. When5 ub

2 � ur
2 > 0 the difference in travel time �T D Taz � Tza

of going one way or the other between arbitrary locations a and z is

�T D
q
.xi Pxr/

2 C .ub
2 � ur

2/li
2 � xi Pxr

.ub
2 � ur

2/
�
q
.�xi Pxr/

2 C .ub
2 � ur

2/li
2 C xi Pxr

.ub
2 � ur

2/

D �2xi Pxrp
ub
2 � ur

2
: (13.35)

This shows that the travel times are different if there is a current (that is for Pxr ¤ 0),
as could be expected; if we travel against the current from a to z (such that xi > 0

and Pxr < 0) then Taz > Tza and indeed �T > 0.
Perhaps less obvious is the fact that the travel time †T D Taz C Tza for a round

trip (from a to z and back to a) has a larger travel time when the current’s magnitude
ur Dj Pxrj increases:

5This holds for jubj > jurj, which is a necessary condition to be able to move forwards under all
circumstances, as desired under normal operations and stated as assumption A4.
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†T D
q
.xi Pxr/

2 C .ub
2 � ur

2/li
2 � xi Pxr

.ub
2 � ur

2/
C
q
.�xi Pxr/

2 C .ub
2 � ur

2/li
2 C xi Pxr

.ub
2 � ur

2/

D
2

q
.xi Pxr/

2 C .ub
2 � ur

2/ li
2

ub
2 � ur

2
; (13.36)

which has a minimum

†T;min D 2
lip

ub
2 � ur

2
; (13.37)

for Pxr D 0, and †T increases for larger currents. Hence, the largerj Pxrj, the larger the
travel times within the micro-ferry network, and—by (13.31)—the larger the energy
consumption needed to handle the requests.

13.2.2 Problem Definition

To formulate the micro-ferry scheduling problem, several optimization variables
will be used. First, an overview of these variables is given, followed by a detailed
explanation of the relations between them. This will lead to a mixed-integer linear
program for finding the transport schedule of the micro-ferries, as shown in the
example provided at the end of this section.

Optimization Variables

The optimization variables used for the micro-ferry scheduling problem are summa-
rized next, separated by type. The variables are defined per request, which consists
of the transport of a customer from one location to another within a certain time
window, and the possible relocation, charging and waiting that are associated to the
specific transport. The set of non-negative scalars is defined as RC.

Decision variables:

• xij 2 f0; 1g: binary variable representing whether .xij D 1/ or not .xij D 0/

request j succeeds request i ,
• yj 2 f0; 1g: binary variable representing whether (yj D 1) or not (yj D 0) the

micro-ferry is recharged after request j ,
• kj 2 Œ1;M�: continuous variable6 representing the index number of the

micro-ferry that handles the request.

6Although this variable is continuous, due to the constraints it will always attain an integer value.
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Energy variables:

• ej 2 Œ0;E�: energy level after completion of transport j ,
• fj 2 RC: energy increase (by recharging or refueling) during request j ,
• gj 2 RC: energy consumed during the relocation phase of request j ,
• hj 2 RC: energy consumed during the transportation phase of request j .

Time variables:

• pj 2 RC: pick-up time for the passengers of request j ,
• qj 2 RC: charging time after handling request j ,
• rj 2 RC: relocation time for request j ,
• sj 2 RC: time window mismatch for request j ,
• tj 2 RC: transportation time for request j .

Speed variables:

• uj 2 Œu; u�: speed of the micro-ferry during the relocation phase of request j ,
• vj 2 Œv; v�: speed of the micro-ferry during the transportation phase of request j .

Phases of a Request

A transportation of passengers associated with request j (preceded by request i )
consists of the following phases (see Fig. 13.7):

• a micro-ferry should (optionally) relocate from delivery location ıi towards the
pick-up location j for request j ,

• the micro-ferry will transport the customer(s) from pick-up location j to the
delivery location ıj ,

• the micro-ferry will (optionally) charge after the transportation at location ıj ,
• when charged the micro-ferry will (optionally) wait until it can handle the next

request.

p j

ej chargerelocate transport wait
gj hj fj

T( , ) T( , )
q j

pi

ei

T(πi,δi) qi

fi

rj tj

E(di dj
di dj

,pj
pj pj

pj) E( , )

Fig. 13.7 The four phases of a request consist of relocating, transporting, charging, and waiting.
The associated energy (top) and time (bottom) variables show the relations between energy levels
e and pick-up times p for successive requests
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Each of these four steps takes time and alters the energy level, which should be
accounted for in the scheduling of the pick-up times pj and the charging actions for
increasing the energy levels ej .

Time Variables

For embarking and disembarking the micro-ferries a (combined) duration td can
be chosen by the operator, which will be a trade-off between giving the customers
enough time to safely enter and exit the micro-ferry, and not wasting time at the
station. Furthermore, the time it takes to couple and decouple the ferry to the power
source when charging is represented by tc, and the rate at which the batteries are
charged is given by rc.

The duration for the relocation of the micro-ferry from the delivery station of
request i towards the pick-up location of station j is given by the travel time
T .ıi ; j / calculated using (13.22), where ıi and j denote the index number of the
delivery station of request i and the index number of the pick-up station of request
j respectively. The duration for the transportation of the customers from pick-up
station j to delivery station ıj is given by the travel time T .j ; ıj / in (13.22),
where j and ıj denote the index number of the pick-up and delivery station of
request j respectively.

Let OT .a; z/ denote the continuous piece-wise affine approximation travel time
T .a; z/ from location a to z, given by (13.23). Using the parameters apa;z and bpa;z
(which can be determined a priori) the relocation time rj of request j from location
a D ıi to location z D j can be determined by the linear program

min rj (13.38)

s:t: apıi ;j uj C bpıi ;j � rj 8p 2 f1; : : : ;Pg; (13.39)

where ub D uj is the travel speed during the relocation. Similarly, the transportation
time tj of request j from location a D j to location z D ıj can be determined
using

min tj (13.40)

s:t: apj ;ıj vj C bpj ;ıj � tj 8p 2 f1; : : : ;Pg; (13.41)

where ub D vj is the travel speed during the transportation. Note that these
constraints are defined on the entire domain of uj and vj ; due to convexity of
the original function the optimal value r�

j / t�j will always lie on the line segment
associated to the speed domain in the piece-wise affine approximation associated
with the optimal speed u�

j / v�
j (see Fig. 13.5).
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Energy Variables

For the energy consumption during the relocation phase and the transportation phase
we will use the continuous piece-wise affine approximation (13.32). The relocation
energy gj can then be found by solving the linear program

min gj (13.42)

s:t: cpıi ;j uj C dpıi ;j � gj 8p 2 f1; : : : ;Pg; (13.43)

where ub D uj is the travel speed during the relocation. Similarly, the transportation
energy hj of request j from location a D j to location z D ıj can be determined
by the linear program

min hj (13.44)

s:t: cpj ;ıj vj C dpj ;ıj � hj 8p 2 f1; : : : ;Pg; (13.45)

where ub D vj is the travel speed during the transportation. Note that these
constraints are defined on the entire domain of uj and vj ; due to convexity of
the original function the optimal value g�

j / h�
j will always lie on the line segment

associated to the speed domain in the piece-wise affine approximation associated
with the optimal speed u�

j / v�
j (see Fig. 13.6).

Micro-Ferries and Requests

Consider a fleet of M micro-ferries that could be either traveling or waiting at a
station. These ferries will already have a pick-up time po;j , an energy level eo;j , and
a micro-ferry index number ko;j . Besides the M current requests (which might be
handled when a micro-ferry is docked at a station) there will be N new requests to
schedule, resulting in a total of R D M C N requests. The sets

M D f1; : : : ;Mg; N D fM C 1; : : : ;Rg; R D M [ N (13.46)

denote the set of current requests, new requests, and all requests respectively. These
sets can be seen as the set of depots M, the set of customers N , and the total set of
locations R, as used in vehicle routing problems.

Mixed-Integer Linear Programming Formulation

The micro-ferry scheduling problem for flowing water and variable speeds can be
solved using the following mixed-integer linear program.
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min
P
i2R

.gi C ˛hi C �si � �ei C �ri C � ti / (13.47)

s:t:
P
i2R

xij D 1I P
i2R

xji D 1 8 j 2R; (13.48)

ki � kj � .M � 1/.1 � xij � xji / 8 i; j 2R; (13.49)

akıi ;j uj C bkıi ;j � rj C T.1 � xij / 8 i 2R; j 2N ; k2P; (13.50)

akj ;ıj vj C bkj ;ıj � tj C T.1 � xij / 8 i 2R; j 2N ; k2P; (13.51)

pi C ti C qi C rj C td � pj C T.1 � xij / 8 i 2R; j 2N ; (13.52)

pa;j � pj � sj I pj � pb;j � sj 8 j 2R; (13.53)

tcyj � qj 8 j 2R; (13.54)

fj D rc
	
qj � tcyj


 8 j 2R; (13.55)

fj � Eyj 8 j 2R; (13.56)

ej C fj � E 8 j 2R; (13.57)

ckıi ;j uj C dkj ;ıj � gj C E.1 � xij / 8 i 2R; j 2N ; k2P; (13.58)

ckj ;ıj vj C dkj ;ıj � hj C E.1 � xij / 8 i 2R; j 2N ; k2P; (13.59)

ˇ̌
ei � hi C fi � gj � ej

ˇ̌� E.1 � xij / 8 i 2R; j 2N ; (13.60)

pj D po;j I ej D eo;j I kj D ko;j 8 j 2M; (13.61)

xij 2 f0; 1g; yj 2 f0; 1g 8 i; j 2R; (13.62)

where E is the upper bound on the energy levels ej , and T should be chosen larger
than the latest expected pick-up time (conform to the big-M method [17]).

The objective function (13.47) consists of the total energy consumption during
relocation (first term) and transportation (second term), the total time window misfit
(third term), it puts a penalty on low energy levels (fourth term), and ensures correct
estimation of the travel times (fifth term). A trade-off between using less energy,
assigning less pick-up times outside the desired time windows, and keeping the
batteries charged can be made by changing the weights ˛ > 0, � > 0, and � > 0.
The weights � > 0 and � > 0 can be used to reduce travel times, but when chosen
small the energy consumption is minimized while ensuring correct travel times.

Equalities (13.48) are the assignment constraints ensuring that every request
is handled once and only once, and (13.49) assigns the micro-ferry index num-
bers to the requests. Relocation times and transportation times are determined
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using (13.50) and (13.51) respectively; variables rj and tj are minimized indirectly
through (13.52). When request j proceeds i , (13.52) ensures that the pick-up time
for request j is later than the pick-up time for request i , plus the transportation time,
charging time, and relocation time (see Fig. 13.7). The time window mismatch sj
will be zero if the pick-up time pj is scheduled within the desired time window
Œpa;j ; pb;j � through (13.53); otherwise, it will be equal to the time outside the time
window.

With (13.54) we ensure that when the micro-ferry will charge, the charging time
is at least equal to the (dis)connection time tc. Furthermore, (13.55) couples the
charged energy to the charging time, (13.56) ensures that the energy level will not
increase when the micro-ferry will not charge, and (13.57) avoids overcharging of
the batteries.

The energy consumed during the relocation phase and transportation phase are
set using (13.58) and (13.59) respectively; the variables gj and hj are minimized
directly through (13.47). Unlike the pick-up times (where time can pass while
waiting), the energy level of request j is exactly equal to the energy level of request
i minus the transportation and relocation energy consumption plus the charged
energy, when request i precedes j (see Fig. 13.7). This conditional equality is
enforced using the inequality constraints (13.60).

Finally, constraints (13.61) will set the initial conditions for the pick-up times,
energy levels, and index numbers of the micro-ferries, and (13.62) are the integrality
constraints for the binary variables used in this formulation.

Case Study Example

As a case study we use the Rotterdam harbor example as shown in Fig. 13.1, with
M D 5 micro-ferries and N D 40 new requests. The water flow has a speed of 3
.m=s/, and the micro-ferries are allowed to travel at speed between 4 and 16 .m=s/.

The energy levels are given in percentages, with E D 100 .%/ indicating a fully
charged battery. The coefficients in expression (13.30) for the power are chosen as
p0 D 0:1; p1 D �0:02; p2 D 0:002, resulting in a minimum power consumption of
0.05 .%=s/ at the optimal speed of 5 .m=s/, resulting in a radius of 10 .km/. The
time for (dis)embarking the micro-ferries is set to td D 60 .s/, and charging can be
done with a fixed setup time tc D 60 .s/ at a rate of rc D 0:1 .%=s/. At the optimal
speed it will take 22 min to travel the largest distance of 6.6 .km/ (from the station
at Schiedam to the station at Rijnhaven).

An example schedule resulting from a randomly generated test case is shown in
Figs. 13.2 and 13.8. Pick-up times are determined such that on average there will
be 5 min in between consecutive requests per micro-ferry, and pick-up and delivery
locations are chosen randomly (but not equal to each other). All micro-ferries start
at a (randomly chosen) station with an energy level between 0 and 100 %.

Figure 13.2 shows the assignment of the N D 40 new requests to the M D 5

micro-ferries. Starting from the micro-ferry node, the arrows indicate the order in
which the requests will be handled. The requests are sorted based on their desired
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Fig. 13.8 Energy levels over time. Micro-ferries will charge when possible (dash-dotted green
lines) to avoid empty batteries

pick-up time pa, and all time windows Œpa;j ; pb;j � are 60 .s/ long. As can be seen
the order of the pick-ups is not always consistent with the desired pick-up times,
indicating that it was more efficient (in terms of the objective function (13.47)) to
change the order.

In Fig. 13.8 the energy levels are shown over time. The different phases of a
request are indicated using different line types: red-dashed lines are relocations,
continuous blue lines are transportations, dash-dotted green lines indicates charging,
and the black-dotted are associated with waiting. The blue stars indicate the pick-up
times of the requests. As can be seen the micro-ferries will charge when possible.

13.3 Linking Transport of Water and Transport over Water

13.3.1 Transport over Water

The micro-ferry scheduling problem discussed in this chapter is an example of
transport over water. Based on transport requests of customers along a river,
the proposed optimization problem (13.47)–(13.62) provides an energy-efficient
schedule for transporting customers over the flowing water. The formulation ensures
that the micro-ferries will not run out of energy while traveling on the water; the
energy level is not allowed to become too low, and charging of the micro-ferries is
taken into account in the schedule. Taking into account the velocity of the current is
crucial to ensure punctuality and correct predictions of energy levels.
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13.3.2 Transport of Water

As discussed in this chapter—and formalized in Theorem 2—the influence of
flowing water on the travel times and energy consumption is important for transport
over water. Stronger currents result in larger mean travel times, and overall the
energy consumption will increase. Since the transport of water will influence the
strength of the currents in the rivers and canals, this effect should be considered
when managing the water network.

13.3.3 Contribution to a Unified Framework

The micro-ferry scheduling problem can be seen as a transportation problem over
water, which is influenced by the transport of water via the strength of the currents in
the water network. For the short time-horizon of this problem (a few hours at most)
the current can be seen as a constant, and due to the narrow time windows for the
pick-up times there is little flexibility in handling the requests during more suitable
water flow conditions. Nonetheless, the analysis of this problem shows that there is
a direct relation between the strength of the current and the energy consumption.

This work could be extended to transport over water on a larger scale (e.g.,
between a harbor and the hinter land), such that people or freight will be transported
within a large water network with distances of several hundred km, and the time-
scale will be in days. In this case the expected water flows—due to transport of
water—can be taken into account in the scheduling of the transport of goods. With
freight the time windows are usually much larger, thereby creating more flexibility
in planning the barges at times that the energy consumption would be low (i.e., when
the current is relatively weak).

On the other hand, when given a freight transportation schedule, one can
determine how the water network should be managed such that the objectives for
the transport of water are met while also reducing the energy consumption for the
barges. Eventually, this might lead to a combined optimization problem for both
transport of and over water.

13.3.4 Global Performance Measurement

The performance measures for the transport over water as presented here are the
total energy consumption of the vessels, and the time window misfit for picking
up the customers. Both values should be as small as possible. When combining
this problem with transport over water, performance measures such as minimum
deviations from target water levels (combined with constraints on minimum and
maximum levels) and energy consumption (e.g., for pumping water) can be taken
into account in one large optimization problem.
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13.4 Open Topics

The mixed-integer linear program (13.47)–(13.62) can be solved with standard
hardware and software for small instances, but when considering many requests
at once the computation times become too large to be useful in practice. To
reduce computation times one could solve the problem over a limited time horizon,
and recompute the optimal schedule periodically, hence using a rolling horizon
approach. Furthermore decomposition methods [9] can be used to exploit the
structure of the problem.

13.5 Conclusions and Future Research

13.5.1 Conclusions

In this chapter we have discussed a modeling framework for transport over water.
Autonomous micro-ferries are used to transport customers over the water between
different stations. A trade-off is made between energy consumption and picking up
the customers on time, and charging of the micro-ferries is scheduled to avoid empty
batteries. The speeds of the micro-ferries are also taken as optimization variables to
increase the flexibility in scheduling the transport requests.

The micro-ferry scheduling problem can be seen as a variant of the multi-depot
vehicle routing problem, and a mixed-integer linear program with 2-index decision
variables has been presented to find appropriate schedules. This scheduling problem
contains soft time windows, variable speeds, energy levels, and takes into account
the effect of water flows. The effect of water flow speeds on both travel times
and energy consumption is derived, and we conclude that the mean travel times and
total energy consumption will increase with increasing magnitudes of the water flow.

13.5.2 Future Research

The micro-ferry scheduling problem consists in finding a transport schedule with
times in the order of minutes, and with travel distances within a city. On this time-
scale the water flow is expected to be almost constant. For future research one could
consider long-distance transport over water (e.g., from the harbor to the hinterland)
where both distances and time scales will be larger. In this case the water flow can
no longer be considered a constant, and the influence of the (planned) transport of
water becomes even more important.
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Chapter 14
Potential Fields in Modeling Transport
over Water

E. Osekowska, S. Axelsson, and B. Carlsson

Abstract Without an explicit road-like regulation, following the proper sailing
routes and practices is still a challenge mostly addressed using seamen’s know-how
and experience. This chapter focuses on the problem of modeling ship movements
over water with the aim to extract and represent this kind of knowledge. The
purpose of the developed modeling method, inspired by the theory of potential
fields, is to capture the process of navigation and piloting through the observation of
ship behaviors in transport over water on narrow waterways. When successfully
modeled, that knowledge can be subsequently used for various purposes. Here,
the models of typical ship movements and behaviors are used to provide a visual
insight into the actual normal traffic properties (maritime situational awareness)
and to warn about potentially dangerous traffic behaviors (anomaly detection).
A traffic modeling and anomaly detection prototype system STRAND implements
the potential field based method for a collected set of AIS data. A quantitative case
study is taken out to evaluate the applicability and performance of the implemented
modeling method. The case study focuses on quantifying the detections for varying
geographical resolution of the detection process. The potential fields extract and
visualize the actual behavior patterns, such as right-hand sailing rule and speed
limits, without any prior assumptions or information introduced in advance. The
display of patterns of correct (normal) behavior aids the choice of an optimal path,
in contrast to the anomaly detection which notifies about possible traffic incidents.
A tool visualizing the potential fields may aid traffic surveillance and incident
response, help recognize traffic regulation and legislative issues, and facilitate the
process of waterways development and maintenance.
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14.1 Introduction

Flowing and static bodies of water are vital for shipping—the movement of goods
and passengers—and as a source of food. Less critical, but still not insubstantial,
is the recreational value (swimming, diving, boating, etc.) of seas, lakes and rivers.
Thus ensuring maritime security and safety is an important concern for any nation,
especially with coastal borders.

In order to safeguard the water, authorities such as the coast guard monitor the
waters for signs of activity that could threaten these values. The variety of threats
includes smuggling, piracy, accidents (collisions, sinking) and oil spills (accidental
or intentional).

Nowadays, ships usually navigate using tools such as GPS, charts and radar in
combination with ordinary piloting skills. In narrow waterways, such as a river or
an estuary, piloting becomes more important. The seamen need skills in estimating
the changing current and topography which depend on different water conditions
such as the state of the tide, water level management, or rain fall. The route the
ship follows is dependent on both the flow of the water and the piloting skills of the
navigator (and any assistant tugs etc.). The contribution of piloting to navigation is
difficult to observe and study, as it depends on cognitive skills distributed among the
individual crew members [5].

Since 2002 more and more ships are equipped with AIS (Automatic Identification
System) navigational equipment that sends and receives position data and other
relevant parameters such as course, speed, daytime, type of ship, etc., to give
ships and other interested parties a real time view of the shipping in an area [6].
Currently, the use of onboard AIS transceivers on international waters is enforced
by the International Convention for the Safety of Life at Sea (SOLAS), and the
measurement precision as well as the receiving coverage is constantly increasing.
By recording AIS data it is possible to observe precise ship movements even in
a narrow waterway and, hence, to get an indirect view of the process of piloting.
This enables studying and modeling the actual effect that movement of water has on
movement over water, and with sufficient feedback, also the reverse process.

This study uses a method based on potential fields applied to ship movement
tracking data (AIS), gathered over a period of time. The potential fields are meant
to represent the traffic, its specific properties and intensity in a discretized form,
susceptible to visualization. Other existing path plotting solutions are capable of
displaying the exact past paths of ships or providing a general statistic overview of
the traffic. This study takes a step further in order to accommodate various vessel
behavior properties (position, course, speed, daytime), as well as generalize over the
data to provide an abstract traffic model.

To that end, all AIS ship tracking data are represented by abstract charge units.
Each ship position reported by AIS generates a single charge (dropped by a ship)
with values describing the ship’s behavior at the reported longitude and latitude.
The collection of all charges distributed over a geographical grid give rise to a
potential field, which, when visualized, resembles an approximate plot of all the
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commonly traveled waterways [6]. Unlike a plot, the potential fields has no linear
representation, but a smoothened, heat-map-like representation, where stronger
potentials are more desirable and locations with absence of potential should be
avoided. Here, due to the limitations of the grayscale printing, potential fields
are represented by shades of gray: from nearly white (weakest) to nearly black
(strongest). In the original implementation, the colors are analogous to the actual
heat map displays: from green being the least intensive traffic, through yellow, to
red being the most intensive traffic. Contrary to a chart, which warns for rocks, reefs
and shorelines, the extracted pattern shows preferred positions and routes, where
deviations are shown as anomalies.

An additional benefit of the method is the decay effect allowing constant model
retraining. Namely, over time the accumulated charges are affected by a decay
factor, which weakens them the older they become. It allows for the unfrequented
and closed waterways to expire, and be removed from the normal traffic model, thus
keeping the model up to date. New and more frequented waterways are easier to
establish, as the newly deposited charges are the strongest.

To investigate the applicability of modeling AIS traffic records using potential
fields, we present an anomaly detection prototype system called STRAND (Seafar-
ing TRansportation ANomaly Detection), which implements the traffic modeling for
the collected AIS data. The system functionality is demonstrated here in a complex
water system scenario (narrow navigation space, heavy traffic, complicated route).

The following section of this chapter presents the domain background and
related research (Sect. 14.2). The in-depth description of the method design can
be found in Sect. 14.3. It is followed by a case study in Sect. 14.4 and analysis in
Sect. 14.5. Sect. 14.6 encompasses the inspection of study outcomes along with a
transdisciplinary discussion into the unified framework and reflections about related
open topics. The chapter is ended by concluding remarks and projection of possible
future work in Sect. 14.7.

14.2 Background

In general, to aid the kind of monitoring performed in the scope of this study,
many sources of data collection could be used, e.g., shore based radar, AIS,
visual observations from, e.g., Coast Guard Cutters or civilian traffic. The data
is augmented with data from databases, e.g., detailing ownership of ships, their
particular properties, photographs and description, or weather forecasts. However,
as previously mentioned, the focus is on the AIS system as a source of input, as AIS
data are open, freely available and provide a variety of essential information about
current vessels’ state.

A problem here is the sheer amount of data that has to be processed. In other
security domains (such as computer and network security, monitoring of nuclear
material, etc.) traffic and behavior modeling as well as anomaly detection (the auto-
matic detection of deviations from normal behavior) has proven useful in handling
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comparable amounts of data and providing operators with indications of wrongdo-
ing [1]. Such solutions comprise of advanced, self learning, modeling and anomaly
detection systems that, given a mass of historical data, pick out patterns of normal
(and abnormal) behavior, and apply this knowledge to the situation at hand. The
systems continually appraise the situation and alert the operators about incidents
that merit further investigation.

Data modeling and knowledge discovery systems are typically built on some
form of machine learning. Machine learning is the study of algorithms that learn
in some sense [11]. That is, these algorithms are not programmed in the normal
sense of the word. Instead the algorithm is presented with a set of input data and
builds a model of the input data domain. This model can then be used, for instance,
to classify new input data (in case of anomaly detection typically into two classes:
anomalous or normal) and predict how a modeled system will behave in the future.
Subsequently, the operator can extract information about the model to gain insight
into the modeled domain.

The evaluation of a modeling method’s quality and performance is often a
challenge. The correctness of a model is frequently shown or demonstrated by
various non-numerical visualizations and displays [8–10, 14, 15]. Nevertheless, the
ultimate way of assessing or comparing performance of a data modeling method
requires a quantitative approach. In this case the applicability of the developed
method is quantified by applying the acquired potential field based models to
perform anomaly detection. In this study, the process of anomaly detection simply
examines whether the currently observed ships are behaving in a way that conforms
to the normal model. The definition of an anomaly in this study aligns with that of
Chandola, Banerjee and Kumar [3]. Anomaly detection (or outlier detection) is the
identification of items, events or observations which do not conform to an expected
pattern or common behavior in a dataset. Where the terms anomaly (used here) and
outlier are sometimes used interchangeably. Therefore, there is no specific definition
of an anomaly and its properties, other that not fitting the normal model (i.e., model
describing all possible behaviors considered normal).

Returning to machine learning, on a technical level there are two paradigms
that are suitable for the purpose of developing this type of self-learning modeling
and anomaly detection systems: unsupervised and supervised learning [17]. Which
type is used, is typically based on the sort of input data one has access to. If the
historical data (the input) is labeled with correct classifications or predictions (the
output), it is possible to apply supervised learning algorithms to generalize from
data with known classifications. If, on the other hand, the historical data does
not include any associated predictions or classifications, there is a need to use
unsupervised learning techniques instead of, e.g., clustering [17]. Consequently,
the unsupervised approach is to learn from observations of input data without
quantifiable evaluation of the output accuracy. Thus, for a classification problem, an
unsupervised learning algorithm automatically partitions the data into groups, while
a supervised learning algorithm instead generalizes from data which has already
been partitioned into groups. In actual cases the distinction between these two
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approaches is not necessarily as clear. In particular, in the AIS case investigated here,
while the amount of data that can be classified as normal is large, there are no known
(labeled) incidents occurring in the observed time frame. As a consequence, there is
an overwhelming majority of benign over malicious event examples, i.e., examples
of dangerous or unwanted behavior. Therefore, the approach in this investigation
(as is often the case in anomaly detection) is somewhere in between supervised
and unsupervised learning, with the classifier learning normal behavior from given
examples, but having no well formed idea about unwanted behavior as such.

This work uses artificial potential fields as the machine learning algorithm.
Potential fields were first developed in the AI community as a navigation and
decision making mechanism, mainly for the development of game AI. The idea
behind potential fields, used in that respect is, analogously to, e.g., electrostatic
potential, to assign an attractive potential to a desirable position and repelling
potential to undesirable positions [4]. This enables, e.g., a simulated unit in a
computer game to find optimal positions and paths, by hill climbing in the resulting
potential field.

In this work, that technique is used in the reversed manner, by using the idea of
artificial potential fields as a learning algorithm, instead of using it for movement
generation. The ship movements are used to create charges that ultimately define
potential fields representing the patterns of normal behaviors, but also commonly
occurring unwanted behaviors (e.g., sailing too near a coast line). By selecting the
strength of the potentials and the functions that define how this potential decays
with time and dissipates with the distance from the source, the performance of the
navigation algorithm can be optimized. To our best knowledge this approach to
machine learning, with the potential field defining what the system learns, is novel.

Regardless of the machine learning approach used, a common problem with
anomaly detection systems is that they tend to overwhelm the operator with false
alarms, i.e., alerts that are not connected to any notable malicious situation [3].
A majority of the commonly applied machine learning algorithms are designed with
the main objective of generating the most accurate classification models, where
accuracy is defined as the ratio of true classifications (both positive and negative)
to all classifications. Accuracy is indeed an important factor to consider, when
determining the suitability of an anomaly detection system. However, the fact that
one system is proven to be more accurate than other systems does not necessarily
imply that it raises fewer false alarms. In fact, it might very well do the opposite.
Furthermore, even if there are techniques to address the false alarm problem at its
root, for many real-world problems, it is still not possible to completely eradicate
the existence of false positives.

Consequently, there is a need for complementary techniques to handle the
remaining false alarms in a suitable way. Self learning systems are often opaque,
i.e., not transparent in their structure or not intuitive to use. Thus it is difficult,
not to say impossible, for the operator to develop a feel for exactly what the
system has learned, and hence, to evaluate the correctness of the system. Does it,
for instance, have enough background data pertaining to the situation at hand, to
make an informed decision, or is it drawing far reaching conclusions based on a too
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limited data set? In order to overcome this issue, and to address the remaining false
positives, information visualization is applied to the problem of bridging the gap
between the operator and the system [12].

Information visualization in the form of the heat-mapped [16] presentation of
the potential fields, that make up the learned behavioral model, is used to put
the operator in the loop. This way the instances of overfitting (where the detector
has drawn too specific lessons from the available data), under training (where the
detector instead draws too far reaching conclusions from the little data that is
available) can be detected. The latter type of model fitting error often manifests itself
in traditional systems as a detector that delivers its results with perfect assuredness,
but is in fact wrong. Making the detector more transparent to the operator so that
these and other situations can be detected and fixed is a major part of this research.
Heat mapping is simply the visual representation of the field strength by color,
where, e.g., the weaker (less desirable) field strengths are light gray to white and
more intensive (and desirable) ones are dark shades to black. We demonstrate and
discuss the actual use of visual pattern representation in the STRAND prototype in
more detail in the sections to follow.

14.3 Potential Fields

The idea in using potential fields in maritime traffic modeling is to characterize a
collection of an illegible mass of traffic data as an abstract structure that can be easily
and intuitively perceived. The concepts of a magnetic field surrounding a magnet, an
electrostatic field surrounding an electric charge or a gravitational field surrounding
a celestial body, are common knowledge, and, as common, omnipresent phenomena
observed every day, can greatly contribute to comprehension if used as an analogy.

Conceptually, each AIS trace (ship movement trace) assigns a charge to a specific
location passed by a ship. A collection of charges distributed over an area generates
a potential field. The strength of the local field also depends on the surrounding
charges (i.e., their density and strength). The three main concepts, introduced by the
potential field based method, are:

• the total strength of a local charge,
• the decay of potential fields, and
• the distribution of a potential field around its charged source[12].

Each vessel tracked by AIS is characterized by a collection of n numerical and
textual properties. Those properties include the vessel’s static parameters, (e.g.,
name, flag, type), as well as the current state of its dynamic behavior (e.g., speed,
course, location), and are either inherently nominal or discretized to a nominal
scale. A single vessel carries a set of charges of equal strength, representing its
state and behavior projected onto these coordinates. For each AIS report, the set of
charges c that a vessel carries is assigned to a location characterized by geographical
position coordinates. Mathematically this can be expressed by a vector clatk ;lonk with
n components
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clatk ;lonk D hc1latk ;lonk ; c2latk ;lonk ; : : : ; cnlatk ;lonk i; (14.1)

where c1latk ;lonk to cnlatk ;lonk are the component charges reflecting reported vessel
properties: speed, course, etc.; and latk; lonk are the geographical latitude and
longitude coordinates at point k. A vessel traveling in the evening hours (e.g., 21:20)
with a northerly course (with a maximal deviation of ˙ 22ı30’) at a speed of 4 knots
could for instance drop charges expressed by the following vector clatk ;lonk at the
passed location k:

Charge Course Speed [knot] Daytime [h]

N NE . . . NW 0–1 1–7 . . . >60 6–12 12–18 18–0 0–6

clatk ;lonk D h 1, 0, . . . 0, 0, 1, . . . 0, 0, 0, 1, 0 i

The total charge C at a location is calculated as the sum of all local charges c.
In electrostatics the greater an electric charge is, the stronger the electric potential
field that surrounds it. Analogously, the more vessel visits are reported at a location,
the higher potential builds up in and around it. Hence the aggregate charge Clatk ;lonk
accumulated at a location k, over a time period � is computed as:

Clatk ;lonk D
�X
tD0

clatk ;lonk : (14.2)

The potential field formed by a single charge is most intensive at the location
of the charge, and attenuates with (radial) distance. Areas where a potential is very
strong represent a traffic pattern and belong to the model of the normal behavior.
Areas where a potential is very weak or nonexistent, signal absence of normal
behavior—an anomaly. In this study, the anomaly levels are determined using
minimal potential thresholds. The total potential at location k is the superposed
potential generated by all surrounding charges in location i , decreased by the
distance between these locations. Here the potential distribution P is described by
two-dimensional Gaussian smoothing, using Euclidean distance for measuring the
radial distance between two points:

Platk ;lonk .t/ D
X
i

1

2	2
e

� .latk�lati /
2

C.lonk�loni /
2

2	2 Clati ;loni ; (14.3)

where 	 is the standard deviation of the Gaussian distribution. This use of two-
dimensional smoothing draws an analogy to the smoothing of gravitational sensor
readings [7].

These equations assume no loss of charge over time. Continuous data collection,
defined in that manner, would allow charges to accumulate without an upper bound.
This is undesirable, as it would undermine the ability to compare and follow
changing trends of the maritime traffic behaviors over time. E.g., once established
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real-world traffic patterns may be abandoned as time passes. Therefore, it is
desirable for the potential fields that model maritime traffic, to evolve over time
to reflect such changes in patterns.

Researchers presenting different approaches often address the problem of real
time continuity by applying constructs such as a sliding time frame or a data window
[2, 13]. Potential field theory offers an alternative construct of potential decay.
Adding a decay factor enables the continuous updating and retraining of the model,
by representing charge at a location as a function of time:

Clatk ;lonk .t/ D
�X
tD0

d.t/clatk ;lonk ; (14.4)

where d.t/ is a non-increasing decay function with limit at zero, describing the
decrease of a local charge over time.

14.4 Case Study Setup

Figure 14.1 demonstrates the general idea of a normal model of vessel behaviors
in traffic over water. The map-based representation displays a section of the Polish
northern coast and the Gdansk Bay. The overlay, ranging (here grey scale) in shades
from almost white to almost black, represents the potential field. In this case, the
field expresses all vessel traffic without a specific parameter (such as a course, speed
range or certain daytime). It becomes instantly apparent where the ports and harbors,
as well as where all the regularly traveled waterways are. Nevertheless, most of the
map remains without a visible potential overlay. It does not mean that these waters
are closed or restricted, but only that transport in those areas is very infrequent or
non-existent.

On the other hand, Fig. 14.2 displays a specific traffic sub-pattern. It is a potential
field representing all traffic with course reported as N (northerly). The potential
field is visibly sparser and only intensifies in specific areas. There is a clearly
visible, regularly traveled, waterway between the port of Gdynia and Jastarnia
within the Puck Bay. Both major ports in the region: Gdynia and Gdansk also
generate visible amounts of traffic with a northerly course. A portion of the traffic
on route from the Gdansk and Puck Bays also needs to pass close by the Hel
Peninsula, therefore a local northerly traffic potential field can also be observed
in near proximity to the eastern end of the peninsula. The further away from the
ports, the more pale and scattered the northerly potential field becomes, which
indicates, that this course is not frequently followed. This figure also demonstrates
an example of detection. The captured anomalies, represented by larger gray arrows,
picture ships violating the displayed northerly potential field. Two of them are
observed in Zalew Wislany, where no prior vessel traffic has been seen whatsoever.
Whereas the two other detections visible towards the north of the bay, appear to
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Fig. 14.1 Potential field representing an overall view of the traffic in the Gdansk Bay

be following a vaguely visible, but not well defined northerly potential, which is too
weak to recognize their behavior as being normal. In the example from Fig. 14.2, the
observed detection indications are supported by a display of the violated potential
field, which provides instant insight into the situation, allowing to further minimize
the incident reaction time.

14.4.1 Grid Size Versus Display Resolution
and Detection Sensitivity

The collected AIS system records consist of packages of current data from each
active vessel, downloaded every 90s. Each AIS report contains numeric and textual
properties including vessel’s static parameters (identification number, call sign and
name) as well as current state of its dynamic behavior (time of day, speed, course,
location). The tracking data updates are limited to one every 90s, which means that
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Fig. 14.2 A sub-pattern of traffic for course N, and examples of detections (potential violations)

every time a snapshot of the state of maritime traffic is acquired, it takes another
90s to acquire the next one. The potential field based method, expressed by the
STRAND system, requires the setting of different parameters including the grid
resolution, the optimization of which is essential for efficient pattern extraction and
accurate detection.

The grid resolution in particular is a parameter defining the maximal geographic
precision of the model. The linear domain of geographic latitude and longitude is
discretized for the computations. In effect the map is represented in form of a grid.
All AIS reports recorded within one grid point contribute to the charge of that grid
node, therefore the grid size (or density) defines firstly, how dense or sparse the
grid will appear when visualized, and secondly, what the maximal sensitivity of
the anomaly detection is in terms of physical distance. A smaller size (or denser)
grid results in more detailed visualization and higher detection sensitivity. A larger
(sparser) grid provides a smoother visualization but lowers the sensitivity of the
anomaly detection. Logically, the larger grid sizes are more applicable in locations
where the charges (AIS ship position reports) are expected to be more distant from
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one another. That occurs when ships travel at higher speeds and through less strictly
defined paths, which is mostly the case on the open sea. On the other hand, in
constrained conditions, where vessels follow the same paths and need to either
remain static or strictly limit their speed, it is logical to expect to receive many AIS
reports from very close locations. In the latter situation, where traffic incidents occur
in narrower spaces and smaller distances, an increased density of the grid (smaller
grid size), implying an increased visualization resolution and detection sensitivity,
would be more applicable.

River systems, basin areas and water canal networks are characterized by narrow
passages and often heavy traffic due to the limited space available for vessels travers-
ing them. Depending on the time of day and specific location, this means more
or less limited speed and narrow room for maneuver for the involved vessels.
The experiment performed in this study focuses on such an area, and compares
it with less restricted harbor setting. Traffic recorded over the same time period
(20 days) from these two areas is modeled using the STRAND system. The selected
harbor area includes the two major Polish ports of Gdynia and Gdansk, in the
Gdansk bay and the bay of Puck, along with a stretch of the coast and a fragment
of the Hel peninsula (see Figs. 14.1 and 14.2). The approximate coordinates are
54.3–54.7ıN, and 18.4–18.9ıE. The river area studied in the experiment is the Piast
Canal connecting the Oder Lagoon with the Baltic Sea. It allows the eastern part
of the natural Swina River to be bypassed, providing a more convenient north-
south connection for large ships between the Baltic Sea and Stettin. The canal is
approximately 12 km long and 10 m deep. In particular the investigation focuses on
a narrow stretch of coast near the estuary limited by the approximate coordinates:
53.89–53.93ıN, and 14.24–14.29ıE (see Figs. 14.3 and 14.4). During a period of
20 days worth of data 2,263 MMSI (Maritime Mobile Service Identity) numbers,
identifying one individual vessel each, were registered in the southern Baltic area
containing both of the areas investigated in the case study. At the time point selected
for demonstrating and analyzing the anomaly detection, in total 654 vessels were
present in the southern Baltic basin, from which 120 were within the Gdansk Bay
area, and 36—in the river area.

The investigation involved modeling traffic and performing anomaly detection
in both of those waterways with grid sizes changing from 10 m to 2,000 m.
The results acquired for all types of anomalies (i.e., course anomaly, speed,
daytime and waypoint—the general anomaly type) were then stored as the ratio
of the detection count to the total number of all examined vessels. With a grid size
ranging from 10–100 m, the experiment was performed for each 10 m, in the range
100–1,000 m—for each 100 m, and additionally for 1,500 m and 2,000 m.

Generally speaking, the number of suspected waypoint anomalies decreases
when the grid size is enlarged. The disadvantage is that a bigger grid size may also
cause failures to recognize real anomalies. Consequently, there is a need to find a
reasonable ratio, minimizing the amount of false anomalies without overlooking any
actual incidents, in order to balance the trade-off between benefits and disadvantages
of more general and more specific parameter settings. A locally optimal grid size
(specific for a particular traffic case), would minimize the general type of anomalies
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Fig. 14.3 Traffic pattern for course SW

(i.e., violations of traffic patterns for all types of potential fields), and present locally
stable ratio between specific attribute detections (course, speed and daytime). If the
optimum for specific detection rates correlates with a low count of the general
(waypoint) detection type, a possible optimal grid size candidate is found.

Intuitively, an area of open sea should have a sparser grid than a harbor or river
area grid. On the open sea traffic is typically faster, i.e., vessels pass longer distances
between sending each two AIS reports; and it is sparser, with ships more distant
from each other. Therefore, for a group of grid units to meaningfully represent a
traffic pattern on the open sea, the grid ought to be relatively larger. For the case of
the open sea the acceptable grid sizes range from 300 m to 1,000 m for course and
speed, where the anomaly detection count stabilizes. The anomaly rate of waypoint
detections is steadily decreasing until 2,000 m [12]. A comparison with the harbor
and river traffic cases accentuates the influence of grid size and its relation to the
traffic type.
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Fig. 14.4 Traffic pattern for course NE

One property common to the traffic scenarios with close proximity between
vessels and land or other obstacles, is the limited speed. A vessel moving with the
speed of 2–5 knots, which is usual for narrow and heavily traveled passages in inland
waters, will change its position by approximately 90–230 m during 90 s. Therefore,
coarse grids, suitable for the open sea, are probably suboptimal in these areas.

14.5 Analysis of Obtained Results

The applicability of the potential field based method is demonstrated in practice by
the STRAND system. The Piast Canal and the Gdansk bay areas, chosen for the case
study, are constrained by factors such as the proximity of land, water flow (rate and
direction) and maritime navigation rules. The visualizations of the patterns extracted
using STRAND enable the observation of distinctive behaviors and learning about
particular properties of the traffic.
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14.5.1 Potential Fields as Traffic Patterns for Courses SW
and NE

Figures 14.3 and 14.4 show patterns specific to the SW and NE courses, where the
shades going from white, through grays to black, (in the original version, colors:
green through yellow to red) represents gradually increasing traffic. In Fig. 14.3
the traffic following a south-westerly course seems mostly regulated: it intensifies
mostly at the north-western bank of the river, while very sparse on the other side of
the river. Still, it does get less regulated to the south, where ships seem to get closer
to the opposite riverbank either to dock or “cut the turn”. On the other hand, the
north-easterly traffic in Fig. 14.4 seems to keep to the right bank in the south, but gets
somewhat diffused towards the mouth of the river. The distribution of the potential
also allows the observation of a probable reason for that NE traffic diffusing. A point
at the western riverbank in the middle of both figures appears to be a frequent
destination for tracked vessels, some of which seem to display a disregard for
traffic rules when departing in north-easterly direction. That behavior occurred often
enough to build up a relatively strong traffic pattern, and if repeated—it would be
concerned normal, from a course-specific point of view. If speed, daytime and type
of ship are evaluated, new anomalies may be discovered.

14.5.2 River and Harbor Case Comparison

The plots in Figs. 14.5 and 14.6 represent the numbers of detections of types:
waypoint, course, speed and daytime. The total is the sum of all anomalies, (i.e.,
positive detections) regardless of type. Course and speed are stored with precision

Fig. 14.5 Positive detections percentage in the harbor area as a function of grid size
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Fig. 14.6 Detections percentage in the river area as a function of grid size

0.1ı and 0.1 knot respectively, but for practical reasons are grouped by range. Course
is divided into 8 equal 45ı intervals: N, NE, E, SE, S, SW, W, and NW. Speed
ranges correspond to a speed division levels common for maritime traffic (in knots):
Static (0–1), Very slow (1–7), Slow (7–14), Medium (14–22), Fast (22–30), Very
fast (30–45), Ultra fast (45–60), and Beyond 60.

The course, speed and daytime are detections made based on an observation of
a time of day, course or speed, with which the ship travels, and which is unusual
for the ship’s present location. It is important to note that these detections may
overlap, e.g., a ship may travel with anomalous course and time of day, but at a
speed that is normal for its current location. The waypoint detection signalizes the
most severely anomalous behavior, and is triggered when a vessel is observed in an
area in which no prior visit of any other vessel was ever observed. As a consequence
this type of anomaly also indicates anomalous speed, course and daytime, increasing
the detection count.

For the harbor area there is a range between 60 m and 200 m where an increased
number of course and speed anomalies are found. At the same time the number of
waypoint anomalies decreases and flattens out after 200 m grid size. Also the total
percentage of anomalies are quite high in this range, up to 25 %.

For the river area the active grid size is even smaller. Starting at 30 m and
until 100 m there is an optima for course anomalies. Waypoint, speed and daytime
stabilizes at a low anomaly level (below 3 %) at a 100 m grid size, making the total
anomalies appear slightly below 3 % of all observations.
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14.5.3 Analysis of the Speed and Course Range Binning

Added experimental data sets for course and speed are produced by performing
detection on data with altered speed and course. One of the data sets is computed
for the real course (say NE) altered as if the ship was traveling with a course slightly
more to the left (the altered course is N). In the second data set, the course is altered
to the next bin right (e.g., S to SW). In the case of speed the next lower and next
higher speeds are tested.

The diagram in Fig. 14.7 plots the results of detections performed on the traffic
tracking data with the real speed and course, and with their altered (increased
and decreased) values. It is immediately apparent that the amount of detections
for the true observed speed and course is lower than for their altered values. The
plotted results for altered courses are larger than for the real course. The observed
distance between the real course plot and the altered courses shows that there are
significantly fewer positive detections for the true 45ı interval of vessels’ courses,
i.e., if the observed vessels were sailing a course set more to the left or to the right,
approximately 3three times more of them would be marked as anomalous. This
finding suggests that the course scale binning succeeds in differentiating the correct
and faulty vessel courses. The lower speed is consistently only slightly greater than
the true speed, while the higher speed plot shows much higher initial values and a
substantial decrease after.

The patterns for the different parameters are similar, in Fig. 14.7 and 14.8, with
high speed at the top and low speed at the bottom (but still above the general speed
parameter). Left and right directions are above the general course parameter, with a
left turn causing more anomalies compared to a right turn.

Fig. 14.7 Course and speed binning comparison for the harbor area
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Fig. 14.8 Course and speed binning comparison for the river area

14.6 Open Issues and Interdisciplinary Discussion

Unlike the land, where for the sake of the transport roads need to be built,
water is readily available for the transport over even the longest distances. The
nearly omnipresent navigable waters do, however, require adjustments in key areas.
Usually the changes made to waterways are focused where the most desirable
itinerary destinations are, be it trade centers, naval bases, shipyards or leisure
centers. The modifications include deepening the riverbed, or less frequently the
seabed, to accommodate the draughts of all vessels sailing to that particular
destination. Natural river systems may also require widening, to allow passage for
broad vessels, traffic in both directions, or for multiple vessels to pass each other.

A larger scale of interference with the natural distribution of waterways is
creating new ones, where they previously did not exist. Waterways of this kind are
usually built in the most crucial transit locations, not necessarily being destinations
on their own. Best known and most impressive examples include the Panama Canal
linking the Pacific and Atlantic Oceans, the Suez Canal cutting the distance between
Europe and the Far East, and the Welland Canal linking Lake Ontario with Lake Erie
(and the St. Lawrence Seaway), avoiding the Niagara Falls by lifting vessels over
the height of nearly 100 m. All this to expand the navigable waterways and connect
basins for the purpose of water transport.

Such large scale changes may induce direct alterations as well as indirectly
impact the natural or previously created waterways. Man-made water reservoirs
cause abrupt breaks in the traffic, and may cause damaging alterations to the
transport conditions downstream the dam, as well as the balance of the sweet water
fauna and flora. To mitigate this kind of negative impact, a lock chamber is often
used to open new waterways or substitute natural ones. Nevertheless, it still may
prevent fish from migrating if it does not provide an alternative upstream fish-way,
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which guarantees a sufficient flow of water. Enhancing waterways by straightening
a meandering riverbed often results in changed and intensified sedimentation, thus
indirectly changing the conditions for shipping. Such conditions may vary over
time and be monitored using the potential fields, through their impact on vessels’
behaviors.

These changes to nature are made because of the presence of a land barrier and
too shallow or too narrow passages limiting the throughput, freedom, convenience
etc. of the transport over water. The need for them, for centuries, was either a
common knowledge based on the experience of those privy to the secrets of the
seas, ranging from sailors through world traders, to trade and transport strategists.
In the current age of digital water traffic registration, computing techniques are able
to aid that process. The method based on potential fields, described, demonstrated
and analyzed in this study, provides insights into vessel traffic that could be used as
an aid or base for projecting maintenance needs and future needs for development
of waterways.

The visualized potential fields show the intensity, type, and the time, course
and speed related behaviors occurring in the traffic. The selective potentials display
very distinctive patterns, which allow the observation of the specifics of the traffic.
Thanks to the decay factor, the method also enables the observation and analysis
of the changes in traffic trends over time. Such observations may result in the
identification of undesired or unexplained behaviors in the traffic, as well as new
trends that need to be accommodated. A simple example could be, where vessels
commonly change their paths to avoid an unknown obstacle (e.g., a recently sunken
ship), which should be removed or properly marked. It is possible to spot increases
and decreases in traffic intensity, and examine their underlying causes using more
specific potential field views. Another possibility is to observe the changes in speed.
A common slowdown in traffic may indicate the presence of obstacles, degradation
of the waterway, intensified traffic or a “jam”, common violations of the law, etc.,
which can be made visible and susceptible to analysis by the use of potential fields.

As mentioned, some changes in traffic may be desirable or inevitable, and need to
be taken into account. One such change may be the emergence of a new anchorage
area, implying insufficient capacity of legitimate docking and anchorage areas.
The observation of such behavior is also possible using the potential field based
method. The answers to this kind of traffic issues may be, e.g., to increase the proper
anchorage area capacity, or to regulate the new anchorage area in an organizational
and legislative manner. If the newly emerged behavior is highly undesirable, there
may be a need to strengthen the local law enforcement and introduce penalties for
violating traffic rules. All along, the changes to traffic patterns, the emergence and
decay of water transport trends, can be observed using potential fields. In that way,
the STRAND tool can be of great use for waterway development and maintenance.

Furthermore, the adjustable resolution of the traffic modeling and anomaly
detection have the potential to provide insights into traffic over water on a very
detailed scale. It is possible to notice the symptoms of inefficient, insufficient or
improperly used infrastructure. In ports with a large cargo flows the efficiency of
docking, loading and unloading, as well as arrivals and departures is crucial for the
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proper functioning of the port. Unwanted behaviors spotted either as new trends
modeled by the potential fields, or as specific anomalies detected using the normal
traffic model, may merit immediate reactions. Therefore our method may be of value
for port authorities as well.

In river systems, harbor areas and open canal networks, the transport of water
often varies either unconditionally or predetermined depending on local regulations,
heavy rainfalls or temperature shift. Traffic conditions are also affected by topo-
graphical conditions, windy weather, or time of day. All of these conditions are not
visible on a sea chart or by plotting the AIS data. Instead, the skills of the sailors
involve both: handling navigational instruments, and making informed, knowledge-
based decisions. For the transport over water we investigate three different benefits
of using potential fields: visualizing navigational skills, acquiring an overview of
actual frequented waterways, and detecting anomalous behavior.

An extended analysis of ship navigation and its actual practice aboard large ships
in a naval setting has been the subject of Hutchins’ study [5]. The observations in
his study involve distributed ship navigation composed of multiple crew members,
navigational instruments, water and environmental conditions. Cognitive skills
observed in the actual practice aboard, referred to by Hutchins as cognition in the
wild, constitute the human knowledge.

The ultimate outcome of the efforts of a crew, i.e., how their ship makes its way,
is reflected by its AIS positions. Navigational skills are monitored and visualized by
the concept of potential fields. Therefore, distributed cognitive processes in a ship
may partly be described by potential fields, because of the effects of cognitive skills
embedded in the AIS. The visualization takes into account strength and distribution
of the potential field during a specific period of time. A decay function guarantee a
flexibility over time; varying long term conditions affect the result by favoring newer
measurements over older. In that interpretation, the developed method corresponds
very closely with Hutchins view on learning, paraphrased here:

I look at learning or conceptual change as a kind of local adaptation in a larger dynamic
system of coordinations of representational media.

Current tools that visualize the AIS system give an overview of vessels encoun-
tered in a given area, including, e.g., type of ship, speed and position but also
the previous route and destination. A disclaimer is that some of the data must be
inserted manually and the AIS equipment may deliberately or accidentally be out
of service. So a perfect overview of the actual traffic cannot be guaranteed. Adding
visualization of the potential fields as a complement to the current AIS tools will
improve the overview because it takes into account data of past experiences.

Potential fields may act as a way of planning the actual route to a destination.
Waypoints may deviate and a certain velocity may be preferred depending on time
of day, weekday and time of the year. One obvious way of detecting anomalies is to
follow deviations from the route and the course of the ship. By plotting transmitted
waypoints it is possible to detect previous positions and the proportion of vessels
that visited the same waypoints in the past. In the same way, by plotting courses
and speed it is possible to detect more volatile changes in the positions done by
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the vessels. By adjusting the grid size to the specific conditions of transport in river
and open canal networks, it should be possible to fine tune the anomaly detection
facilities. We found preferred grid sizes varying from 300–1,000 m in the open sea,
60–200 m in the harbor case to 30–100 m in the investigated river case. Also, the
number of proposed anomalies decreases to about 10 % of all observations or less,
compared to about 15 % in the open sea and about 25 % in the harbor case.

For both harbor and river cases high speed generates a fivefold or more increase
in the number of anomalies compared to low speed. In the harbor case, turning left
or right has about the same amount of anomalies for the investigated grid size. In
the river case, turning left causes around 50 % more anomalies than turning right.
Traveling along a river is similar to traveling on a motorway, the driver needs
to follow traffic rules, especially the right-side traffic rule and speed limits. The
generated potential fields discover these rules automatically. For both cases: avoid
traveling too fast because of heavy traffic and narrow passages. For the river case:
avoid shifting towards oncoming traffic, i.e., turning left.

Although real incidents, i.e., requiring the reaction of the authorities, represent
a vanishingly small percentage of all alarms, the potential fields monitor the actual
behaviors, without any knowledge introduced in advance, i.e., are able to detect
anomalous incidents in advance. Even though there will be a lot of false alarms (and
most likely some real incidents will go undetected), for a supervisor, monitoring
the actual traffic, introducing a tool for visualizing the potential fields would still
facilitate traffic surveillance.

The AIS is an open system for the automatic identification of all marine traffic
(as well as airplanes) live and in a real world setting. In the majority of marine
traffic visualization tools available online, traffic is by default displayed as the plot
of markers representing vessel positions symbolically marked on a two-dimensional
map. Many of those pages enable viewing most recent position history for specific
vessels, but none visualizes data of previous vessels no longer present at the
sea chart. Therefore, the majority of visualization of AIS and other positioning
equipment data, offer at best the viewing of the current state of the global fleet.
The STRAND tool, computing and visualizing the potential fields, starts with a
blank sheet, and fills it with accumulated traffic data recorded by AIS. The most
frequented waterways become visible as lines and spots of intensive potential. The
contours of the river banks or quays in the stream become visible as the lack of
data instead of a pre-drawn template. All unexpected events, such as entering a
not previously visited position or sailing with an unusual course, are regarded as
anomalies.

The introduced anomaly detection tool, STRAND, should be regarded as a
visualization tool for a human expert, introducing some novel skills compared to
traditional equipments like radar and GPS. There are various potential benefits and
practical applications of the method, depending on the user. From a ship navigator
point of view, the display of patterns of correct or normal behavior, in this simple
and clear form, aids the choice of the safest and most optimal path. From a traffic
safeguarding perspective, the anomaly detection based on potential fields may help
quickly and comprehensively inspecting possible traffic incidents. Finally, from
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the authorities’ point of view, the clear overview of traffic may help recognize
traffic regulation and legislation issues, as well as aiding the process of waterways
development and maintenance.

The investigation results suggest that it is possible to optimize routes using
potential fields as a way of planning the actual route to destination, i.e., based on
past experiences. Waypoints may deviate and a certain velocity may be preferred
depending on time of day, weekday and time of the year. This may act as a planning
tool subject to direct observations.

14.7 Conclusions and Future Work

This chapter described the successfully implemented method based on potential
fields. The STRAND prototype system allowed to demonstrate the modeling capa-
bilities of the method and optimize the detection performance. In two investigated
study cases, the system has been shown to successfully model traffic and perform
anomaly detection with results dependent on the geographical grid resolution. The
visualization of the potential fields displayed a comprehensive representation of
various traffic patterns, which allowed for an observation of trends in traffic flow
and its regulation. The analysis of detection outcomes led to identifying the optimal
grid sizes for each of the cases, and furthermore, resulted in an observation of the
asymmetry in course-based detection, suggesting a right-hand sailing rule.

The visual and quantitative analysis based on the STRAND system demonstrated
the applicability of the potential field based method. Nevertheless, many research
goals remain to be addressed in future work. A major challenge is to conduct a
valid quantitative study analyzing the detection performance of the method and
its implementation. In the face of the lack of labeled AIS or radar data sets, and
maritime anomaly detection benchmarks, an interesting performance study could
be based on a combination of real AIS traffic data and information about incidents
(e.g., from coast guards incident reports or IMO marine incidents database), which
would be treated as labeled anomalies. Another challenge is to define and publish
a first proper labeled data set with maritime traffic anomalies, to enable reliable
comparative performance studies.

Another research direction left for possible future work is addressing the need
for different modeling resolution (grid size) in different areas, depending on
the intensity of the traffic and complexity of the waterways. A related issue is
the distance represented by a unit of longitude, cosinusoidally decreasing with
the increase of latitudes from the equator to the poles. In the examined case, the
precision of longitude units is approximately halved (cosine at the latitude of ca.
55ı), in order to prevent the latitude-longitude inequality in detection sensitivity.

There are various potential benefits and practical applications of the potential
field based traffic modeling method, depending on the user domain, ranging
from ship navigation, through traffic safeguarding and waterway maintenance, to
legislation. When thoroughly examined, tested and optimized, the method and
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its implementation could be used as an object of a user study, and deployed as
a real-life application, either addressing a specific user group characteristics and
requirements, or as a generic maritime information system, supporting the maritime
domain awareness in a broader sense.

References

1. Axelsson S, Sands D. Understanding intrusion detection through visualization. In: Advances
in information security. vol. 24. Heidelberg: Springer; 2006.

2. Brax C, Karlsson A, Andler SF, Johansson R, Niklasson L. Evaluating precise and imprecise
state-based anomaly detectors for maritime surveillance. In: Proceedings of the 13th confer-
ence on information fusion (FUSION). 2010.

3. Chandola V, Banerjee A, Kumar V. Anomaly detection: A survey. ACM Comput Surv.
2009;41(3):1–58.

4. Hagelbäck J. Multi-agent potential field based architectures for real-time strategy game bots.
PhD Thesis, Blekinge Institute of Technology. Sweden: Karlskrona/Blekinge; 2012.

5. Hutchins E. Cognition in the wild. Cambridge: MIT Press; 1995.
6. International Maritime Organization: Guidelines for the onboard operational use of shipborne

automatic identification systems. 2002.
7. Jekeli C. Alternative methods to smooth the earth’s gravity field. In: Reports of the Department

of Geodetic Science and Surveying, Report 327, Ohio State University, Columbus. 1981.
8. Kazemi S, Abghari S, Lavesson N, Johnson H, Ryman P. Open data for anomaly detection in

maritime surveillance. Expert Syst Appl. 2013;40(14):5719–29.
9. Laxhammar R, Falkman G. Sequential conformal anomaly detection in trajectories based on

hausdorff distance. In: Proceedings of the 14th international conference on information fusion
(FUSION). 2011.

10. Laxhammar R, Falkman G, Sviestins E. Anomaly detection in sea traffic - a comparison of
the gaussian mixture model and the kernel density estimator. In: Proceedings of the 12th
international conference on information fusion. 2009.

11. Mitchell TM. Machine learning. New York: McGraw-Hill; 1997.
12. Osekowska E, Axelsson S, Carlsson B. Potential fields in maritime anomaly detection. In:

Proceedings of the 3rd international conference on models and technologies for intelligent
transport systems. 2013.

13. Ristic B, La Scala B, Morelande M, Gordon N. Statistical analysis of motion patterns in
ais data: Anomaly detection and motion prediction. In: Proceedings of the 11th international
conference on information fusion. 2008.

14. Riveiro M, Falkman G. Interactive visualization of normal behavioral models and expert
rules for maritime anomaly detection. In: Proceedings of the sixth international conference
on computer graphics, imaging and visualization. 2009.

15. Riveiro M, Falkman G, Ziemke T. Visual analytics for the detection of anomalous maritime
behavior. In: Proceedings of the 12th international conference information visualisation. 2008.

16. Tufte ER. The visual display of quantitative information. 2nd ed. Cheshire: Graphics Press;
2001.

17. Witten IH, Eibe F. Data mining: practical machine learning tools and techniques. Morgan
Kaufmann Series in data management systems. 3rd ed. Burlington: Morgan Kaufmann; 2011.



Chapter 15
Safe and Efficient Port Approach by Vessel
Traffic Management in Waterways

J. Froese

Abstract The vast majority of global transports are managed by waterborne
transport and continuous trade increase calls for always more productive transport
means and methods. Port approaches and waterways cannot become increased
along with the increase of vessel size, especially in the container trade, and limits
cannot become experienced by trial and error. Navigation errors may result in
ship accidents with catastrophic consequences for man, material and environment.
Therefore scientific methods are required to amend navigational expertise in
order to enable management of waterborne traffic by exhausting the available
infrastructure capacity without violating risk boundaries. Navigational requirements
and conditions depend on manifold parameters which all must be taken into account
when establishing an effective traffic management system as a further development
of the existing vessel traffic service (VTS) systems. The paper elucidates the
multidisciplinary views and contributions and provides an outlook into the current
research path based on comprehensive experience from VTS-operations and the
availability of advanced information and communication technologies.

15.1 Introduction

World trade continuously increases, fostered by free trade agreements allowing
for commodities, capital and labor to flow freely. Global exchange of goods is
dependent on effective and efficient transport systems in which the majority is
moved by ships. The invention of a standardized transport units, the container, in
the fifties of the last century, boosted global transport dramatically by lowering costs
per unit. Nowadays there is a fierce competition between shipping lines resulting in
the continuous effort to gain competitive advantage by economies of scale, means
to deploy always bigger container vessels.
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As waterway dimensions cannot become increased with the same speed as vessel
dimensions do, margins of safety of navigation are being increasingly exhausted
because ports want to keep pace with ship development to not lose business. The big
challenge is to enhance existing vessel traffic management systems to meet future
requirements of ports with restricted navigational access without jeopardizing traffic
safety. A vessel accident during a port approach, either by collision or grounding,
may have disastrous results by polluting the environment by bunker oil or hazardous
cargo.

Vessel traffic service (VTS) as provided by coastal states to surveil and assist
vessel traffic is both, a technical system and a methodology. European VTS as most
other similar services in the world follow the principle of “minimum interference
with traffic”. With respect to port approaches usually the “first come, first serve”-
principle applies. This, however, results in suboptimal traffic flows.

The research work, jointly conducted with the German Shipping and Waterway
Administration aims at identification of conditions and circumstances to be taken
into account for optimum traffic flows, risk considerations and development of
traffic guidance procedures to fully exploit waterway capacities without putting
safety at stake.

The outline of this chapter is as follows. In Sect. 15.2, the main chapter discussion
is presented, where the navigation conditions are explicitly stated, the relation of this
research with transport of and over water is given, research objectives around the
safe navigation are determined and several research project examples around this
topic are listed and briefly discussed. In Sect. 15.3, the open topics of research in
this field are proposed and discussed. Finally, the main conclusions of the chapter
are drawn in Sect. 15.4.

15.2 Main Discussion

15.2.1 Navigational Requirements and Conditions
When Navigating a River or Channel Fairway

Transport over water provides by far the highest transport capacity from all modes
including road, rail, air and waterborne and both, global and national transport
depend on it. As margins of safety on waterways are continuously shrinking upon
the increasing size of the ships, traffic procedures must compensate to maintain an
acceptable risk level.

Waterway traffic management depends on the relevant components of the ship-
waterway-environment system are briefly elucidated below. The following system
modules need to be considered (see Fig. 15.1).
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Fig. 15.1 Most relevant components of the ship-waterway-environment system

Vessel

Dimensions: The biggest container vessels currently (2015) in operation [15]
measure

• Length 400 m
• Beam 59 m
• Draft 16,0 m
• Height 73 m
• Carriage capacity 19,100 TEU1

This, however, is not the end of development in carriage capacity and hence in
size [14]. It is estimated that port and cargo-handling limitations, will allow for
container vessels up to 24,000 TEU resulting in a length of about 450 m whereas
the beam and the draft will stay relatively constant. These big vessels are not only
a challenge for the ports but even more for the fairways leading to ports. There
can be approach restrictions by

• navigable water depth
• fairway width
• sharp bends
• passage height under bridges

Equipment: Generally accurate navigation in coastal areas and port approaches is
feasible assumed the availability of

1Twenty Foot Equivalent Unit, measurement unit to determine capacity and volumes in container
transport, based on a standard container size of 20� 8� 8.
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• two-axis speed sensor measuring both, speed through the water and over
ground,

• heading indicator (gyro),
• rate of turn indicator (ROT),
• differential global positioning system (DGPS) providing a position accuracy

within decimetre range,
• high resolution echo sounder,
• electronic chart display and information system (ECDIS), the maritime

geographical information system [10],
• Radar,
• automated identification system (AIS) allowing identification and tracking of

vessels [12],
• communication to other vessels and shore-based services.

These minimum requirements to safely conn a large vessel in confined waters
are not always satisfactorily met, therefore portable pilot units (PPU) have been
invented. A ruggedized laptop provides the processing and display platform
to operate tools as ECDIS, AIS and individual pilot information. As rate of
turn is very important, PPUs are frequently combined with two DGPS sensors
temporarily mounted on the ship bridge, thus providing ship speed and ROT
independent from vessel equipment. In case there is a pilot-plug available on the
bridge to link a PPU to the vessel information system, the full range of vessel
movement information will also be displayed.

Manoeuvrability: The track-keeping ability of a vessel depends on propulsion
and steering means. The basic configuration provides a propeller and a rudder.
Both can become combined when providing propulsion and steering by azimuth
drives. Additionally bow thrusters can further improve manoeuvrability. In case
of insufficient manoeuvrability, tugs can assist and provide external propulsion
and steering forces. Under adverse wind and/or current conditions a vessel must
maintain a minimum speed to compensate drift and to keep the intended track.
This “safe minimum steering speed” of a vessel depends on vessel attributes,
such as the lateral area under and over water and its distribution over the ship
length causing both, a lateral drift and a turning momentum. Of course the
safe minimum steering speed also depends on wind direction and force and
ship heading. For a container vessel sailing under 7–8 Bft abeam wind,2 the
safe minimum steering speed will be around seven knots. Such a speed may
already cause squat problems in areas of small under-keel clearance and the
vessel command must solve the conflict between safe minimum steering speed
and squat effects (increased immersion caused by dynamic pressure effects).

Itinerary: A big vessel may not just sail up a fairway and berth at a terminal. There
must be a berth available and assistance services, such as pilotage, tug assistance
and mooring teams, prepared to support. Of course liner ships sail according to

2Bft: Beaufort, a measure for wind speed provided in knots.
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an itinerary but adverse weather conditions and delays in prior ports often result
in a change of the estimated time of arrival (ETA) complicating the performance
of the complex processes around a vessel’s port arrival.

Waterway

Morphology: Appropriate fairway width and depth is a pre-requisite of safe
navigation but besides an artificial channel with a constant symmetric profile,
waterways including dredged channels provide an irregular morphology resulting
in sometimes fast changing hydrodynamic forces upon the ship’s hull. As
hydrodynamic effects depend on the vessel speed, morphologic conditions may
require reduced speed.

Depth: Required minimum water depth for safe navigation must take the following
factors into account:

• immersion of ship hull (draft)
• water density depending on salinity and temperature
• trim, i.e., the difference between forward and aft draft
• list, i.e., heeling angle
• tide height including wind impact on water level
• uncertainties of tide prediction, soundings and charting

not only for static conditions, e.g., alongside a berth but also for dynamic
conditions by hydraulic-hydrodynamic interaction when underway. A heeling
angle will not only be caused by distribution of load and ballast but also by
abeam wind or by rudder momentum in a turn. If not in calm waters possible
rolling, heaving and pitching, increasing the draft, must be considered. Ship’s
draft in shallow water also is increased by squat (increased immersion caused by
dynamic pressure effects) depending on speed.
The margin of safety in navigable water depth is called under-keel clearance and
shall take into account all factors listed above. Hence the under-keel clearance is
not a fixed value but depends on actual conditions as expected tide, wind speed
and direction and manoeuvre speed. It is common under normal conditions to
determine the under-keel clearance by 10 % of the vessel’s draft. A vessel sailing
at 14.5 m draft then requires a water depth of minimum 16 m for safe navigation.
Under tight conditions when the under-keel clearance is already exhausted and
tide effects the approach of big ships, larger uncertainties in tide predictions
are not acceptable. Those ports where large vessel traffic depends on the tide
usually have a very accurate tide prediction service based on hydrographical and
meteorological conditions. Radio-equipped tide gauges then allow continuous
assessment of actual tide conditions.
Benefiting from raised sea level by tide impact works well when sailing upstream
a river towards a port as the ship speed usually allows keeping pace with the
tide progress from the open sea towards the port. When departing from same
port, aiming at the open sea it becomes more complicated as the low tide travels
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from the sea towards the port and the vessel can only benefit a brief period from
the raised water level. Therefore for tidal ports the departure time window is
narrower than the arrival time window. Accurate calculation of exploitable time
windows therefore is essential.

Width: Fairways are marked by buoys but this does not mean that the maximum
draft allowance is valid for the whole fairway as there are often channels dredged
providing less width than the fairway. Dredging of fairways is very costly and
waterway authorities therefore try to minimize efforts resulting in a channel
within the waterway just meeting vessel navigational requirements. Big ships
can only use parts of the buoyed fairways and therefore are dependent on highly
accurate navigation as there can be on special marking of the dredged channel
which would hinder all other traffic. When assessing the navigability of fairways
also the dynamic conditions must be taken into account:

• Bank effect, asymmetric water flow caused by the proximity to the channel
bank, results in a suction effect towards the bank and a turning momentum
away from the bank which in the worst case may result in loss of ship’s
controllability

• Ship-to-ship interaction, when ships overtake each other or meet, high and low
pressure areas of both ships are adding up to pushing off, suction and turning
effects with risk of collision; the same effects between a vessel moored and a
passing vessel may result in breaking the moorings of the vessel berthed.

• When passing a channel bend a vessel must turn resulting in a drift angle
increasing the effective ship’s footprint width.

A channel width of 300 m is common for dredged channels and when considering
a vessel beam of around 50 m in an encountering situation with a vessel of
the same size, results in a passing distance of only 100 m when both ships
maintain 50 m distance from the channel border. With regards to possible ship-
to-ship interaction this must be considered as an absolute minimum and is only
possible in a straight channel without any bends, at moderate speed conducted
by competent navigators.

Air Draft Allowance: If a port approach requires passing of a bridge, the maximum
air draft allowance must be taken into account. When most bridges were
constructed nobody estimated the big size of today container vessels resulting in
a maximum air draft of about 60 m, depending on the vessel’s immersion (draft).
A deep draft vessel requiring tidal support to maintain a safe under-keel clearance
might then have problems to pass a bridge.

Speed Allowance: Vessels navigating in a fairway cause swell waves. Depending on
the fairway width these waves may have an impact on shore-based constructions,
natural environment or persons at the strand. For narrow waterways therefore
speed restrictions apply.

Aids to Navigation: Visual aids to navigation such as buoys and lighthouses are
valuable cross references when determining a vessel’s position but advanced
navigation widely relies on electronic aids to navigation, mainly satellite-based
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GPS and the more accurate DGPS3 where a shore-based reference station within
the same area corrects the GPS signal.

Traffic

Nature of Traffic: The composition of ship types and carried cargoes within a traffic
pattern has an impact on traffic organization as, e.g., passing distances and tug
escorts. Traffic hindrances as underwater works, divers and vessels restricted in
manoeuvrability also must be considered.

Traffic Density: Traffic density as nature of traffic is a risk factor. The higher the
density the more probable a casualty occur.

Weather

Meteorological conditions include sea state, wind, rain- or snowfall, visibility and
ice. Besides the wind impact on the tracking keeping ability of a vessel, also heavy
rain, snowfall and fog may restrict visibility and require reduced speed.

Currents and Tide

Current may either impede a vessel’s track keeping ability, when causing a drift,
or influence speed over ground or both. As tidal currents and heights are time-
dependent navigational conditions may considerably change once the length of a
fairway results in long exposition time of a vessel. There are European waterways
requiring up to 8 h sailing time from the open sea to the port.

Laws and Regulations

• National laws as far as possible are compatible to international laws, however,
national conditions usually require some modifications.

• Regional/local regulations cover peculiarities.

Logistics

Logistics here refers to the flow of cargo to and from a port and terminal is related
to vessels arrivals. Containers are usually delivered and picked up within 3 days

3Differential global positioning system providing correction of satellite-based position by land-
based reference stations.
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before arrival and departure of a vessel. Ultra large container vessels, carrying
almost 20,000 TEU and hence causing between 6,000 and 10,000 moves (container
handling) per terminal provide a challenge not only to the terminal logistics but also
to road traffic management, where haulage trucks can cause huge traffic jams. The
estimated time of arrival (ETA) of such big vessels therefore is the key trigger of all
related processes far beyond mere navigation.

Human Factors

Vessel traffic in coastal areas and port approaches is well regulated but neither can
regulations cover all potential situations nor do they provide detailed performance
guidance. The effectiveness and safety of a port approach therefore also depends on
the skills, the knowledge and the attitudes of the operators managing all processes
from pilots conning the vessels to the mooring man, berthing it. Education, training
and experience must mirror technical and operational opportunities and risks to
allow for most adequate decision making and performance.

Vessel Traffic Management

A vessel traffic service (VTS) [11, 13] is a shore-based service provided by a
shipping administration (competent authority) to support safe and efficient vessel
movements in coastal waters (territorial sea, usually 12 nautical miles off coast).
The traffic image is generated from radar detection and individual vessels and
their sailing plans are captured by VHF-communication,4 AIS and VHF direction
finders exploiting VHF communication transmissions. A VTS needs reliable and
comprehensive traffic image and vessel sailing plans to provide

• information service providing traffic, weather and navigational information to
support on-board decision making delivered at regular time intervals, event-
driven or upon vessel request,

• traffic organization service, advising or, in case the VTS-operator is accordingly
empowered, instructing vessels to mitigate navigational risks,

• navigational assistance service upon request of individual vessels, in case of
extraordinary vessel passages (tug and tows, deep draft vessels or vessels
otherwise restricted in manoeuvrability or posing a higher navigational risk)
supporting the vessel command including the pilot aboard or sometimes even
replacing the pilot (remote or distant pilotage), e.g., in case of adverse weather,
not allowing a pilot to board a vessel,

• enforcement of laws and regulations.

4VHF: Very high frequency, the marine mobile band covers the frequencies between 156.0 and
162.025 MHz.
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A VTS service is commonly being considered an advice to the vessel based
on information available in the shore-based traffic centre and the interpretation
ability and general competence of the VTS-operator. The final decision making
must take place on the vessel’s bridge as a traffic situation may locally be different
than according to a displayed image. Frequently VTS authorities, depending on the
national regulations, are empowered to intervene as a shipping police authority, e.g.,
to slow down, halt or deviate traffic in case of an accident. Even when available
techniques and technologies would allow for a stronger position of a VTS to direct
ships rather to only provide advice, authorities are reluctant to change their operation
to not transfer navigational responsibility from ship to shore and hence liability.

15.2.2 Link to Transport of and over Water

Ships traffic in a specific waterway environment cannot become increased unlimited.
Besides physical restrictions as, e.g., fairway dimensions, the traffic may not result
in unsafe situations resulting in unacceptable risks. The governing research question
therefore is to develop methods and tools to exploit a waterway to its maximum
traffic capacity without violating risk boundaries. As the composition of waterborne
traffic in relation to all possible vessel collectives and the navigable geometry can
be extremely multifaceted, this requires a research solution embracing all potential
configurations and conditions.

15.2.3 Research Objectives

Port approaches which are not adjacent to the open sea resulting in longer
waterways to be navigated very seldom have the capacity to allow for free flow
of vessel traffic. There are sections of waterways where large ships may neither
overtake nor encounter each other. Some narrow waterways only allow for one-
way traffic or provide encountering and overtaking boxes in wider sections. This
calls for a stringent traffic management providing sailing plans to vessels and guide
them accordingly, continuously tracking position and speed, intervening once pre-
planning traffic pattern is not maintained.

However, there is still a navigational principle reading “first come, first serve”,
a reluctance of shipping authorities to intervene and no satisfactory tools to pre-
plan and manage complex traffic conditions. Even a long waterway was easy to
manage as long as there were only very few big ships per high tide to consider.
Encounterings and overtakings could be managed on short notice either by the
vessels command alone or assisted by the vessel traffic service. The number of
large vessels meanwhile increased dramatically and is further increasing so that the
optimum flow of traffic is difficult to determine.
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Optimization goal must be the total throughput of traffic not the easiness of
an individual vessel. This can of course result in waiting times for some vessels.
The research objective then is to develop a model, allowing for computer-based
traffic prediction and management and to support decision making within a system
of increasing complexity.

The above described components of a waterway result in a large amount of
information. It is not long that in traffic and logistics lack of information was an
issue and often caused disturbances. The triumphal procession of information and
communication technology (ICT) meanwhile resulted in the contrary, information
overflow, making it very difficult to identify the significant information. Successful
future vessel traffic management therefore will widely depend on computer-based
support tools for interpretation of traffic pattern and for appropriate decision
making.

15.2.4 Research Examples

ISIMAT

In 2002 there was already evidence that the percentage of very large vessels will
continuously increase and pose a problem for managing the waterway traffic. The
German Ministry of Education and Research therefore awarded a research contract
to a consortium composed of Atlas Elektronik GmbH (VTS Manufacturer), Institute
of Ship Operation, Sea Transport and Simulation ISSUS and BLG Consult. The
project duration was from 2003 to 2005 and the research part “interactive vessel
traffic management tool” was conducted by ISSUS [5]. Goodwin [7] and Toyoda
et al [16] had developed vessel domain models indicating the “effective area around
a ship which a navigator would like to keep free with respect to other ships
and stationary objects” as defined by Goodwin. The domain model however was
developed for area traffic rather than line traffic. Area traffic allows ships to sail in
almost all directions, resulting in crossing of ship trajectories, whereas line traffic
allows only bi-directional traffic with encounters and overtaking but no crossings.
Traffic in waterways is line traffic and hence the domain model had to be adapted.

The relationship between all traffic vessels, other floating and fixed objects and
the waterway was described by cells. A single cell of defined dimensions can be
occupied by various objects to be considered by a vessel navigating along the
waterway. Attributes can become awarded to cells as wells as to objectives. Cell
attributes are, among others, dimensions and alignment of dredged channel and
traffic rules to restrict, e.g., encounters. Attributes of objectives are for instance
vessel type and cargo (e.g., hazardous cargo), dimensions, position and track
and speed. Ship attributes include the three-dimensional vessel domain, speed,
acceleration/deceleration and all parameters relevant for safe navigation. Attributes
can be static, as, e.g., object and cell dimensions are, or dynamic as vessel
movement, meteorological and tidal conditions. This classical entity relationship
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model (ER-model) approach must allow the definition of relationships not only
between entities (objects) but also between attributes as in case of strong wind, e.g.,
the attributes direction of wind and force, ship heading and stability must provide
the input data to calculate the increase of the ship’s draft by wind-caused heeling.

ISIMAT considerations are ship-focused, not traffic focused, i.e., the view from
own ship to all traffic to become encountered during the whole waterway passage.
The domain geometry was specified according to the input of ship masters which
resulted in particulars more relevant for the open sea than for waterways. In any
case the ISIMAT domain model provides a workable platform for further research
and development.

SafePort

The SafePort project [2] was co-funded by the European Commission and con-
ducted from 2010 to 2011. The consortium consisted of BMT Group Ltd, Dublin
Port, Kongsberg Norcontrol, Universities of Glasgow and Stratclyde, Marimatech,
NEXT Ingegneria dei Sistemi SpA, Istituto Superiore Mario Boella and Port
Authority of Gijon.

The objectives of SafePort were to develop and demonstrate a vessel traffic
management and information system (VTMIS) to foster safe navigation and port
efficiency and to develop a pilot aid (SafePilot) to support the realization of a
sailing plan provided by the VTMIS. Accuracy of positioning was of emphasized
by using EGNOS5 functionalities. In order to achieve these objectives, the accuracy,
reliability and safety of life aspects of EGNOS are critical. Additionally, the
implementation of authentication mechanisms to support identification and safe
recognition of assets, cargo, ships, etc. is essential for safety-related operations.

PRISE

The Port of Hamburg can only be reached by Europe’s longest sea port waterway.
The distance from the pilot boarding station at the mouth of the River Elbe to
Hamburg is about 78 nautical miles (about 144 km). Large container vessels must
match their sailing plan to the course of tide to safely navigate up and down the river.
For the Port of Hamburg accessibility is a sensitive issue to maintain the position as
a global hub port.

In the view of the increasing number of large vessels, resulting in complex traffic
processes along the waterway, it was decided to develop an IT-platform to optimize
sequencing and arrival of mega-ships on the river Elbe and at the Port of Hamburg,

5European Geostationary Navigation Overlay Service, a European DGPS to augment satellite-
navigation for increased accuracy.



292 J. Froese

Fig. 15.2 Port River Information System Elbe (PRISE). Adapted from PRISE/DAKOSY

the Port River Information System ELBE, in brief PRISE [8], see Fig. 15.2. The
project consortium under the leadership of DAKOSY was composed of the terminal
operators HHLA and Eurogate, the Elbe Pilot Association and Hamburg Port
Authority. The work commenced in 2011 and was concluded in 2013, then followed
by a 1 year test bed and finally the operational system launched in March 2014. The
project was financed by the terminal operators HHLA and Eurogate as well as the
operative platform.

PRISE allows the terminals to plan ahead, to react on changes of ETA on short
notice and to apply optimized cooperative resource planning. Of course there has
been more research, test beds and case studies, however, the general tendency is
to improve current traffic management without re-thinking the whole system and
benefiting from new technologies or go even one step further to first provide a
vision and then driving development into this direction. ISIMAT was found the
only research project attempting some new trend-setting by providing the basis for
a decision support system assisting both, VTS operators and vessel commands, to
significantly increase the time window for traffic planning and manage extremely
complex traffic systems. Since the project had been concluded, technology has
been further advanced and nowadays provides the toolbox for solutions allowing
to maximum exploit existing infrastructure to foster more but still safe and efficient
traffic without extending current infrastructure. Many waterways are reaching a limit
not allowing for further deepening and/or widening for ecological but also financial
reasons. A more intelligent use of existing waterways and ports then is the only way
to grow economically.



15 Safe and Efficient Port Approach by Vessel Traffic Management in Waterways 293

15.2.5 Multidisciplinary

A safe and efficient port call of a large vessel navigating along narrow waterways
requires an interplay of various disciplines such as those listed below (among
other):

• Naval architecture regarding vessel design and hydrodynamics
• Shipbuilding
• Navigation providing manoeuvring requirements
• Hydrography capturing and describing navigable waters including tidal effects

and charting it
• Hydraulics to provide knowledge of water transport
• Meteorology capturing and describing weather phenomena
• Civil engineering to allow appropriate construction of shipping infrastructure
• Information and communication technology providing the vital platform for

information exchange and processing
• Logistics providing the commercial framework of ship operation
• Assistances services to provide pilotage, tugs and mooring
• Shipping administrations offering vessel traffic service and establishing the

regulatory framework

Assumed that the existing infrastructure and shipping services allow safe and
efficient navigation and the vessels dimensions and manoeuvrability stays within
feasible margins, traffic operations must become adapted to the dynamic waterway
conditions. Waterway traffic of course needs to be efficient to meet logistics
commercial goals but it also must be extremely safe applying a zero-accident
policy as the consequences of a collision or grounding within a waterway can be
really disastrous from the point of environmental pollution. Risk assessment and
mitigation therefore must be an inherent part of all planning and operation. The large
vessel sizes force to exploit the system boundaries until the very edge and hence
the determination of minimum margins of safety is essential based on sound risk
assessment. This however is only possible once detailed and up-to-date information
of all relevant aspects is accessible and can be processed to produce an estimated
traffic image of high accuracy and within a time frame to allow for timely traffic
organisation when required.

For many waterways there are commonly hydraulic and tidal models available.
Individual vessels manoeuvring behaviour as well as a whole traffic patterns
can be simulated. Research aims therefore should be set at developing a cluster
simulation model allowing determining optimum traffic organisation (sequencing,
sailing plan, speed profiles) sufficiently advanced to actual navigation to manage
traffic accordingly. Jointly with the German Shipping and Waterway Administration
the current national vessel traffic management system is scrutinized to identify needs
and opportunities for enhancement.
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15.2.6 Research Concept

By combining state of the art conning techniques and technologies aboard of
prudently navigated vessel on-board intelligence can be generated which will allow
widely autonomous traffic behaviour (compare free flight concept of air traffic
control [3]).

The on-board system may consist of a repository of all vessel-related informa-
tion amended by the necessary up-to-date local knowledge transmitted from the
VTS. The local/regional methods, regulations, rules, tools, databanks etc. finally
contribute to compose a powerful decision support system communicating with
the VTS as governing authority, other vessels, filtering the relevant ones, tracking
those, simulating path and manoeuvre prediction in relation to traffic and fairway
and displaying conning information to allow the navigator to follow and confirm
manoeuvres. In tidal waters radio-gauges in combination with tidal models will
allow to manage small under-keel clearances in real time taking all governing
conditions into account.

The recently developed 3D-ECDIS [1, 4] will allow much more precise naviga-
tion according to actual morphology. Decision-support systems (DSS), some years
ago developed from artificial intelligence systems have not been very successful
in applications with a high share of uncertainties, solved by inference engines and
heuristic methods and tools (learning from experience). In navigation, heuristics
is a questionable concept for decision making in critical situations but this seems
not necessary when basing on advanced but proven techniques and technologies.
Almost all decision making in navigation can become deterministic assumed
necessary information can be retrieved. A difficult issue, however, remains risk
mitigation but not because of the DSS deficiencies but because of currently not
satisfying risk assessment methods (additional research required).

There are indicators that multi-agent system (MAS) technology can provide a
solution to improve autonomous navigation in congested waters. A MAS consists
of agents and the environment. Usually agents in MAS are software agents but also
can be widely autonomous acting intelligent entities (active cognitive agents) as it
is the case in traffic management where the vessels represent the agents.

The advantage of applying MAS to support vessel traffic management is that it
must not be switched from conventional to MAS but can be gradually invented and
tested. Thus no undefined risk must be taken. Similar to the free flight concept in
air traffic control [3], the role of a VTS will change from a continuously provided
service, currently still by verbal communication, to a supervising and on-demand
advising service, only intervening upon request or system alerts indicating unclear
or risky situations and conditions.
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15.3 Open Topics

Whatever new systems and operations will emerge from on-going and planned
activities, one current basic principle of vessel traffic management needs to be
jettisoned: first come, first serve can no longer become applied once the total
traffic system is the subject of optimization. Organizing large vessel traffic in
narrow waterways requires sequencing of vessel in such order that encountering
and overtaking conflicts are avoided or at least minimized.

An accurate picture of the navigable underwater morphology is of utmost
importance. The current electronic sea-chart, a particular type of an Electronic
Chart Display and Information System (ECDIS), is based on a so-called landscape
model representing the morphology in two dimensions. Depth areas are planes of
same minimum depth and significant soundings are embedded sounding objects.
For precise navigation and for prediction of hydrodynamic effects as squat and bank
effects, a high-resolution 3D-chart is required (3D terrain model). The technology
has been developed within the EU project EFFORTS [1, 4] and in principle is
available.

There are currently no methods for reliable assessment of navigational risks. This
is because risk, defined as the multiplication product from probability of event by
average consequence costs, is a probability-based approach. Different from road
traffic, sea traffic does not deliver a sufficient number of accidents to determine
probabilities. Accumulation over time (considering many years) is no solution
because conditions, mainly by invention of new technologies, changes. Trustworthy
risk assessment, however, is an indispensable pre-requisite of decision making in
vessel traffic management. Therefore further research is required searching for
another approach. The functional resonance analysis method, to analyse complex
socio-technical systems, extended by the environmental component, seems to be
worth-while for investigation [6, 9].

15.4 Conclusions and Future Research

Well established systems with convincing success records are not prone for easy
changes. Thus it is much easier to modify established vessel traffic management
services and system gradually than to come up with a widely new concept. Going
for something new must not follow the the newer, the better principle but a sound
cost-benefit analysis. What does it cost to not optimum exploit existing waterways
or port clients swooping ports because of delays or risk of accidents? Which are
the benefits of a new concept and what does it cost? How can a solution become
validated and verified? How getting all involved party in the same boat? Political
issues are usually much more difficult to become solved than any technical problem.

Future research should follow the a.m. path but of course can be questioned
and argued. A constructive think tank activity will then hopefully set the scene.
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Own concepts have been disclosed knowing that science is at least as competitive
as commerce but all experts will immediately understand that no single entity or
small consortium can solve all problems within an acceptable time frame, therefore
a distributed research approach is required involving several disciplines.
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Chapter 16
Technological Challenges and Developments
in European Inland Waterway Transport

R.G. Hekkenberg

Abstract In many parts of the world, vast quantities of goods are transported
over rivers and canals by means of ships and pushed convoys. This makes
these waterways important transport corridors. Of all modes of transport, inland
waterway transport has the strongest interaction between infrastructure and the
vessels/vehicles that perform the transport. Locks, bridges and waterway depth limit
the dimensions of vessels that are used in all directions, while the water depth,
fairway cross-section and flow speed of the water have a significant impact on the
speed and fuel consumption of these vessels. This in turn influences the cost of
transport and thereby the economic viability of transport over water. In this chapter,
the interaction between ship and waterway and its impact on the economic viability
of inland shipping is highlighted, followed by a discussion of the recent and ongoing
efforts to innovate the design of inland ships with the aim of minimizing transport
cost and emissions. This is followed by a case study in which the dimensions of
inland tank ships that are intended for operation on the river Rhine are optimized,
taking into account the properties of the waterway and the boundary conditions
that are imposed by the transport chain in which the ship operates. Finally, on
the basis of this case study and the discussion of recent and ongoing innovations,
possible approaches for optimization of inland waterway transport and inland ships
are discussed.

16.1 On the Interaction Between Ship and Waterway

The interaction between a ship and the waterway on which it sails is a crucial factor
in the economic viability of operating this ship and, therefore, in the viability of
inland waterway transport on a given waterway. This section will elaborate on which
factors influence the competitiveness of inland shipping and how these factors are
affected by the interaction between ship and waterway.
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Table 16.1 Cost breakdown
for a large Rhine vessel [1]

Labor 42%

Capital cost 30%

Fuel 14%

Repair and maintenance 3%

Other 11%

In a market such as that of intra-continental transport of goods in Europe, direct
transport costs are a crucial decision driver for shippers [9, 11]. Often whoever can
transport goods at the lowest price will be commissioned to do so, as long as certain
boundary conditions regarding service schedule, transport time and cargo carrying
capacity of the vessel or vehicle are met. Furthermore, in a highly competitive
market, over a longer period of time cost and price of transport will be close
together [5]. Since the European inland waterway transport markets for containers,
dry bulk and liquid bulk are all highly competitive, lower transport cost per unit of
cargo implies a better competitive position of a shipping company. A large part of
all inland shipping companies in Europe are owner-operators with a single ship, no
office ashore and no administrative staff. E.g., in the Netherlands owner-operators
with a single ship account for 89 % of all inland shipping companies [2]. Therefore,
the cost of transport is very strongly related to the ship and its operation. As an
example, Beelen [1] provides an indicative cost breakdown, as shown in Table 16.1,
for a large Rhine vessel, i.e., a dry bulk vessel with a length of 110 m and a beam of
11.40 m, one of the most common vessels in western Europe:

The cost elements in Table 16.1 will be discussed below in order to create a
further understanding of the influence that the properties of a waterway have on the
viability of inland waterway transport.

Labor costs are strongly dependent on the crew requirement of a ship, which in
western Europe is prescribed by regulations by the CCNR [3]. According to these
regulations, the number of crew members and their job description are dependent on
the operational profile of the ship (14, 18 or 24 h per day, represented by the codes
A1, A2 and B), the length of the ship, the level of equipment on board (coded S1 or
S2) and whether or not any barges are pushed. A small part of these regulations, for
ships not pushing barges, is shown in Table 16.2.

Since the crew requirement is partly determined by the size of the ship, but is
not linearly dependent on its cargo carrying capacity, ships of different sizes will
have different labor cost per ton of cargo carrying capacity. As a rule, the larger
the ship, the lower the labor cost per ton of cargo carrying capacity will be. Since
the maximum size of a ship is typically determined by the length and width of the
locks in its intended area of operation, the depth of the fairway and/or regulatory
limits that are associated with the properties of the waterway itself, there is a strong
link between these waterway properties and the labor cost of transport by inland
ship. What the maximum size of ship is that is allowed to sail on various European
waterways, is clarified by means of a classification system that is developed by
CEMT [7]. Table 16.3 shows a part of this classification system.
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Table 16.2 Crew regulations

A1 A2 B
Class Crew S1 S2 S1 S2 S1 S2

L �70 m Captain 1 2 2 2

Helmsman – – – –

Full sailor – – – –

Ordinary sailor 1 – 1 –

Basic sailor – – 1* 2*,***

70 <L �86 m Captain 1 or 1 1 2 2 2

Helmsman – or – – – – –

Full sailor 1 or – – – – –

Ordinary sailor – or 1 1 – 2 1

Basic sailor – or 1 1 1* – 1

L >86 m Captain 1 or 1 1 2 2 2 or 2 2

Helmsman 1 or 1 1 – – 1 or 1** 1

Full sailor – or – – – – – –

Ordinary sailor 1 or – – 1 – 2 or 1 1

Basic sailor – or 2 1 1* 2* – or – 1

*The basic sailor or one of the basic seamen may be replaced by a deckhand
**The helmsman needs to be in possession of the patent required by the Rhine
patent rules
***One of the basic sailors must be over 18 years of age

Table 16.3 CEMT classes and ship dimensions (partial)

Waterway class Maximum length (m) Maximum beam (m) Maximum draught (m)

I (West of Elbe) 38.5 5.05 1.8–2.2

II (West of Elbe) 50–55 6.6 2.5

III (West of Elbe) 67–80 8.2 2.5

IV (West of Elbe) 80–85 9.5 2.5

Va (West of Elbe) 95–110 11.4 1.8–2.5–2.8
:
:
:

In practice, the dimensions of the majority of ships that are built are just below
these maximum dimensions or the length at which the crew complement needs to
be increased, as shown in Table 16.2.

The second major cost component in Table 16.1 is capital cost. Like with labor
cost, capital cost of a ship is not linearly dependent on its cargo carrying capacity.
EICB [6] provide some figures: a ship with a cargo carrying capacity of 450 tons
costs around 1.2 million Euro, while a 1,500 ton ship costs around 2.5 million
Euro and a 3,000 ton ship costs around 3.5 million Euro. Since these figures imply
lower capital cost per ton of cargo carrying capacity for larger ships, this again
demonstrates that larger ships, which require larger waterways, have a definite cost
advantage over smaller ships.
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The third major cost component from Table 16.1 is fuel consumption, the
prediction of which is still one of the main scientific challenges in inland waterway
transport. The actual fuel consumption of an inland ship is strongly dependent on
many factors. When water is wide and deep, for instance in oceans, the relation
between the speed and fuel consumption of a ship is roughly quadratic: if a ship
sails twice as fast, it will require roughly four times as much fuel to get from A
to B. How much fuel that is, in turn depends on the size of the ship, its shape and
the properties of its propeller(s) and drive train. It, however, also depends on other
factors that are not part of the design of the ship itself such as the wind, waves and
current that the ship encounters and the amount of marine growth on the hull (i.e.,
barnacles, algae, etc.).

When the water in which a ship sails gets shallow and/or confined, for instance on
a river, there is further interaction between the waterway and the ship. Shallow water
will limit the maximum speed of the ships to roughly the root of the gravity constant
multiplied by the water depth: v D .gh/0:5. When the ship’s speed approaches this
speed, its resistance rises rapidly. As a result of this, in practice inland cargo ships
will not sail faster than 70 % of this speed, which is usually much slower than the
normal speed of seagoing ships. This in turn limits the number of trips that a ship
can make and thereby limits the amount of cargo that a ship can transport in a given
amount of time. When a waterway is not only shallow, but also has a limited width,
fuel consumption at a given speed is increased further. In this case, the ship will
basically act as a blockage that is moved through the waterway. Since the remaining
waterway cross-section at the position of the ship will be smaller than the cross-
section in front of the ship and behind it, the flow speed of water along the ship’s
hull will increase. As a result of this, more power and fuel are needed to propel a
ship at a given speed than when it would sail in unrestricted water.

Methods to correct a ship’s speed or propulsion power for shallow water effects
were developed as early as 1932 by Schlichting [13] and improved in 1963
by Lackenby [10]. Since then several more methods have been developed, but
according to Raven [12] “there are doubts on their validity and accuracy”, especially
in the extremely shallow and confined conditions posed by inland waterways.
Furthermore, there are no adequate empirical methods available to assess the impact
of some of the specific features of inland ship hulls, such as the tunnels at the
aftship or the bow shape, which may be very different from that of seagoing
ships. This leaves only model testing or CFD calculations as acceptable ways
of predicting a ship’s fuel consumption, and in practice this is often considered
to be too expensive for Inland ships. Furthermore, these methods also have their
limitations and inaccuracies. As a result, it seems safe to conclude that there is often
significant room for improvement regarding both the prediction of an inland ship’s
fuel consumption and the fuel consumption itself.

Apart from the difficulty of assessing the fuel consumption of a given ship in a
waterway with a known cross-section and depth, as discussed above, there is the
additional complication that these properties are not easily determined. Especially
in free-flowing rivers, water depth as well as cross-section will change both in time
and in space: The waterway slowly erodes while the current will carry sediment
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to different locations, thus changing the water depth locally. At the same time,
rainfall and/or melting of snow will influence the amount of water that flows
through the river at any given time, thereby changing both cross-section and depth.
Geographically the waterway cross-section will increase as more tributaries join the
river and the cross-section’s shape will differ strongly from place to place due to the
natural shape of the river and due to manmade obstacles such as groynes.

Summarizing the above, around 90 % of an inland ship’s cost is influenced by the
properties of waterway on which it sails. This makes inland waterway transport a
mode that interacts much stronger with the infrastructure it uses than road and rail.
There is, however, still a lot of room for improvement regarding the analysis of this
interaction.

In the next section, it is elaborated what ship operators are currently doing to
improve the economic and environmental performance of their ships and operations,
taking into account the limitations of the waterways. Section 16.3 will discuss a
case study on the optimization of ship dimensions, which will put the ongoing scale
enlargement of European inland ships in perspective. Section 16.4 discusses the link
between transport over water and transport of water. In Sect. 16.5, conclusions are
drawn and relevant future research is discussed.

16.2 Recent Developments in Inland Ship Design

There appear to be two major drivers for innovation in inland ship design in the
European inland shipping sector: innovations are either focused on reducing costs
or on reducing emissions. Both will be discussed in the following sections, starting
with the reduction of costs and followed by the reduction of emissions.

16.2.1 Developments with the Goal of Reducing Costs

Especially in Western Europe, the dimensions of inland ships have always been
closely related to the limiting dimensions of infrastructure like locks. In practice,
many ships have dimensions that are close to the maximum dimensions of the
CEMT classes that are shown in Table 16.3. There is, however, a trend towards
larger ships, thereby increasing economies of scale. In the last decades, only very
few ships are built for class I to III waterways, while more and more ships have main
dimensions that are larger than class Va, which essentially limits their operational
area to the larger rivers. Figure 16.1, taken from the PhD thesis of Hekkenberg [8]
shows a clear increase in the average deadweight of newbuild vessels in the period
1996–2008. This trend is also identified by TNO [14], who on the basis of trend line
analysis predict an average increase in cargo carrying capacity of roughly 2 % per
year between 2008 and 2020. Furthermore, in 2011, the 147 m long tank ship VT
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Fig. 16.1 Average deadweight of newbuild ships

Vorstenbosch entered service. This made it the first inland ship in Europe to exceed
the length limit for indivisible ships of 135 m imposed by the Central Commission
for Navigation of the Rhine (CCNR).

In order to maximize economies of scale for small ships, the Dutch Barge Truck
and Q-barge projects looked into the development of small coupled units or push
convoys with self-propelled barges, that are able to sail independently on small
waterways and can be joined on larger waterways. In Belgium, a similar approach
was studied by Van Hassel [16] within the INLANAV project. Thus far this has
however not resulted in a significant market uptake of such concepts.

Other efforts to reduce costs through modifications to the ship are mainly found
in the field of ship resistance and propulsion. There has been extensive research into
the possibility of reducing drag through air lubrication of the hull, e.g., in the PELS
and PELS II projects, while more efficient, bio-inspired, alternatives for the ship’s
propeller have been investigated in the form of the whale tail wheel in the 1990s [15]
and, more recently, through a similar concept by O-foil who have built a full-scale
system on a 40 m long inland ship in 2013. A different concept, the Futura Carrier,
featuring distributed propulsion by means of two steerable propellers at the stern
and two at the bow, was developed around 2007. Several vessels of this type were
built, but there appears to have been no further market uptake of the concept.

There are also attempts to reduce costs through a more efficient drive train.
Diesel-electric and hybrid alternatives to conventional diesel direct drives have
been implemented on several vessels such as diesel-electric tank ship Amulet, built
in 2010, and hybrid dry bulk ship Semper Fi, built in 2012. Despite claims of
significant fuel savings, such vessels, however, remain exceptions and the majority
of the newbuild fleet is still diesel-direct driven.
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Apart from the scale enlargement discussed earlier, the main innovation that
actually appears to get a foothold in the sector is the use of LNG as a fuel. The
benefits that are attributed to LNG are that it is cheaper than gasoil and that it
leads to lower emissions. Despite difficulties like the absence of bunker stations
for this fuel and regulations that forbid its use on board inland ships, the first LNG-
driven inland ship, tank ship Argonon, entered service in 2011. Since then, work
is done to develop bunker points for LNG and to develop suitable regulations for
its application as a fuel for inland ships. Meanwhile several more vessels that are
fueled by LNG have been built, several shipyards have developed concepts for such
vessels and in 2014, coupled unit Eiger-Nordwand was retrofitted with an LNG
installation. However, price development of LNG as a fuel for inland ships remains
highly uncertain and as a result, so does the future development of LNG-powered
inland ships.

16.2.2 Developments with the Goal of Reducing Emissions

Traditionally, inland shipping is known as a very fuel-efficient and, therefore,
environment friendly mode of transport. However, with the introduction of the
EURO emission standards for truck engines, inland shipping’s main competitor,
road transport, has managed to drastically reduce its emissions of NOx and PM
(particulate matter). This development, together with the fact that inland ships
emitted much more SOx than trucks due to the much higher sulphur content of
inland shipping fuel, led to the situation that in the first decade of the twenty-
first century, inland shipping in many cases no longer outperformed road transport
in terms of environmental performance. Following the development of the EURO
standards for trucks, the CCNR I and II standards were developed for inland ships.
At the time of writing of this chapter (i.e., 2014), however, the emission limits
for these standards are much less strict than those of the latest EURO standards.
Nonetheless, there have been several incentive schemes for clean ships, as a result
of which a number of catalysts and particulate matter (PM) filters have been installed
on board of inland ships, thereby drastically reducing their emissions of NOx and
PM. Meanwhile, the emission of SOx has been virtually eliminated because in 2011,
the sector switched from the “original” fuel to sulphur free diesel that is also used
in trucks, called EN590. The major downside of filters and catalysts is that thus far,
they are not profitable investments and there is no outlook that this will change in
the future. The investment cost, maintenance cost and, in case of catalysts, price
of consumed urea outweigh any potential fuel savings. Therefore, unless external
incentives or more strict emission regulations are developed, it seems unlikely that
there will be a large scale market uptake of these technologies. There have been a
host of projects trying to reduce the emissions, including project CREATING in FP6
(the European 6th framework research programme) and project MoVe IT! in FP7,
but thus far, this has not led to generic solutions that have been applied widely.
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An alternative to reduction of emissions from diesel engines is the use of other
sources of energy. Since solar energy requires large surfaces of solar cells to
generate any significant amount of energy and using wind energy is impractical on
confined waterways with many (low) bridges, these technologies have not gained
a foothold in inland waterway transport. There have been several projects that
investigated the potential of hydrogen as a fuel, but they have not been applied
to inland ships on a larger scale than river ferries and small passenger boats. For
cargo ships, there are too many obstacles like the required volume of the hydrogen
tanks, the absence of bunkering facilities and the high price of fuel cells. The only
alternative energy source that appears to be really breaking through is LNG, as was
discussed in the previous section. It offers an outlook of reduced cost as well as
reduced emissions, although the actual costs are still highly uncertain as a result of
the uncertainty of the price development of LNG at bunker stations.

16.3 Transport Cost Minimization for Inland Ships:
A Case Study

In the previous sections, it was discussed that there are several ways in which the
European inland shipping sector has tried, and still tries, to reduce costs and/or
emissions. It was also discussed that only a few of these developments are actually
taken up by the market. The development that has thus far impacted the market most
is scale enlargement. Therefore in this section, a case study is presented to assess
how large the benefits of further scale enlargement can be for tank ships on the river
Rhine. The details of this study, as well as similar studies for dry bulk and container
ships and a description of the models underlying the case study may be found in
previous work by the author [8].

16.3.1 Case Setting

In this case, the transport of gasoil from the oil terminals in Rotterdam that
are located in close vicinity to the Dintelhaven port basin to Dordrecht (45 km),
Nijmegen (136 km), Duisburg (247 km) and Koblenz (430 km) is studied, see
Fig. 16.2. The route to each of these locations is free of locks, thereby allowing
large ships to reach them. Furthermore, this route is located on the busiest inland
waterway stretch in Europe.

To assess to which extent an increase in the dimensions of inland ships will lead
to benefits in terms of cost reduction, it is assessed what the out-of-pocket cost of
transport, i.e., the amount of money that the shipper will have to pay to the transport
operator to transport his goods, will be as a function of the dimensions of the ship
that is used. It is also assessed how a shipper’s total logistical costs, which includes
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Fig. 16.2 Origin and destinations of the case study, taken from [8]

Table 16.4 Lengths and beams of ship designs

Ship lengths (m) 40 50 60 70 80 95 110 135 160 185

Ship beams (m) 5 6.5 8 9.5 11 12.5 15 17.5 20 25

holding cost of stock, is affected by the use of ships with different main dimensions.
Earlier on in this chapter, it was stated that for a market like the European inland
waterway transport sector, in the long run the price of transport will be very close
to the transport operator’s costs. Therefore, in this case the shipper’s out-of-pocket
costs of transport are assumed to be identical to the transport operator’s costs.

For the purpose of this analysis, a series of 518 ship designs with systematically
varied length, beam and draught is created. The lengths and beams of the designs
are as given in Table 16.4.

Design draughts of the ship range from 1.5 to 4.5 m with 0.5 m intervals, while
length to beam ratios of 4 and 20 are used as boundary conditions. This leads to the
matrix of designs as shown in Fig. 16.3, in which the smallest ship has dimensions
that are close to those of the smallest inland ships that are commercially operated
in Europe, while the largest ship has dimensions that are very close to the largest
possible dimensions on the investigated route.

To this matrix, a series of additional designs with a length of 86 m are added
as well as a series of designs with a beam of 11.45 m, thus including the typical
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Fig. 16.3 Top down and 3D view of length, beam and draught of developed designs, taken from [8]

length and beam of common European inland ships. For each of the ships in this
design set, performance on each of the routes is determined, assuming it sails
upstream with as much cargo as possible and returns empty. This performance is
determined by a combination of a cost model and a voyage time calculation model.
For a given ship design, the voyage model determines the time that is required to
make a round trip between two destinations and the amount of cargo that that ship
can carry on a waterway with a given water depth. This leads to the number of
tons of cargo that can be transported per year. The cost model determines the cost
per ton of transported cargo by dividing the sum of annual crew cost, fuel cost,
interest cost, depreciation, maintenance cost, insurance cost by the number of tons
that are transported annually. These models include several assumptions and choices
regarding sailing times, loading and unloading times, crew cost, fuel prices etcetera.
These will not be discussed here, but may be found in [8], together with an elaborate
description of the models themselves.

As was discussed earlier on in this chapter, the water depth in a river varies over
time as well as geographically and is often unknown. Therefore, several water depth
scenarios are included in the analysis: in the first scenario, it is assumed that the
water depth is large enough to allow all ships to be loaded to their design draught.
In the second scenario, the guaranteed water depth of 3.3 m between Rotterdam and
Duisburg and of 3.0 m between Duisburg and Koblenz, as described in [4], are used,
leading to maximum draughts (Tmax) of 2.8 and 2.5 m respectively. In practice,
for a large part of the year, the actual water depth will lie somewhere between the
values of these two scenarios. Finally a third scenario where ships have a maximum
draught of 1.75 m, representing a period of drought, is added.
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Table 16.5 Optimal ship dimensions Rotterdam–Dordrecht

Dordrecht Tmax D 4.5 m Tmax D 2.8 m Tmax D 1.75 m

Optimal dimensions (m) 110� 20� 4:5 135� 17:5� 3 135� 25� 2

Cost percentage

Optimal (%) 100 100 100

Standard 135 m vessel (%) 114 118 149

Standard 110 m vessel (%) 127 132 170

Standard 86 m vessel (%) 165 126 143

Table 16.6 Optimal ship dimensions Rotterdam–Koblenz

Dordrecht Tmax D 4.5 m Tmax D 2.8 m Tmax D 1.75 m

Optimal dimensions (m) 135� 25� 4:5 135� 25� 2:5 135� 25� 2

Cost percentage

Optimal (%) 100 100 100

Standard 135 m vessel (%) 124 132 153

Standard 110 m vessel (%) 156 167 196

Standard 86 m vessel (%) 212 152 178

16.3.2 Outcomes of the Case: Out-of-pocket Costs

The first analysis is based on the out-of-pocket costs of transport. For all above
mentioned scenarios, the out of pocket costs of transport per ton of transported cargo
are calculated for each of the designs using the model that is elaborately described
in [8] and the design that leads to the lowest costs is identified. In Tables 16.5
and 16.6, the length, beam and draught of these optimal designs are presented for
destinations Dordrecht and Koblenz. Furthermore the performance of these designs,
i.e., percentage of incurred out of pocket cost per ton of transported cargo compared
to the performance of common vessels with a length of 86 and 110 m, is presented.

From the second row in Table 16.5, it can be observed that in all cases the
optimal length is 110 or 135 m and that the width of optimal ship, which is 20–25 m,
is significantly larger than the width of common 110 meter long ships which is
typically 11.45 m. It is, however, quite close to the dimensions of the largest tank
ships that operate on the Rhine. Considering the fact that the largest ship designs
in the matrix are 185 m long, it also becomes clear that there are limits to scale
enlargement since these very long ships do not emerge as optimal solutions. What
also becomes apparent is that it is beneficial to adapt the design draught of a ship
to the depth of the waterway, especially if that depth frequently leads to a low
maximum draught. In these cases, the cases where the maximum draught is 1.75 m,
the cost difference between the optimal ship and standard 110 and 135 m with
typical design draughts between 3 and 3.5 m is significantly larger than in cases
where the maximum draught is closer to these draughts.
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For the much longer route to Koblenz, results are presented in Table 16.6. What
becomes apparent from a comparison of Tables 16.5 and 16.6 is that the optimal
dimensions do not change much as a function of the distance, but that the difference
in cost of the optimal solution compared to standard ships does become larger.

For the intermediate distances, in all cases, the optimal length is 135 m, the
optimal beam is 20 or 25 m and the optimal design draught is equal to or slightly
larger than the maximum possible draught. Altogether, this case implies that the
existing length limit of 135 m for indivisible ships as prescribed by the CCNR
does not impede the use of efficient and competitive tank ships. At the same time,
it implies that maximizing ship length to this limit, maximizing the beam of the
ship and matching design draught to the maximum possible draught can lead to
significant transport cost reductions compared to the most common ships. Further
analysis, not included in this chapter, shows that these conclusions are hardly
sensitive to variations in crew cost, sailing schedule (14, 18 or 24 h per day) or
depreciation time of the ship. Therefore the results and conclusions drawn from
them are considered to be stable. It is, however, important to realize that these
conclusions cannot be extrapolated to container ships and dry bulk ships, because of
the different building cost and cargo carrying capacity they have at the same main
dimensions. For conclusions on these ships, the reader is again referred to [8].

16.3.3 Outcomes of the Case: Total logistical Costs

For a shipper, not only the out-of-pocket costs of transport are important. He cares
(or should care) about his total logistical costs, thus including among other things
holding cost of stock, i.e., depreciation of goods, interest on the capital tied up in the
goods, warehousing cost and insurance cost. Of all of these items, for bulk goods the
interest on capital is the only one that is significantly influenced by the dimensions
of the ship, since it determines the batch size in which goods are delivered. The batch
size is assumed to be equal to the ship’s cargo carrying capacity. Therefore, in the
second part of this study, it is also assessed how the combination of out-of-pocket
transport costs and interest costs change as a function of the ship’s dimensions,
assuming that the value of the cargo, gasoil, is 700 Euro per ton, the interest rate is
4 % and the customer’s demand is 10,000, 25,000, 50,000 or 100,000 tons per year.
Here, out of pocket costs are determined in the same way as in the previous case,
while interest costs are determined using the above mentioned value of the goods,
the interest rate and the average time that a unit of cargo will be in stock. This
average time is based on the shipment size, i.e., the cargo carrying capacity of the
ship, and the customer’s annual demand. Again, cost calculations, the full details of
the case and similar cases for the transport of coal and iron ore may be found in [8].

For the case Rotterdam–Dordrecht, the change of optimal dimensions compared
to the case where only out-of-pocket cost is included is shown in Table 16.7. The
original optimum mentioned in the table refers to the optimal dimensions on the
basis of out-of-pocket costs alone, as described in the previous section.
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Table 16.7 Optimal ship dimensions Rotterdam–Dordrecht

Original optimum (m) New optimum (m) New optimum (m)

Rotterdam–Dordrecht Annual demand 10,000 T Annual demand 25,000 T

Tmax = 4.5 m 110� 20� 4:5 50� 9:5� 3 70� 12:5� 3:5

Tmax = 2.8 m 135� 17:5� 3 70� 9:5� 2 70� 12:5� 2:5

Tmax = 1.75 m 135� 25� 2 70� 9:5� 2 80� 17:5� 2

Rotterdam–Dordrecht Annual demand 50,000 T Annual demand 100,000 T

Tmax = 4.5 m 110� 20� 4:5 60� 11:45� 4:5 70� 12:5� 4:5

Tmax = 2.8 m 135� 17:5� 3 110� 11� 2:5 110� 11� 2:5

Tmax = 1.75 m 135� 25� 2 80� 17:5� 2 110� 17:5� 2

Table 16.8 Optimal ship dimensions Rotterdam–Nijmegen

Original optimum (m) New optimum (m) New optimum (m)

Rotterdam–Nijmegen Annual demand 10,000 T Annual demand 25,000 T

Tmax = 4.5 m 110� 20� 4:5 60� 9:5� 3:5 70� 12:5� 3:5

Tmax = 2.8 m 135� 25� 3 70� 12:5� 2:5 110� 11� 2:5

Tmax = 1.75 m 135� 25� 2 70� 12:5� 2 110� 15� 2

Rotterdam–Nijmegen Annual demand 50,000 T Annual demand 100,000 T

Tmax = 4.5 m 110� 20� 4:5 70� 12:5� 4:5 80� 20� 4:5

Tmax = 2.8 m 135� 25� 3 110� 11� 2:5 m 110� 11� 2:5

Tmax = 1.75 m 135� 25� 2 110� 15� 2 m 135 � 25 � 2

What immediately becomes clear from Table 16.7 is that in case of a short
transport distance like the 45 km from Rotterdam to Dordrecht, holding cost
becomes an important factor: in order to keep stocks low, small batches (and
therefore small ships) are preferred over large ships with low transport costs.

For the case Rotterdam to Nijmegen, where transport cost is significantly higher
than for the trip to Dordrecht, it becomes clear from Table 16.8 that the optimal
ship size increases and that it is even identical to that of the base case for the low
water scenario with an annual demand of 100,000 tons. Cases where the optimal
ship dimensions do not deviate from those of the original case are printed bold in
tables 16.7 to 16.10.

In case of transport to Duisburg, in Table 16.9, it can be seen that this effect
becomes stronger. Ship sizes increase further and are identical to original optimum
more often.

When the transport distance increases further, it becomes clear from a compari-
son between Tables 16.9 and 16.10 that this does not lead to any major changes in
ship dimensions. Apparently, the increase in transport costs for different ships is not
large enough to have a significant effect on their ranking.

From the above, it becomes clear that scale enlargement to a length of 20–25 m is
possible and beneficial, but that further lengthening of the ships beyond the current
maximum length of 135 m does not lead to a clear improvement. These dimensions
are in fact quite close to those of the largest tank ships that are currently in operation
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Table 16.9 Optimal ship dimensions Rotterdam–Duisburg

Original optimum (m) New optimum (m) New optimum (m)

Rotterdam–Duisburg Annual demand 10,000 T Annual demand 25,000 T

Tmax = 4.5 m 135� 25� 4:5 70� 12:5� 3:5 60� 15� 4:5

Tmax = 2.8 m 135� 25� 3 60� 15� 2:5 80� 17:5� 3

Tmax = 1.75 m 135� 25� 2 80� 17:5� 2 135 � 25 � 2
Rotterdam–Duisburg Annual demand 50,000 T Annual demand 100,000 T

Tmax = 4.5 m 135� 25� 4:5 80� 20� 4:5 80� 20� 4:5

Tmax = 2.8 m 135� 25� 3 135� 17:5� 3 135 � 25 � 3
Tmax = 1.75 m 135� 25� 2 135 � 25 � 2 135 � 25 � 2

Table 16.10 Optimal ship dimensions Rotterdam–Koblenz

Original optimum (m) New optimum (m) New optimum (m)

Rotterdam–Koblenz Annual demand 10,000 T Annual demand 25,000 T

Tmax = 4.5 m 135� 25� 4:5 70� 12:5� 3:5 60� 15� 4:5

Tmax = 2.5 m 135� 25� 2:5 70� 15� 2:5 86� 15� 2:5

Tmax = 1.75 m 135� 25� 2 135� 15� 2 135 � 25 � 2
Rotterdam–Koblenz Annual demand 50,000 T Annual demand 100,000 T

Tmax = 4.5 m 135� 25� 4:5 80� 20� 4:5 80� 20� 4:5

Tmax = 2.5 m 135� 25� 2:5 135 � 25 � 2.5 135 � 25 � 2.5
Tmax = 1.75 m 135� 25� 2 135 � 25 � 2 135 � 25 � 2

on the Rhine. What also becomes apparent is that the optimal ship dimensions are
not only dependent on the properties of ship and waterway, but also on the volume of
goods that is required by a customer. Customers with a limited demand of relatively
valuable goods have no benefit from transport by large ships, unless the batches of
goods that are delivered to them can be significantly smaller than the cargo carrying
capacity of this ship.

16.4 Transdisciplinary Discussion

In this chapter, the optimization of inland ships is discussed. This is part of the
optimization of transport over water, but does not explicitly take the transport
of water into account. The two topics are, however, closely linked since inland
waterways exist only because water is transported from inland locations to the seas
and/or oceans. Implicitly, the link between the two topics is incorporated in this
chapter through the exploration of the effect of different water depths on the optimal
dimensions of inland ships: The more water is transported through a given channel,
the higher the water level will be. In practice, it can often be observed that if not
enough water is transported through a channel, either permanently or seasonally,
measures are taken to ensure that transport over water is still possible by building of
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dams and locks. This way, a sufficiently high water depth for economically viable
waterborne transport of goods is guaranteed at all times.

Especially for free flowing rivers, a unified framework where transport of water
and transport over water are more closely linked would be beneficial. As was dis-
cussed earlier in this chapter, the dynamics of the water flow through a river lead to
ever-changing morphology of the river bed and to different water depths and water-
way cross-sections in both time and space. When transport over water is assessed
independently of the transport of water, the logical consequence is that water depth
and cross-section are assumed static or, at best, quasi-static. In the end, this leads
to an inability to properly adapt ships to the actual conditions of the waterway and,
therefore, to suboptimal ships. This phenomenon can be observed in the develop-
ment of inland ships in Europe in the past decade: more and more large-draught
ships are built. These ships perform well when water levels are high, but perform
poorly when they are low. As long as transport over water and transport of water
continue to be analyzed separately, it will remain unclear what the optimal solution
for the transport of goods over water is. In a unified framework, optimizing inland
waterway transport from a ship-technology point-of-view does become a possibility.

In the research presented in this chapter, several steps have been taken that can
be useful in such a unified framework: an approach for the calculation of transport
cost for specific transport scenarios, which include water depth, was presented and,
more importantly, the technical properties and building costs of inland ships with a
wide range of main dimensions have been established. Without this knowledge, it
is possible to establish how changes in the transport of water affect transport over
water by state-of-the-art ships, but it remains impossible to re-optimize transport
over water when the transport of water, i.e., water depth, changes significantly for a
given waterway.

16.5 Conclusions and Future Research

In this chapter, it has been clarified that there is a strong interaction between the
economic viability of operating an inland ship and the properties of the waterway
on which it sails. For a case in western Europe, it was also shown that if the
waterway allows it, the use of larger, wider, ships than those that are currently
common in Europe can be beneficial. However, further scale enlargement beyond
the dimensions of the largest tank ships that operate on the Rhine is unlikely to
be beneficial. At the same time, it is concluded that it is not only the properties of
waterway and ship that determine the optimum dimensions of a ship. There also
needs to be a match between the amount of cargo that is delivered to a customer and
that customer’s demand in order to limit the cost of stock.

Regarding innovation in the sector, there have been numerous initiatives to
improve the economic and environmental performance of inland ships, but only
scale enlargement has actually achieved a significant market uptake. LNG might
become the next big breakthrough, but this depends heavily on the development of
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the price of LNG. Furthermore, many of the developments in the sector are practical
in nature, while only a few are based on thorough scientific research.

Anyone who attempts to improve inland waterway transport within Europe
should keep in mind that cost is a major decision driver and therefore, any proposal
for a perceived improvement that leads to higher costs should include sound
argumentation why the perceived benefits of this improvement outweigh the higher
costs. It should also be kept in mind that the out-of-pocket costs of transport are
only a part of the total logistic costs and therefore that minimization of out-of-
pocket costs of transport alone may lead to a false conclusion regarding the optimal
dimensions of the ship to be used. This is mainly an issue if a proposed improvement
affects the cargo carrying capacity of the ship or, to a lesser extent, the transport
time.

A reduction of the out-of-pocket costs of transport can be achieved in several
ways, including but certainly not limited to the technological aspects discussed in
this chapter. When limiting oneself, however, to these technological aspects, the
most striking shortcoming in current knowledge is related to the interaction between
ship and waterway: In many cases, the details of water depth and waterway cross-
section are unknown, even though they have a significant impact on a ship’s speed,
fuel consumption at that speed and the cost of transport. Furthermore, even if these
conditions are known, there is a lack of good methods to predict speed and fuel
consumption for a given ship. This in turn makes it hard to optimize elements of a
ship that are related to the hydrodynamics and/or drive train, while also making it
hard to predict the benefits of proposed improvements.

To solve these shortcomings, several projects have recently been initiated in
the Netherlands. The COVADEM project aims at mapping the waterway through
cooperative depth measurements using many cargo ships, while the Top Ships
project focuses on powering prediction for inland ships. These projects provide a
step in the right direction, but further research on the topic is certainly required.
Further ship technology-related topics include the operation of coupled units, i.e.,
cargo ships pushing one or more barges and the maneuverability of inland ships.

Future research topics that are not related to the technical properties of include
the development of more knowledge about the decision drivers of shippers that use
inland shipping, the annual volumes of goods that each shipper requires and their
geographical locations. Further data on lingering times in ports is also desirable,
since this influences the amount of time as ship can actually spend sailing. This in
turn has a strong influence its annual transport capacity.
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Chapter 17
Wave Filtering and Dynamic Positioning
of Marine Vessels Using a Linear Design
Model: Theory and Experiments

V. Hassani and A.M. Pascoal

Abstract This chapter describes a procedure to obtain an improved design model
of ships subjected to the influence of currents and sea waves. The model structure is
at the heart of the application of new techniques in control and estimation theory to
the problem of Dynamic Positioning (DP) and wave filtering of marine vessels. The
model proposed captures the physics of the problem at hand in an effective manner
and includes the sea state as an uncertain parameter. This allows for the design
of advanced control and estimation algorithms to solve the DP and wave filtering
problems under different sea conditions. Numerical simulations, carried out using a
high fidelity nonlinear DP system simulator, illustrate the performance improvement
in wave filtering as a result of the use of the proposed model. Furthermore, using
Monte-Carlo simulations the performance of three DP controllers, designed based
on the plant model developed, is evaluated for different sea conditions. The first
controller is a nonlinear multivariable PID controller with a passive observer. The
second controller is of the Linear Quadratic Gaussian type and the third controller
builds on H1 control techniques using the mixed-� synthesis methodology. The
theoretical results are experimentally verified and the performance of wave filtering
in DP systems operated with the controllers designed for different sea conditions
are further examined by model testing a DP operated ship, the Cybership III, in a
towing tank equipped with a hydraulic wavemaker.
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17.1 Introduction

The first step in the design of a control system or observer for a marine vessel,
transporting and operating over water, is the development of a model describing the
dynamic behavior of the ship and its interaction with the environment that captures
the influence of waves and currents. An appropriate control design model should be
simple enough and yet reflect the main physical characteristics of the plant at hand.
A controller designed using a model of this type will inherit structural information
about the physical properties of the plant and has the potential to achieve good
performance and robustness properties, if at all possible. This chapter is devoted
to derive such a control design model that satisfies the above properties and can
therefore be used for efficient design of Dynamic Positioning (DP) systems. The
latter started to appear in the 1960s for offshore drilling applications, due to the need
to drill in deep waters and the realization that Jack-up barges and anchoring systems
could not be used economically at such depths. Nowadays, many types of marine
vessels such as drilling, pipe laying, crane, supply, passenger, and cruise vessels
are equipped with a DP systems [27]. Early DP systems were implemented using
PID controllers. In order to restrain thruster trembling caused by the wave-induced
motion components, notch filters in cascade with low pass filters were used with
the controllers [6]. However, notch filters restrict the performance of closed-loop
systems because they introduce phase lag about the crossover frequency, which in
turn tends to decrease phase margin. An improvement in the performance obtained
with DP controllers was achieved by exploiting more advanced control techniques
based on optimal control and Kalman filter theory, see [1]. These techniques were
later modified and extended in [2, 3, 5, 10–13, 25, 28, 30, 32]. For a survey of DP
control systems, see for example [27] and the references therein.

One of the most fruitful concepts introduced in the course of the body of work
referred above is that of wave filtering, together with the strategy of modeling
the total vessel motion as the superposition of low-frequency (LF) and wave-
frequency (WF) vessel motions. It was further recognized that in order to reduce
the mechanical wear and tear of the propulsion system components, in small to high
sea states, the estimates entering the DP control feedback loop should be filtered by
using a so-called wave filtering technique so as to prevent excessive control activity
in response to WF components. In practice, position and heading measurements are
corrupted with sensor noise. Furthermore, measured position and heading reflect
the impact of external disturbances such as waves and ocean currents acting on
the vessel. The need therefore arises for an observer to achieve wave filtering and
“separate” the LF and WF position and heading estimates (see [6] for details). In
extreme seas or swell with very long wave periods, wave filtering is turned off as
described in [17, 21, 27].

In [28], WF filtering was done by exploiting the use of Kalman filter theory
under the assumption that the kinematic equations of the ship’s motion can be
linearized about a set of predefined constant yaw angles (36 operating points in steps
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of 10ı, covering the whole heading envelope); this is necessary when applying linear
Kalman filter theory and gain scheduling techniques. However, global exponential
stability of the complete system cannot be guaranteed. In [9], a nonlinear observer
with wave filtering capabilities and bias estimation was designed using passivity
methods. An extension of this observer with adaptive wave filtering was described
in [31]. Gain-scheduled wave filtering was introduced in [32].

To the best of our knowledge, in the wave filtering techniques described in
the above mentioned references the WF components of marine vessel motion are
computed in a earth-fixed frame (also denoted as North-East-Down frame), while
the hydrodynamic forces and torques acting on the vessel are naturally given (via
the corresponding hydrodynamic coefficients) in terms of variables that are best
measured in body-axis (because they capture the influence between the vessel and
the environment locally, no matter what the attitude of the vessel is, in inertial
coordinates). Assuming a stationary wave pattern, this suggests that the WF motions
should be modeled in a hydrodynamic frame (or body frame) rather than in a North-
East-Down frame. This observation is at the root of the new linear model adopted
in this Chapter both for control and wave filtering purposes.

From a practical standpoint, this chapter is strongly motivated by the need to
develop high performance Dynamic Positioning (DP) systems. The latter have
traditionally been for low-speed applications, where the basic DP functionality is
either to keep a fixed position and heading of a ship, or to move it slowly from
one location to another. In this work, using a low speed assumption, a linear model
of a vessel is developed that captures practical aspects and plays a central role in
the design of control and estimation algorithms for DP and wave filtering of marine
vessels in presence of sea waves and disturbances. The main emphasis of the chapter
is on the new linear model proposed; to show the usefulness of the model, two
wave filters are designed, one based on the model proposed and the other on a
commonly used model, after which their performance is compared. The new model
can also be used for control systems design. This is illustrated with the design and
the evaluation of three classes of DP controllers operating under four different sea
conditions: calm, moderate, high, and extreme seas. The first class of controllers is
a nonlinear multivariable PID (designed based on a nonlinear plant model). In this
setup, a nonlinear passive observer is used for wave filtering. The observer provides
estimates of the LF components of position and velocity of the vessel that are used
in the controller. Four different nonlinear PID controllers are designed, covering the
sea conditions from calm to extreme seas. The remaining two types of controllers are
designed based on the new linear model presented. The second class of controllers
is of the Linear Quadratic Gaussian (LQG) type. It consists of a steady state Kalman
filter and a linear quadratic (state-feedback) controller. As in the previous case, four
different LQG controllers are designed covering different sea conditions. The third
class of controllers builds on H1 control techniques; four H1 robust controllers
are designed for different sea conditions.

The performance of the controllers derived is evaluated with the help of Monte
Carlo simulations performed under different environmental conditions, from calm to
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extreme seas, using the Marine Cybernetics Simulator (MCSim) [29]. Experimental
model tests are also carried out using the Cybership III model vessel of the Marine
Cybernetics Laboratory (MCLab) [20].

The structure of the chapter is as follows. Section 17.2 is a brief introduction to
important issues that arise in the design of DP systems, followed by the presentation
of a new linear vessel model that will be used for filter and control systems design
purposes. A brief description of three selected DP control laws (where two of
them are designed using the newly proposed vessel model) is given in Sect. 17.2.2.
Section 17.3 describes the Marine Cybernetics Simulator and contains the results
of numerical Monte-Carlo simulations with stochastic signals that illustrate the
performance of the DP controllers and associated estimators under calm to extreme
sea conditions. In Sect. 17.4, a short description of the model-test vessel, Cybership
III, and experimental results obtained with it are presented. Conclusions and
suggestions for future research are summarized in Sect. 17.6.

17.2 Dynamic Positioning, Wave Filtering
and Ship Modeling

In DP systems, the key objective is to maintain the vessel’s heading and position
within desired limits. Central to their implementation is the availability of good
heading and position estimates, provided by properly designed filters. In general,
measurements of the vessel velocities are not available and measurements of
position and heading are corrupted with different types of noise. Consequently,
the estimates of the velocities must be computed from corrupted measurements
of position and heading through a state observer. Furthermore, only the slowly-
varying disturbances should be counteracted by the propulsion system, whereas the
oscillatory motion induced by the waves (1st-order wave induced loads) should not
enter the feedback control loop to prevent excessive control activity in response to
WF components of motion. To this effect, DP control systems should be designed so
as to react to the LF forces imparted to the vessel only. As mentioned before, wave
filtering techniques are exploited to separate the position and heading measurements
into LF and WF position and heading estimates. Figure 17.1 illustrates this concept
graphically. It was this interesting set of ideas that motivated the work reported in
the present chapter on the development of a linear design model for marine vessels
with a view to DP and wave filtering applications. In what follows, for the sake of
clarity, the vessel model described in [9, 26, 32] is described first. The model admits
the realization

P�! D A!.!0/�! CE!w!; (17.1)

�! D C!�!; (17.2)

Pb D �T �1b CEbwb; (17.3)

P�L D R. L/�L; (17.4)
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Fig. 17.1 The total motion of a ship is modeled as a LF response with the WF motion added as an
output disturbance (adapted from [9, 26])

M P�L CD�L D � CRT . tot/b; (17.5)

�tot D �L C �!; (17.6)

�y D �tot C v; (17.7)

where (17.1) and (17.2) capture the 1st-order wave induced motion in surge, sway,
and yaw; (17.3) represents a low order Markov process approximating the slowly
varying bias forces (in surge and sway) and torques (in yaw) due to waves (2nd
order wave induced loads) and currents, where the latter are given in earth fixed
coordinates but later expressed in body-axis in (17.5). Vector �! 2 R

3 captures the
vessel’s WF motion due to 1st-order wave-induced disturbances, consisting of WF
position .xW ; yW / and WF heading  W of the vessel; w! 2 R

3 and wb 2 R
3 are

zero mean Gaussian white noise vectors, and

A! D
�
03�3 I3�3

��3�3 �ƒ3�3

�
; E! D

�
03�1
I3�1

�
;

C! D �
03�3 I3�3

�
;
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with

� D diagf!201; !202; !203g;
ƒ D diagf2�1!01; 2�2!02; 2�3!03g;

where !0i and �i are the dominant WF and relative damping ratio, respectively.
Matrix T D diag.Tx; Ty; T / is a diagonal matrix of positive bias time constants
and Eb 2 R

3�3 is a diagonal scaling matrix. Vector �L 2 R
3 consists of low

frequency, earth-fixed position .xL; yL/ and LF heading  L of the vessel relative to
an earth-fixed frame, �L 2 R

3 represents the translational and rotational velocities
expressed in a vessel-fixed reference frame, and R. L/ denotes a homogeneous
transformation given by

R. L/ D
2
4

cos. L/ � sin. L/ 0
sin. L/ cos. L/ 0
0 0 1

3
5 :

Equation (17.5) describes the vessels’s LF motion at low speed (see [6]), whereM 2
R
3�3 is the generalized system inertia matrix including zero frequency added mass

components,D 2 R
3�3 is a linear damping matrix, and � 2 R

3 is a control vector of
generalized forces generated by the propulsion system, which can produce surge and
sway forces as well as a yaw moment. Vector �tot 2 R

3 represents the vessel’s total
motion, consisting of total position .xtot; ytot/ and total heading  tot of the vessel.
Finally, (17.7) represents the position and heading measurement equation, where
v 2 R

3 is zero-mean Gaussian white measurement noise.
Clearly, in the model described in (17.1)–(17.7) the evolution of the WF

components of motion, given by (17.1), (17.2) and (17.7), are modeled as a 2nd-
order linear time invariant system, driven by Gaussian white noise, in earth-fixed
frame.

It is commonly accepted in station keeping operations, assuming small motions
about the coordinates �d (xd , yd , and d ), that the coupled equations of WF motions
can be formulated in a hydrodynamic frame as1

M.w/ R�R! CDp.w/ P�R! D �wave1; (17.8)

P�! D R. / P�R!; (17.9)

1In six degrees-of-freedom dynamics, (17.8) is written as M.w/ R�R! C Dp.w/ P�R! C G�R! D
�wave1, where G 2 R

6�6 is the linearized restoring coefficient matrix due to the gravity and
buoyancy affecting heave, roll, and pitch only (see [26] for more details). Throughout this chapter a
three degrees-of-freedom dynamics is used for the design purposes, while a six degrees-of-freedom
dynamics is used in the simulation.
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where �R! 2 R
3 is the WF motion vector in the hydrodynamic frame, �! 2 R

3 is the
WF motion vector in the Earth-fixed frame, and �wave1 2 R

3 is the first order wave
excitation vector, which depends on the vessel’s heading relative to the incident
wave direction. In the above, M.w/ 2 R

3�3 is the system inertia matrix containing
frequency dependent added mass coefficients in addition to the vessel’s mass and
moment of inertia and Dp.w/ 2 R

3�3 is the wave radiation (potential) damping
matrix. Here, it is assumed that the mooring lines, if any, will not affect the WF
motion [33].2

The above indicate that the WF motion should be computed in the hydrodynamic
frame. We now recall that the problem of modeling the hydrodynamic forces applied
to a vessel in regular waves is solved as two sub-problems: “wave reaction” and
“wave excitation”; the forces calculated in each of these sub-problems can be added
together to give the total hydrodynamic forces [4]. Potential theory is assumed,
neglecting viscous effects. The following effects are important:

Wave Reaction, i.e., forces and moments on the vessel when the vessel is
forced to oscillate with the wave excitation frequency. The hydrodynamic loads are
identified as added mass and wave radiation damping terms.

Wave Excitation, i.e., forces and moments on the vessel when the vessel is
restrained from oscillating and there are incident waves. This gives the wave
excitation loads which are composed of so-called Froude-Kriloff (forces and
moments due to the undisturbed pressure field as if the vessel were not present)
and diffraction forces and moments (forces and moments due to the presence of the
vessel changes the pressure field).

Results from model tests and computer programs for vessel response analysis
often come in the form of transfer functions or tables of coefficients. Similar tools
can be applied to study linear wave-induced motions, 2nd-order wave drift, and
slowly varying motions. To a large extent, linear theory is sufficient to describe
wave-induced motions and loads on vessels. This is especially true for small to
moderate sea states.

To this effect, a frequency spectrum S.!/ is usually selected to describe the
energy distribution of the wind generated sea waves and swell over different
frequencies, with the integral over all frequencies representing the total energy
of the sea state. Common frequency spectra are the Pierson-Moskowitz spectrum,
the ISSC spectrum (or modified Pierson-Moskowitz spectrum recommended by
International Towing Tank Conference for fully developed sea), the Joint North
Sea Wave Project (JONSWAP) spectrum [18], and the more recent doubly peaked
spectrum introduced by Torsethaugen (see [6, 26] and the references therein for
details). Linear approximations of the wave spectra are studied in the literature;
in particular, 2nd-order wave transfer function approximations have been used
extensively, see [2, 3, 5, 10–13, 21, 25, 28, 30, 32].

2It is worth to mention that the evolution of the WF components of motion, given by (17.1) and
(17.2), are in fact a simplification of (17.8) and (17.9).
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In this work we also consider a 2nd-order wave transfer function approximation
and we propose a modified model for the WF components of motion as follows:

P�! D A!.!0/�! CE!w!; (17.10)

�! D R. L/C!�!; (17.11)

Pb D �T �1b CEbwb; (17.12)

P�L D R. L/�L; (17.13)

M P�L CD�L D � CRT . tot/b; (17.14)

�tot D �L C �!; (17.15)

�y D �tot C v; (17.16)

where all the variables are as defined in (17.1)–(17.7). At this point we would like
to highlight the difference between (17.2) and (17.11). As mentioned before, the
evolution of the WF components of motion in (17.1), (17.2) and (17.7), are modeled
as a 2nd-order linear time invariant system, driven by Gaussian white noise, in earth-
fixed frame, while (17.8) suggests that the WF motions be modeled in a body frame.
From a physical point of view, it is obvious that the WF motions depend on the
angle between the heading of the vessel and the direction of the wave. Assuming
stationary waves,3 one can assume that a linear approximation can be used to
described wave-induced motions in the body frame. This justifies the modification
applied in (17.11). Modeling the WF motions in earth-fixed frame means that every
time a new command for a desired heading is issued, the WF motion dynamic should
be updated. By modeling the WF motion dynamics in the body frame this is avoided
entirely.

17.2.1 A New Linear Design Model

For low speed DP and wave filtering applications, the following assumptions can be
made (these assumptions are widely used in the literature, see [5, 19, 30–32]):

Assumption 1. Position and heading sensor noise are neglected, that is v D 0,
since the measurement error induced by measurement noise is negligible compared
to the wave-induced motion.

Assumption 2. The amplitude of the wave-induced yaw motion  ! is assumed to
be small, that is, less than 2–3ı during normal operation of the vessel and less than 5ı

3In long-crested irregular sea, the sea elevation can be assumed statistically stable. See [26] for
details and differences between long- and short-crested seas.
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in extreme weather conditions. Hence,R. L/ 	 R. LC W /. From Assumption 1
it follows that R. L/ 	 R. y/, where  y Š  L C  W denotes the measured
heading.

Assumption 3. The time-derivative of the total heading P tot is small and close to
zero (low speed assumption).

We will also exploit the model property that the bias time constant in the x and y
directions are equal, i.e., Tx D Ty .

At this point, to represent the dynamics of the vessel in a linear form, it is
convenient to introduce a new system of vessel parallel coordinates as described
in [6, 7, 26]. Vessel parallel coordinates are defined in a reference frame fixed to
the vessel, with axes parallel to the earth-fixed frame. In what follows, they will be
denote by the upper script p; vector �pL 2 R

3 consists of the LF position .xpL; y
p
L/

and LF heading  p
L of the vessel expressed in body coordinates, defined as

�
p
L D RT . tot/�L: (17.17)

Computing its derivative with respect to time yields

P�pL D PRT . tot/�L CRT . tot/ P�L
D PRT . tot/R. tot/�

p
L CRT . tot/R. L/�L: (17.18)

Using a Taylor series to expand RT . tot/ about  L and neglecting the higher order
terms, it follows that

RT . tot/R. L/ Š I C  W S; (17.19)

where

S D
2
4
0 1 0

�1 0 0
0 0 0

3
5 :

Simple algebraic manipulations yield

PRT . tot/R. tot/ D P totS: (17.20)

From (17.18)–(17.20) it can be concluded that

P�pL 	 P totS�
p
L C �L C  W S�L: (17.21)
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We now study the time evolution of the slowly varying bias forces, b, expressed
in the vessel parallel coordinates as

bp D RT . tot/b: (17.22)

Clearly,

b D R. tot/b
p; (17.23)

and differentiating both sides yields

Pb D PR. tot/b
p CR. tot/ Pbp: (17.24)

From (17.12), (17.23) and (17.24) it follows that

PR. tot/b
p CR. tot/ Pbp D �T �1R. tot/b

p CEbwb: (17.25)

Reordering (17.25) and multiplying both sides by RT . tot/ gives

Pbp D �RT . tot/T
�1R. tot/b

p �RT . tot/ PR. tot/b
p

CRT . tot/Ebwb: (17.26)

Using the assumption that Tx D Ty , it can be shown that RT . tot/T D TRT . tot/;
simple algebra also shows that RT . tot/ PR. tot/ D � P totS .

Equation (17.26) can be rewritten as

Pbp D �T �1bp C P totSb
p CRT . tot/Ebwb: (17.27)

Summarizing the equations above yields

P�! D A!.!0/�! CE!w!; (17.28)

�! D R. L/C!�!; (17.29)

Pbp D �T �1bp C P totSb
p CRT . tot/Ebwb; (17.30)

P�pL D P totS�
p
L C �L C  W S�L; (17.31)

M P�L CD�L D � C bp: (17.32)

Moreover, using Assumptions 1, 2 and 3 a linear model is obtained that is given by

P�! D A!.!0/�! CE!w!; (17.33)

�b! D C!�!; (17.34)
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Pbp D �T �1bp C wfb ; (17.35)

P�pL D �L; (17.36)

M P�L CD�L D � C bp; (17.37)

�fy D �
p
L C �b!; (17.38)

where �b! are WF components of motion in body-coordinate axis, and wfb and �fy
consists of a new modified disturbance and a modified measurement defined by
wfb D RT . y/Ebwb and �fy D RT . y/�y , respectively.4

17.2.2 A Brief Review of Three DP Controllers

In what follows we give a short description of three types of controllers used in
the current chapter. The first type of controller consists of a nonlinear multivariable
PID coupled with a nonlinear passive observer. Passive observers were introduced
in the late 1990s; the main motivation for their development was the need to
overcome the difficulty of tuning a relatively large number of parameters (through
experimental testing of the vessel) in other commonly used approaches such as
back-stepping and Kalman filtering, see [5, 30, 31]. In fact, the tuning procedure
is simplified significantly using passivity arguments [31]. Moreover, in the absence
of measurement noise passive observers satisfy satisfy the property of global
convergence, that is, all estimation errors converge to zero. Another interesting
property of passive observers is that the wave filtering parameters (filter gains)
are functions of the dominating wave frequency, thus making them appropriate
candidates for adaptive wave filtering when the sea state and dominating wave
frequency are unknown.

In this type of controller, the observer provides estimates of the LF components
of the position and the velocity of the vessel which are used in the nonlinear
multivariable controller structure. To cover the different sea conditions from calm
to extreme seas, we have designed four different controllers and observers based on
different values of the dominant wave frequency. For further details on controller
design the reader is referred to [21, 26].

The second class of controllers is of the LQG type. It consists of a steady state
Kalman filter and a linear quadratic (state-feedback) controller. In order to design
the LQG controller, we used the linear model of the vessel presented in (17.33)–
(17.38). As in the previous case, four different LQG controllers were designed,

4When designing observers for wave filtering in dynamic positioning, since the controller regulates
the heading of the vessel, the designer can assign a new intensity to wfb ; however, assigning the
intensity of the noise in practice requires considerable expertise.
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based on four different dominant wave frequency values, covering different sea
conditions from calm to extreme. Details on the design of the LQG DP controllers
can be found in [17].

The third type of controller is a robust DP controller designed using H1 and
mixed-� control techniques. In this set-up, the practical assumptions are exploited
in order to obtain a linear design model with parametric uncertainties describing the
dynamics of the vessel. Appropriate frequency weighting functions are selected to
capture the required performance specifications at the controller design phase. The
proposed model and weighting functions are then used to design robust controllers.
The problem of wave filtering is also addressed during the process of modeling
and controller design. As in the previous cases, four H1 robust controllers were
designed for different sea conditions. For details on the development of the vessel’s
model with parametric uncertainty, as well as the procedure adopted for robust DP
controller design, the reader is referred to [15, 16].

17.3 Wave Filtering and Control: Numerical Solutions

In what follows we summarize the results of Monte Carlo simulations of wave fil-
tering and dynamic positioning systems. The simulations were carried out using the
MCSim. After a short description of the simulator, we evaluate the improvements
obtained with the changes in our proposed modified design model. This being done,
the DP controllers introduced in Sect. 17.2.2 are evaluated using the simulator.

17.3.1 Overview of the Simulator

The MCSim is a modular, multi-disciplinary simulator based on Matlab/Simulink
developed at the Centre for Ships and Ocean Structures, Dept. of Marine Technol-
ogy, Norwegian Univ. of Science and Technology. The MCSim incorporates high
fidelity models, denoted as process plant models or simulation models in [26], at all
levels (plants and actuators). It is composed of different modules that include the
following:

1. Environmental module, containing different wave models, surface current
models, and wind models.

2. Vessel dynamics module, consisting of a LF and a WF model. The LF model is
based on the standard six degrees-of-freedom vessel dynamics, whose inputs are
the environmental loads and the interaction forces from thrusters and the external
connected systems.

3. Thruster and shaft module, containing thrust allocation routine for non-rotating
thrusters, thruster dynamics, and local thruster control. It may also include
advanced thrust loss models for extreme seas, in which case detailed information
about waves, current and vessel motion is required.
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4. Vessel control module, consisting of different controllers, including nonlinear
multivariable PID controllers, for DP.

Details on the MCSim can be found in [8, 22, 23, 29].
In what follows, the results of Monte-Carlo simulations performed with the

MCSim are shown to illustrate and assess the performance of a number of different
types of observers and controllers for an offshore vessel with DP system. To this
effect, in the next section two types of observers based on the two distinct models
described by (17.1)–(17.7) and (17.10)–(17.15) are introduced. Their performance
is evaluated comparatively under different environmental conditions, from calm to
high seas. In the simulations, the environmental conditions are simulated using the
JONSWAP spectrum [18]. The study shows the usefulness of the new linear design
model adopted. This is followed by a section where the performance obtained with
the three types of controllers defined before is also assessed in simulation.

17.3.2 A Comparison of the Modified and Classical
Design Models

In this section, in order to compare the usefulness of the two design models
described by (17.1)–(17.7) and (17.10)–(17.15), we start by designing a Luenberger-
like observer for the model presented by (17.1)–(17.7). After tuning the observer
gains (for the best estimation performance), we use the same gains and design
another Luenberger-like observer based on the model described by (17.10)–(17.15).
The two observers share the same structure (except for the proposed modification)
and have the same gains.5 We compare the estimation results of the two above
mentioned observers and reason that better performance with one of the observers
reflects the superiority of the model adopted for its design.

To design the observer and optimize the gains we follow the procedure of
designing nonlinear passive observer for marine vessels. Passive observers were
introduced in [9, 30, 31]. The structure of passive observers for a DP vessel model
described by (17.1)–(17.7) is given by

PO�! D A!.!0/ ! CK1 Q�y; (17.39)

O�! D C! O�!; (17.40)

POb D �T �1 Ob CK2 Q�y; (17.41)

5All the gains are optimally tuned for the observer designed using the model described in
(17.1)–(17.7). Such a selection favors the old DP model; however, a comparison of the results
of simulations shows that the observer designed using the newly proposed model yields better
performance.

O�
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PO�L D R. y/ O�L CK3 Q�y; (17.42)

M PO�L CD O�L D � CRT . y/ Ob CRT . y/K4 Q�y; (17.43)

O�y D O�L C O�!: (17.44)

For details on nonlinear passive observers and the selection of the observer gains,
i.e., Ki , i D 1 : : : 4, the reader is referred to [5, 6, 9, 19, 26, 30–32].

The structure of the second observer for a DP vessel model described by (17.10)–
(17.15) (i.e., observer based on the new proposed DP model) is adopted from the
one in (17.39)–(17.44) except for the WF motion that is now expressed in body
coordinates as

O�! D R. y/C! O�!: (17.45)

In conclusion, throughout this section we use the same set of gains in order to
ascertain the impact of the design model on the performance obtained with the
observers. Three different environment conditions from calm to high seas are
considered, and for each one a separate observer is designed. Table 17.1 shows the
definition of the sea condition associated with a particular model of supply vessel
that is used in the MCSim.

For simulation purposes, the nominal values for the dominant wave frequency are
selected as f0:48; 0:63; 0:92g (rad/s). Figures 17.2 and 17.3 show the time evolution
of total motion and the LF component of the motion and their estimates by two
passive observers [one based on the model (17.1)–(17.7) and the other based on the
modified model (17.10)–(17.15)] in a high sea state condition. The simulation is
done in a station keeping scenario where a nonlinear multivariable PID controller
regulates the position and heading of the vessel about zero. It is seen that even with
wave filtering, some of the 1st-order wave frequency components are present in the
LF estimates.6 However, the simulations support the conclusion that the observer
proposed in this chapter yields very good performance when compared with that
obtained with the passive observer described in [9]. To quantify the potential
performance improvement of our modified observer over the passive observer of
[9], we introduce “percentage comparison” figure of merit given by

%E D
jVAR Qpold

L
j � jVAR Qpnew

L
j

jVAR Qpnew
L

j � 100; (17.46)

6At this point, we should emphasize that the observers are designed according to the simple model
of (17.10)–(17.15) [and (17.1)–(17.7)] while they are tested in the MCSim using a high fidelity
model which captures hydrodynamic effects, generalized coriolis and centripetal accelerations,
nonlinear damping and current forces, and generalized restoring forces. Moreover, in the MCSim
the JONSWAP wave spectrum is used to simulate the waves while the observers are designed using
a linear second order approximation of the spectrum.
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Table 17.1 Definition of sea states from [24]

Dominant wave frequency Significant wave height
Sea state !0 (rad/s) Hs (m)

Calm seas >1:11 <0:1

Moderate seas Œ0:74 1:11� Œ0:1 1:69�

High seas Œ0:53 0:74� Œ1:69 6:0�

Extreme seas <0:53 >6:0

0 50 100 150 200 250

−30

−25

−20

−15

−10

−5

0

5

10

15

Time (s)

E
as

t 
(m

)

= +

ˆ by passive observer

ŷL
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Fig. 17.2 Total motion, LF component of a (typical 100 m long) DP vessel (only sway), and its
estimates

where VAR Qp is the variance of Qp, Qpold
L and Qpnew

L are the estimation error of pL with
the passive observer of [9] and our modified observer, respectively, and finally pL
is the LF component of the motion in surge, sway or yaw.

Table 17.2 summarizes the result of Monte-Carlo simulations with different
environment conditions from calm to high seas where a nonlinear multivariable
PID controller regulates the position of the ship at origin. We have computed the
performance improvement of our modified observer over that described in [9].

Table 17.3 shows similar results when the vessel position was commanded to
change 300m forward in surge and sway while keeping the heading at zero; this
simple maneuver was executed with the nonlinear multivariable PID control law
referred to above. As Tables 17.2 and 17.3 show, as the sea condition changes from
calm to high seas, there is significant performance improvement with the use of the
new proposed observer, when compared with that of the passive observer in [9].
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Table 17.2 Performance
improvements of new
observer (station keeping)

Calm seas Moderate seas High seas

%E in surge 16 % 18 % 78 %

%E in sway 22 % 25 % 115 %

%E in yaw �9 % 51 % 93 %

Table 17.3 Performance
improvements of new
observer (Manoeuvering)

Calm seas Moderate seas High seas

%E in surge 17 % 18.5 % 80 %

%E in sway 24 % 27 % 115 %

%E in yaw �8 % 51 % 94 %

The reason for this behavior is the violation of Assumption 2 with the observer
in [9]. In fact, when shifting from calm sea to moderate and high sea conditions,
the amplitude of the wave-induced yaw motion becomes larger and neglecting this
term causes performance degradation. This problem is alleviated in our proposed
observer (by modeling the WF motion in the body frame).

Now that the efficacy of the newly proposed design model has been shown we
will continue, in what follows, by presenting the result of numerical simulations
with three different types of DP controllers designed based on the new model.
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17.3.3 Numerical Simulations with Three Types
of DP Controllers

This section summarizes the results of Monte-Carlo simulations aimed at assessing
the performance achievable with the three types of controllers described before. In
parallel, we study the performance of the wave filters designed using the newly
proposed model, when used in conjunction with the first and second controllers of
Sect. 17.2.2. In the simulations, the different environment conditions from calm to
extreme seas were simulated using the JONSWAP spectrum [18]. Notice that in
addition to the three environment conditions (calm, moderate, and high sea) used in
Sect. 17.3.2 we also consider the extreme sea state, see Table 17.1.

We start by comparing the estimation-performance of the wave filters when run
together with the first two controllers.7 At this point in the simulation, the nominal
values for the dominant wave frequency were selected as f0:48; 0:63; 0:92; 1:18g
(rad/s). Figure 17.4 shows the vessel’s total and low frequency motion components
using a passive-like observer (that is run with a nonlinear PID controller) and a
Kalman filter (inserted in an LQG observer/controller structure) in a calm sea state.
The simulation is done in a station keeping scenario where a nonlinear multivariable
PID controller (in conjunction with a passive observer) and a LQG controller (which
includes a Kalman filter in its structure) regulate the position and heading of the
vessel about zero. To allow for a better estimation-performance comparison, in
Fig. 17.5 we only show the LF component of the motion and its estimates by the
passive observer and a Kalman filter in calm sea state (for the same simulation as
the one shown in Fig. 17.4). It is seen that the Kalman filter is better (in terms of
estimating the LF components of motion) than the passive observer. Figures 17.6
and 17.7 show the results of similar simulations for moderate and high seas. The
results support the observation that the Kalman filter has better wave filtering
properties (estimation of the LF part of the motion) when compared to the passive
observer. Moreover, it is also seen that even with wave filtering, some of the 1st-
order wave frequency components are seen in the LF estimates. Figures 17.8, 17.9,
and 17.10 focus on the motion control capabilities, and illustrate the performance
obtained with the DP controllers mentioned before, under different sea conditions.8

Here we should highlight that in Figs. 17.8, 17.9, 17.10, and 17.11 we present only
the LF components of motion. These simulations suggest that the LQG has the best
performance in terms of regulating the LF components of motion and the robust
controller has the worst performance overall. Notice that the robust controller does
not include any observer to estimate the LF motions and the controllers are fed
with the total position (LF+WF). However, if the comparison is done in terms
of total vessel motion (LF+WF), the robust controller exhibits superior dynamic

7Wave filtering in the robust DP controller is not implemented explicitly, see [15, 16] for details.
8All the results are presented in full scale. During the testing phase care was taken to ensure that
all controllers were tuned to their best performance, so as to allow for a fair comparative study.
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Fig. 17.10 Numerical simulations (high sea): LF components of motion of the vessel operating
with different DP controllers
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Fig. 17.11 Numerical simulations (extreme sea): LF components of motion of the vessel operating
with different DP controllers
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Fig. 17.12 Numerical simulations (moderate sea): total motion of the vessel with different DP
controllers

positioning with respect to that obtained with the other two types of controllers (that
show similar performance), see Figs. 17.12 and 17.13. This is due to the poor wave
filtering of the robust controllers and the fact that the robust controllers (without an
explicit wave filter) try to regulate all the motions of the vessel (and not only the
LF part). Notice that in extreme seas or swell with very long wave periods, wave
filtering is turned off as described in [17, 21, 27] and the DP controllers should
regulate the total motion of the vessel (and not only the LF part), and hence, robust
controllers will be favorable in extremes seas.

17.4 Experimental Model Testing Results

This section bridges the gap between theory and practice. To this effect, we
assess the performance of the three types of controllers described before using an
experimental set-up consisting of the Cybership III model vessel of the Marine
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Fig. 17.13 Numerical simulations (extreme sea): total motion of the vessel with different DP
controllers

Cybernetics Laboratory (MCLab), Department of Marine Technology, Norwegian
University of Science and Technology (NTNU). During the tests, different sea
conditions were emulated using a hydraulic wave maker.

17.4.1 Overview of the Cybership III

Cybership III is a 1:30 scaled model of an offshore vessel operating in the North
Sea. Table 17.4 presents the main parameters of both the model and the full scale
vessel.

Cybership III is equipped with two pods located at the aft. A tunnel thruster
and an azimuth thruster are installed at the bow.9 The vessel has mass m D 75 kg,
length L D 2:27m and breadth B D 0:4m. The main parameters of the model
are presented in Table 17.4. The internal hardware architecture is controlled by an
onboard computer that communicates with the onshore PC through a WLAN. The
PC onboard the ship uses QNX real-time operating system (target PC). The control
system is developed on a PC in the control room (host PC) under Simulink/Opal
and downloaded to the target PC using automatic C-code generation and wireless

9For technical reasons in this experiment the tunnel thruster was deactivated.
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Table 17.4 Model main
parameters

Model Full scale

Overall length 2.275 m 68.28 m

Length between 1.971 m 59.13 m
perpendiculars

Breadth 0.437 m 13.11 m

Breadth at water line 0.437 m 13.11 m

Draught 0.153 m 4.59 m

Draught front perpendicular 0.153 m 4.59 m

Draught aft. perpendicular 0.153 m 4.59 m

Depth to main deck 0.203 m 6.10 m

Weight (hull) 17.5 kg Unknown

Weight (normal load) 74.2 kg 22.62 tons

Longitudinal center of gravity 100 cm 30 m

Vertical center of gravity 19.56 cm 5.87 m

Propulsion motors max 81 W 3200 HP
shaft power (6 % gear loss)

Tunnel thruster max 27 W 550 HP
shaft power (6 % gear loss)

Maximum speed Unknown 11 knots

Ethernet. The motion capture unit, installed in the MCLab, provides Earth-fixed
position and heading of the vessel. The motion capture unit consists of onshore 3-
cameras mounted on the towing carriage and a marker mounted on the vessel. The
cameras emit infrared light and receive the light reflected from the marker.

To emulate the sea conditions, a hydraulic wave maker system is used. It consists
of a single flap covering the whole breadth of the basin, and a computer controlled
motor, moving the flap. The device can produce regular and irregular waves with
different spectrums. We have used the JONSWAP spectrum to simulate the different
sea conditions for our experiments, see [18].

17.4.2 Model Testing Results

Figure 17.14 shows the vessel position and heading in a moderate sea condition.
The results of the model test are in agreement with the ones obtain in the numerical
simulation study, showing satisfactory performance of wave filtering (estimating the
LF part of the motion) for both the passive observer and the Kalman filter. However,
the Kalman filter yields a smoother estimate of the LF vessel motion, as shown in
Fig. 17.15 that is a zoom-in on Fig. 17.14 (we omit the total motion in Fig. 17.15 for
the sake of a better comparison). It is seen that the Kalman filter provides smoother
estimation of the LF part of motion.
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Fig. 17.14 Experimental results (moderate sea): total motion of the vessel and estimation of the
LF components of motion with a passive observer and a Kalman filter
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Fig. 17.15 Experimental results (moderate sea): estimation of the LF components of motion with
a passive observer and a Kalman filter (zoom in of Fig. 17.14)
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Fig. 17.16 Experimental results (high sea): total motion of the vessel with different DP controllers

Table 17.5 Experimental
results (high sea): calculated
covariance of total motion of
the vessel (average of three
experiments)

x (m) y (m)  (deg)

PID with a passive observer 0.80 0.03 0.05

LQG controller 0.74 0.07 0.04

robust controller 0.62 0.02 0.09

Figure 17.16 shows the comparison of the total motion of the vessel in high
sea, working under different DP systems; notice that the robust DP controller has
a (slightly) better performance in the regulation of the vessel and the two other
controllers have similar performance. Table 17.5 shows the mean covariance of three
station keeping experiments with the above mentioned controllers. The table also
shows that the robust DP controller has better performance (in terms of xtot and ytot

regulation, but not in  tot) in the station keeping scenario, when compared with the
other two controllers.

17.5 Combined Framework in Transport of Water
and Transport over Water

This chapter is focused on the development of a new linear model of marine vessels
subjected to currents and sea waves. This is a key step in devising solutions to
the problem of dynamic positioning and wave filtering of vessels for scientific and
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commercial operations. The model proposed captures the influence of forces and
moments due to currents and sea waves. The effect of sea waves includes two terms:
(a) oscillatory forces and moments and (b) slowly varying forces and moments
(modeled together with the forces and moment due to currents). Notwithstanding
the simplicity of the model, it captures the physics of the problem at hand in an
effective manner. Hence, it is at the heart of the application of new techniques
in control and estimation theory to the design of wave filters and controllers for
DP systems. Most marine vessels equipped with DP systems operate in open seas
where flow control is impossible. However, some passenger, cruise, and commercial
vessels with DP systems also travel in open channels where transport of water and
flow control are clearly feasible. Should the need arise for the use of DP systems in
such circumstances, the information received from the control system that regulates
transport of water in open canal networks can in principle be used to update the
proposed model to use higher fidelity models of currents to best capture the effect
of the latter on the vessel. This combined framework of transport of and over
water could potentially improve the performance of DP systems and speed up their
initialization process.10

17.6 Conclusions and Future Research

This chapter proposed a new linear design model for marine vessels subjected
to ocean waves and currents, with application to wave filtering and dynamic
positioning. Its key contribution was the development of a modified linear model
that captures the physics of the vessel in a simple, yet effective manner. Numerical
simulations, carried out using a high fidelity nonlinear dynamic positioning (DP)
simulator, showed the performance improvement in wave filtering due to the use
of the modified model in comparison with commonly used models. The proposed
model is instrumental in applying new techniques in control and estimation theories
to the problem of DP as shown in [14–17] for simulation and model testing. The
chapter offered also a comprehensive evaluation of the performance obtained with a
set of three DP controllers designed for different sea conditions, for a representative
vessel model. The evaluation included Monte-Carlo simulations, as well as model-
test experiments with a vessel in a towing tank equipped with a wave making system.
The results obtained confirmed that Kalman filter exhibits superior performance
in wave filtering. Moreover, they also showed that robust DP controller has better
performance in the regulation of the total motion of the vessel (LF+WF). However,
a PID controller equipped with a passive observer was the simplest controller to
design and tune. Future work will include the application of the methodologies
developed to the design of DP controllers for a real vessel.

10Before a DP system is functional, the state estimate of the filter in the DP system should converge
to its steady state performance; this initialization may take tens of minutes.



342 V. Hassani and A.M. Pascoal

Acknowledgements We thank our colleagues Asgeir J. Sørensen, A. Pedro Aguiar, N.T. Dong,
and Thor I. Fossen for many discussions on wave filtering and adaptive estimation. We would
also like to thank T. Wahl, M. Etemaddar, E. Peymani, M. Shapouri, and B. Ommani for
their invaluable assistance during the model tests at MCLab. This work has been carried out
at the Centre for Autonomous Marine Operations and Systems (AMOS) in collaboration with
the Norwegian Marine Technology Research Institute (MARINTEK). The Norwegian Research
Council is acknowledged as the main sponsor of AMOS. This work was supported by the
Research Council of Norway through the Centres of Excellence funding scheme, Project number
223254—AMOS.

References

1. Balchen J, Jenssen NA, Sælid S. Dynamic positioning using Kalman filtering and optimal
control theory. In: The IFAC/IFIP symposium on automation in offshore oil field operation,
Bergen, 1976. p. 183–6.

2. Balchen J, Jenssen NA, Sælid S. Dynamic positioning of floating vessels based on Kalman
filtering and optimal control. In: Proceedings of the 19th IEEE conference on decision and
control, New York, 1980. p. 852–64.

3. Balchen J, Jenssen NA, Sælid S. A dynamic positioning system based on Kalman filtering and
optimal control. Modeling, Identification and Control (MIC). 1980;1(3):135–63.

4. Faltinsen OM. Sea loads on ships and offshore structures. Cambridge: Cambridge University
Press; 1990.

5. Fossen TI. Nonlinear passive control and observer design for ships. Modeling, Identification
and Control (MIC). 2000;21(3):129–84.

6. Fossen TI. Handbook of marine craft hydrodynamics and motion control. Chichester: Wiley;
2011.

7. Fossen TI, Perez T. Kalman filtering for positioning and heading control of ships and offshore
rigs. IEEE Control Syst Mag. 2009;29(6):32–46.

8. Fossen TI, Perez T. Marine systems simulator (MSS). 2009. http://www.marinecontrol.org/.
9. Fossen TI, Strand JP. Passive nonlinear observer design for ships using lyapunov methods:

Full-scale experiments with a supply vessel. Automatica. 1999;35:3–16.
10. Fossen TI, Sagatun SI, Sørensen AJ. Identification of dynamically positioned ships. J Control

Eng Pract. 1996;4(3):369–76.
11. Grimble MJ, Patton RJ, Wise DA. The design of dynamic ship positioning control systems

using stochastic optimal control theory. Optim Control Appl Methods. 1980;1:167–202.
12. Grimble MJ, Patton RJ, Wise DA. The design of dynamic ship positioning control systems

using stochastic optimal control theory. IEE Proc. 1980;127(3):93–102.
13. Grøvlen Å, Fossen TI. Nonlinear control of dynamic positioned ships using only position

feedback: An observer backstepping approach. In: Proceedings of the IEEE conference on
decision and control (CDC’96), Kobe, 1996.

14. Hassani V, Sørensen AJ, Pascoal AM. Evaluation of three dynamic ship positioning controllers:
from calm to extreme conditions. In: Proceedings of the NGCUV’12 - IFAC workshop on
navigation, guidance and control of underwater vehicles, Porto, 2012.

15. Hassani V, Sørensen AJ, Pascoal AM. Robust dynamic positioning of offshore vessels using
mixed-� synthesis. Part I: Designing process. In: Proceedings of ACOOG’12 - IFAC workshop
on automatic control in offshore oil and gas production, Trondheim, 2012.

16. Hassani V, Sørensen AJ, Pascoal AM. Robust dynamic positioning of offshore vessels
using mixed-� synthesis. Part II: Simulation and experimental results. In: Proceedings
of ACOOG’12 - IFAC workshop on automatic control in offshore oil and gas production,
Trondheim, 2012.

http://www.marinecontrol.org/


17 Dynamic Positioning of Marine Vessel Using a Linear Design Model 343

17. Hassani V, Sørensen AJ, Pascoal AM, Pedro Aguiar A. Multiple model adaptive wave filtering
for dynamic positioning of marine vessels. In: Proceedings of ACC’12 - American control
conference, Montreal, 2012.

18. Hasselmann K, Barnett TP, Bouws E, Carlson H, Cartwright DE, Enke K, Ewing JA, Gienapp
H, Hasselmann DE, Kruseman P, Meerburg A, Müller P, Olbers DJ, Richter K, Sell W,
Walden H. Measurements of wind-wave growth and swell decay during the joint north sea
wave project (JONSWAP). Ergnzungsheft zur Deutschen Hydrographischen Zeitschrift Reihe.
1973;8(12):1–95.

19. Loria A, Fossen TI, Panteley E. A separation principle for dynamic positioning of ships:
theoretical and experimental results. IEEE Trans. on Contr. Syst. and Tech. 2000;8(2):
332–43.

20. MARINTEK. Marine cybernetics laboratory. 2014. http://www.sintef.no/home/MARINTEK/
Laboratories/Marine-Cybernetics-Laboratory/. Accessed 31 July 2014 [Online].

21. Nguyen TD, Sørensen AJ, Quek ST. Design of hybrid controller for dynamic positioning from
calm to extreme sea conditions. Automatica. 2007;43(5):768–85.

22. Perez T, Smogeli ØN, Fossen TI, Sørensen AJ. An overview of marine systems simulator
(MSS): A simulink toolbox for marine control systems. In: Proceedings of Scandinavian
conference on simulation and modeling (SIMS’05), Trondheim, 2005.

23. Perez T, Sørensen AJ, Blanke M. Marine vessel models in changing operational conditions –
a tutorial. In: 14th IFAC symposium on system identification (SYSID’06), Newcastle, 2006.

24. Price WG, Bishop RED. Probabilistic theory of ship dynamics. London: Chapman and Hall;
1974.

25. Sælid S, Jenssen NA, Balchen J. Design and analysis of a dynamic positioning system
based on Kalman filtering and optimal control. IEEE Transactions on Automatic Control.
1983;28(3):331–9.

26. Sørensen AJ. Lecture notes on marine control systems. Technical Report UK-11-76,
Norwegian University of Science and Technology, 2011.

27. Sørensen AJ. A survey of dynamic positioning control systems. Annual Reviews in Control.
2011;35:123–36.

28. Sørensen AJ, Sagatun SI, Fossen TI. Design of a dynamic positioning system using model-
based control. J Control Eng Pract. 1996;4(3):359–68.

29. Sørensen AJ, Pedersen E, Smogeli Ø. Simulation-based design and testing of dynamically
positioned marine vessels. In: Proceedings of international conference on marine simulation
and ship maneuverability (MARSIM’03), Kanazawa, 2003.

30. Strand JP. Nonlinear position control systems design for marine vessels. Ph.D. thesis, Dept. of
Eng. Cybernetics, Norwegian University of Science and Technology, Trondheim, 1999.

31. Strand JP, Fossen TI. Nonlinear passive observer for ships with adaptive wave filtering.
In: Nijmeijer H, Fossen TI, editors. New directions in nonlinear observer design. London:
Springer; 1999. p. 113–34.

32. Torsetnes G, Jouffroy J, Fossen TI. Nonlinear dynamic positioning of ships with gain-
scheduled wave filtering. In: Proceedings of the IEEE conference on decision and control
(CDC’04), Paradise Iceland, 2004.

33. Triantafyllou MS. Cable mechanics for moored floating systems. In: Proceedings of 7th
international conference on the behaviour of offshore structures at sea (BOSS’94), Cambridge,
1994. p. 57–77.

http://www.sintef.no/home/MARINTEK/Laboratories/Marine-Cybernetics-Laboratory/
http://www.sintef.no/home/MARINTEK/Laboratories/Marine-Cybernetics-Laboratory/


Chapter 18
Closed-Loop Identification and Control
of Inland Vessels

A. Padilla, R. Bittner, and J.I. Yuz

Abstract Extensive research has been conducted on a navigation system for inland
vessels at the University of Stuttgart and at the Max Planck Institute for Dynamics
of Complex Technical Systems, Magdeburg (Focus Max Planck Gesellschaft, Com-
puter at the helm, http://www.mpg.de/942027). As part of this navigation system,
a model-based track-keeping controller has been developed. A high performance
controller is required because of the reduced space available on rivers and canals.
The control structure consists of two components, a feedback and a feedforward
block, where the former is provided by a linear quadratic gaussian controller. Both
components require the ship dynamics model and thus, the parameter estimation of
the underlying model is a key issue to achieve high performance. In this chapter, we
firstly consider Monte Carlo simulations to generate data of the closed-loop system
and then the parameters of a continuous-time steering dynamics model are identi-
fied. The parameter estimation problem is solved applying an instrumental variable
method, which takes into account the control structure. Parameter identification
using real closed-loop experiments is also considered. Additionally, we evaluate
the experiments for parameter estimation through a sensitivity analysis.

18.1 Introduction

In the 1970s at the University of Stuttgart started a project whose aim was to
develop a navigation system for inland vessels. Afterwards, in the late 1990s, the
Max Planck Institute for Dynamics of Complex Technical Systems in Magdeburg
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joined the project. During all these years, different track-keeping controllers for
inland navigation have been proposed (see, for instance, [4, 6, 21, 22, 32]). In this
study, we consider a model-based approach, which requires a ship dynamics model
that is both accurate and simple. In particular, we are interested in a ship model
of the steering dynamics, which depends on parameters related to hydrodynamic
forces. Different methods are available to determine these parameters [11]. In this
chapter, the parameters are identified from collected data as it was done in [2].

Experiments like zig-zag maneuvers [29], spiral maneuvers, and multi-frequency
binary tests [8] can be used to identify the parameters of ship dynamics models.
This kind of experiments are performed in open-loop, in contrast to closed-loop
experiments that are done using a controller. In [35], closed-loop identification
was performed using a pseudo random binary sequence (PRBS) as an excitation
signal external to the control system. In this chapter, closed-loop experiments using
the model-based track-keeping controller are considered. First we use a PRBS
experiment in Monte Carlo simulations. Then, for real data we consider navigation
where the desired track resembles a sine function.

Wind and stream are two important disturbance for inland navigation on a river.
Of course, such disturbances make the parameter identification of ship models hard.
Thus, data collected in experiments on a canal (without stream) is preferred but
not always possible. Additionally, the reduced space available in waterways act as
a constraint on the input signal of the ship dynamics, which is the rudder. That is,
significant rudder excitation is important for the parameter estimation process, but
it requires more navigation space.

The parameter estimation of ship models subject to wind and stream disturbances
has been shown a challenging task. Using open-loop experiments, continuous-
time (CT) identification methods have been successfully tested in [29] to cope
with this issue. Nevertheless, some drawbacks of open-loop identification of inland
vessels have been reported in [35], namely, the identification experiments can not
be automated, and the rudder excitation might depend strongly on the skipper.
We consider here closed-loop identification, whose main difficulty is due to the
correlation between the disturbances and the control input signal induced by the
feedback mechanism. Different parameter estimation approaches can be used to
solve this problem [24]. In this chapter, we consider an instrumental variable scheme
for closed-loop CT identification. Instrumental variable methods for closed-loop
identification of discrete-time (DT) systems have been topic of research in the
literature, both for linear time-invariant (LTI) [15–17, 19], and linear parameter
varying (LPV) systems [31]. On the other hand, closed-loop continuous-time model
identification has been treated in [13, 14, 18, 33]. The refined instrumental variable
(RIV) method is one of the most well known approaches for CT identification and
it has been shown that provides good results in simulation [34]. The closed-loop
version for CT systems (CLRIVC) is presented in detail in [18] for single-input
single-output systems. We here apply the CLRIVC for single-input multi-output
systems. This approach is compared with a standard identification scheme based on
optimization.



18 Closed-Loop Identification and Control of Inland Vessels 347

The aim in a parameter identification problem solved through an optimization-
based approach is to minimize the objective function, which measures the accuracy
of the estimated model to reproduce the data. Sometimes, such a parameter
identification problem is not well defined, in the sense that different combinations
of parameters lead to similar objective function values. Process noise, measurement
noise, and/or structural model uncertainties might explain such phenomenon. In this
study, this parameter accuracy problem is evaluated through a sensitivity analysis,
as in [29].

The chapter is organised as follows: In Sect. 18.2, we present the steering
dynamics model of a ship. Next, in Sect. 18.3, we describe the basics of the
track-keeping controller that is used in the closed-loop identification. Section 18.4
presents the optimization-based identification approach and the CLRIVC, which
are afterwards tested through Monte Carlo simulations. A sensitivity analysis and a
parameter identification of a ship dynamics model using real data are considered in
Sects. 18.5 and 18.6 respectively. Finally, conclusions are drawn in Sect. 18.8.

18.2 Ship Dynamics

In this section we present the ship dynamics model that has been developed for
inland navigation. The motion of a ship has six degrees of freedom, namely three
motions in the planes and three rotations. The motions in the planes are called
surge, sway and heave and correspond to the longitudinal, sideways and vertical
motions, respectively. The rotations are called yaw, roll and pitch, and are related
to the vertical, longitudinal and transverse rotation axes, respectively. For the ships
and navigation conditions considered in this study, the roll, pitch and heave are
negligible [35] due to the lack of waves on inland waterways. Complex ship models
with several parameters, like the Abkowitz model [12], can be used to thoroughly
represent the ship dynamics. However, parameter identification from real data of
such models have not delivered so far satisfactory results [35]. Therefore we use
models with few parameters and accurate enough for control applications. They also
consider explicitly the current, which is essential in inland navigation.

Figure 18.1 shows the variables related to the steering dynamics of a ship and
how they are obtained: some of them are directly measured (d.m.), and the others
are computed using measurements (c.u.m.) from algebraic relations.

The steering dynamics model is composed of the yaw and the drift dynamics.
The former is defined through the so called Nomoto model [28] and the latter is
derived in [7] (see more in [4, 29]). The steering dynamics is then defined by

Pr D ��N1 vrr C �N2 v
2
r ı; (18.1)

P̌ D ��N3
v2r
vabs

.ˇ � ˇw/C �N4 r C �N5
v2r
vabs

ı; (18.2)
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Variable Physical quantity How is obtained
r Turning or yaw rate d.m. (output)
vabs Absolute velocity c.u.m. (scheduling variable)
vw Velocity (over ground) vw � constant

of the water current
vr Relative velocity c.u.m.
˛ Course angle c.u.m.
˛w Current direction ˛w � ˛GL

ˇ Drift angle c.u.m. (output)
ˇw Drift angle correction c.u.m.

due to current
 Heading or yaw angle d.m.
ı Rudder angle d.m. (input)
d Distance to desired-track c.u.m.
x X-axis position coordinate c.u.m.
y Y -axis position coordinate c.u.m.

Fig. 18.1 Variables of the system. d.m.: directly measured, c.u.m.: computed (from kinematic,
trigonometric, and geometrical equations) using measurements

ˇw D vw

vr
sin.˛ � ˛w/; (18.3)

vr 	 vabs ˙ vw; (18.4)
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where ı is the input. r and ˇ are the outputs of the model and they are related by the
following kinematic expressions

P D r; (18.5)

ˇ D  � ˛: (18.6)

Equation (18.4) is an approximation of the relative velocity vr, where C is for
upstream navigation and � is for downstream navigation. Assuming that the
velocity of the river current vw is a known constant depending on the river,
the scheduling variable of the steering dynamics model (18.1)–(18.4) is then the
absolute velocity vabs.

Hereafter we consider that for the drift model, the contribution of the rudder force
is negligible, as in [7], i.e., �N5 D 0. Thus, the parameter vector to be estimated is

�N D
"
;�Nr
�Nˇ ;

#
(18.7)

where

�Nr D �
�N1 �N2

�T
; (18.8)

�Nˇ D �
�N3 �N4

�T
: (18.9)

The superscript N is used to denote normalized parameters (i.e., parameters that do
not depend on the velocities vr and vabs). Of course, when vr and vabs are constant,
a linear time-invariant model is obtained:

Pr D ��1r C �2ı; (18.10)

P̌ D ��3.ˇ � ˇw/C �4r: (18.11)

All the components of the parameter vector �N are (physically) constrained to
be positive. Moreover, the parameter �N4 is defined [7] as

�N4 D m � Cml
m � Cmq (18.12)

where Cml and Cmq are added mass terms, and m is the ship total mass. From strip
theory, according to [11], the added masses can be roughly approximated by:

� 1:00m � Cmq � �0:70m; (18.13)

�0:10m � Cml � �0:05m; (18.14)
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and therefore

0:52 � �N4 � 0:65: (18.15)

In Fig. 18.1, some of the system variables are directly measured (d.m.) and others
are computed from kinematic and trigonometric equations using measurements
(c.u.m.). For the yaw dynamics, r and ı are d.m., and vabs is c.u.m. as follows: the
absolute speed at point Q, vabsQ , (see Fig. 18.1) is defined by two measurements,
its magnitude and course angle at point Q. From kinematic, we obtain the absolute
velocity vabs at the center of gravity of the ship, P , as follows:

vabsQ D vabs C r � l ; (18.16)

where r is the yaw rate vector and l is the vector that defines the position of point
Q with respect to the center of gravity P .

Regarding the measurements of the drift dynamics, it can be noticed that the
course angle ˛ is directly obtained from vabs, which is computed using (18.16).
To compute ˇ, we consider a body-fixed reference frame xbybzb (see Fig. 18.1),
which is fixed to the vessel. Then ˇ is computed using the components of vabs in the
axes xb and yb. On the other hand, the course of the water ˛w can be approximated
by the tangential direction of the guiding line ˛GL (see more in [22]), i.e.,

˛w 	 ˛GL: (18.17)

In electronic charts for navigation systems, the guiding line is an a-priori given
reference line, which is nearly parallel to the course of the river. This guiding line is
used for automatic track-keeping. Thus, from (18.3), (18.4), and (18.17), we obtain
an approximation of ˇw.

18.3 Track-Keeping Controller for Inland Vessels

The evolution of the track-keeping controller, which is shown in Fig. 18.2, is
presented in detail in [4–6, 9, 21, 22, 26, 32]. In this chapter, we limit ourselves
to give the basics for the purpose of this study.

The track-keeping system in Fig. 18.2 consists of a feedforward and a feedback
controller. The latter corresponds to a linear quadratic Gaussian controller [1],
that is, it consists of a linear quadratic regulator (LQR) and a Kalman filter as an
observer.

The aim of the controller is to minimize d (see Fig. 18.1), which is the distance
between the control reference point (for instance, the center of gravity P of the ship)
and the desired track. The abovementioned guiding line is defined through a certain
course angle ˛GL, curvature �GL and derivative of the curvature �0

GL with respect to
the arc length 	 . The desired track is based on this guiding line. Sometimes the ship
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Fig. 18.2 Track-keeping controller

must move away from the guiding line, for instance, in order to overtake another
vessel. Then, the skipper sets with a joystick an offset to the guiding line, giving
rise to a shifted navigation reference line, which is parallel at an arbitrarily distance
doff to the guiding line. To achieve a smooth transition from the guiding line to the
new reference line, a set-point filter is used to generate df . The information of the
guiding line and the set-point filter is then combined in the desired track block.
Then, given the desired course angle ˛s, desired curvature �s, and desired curvature
derivative �0

s in 	 , the set-point generator, based on the inverse drift dynamics model,
computes the desired state variables xs in time domain [4, 6, 22],

xs D �
rs  s ˛s ds is

�T
; (18.18)

where is is given by

is D
Z t

t0

ds d�: (18.19)

As the aim is to keep the control reference point on the desired track, then ds D
is D 0. Additionally, the set-point generator delivers the inputs of the feedforward
block, i.e., the desired yaw rate rs and desired yaw acceleration Prs.

The control input is the rudder angle ı D ıff C ıfb, where ıff is provided by the
feedforward and ıfb by the feedback controller. The former can be considered since
the navigation path is a-priori known and it is implemented through the inversion
of the Nomoto model [6]. To compensate model errors and disturbances an LQR is
used as a feedback. The feedback component of the rudder angle is defined by:

ıfb D �K .xs � Ox/; (18.20)

where xs is given in (18.18), K is a gain vector,

K D �
kr k k˛ kd ki

�
; (18.21)
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and Ox is the estimated state vector,

Ox D
h

Or O Ǫ Od Oi
iT
: (18.22)

The distance d is defined by [32]

d.	P / D 1p
x0

s.	P /
2 C y0

s.	P /
2
.�y0

s.	P /.x � xs.	P //C x0
s.	P /.y � ys.	P ///;

(18.23)

where x and y are the location coordinates of the ship, and xs and ys the desired
location coordinates. 	P is the value of 	 that gives the minimum distance d and it
is defined implicitly by the orthogonality condition

0 D x0
s.	P /.x � xs.	P //C y0

s.	P /.y � ys.	P //: (18.24)

For the design of the controller gain K , we have to build a linear time-invariant
model of the control error dynamics xs � Ox. Basically, considering (18.1)–(18.3),
(18.5), (18.6), (18.23), and a linearization process, we arrive at the following state-
space representation to design the LQR (see [4, 9]),

d

dt

0
BBBBB@

rs � Or
 s � O 
˛s � Ǫ

Od
Oi

1
CCCCCA

D

0
BBBBB@

��1 0 0 0 0

1 0 0 0 0

1 � �4 �3 ��3.1C vw=vr/ 0 0

0 0 �vabs 0 0

0 0 0 1 0

1
CCCCCA

0
BBBBB@

rs � Or
 s � O 
˛s � Ǫ

Od
Oi

1
CCCCCA

C

0
BBBBB@

�2
0

0

0

0

1
CCCCCA
ıfb;

(18.25)

where the state Oi is used to define an integral component of the control input that
guarantee us zero offset in case of disturbances. Notice that we are interested in
estimating �1, �2, �3 and �4 in model (18.25) from data, as shown in the next section.
The velocities vabs and vr are computed using measurements (c.u.m.), and vw is
assumed to be a known constant.

18.4 Continuous-Time Identification Methods

In this section we present two approaches for estimating the parameters of the ship
dynamics model given by (18.1)–(18.4): identification as an optimization problem
and the refined instrumental variable method for closed-loop systems.

Since the yaw model and drift model are independently parametrized, we can
estimate the parameters of them independently (see more in [29]). Next we define
the identification of the drift model. The identification of the yaw model is treated
analogously.



18 Closed-Loop Identification and Control of Inland Vessels 353

18.4.1 Identification as an Optimization Problem

The drift angle observations ˇt can be written as

ˇt D Ǒ
t C et ; (18.26)

where the subscript t is the time from 1 to n. Under the assumption that the error
et between output observations ˇt and simulated model output Ǒ

t is independent
and has a Gaussian or normal distribution, the parameter identification might be
defined as

�Nˇ D arg min
�Nˇ 2R

Vˇ; (18.27)

where �Nˇ is the parameter vector defined in (18.9) and the cost function is

Vˇ D
nX
tD1
.ˇt � Ǒ

t .�
N
ˇ //

2: (18.28)

The minimization of (18.28) is performed applying a numerical search algorithm.
We use the MATLAB function fmincon, which offers the possibility to work with
different algorithms. In this study, we use the interior-point algorithm (see more
in [29]). In the following, we will refer to the optimization-based identification
approach as OPT.

18.4.2 Instrumental Variable Method

The closed-loop refined instrumental variable method for continuous-time systems
CLRIVC is presented in detail in [18]. In that study, LTI single-input single-output
models are considered. In this study we treat LTI models with a single input and
multiple outputs.

The feedforward block of the track-keeping controller, presented in Sect. 18.3,
generates the signal ıff, which is correlated to the disturbances. In order to meet
ideal conditions to apply this instrumental variable approach, we simplify the track-
keeping controller by not considering the feedforward part. Moreover, we do not
consider the observer, that is, we assume that the state variables are directly available
from measurements. Figure 18.3 shows the assumed closed-loop configuration,
which is relevant for the following explanations.



354 A. Padilla et al.

Fig. 18.3 Closed-loop
system with a linear quadratic
regulator

The data generating system is defined as

Pr D ��o
1r C �o

2ı; (18.29)

P D r; (18.30)

P̌ D ��o
3.ˇ � ˇw/C �o

4r C wˇ; (18.31)

Px D vabs cos˛; (18.32)

Py D vabs sin˛; (18.33)

ˇw D vw

vr
sin.˛ � ˛w/; (18.34)

vr 	 vabs ˙ vw; (18.35)

˛ D  � ˇ; (18.36)

0 D x0
s.	P /.x � xs.	P //C y0

s.	P /.y � ys.	P //; (18.37)

d.	P / D 1p
x0

s.	P /
2 C y0

s.	P /
2
.�y0

s.	P /.x�xs.	P //Cx0
s.	P /.y�ys.	P ///;

(18.38)

i D
Z t

t0

d d�; (18.39)

where the input is the rudder angle ı and the output is

y D �
r  ˛ d i

�T
: (18.40)

Equations (18.29)–(18.36) correspond to the ship dynamics model presented in
Sect. 18.2 and (18.37)–(18.39) are related to the control task defined in Sect. 18.3.
Notice that in the representation (18.29)–(18.39) we consider that the speeds vabs,
vw and thus vr are constant. The variables ys and yr are external signals that are
assumed to be uncorrelated with eo. The external signal ys corresponds to the
desired output, which is equal to the desired state variables xs defined in (18.18), i.e.,

ys D xs D �
rs  s ˛s 0 0

�T
: (18.41)
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The signal wˇ is a colored noise and it is generated using the linear filter Ho in
Fig. 18.3. This term wˇ is included to represent the effect of the wind, which may
be modeled as an additive term in the differential equations that describes the ship
dynamics [4, 9, 12]. Additionally, wˇ could represent problems in the approximation
of ˛w (see (18.17)), that corresponds to the current direction.

The model of the system given in (18.29)–(18.39) is defined as follows:

Pr D ��1r C �2ı; (18.42)

P D r; (18.43)

P̌ D ��3.ˇ � ˇw/C �4r; (18.44)

Px D vabs cos˛; (18.45)

Py D vabs sin˛; (18.46)

ˇw D vw

vr
sin.˛ � ˛w/; (18.47)

vr 	 vabs ˙ vw (18.48)

˛ D  � ˇ; (18.49)

0 D x0
s.	P /.x � xs.	P //C y0

s.	P /.y � ys.	P //; (18.50)

d.	P / D 1p
x0

s.	P /
2Cy0

s.	P /
2
.�y0

s.	P /.x�xs.	P //Cx0
s.	P /.y � ys.	P ///;

(18.51)

i D
Z t

t0

d d�: (18.52)

Our aim here is to estimate the parameters of the drift dynamics model (18.44) that
we extend by considering a discrete-time noise model, that is,

ˇ.tk/ D
2X
iD1

Gi .p;�ˇ/ui .tk/CH.q;�ˇ/e.tk/; (18.53)

where p is the time-derivative operator (p D d=dt ), and

Gi.p;�ˇ/ D Bi.�ˇ/

F.p;�ˇ/
; (18.54)

with

F D p C �3; (18.55)

B1 D �3 B2 D �4; (18.56)

where u1 and u2 are ˇw and r , respectively.
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The noise model H.q;�ˇ/ is a discrete-time autoregressive moving-average
(ARMA) model

H.q;�ˇ/ D 1C c1q
�1 C � � � C cnc q

�nc
1C d1q�1 C � � � C dnd q

�nd ; (18.57)

where q is the shift operator. Thus, we have a Box-Jenkins hybrid model, which is
composed of a CT process model and a DT noise model. Notice that the noise model
does not match the true noise source.

The parameter vector of the process model is

�ˇ D �
�3 �4

�T
; (18.58)

and the parameter vector of the noise model is

�ˇ D �
d1 : : : dnd c1 : : : cnc

�T
: (18.59)

Therefore the parameter vector of the hybrid model (18.53) is

�ˇ D
"

�ˇ
�ˇ

#
: (18.60)

The regulator in Fig. 18.3 consists of a gain vector K (see (18.21)). Hence, the
controller feedback output ıfb is given by

ıfb D K .ys � y/: (18.61)

To build the instrumental variables we have to generate a noise-free output Vy and

a noise-free input Vı. The former is computed from (18.42)–(18.52), and the latter
from

Vı D K .ys � Vy/C yr: (18.62)

Equation (18.53) can be written as a linear regression in time instance t D tk , i.e.,

ˇ.1/.tk/ D 'T .tk/�ˇ C Qv.tk/; (18.63)

where the superscript.1/ represents the first time-derivative, �ˇ is the parameter
vector, and

'T .tk/ D ��.ˇ.tk/ � ˇw.tk// r.tk/
�
: (18.64)

Qv.tk/ D F.p;�ˇ/H.q;�ˇ/e.tk/: (18.65)



18 Closed-Loop Identification and Control of Inland Vessels 357

From the formulation of the one-step-ahead prediction error, filtered variables
are defined. These filtered variables, denoted by the subscript f, are used later in the
parameter identification process. For instance, the filtered output is obtained by

ˇf.tk/ D Qd.q;�ˇ/Œ.Qc.p;�ˇ/ˇ/.tk/�; (18.66)

where Qc.p;�ˇ/ and Qd.q;�ˇ/ correspond to the CT and DT filters, respectively:

Qc.p;�ˇ/ D 1

F.p;�ˇ/
Qd.q;�ˇ/ D D.q;�ˇ/

C.q;�ˇ/
: (18.67)

Details on how to compute these filters can be found in [34]. Then, analogously to
(18.63), we can write the filtered output as

ˇ
.1/
f .tk/ D 'Tf .tk/�ˇ C Qvf.tk/; (18.68)

where

'f.tk/ D ��.ˇf � ˇw;f/ rf

�T
; (18.69)

Qvf.tk/ D Qd.q;�ˇ/Qc.p;�ˇ/v.tk/ D e.tk/: (18.70)

The CLRIVC method is an iterative scheme thoroughly presented in [18]. It can
be initialized with the closed-loop simplified RIVC method presented in [18]. In this
study, we apply the algorithm changing only the initialization step, which is defined
as follows:

• Estimate the parameter vectors �r and �ˇ to define the controller gain vector
K using (18.25). The parameter vectors are independently obtained by the least-
squares method from continuous-time ARX models. These ARX models are built
using the generalized Poisson moment functional (GPMF) approach (see [3] for
a discussion about the design parameters of this approach).

• Use the Two-Step algorithm of [18] using the GPMF approach to get a second
estimate of �ˇ .

18.4.3 Monte Carlo Simulations

In order to evaluate the CLRIVC method presented in Sect. 18.4.2, 100 Monte
Carlo simulations are performed to generate data, that corresponds to the steering
dynamics of a ship guided by a track-keeping controller. The parameters are
identified and then the performance is measured using the fit proposed in [25].
For the drift model, the fit is given by
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fit D 1 � norm. V̌.t/ � ˇ.t//
norm.ˇ.t/ � meanŒˇ.t/�/

; (18.71)

where ˇ is the noise-free drift and V̌ is the noise-free simulated output. Notice that
since we are dealing with a Monte Carlo simulation, the noise-free drift is available
to compute the fit (18.71).

The artificial measurements correspond to a closed-loop experiment, where,
using the feedback mechanism in Fig. 18.3, we consider yr as a Pseudo-Random
Binary Sequence (PRBS) as shown in Fig. 18.4a. It is assumed that the desired
track is the X -axis (see Fig. 18.1). Thus, the distance d is equal to the y-coordinate
[32], i.e.,

Pd D Py D vabs sin˛: (18.72)

Since the desired track is the X -axis, the desired output (18.41) is equal to the null
vector at any time instance.

The ship navigates downstream in a straight river, i.e., ˛w D 0. The artificial
measurements are generated using (18.29)–(18.40). The drift model (18.31) with
the disturbance term wˇ leads to a CT ARARMAX model. As it was mentioned in
Sect. 18.4.2, the term wˇ could represent the effect of the wind or other disturbances.
This makes the parameter identification of the drift model harder than the one
of the yaw model, as it is usually the case in practice. Thus, from these Monte
Carlo simulations we only identify the parameters of the drift model �N3 , and �N4 .
We modeled wˇ as a colored noise process of the following form

wˇ.s/ D 1:0 � 10�3

s C 1:0 � 10�3w.s/; (18.73)

where w.s/ is a zero-mean white noise signal with a constant spectral density equal
to 0:15.

The noise-free data is shown in Fig. 18.4b–d. We additionally show the influence
of wˇ for the case where the worst fit was obtained using OPT. The ship absolute
speed vabs is 3:0m=s and the stream speed vw is 1m=s. Each data batch has a
length of 6min and is generated using a sampling time of 0:3 s. The true parameter
vector is:

�o;N D

2
664

1=12

7:7 � 10�3
1=13

0:6

3
775 : (18.74)
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Fig. 18.4 For (a), dash-dotted line: yr , continuous line: ı. For (b)–(d), continuous line: noise-free
data, dash-dotted line: disturbed data

Given the speeds vabs, vw, and from (18.25) and (18.74), we define the gain vector

KT D

2
666664

5:832

1:287

5:223 � 10�1
2:942 � 10�2
2:236 � 10�4

3
777775
: (18.75)

The CLRIVC method is initialized using the GPMF. To reduce the number of
the design parameters we consider a normalized GPMF with certain Poisson filter
order l and Poisson filter cut-off frequency � (details about the design parameters
of the GPMF are given in [3]). The parameter l must be equal or greater than the
differential equation order and � is chosen depending on the system bandwidth and
the expected behavior of the filter. Since we are dealing with a slow disturbance,
we consider � greater than the approximate system bandwidth, leading to a filter
with a dominant derivative behavior [3]. For l D 3 and � D 0:4 we obtain good
estimates. Additionally, for the noise model, the chosen design parameters are nc D
1 and nd D 1.
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Table 18.1 Results of the
parameter identification

Mean Std. deviation

�N3 �N4 �N3 �N4
Method Œ1=m� Œ1� Œ1=m� Œ1�

OPT 1=15:6 0:58 1:13 	 10�2 1:78 	 10�2

CLRIVC 1=15:3 0:59 3:48 	 10�3 5:09 	 10�3

Table 18.2 Fits of the
parameter identification

Fit

Method Median .%/ Mean .%/ Std. deviation .%/

OPT 95:5 94:7 3:73

CLRIVC 95:7 95:7 1:34

The mean values and the standard deviations of the parameters are shown in
Table 18.1 and the fit in Table 18.2. It is important to mention that in some of
the simulations OPT fails to give reasonable parameter estimates, which means an
unsuitable fit. To take this issue into account, in OPT, the parameter estimates were
constrained to .1:0 ˙ 0:80/ times their true value. If the resulting estimate reaches
one of these boundaries, we consider the optimization process to have failed, which
means that the parameter estimation method is not able to deal with the disturbance
level. Even though boundaries are not used for the CLRIVC approach, we also
consider the method to fail if the estimates exceed the boundaries. The computations
in Tables 18.1 and 18.2 do not take into account failed results. OPT fails 24 times
(out of 100), and CLRIVC does not fail. We see that the best results are obtained
with the CLRIVC method, although the noise model used in the identification does
not match the true noise source.

18.5 Sensitivity Analysis

In this section we present an approach to evaluate the accuracy of the estimates
of the model parameters. Different parameter combinations may lead to similar
values of the objective function due to the model structure and/or inadequate
experiment conditions. The sensitivity analysis offers a way to quantify such a
problem. We explain here the main concept of the sensitivity analysis (see [29, 30]
for details).

Let us consider a first order differential equation

Px D f .x;u;�/; (18.76)

with the inputs u and a p-dimensional parameter vector � . To identify the
parameters we define the objective function

V D
NX
iD1
.xi � Oxi .�//2; (18.77)
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where xi is the measurement and Oxi is the simulation for a given set of parameters � .
The optimization problem is then defined by

�opt D arg min
�2< V; (18.78)

where �opt is the optimal or estimated parameter vector. Our goal is to evaluate
the accuracy of the estimated parameters applying a sensitivity analysis to the cost
functional V with respect to the parameters.

Let us define a certain parameter vector variation as �� D � � �opt. The
sensitivity of the objective function to �� can be measured through

RV D V.�/ � V.�opt/

V .�opt/
: (18.79)

We are interested in the minimum of RV for the parameter vector variation
�� D � � �opt. The sensitivity of the objective function is then defined through
the following indicator:

ORV D RV .�opt/; (18.80)

where �opt is the unitary vector which minimizes RV , i.e.,

�opt D arg min
k�kD1

RV : (18.81)

A value of ORV close to zero means that there are directions where the value of the
cost function only slightly changes. As a consequence, a numerical algorithm may
fail to find a unique minimum. Therefore, ORV should be large in order to ensure
accurate parameter estimates when minimizing the cost function.

To circumvent the minimization problem (18.81) we consider an approximation
for ORV as in [29]. In Sect. 18.6, we only show approximate values of ORV , which
are compared with the exact solutions. Comparisons are not presented, but the
approximations are in close agreement with the exact solutions.

18.6 Identification Using Real Data

In this section, the identification approach OPT described in Sect. 18.4.1 is tested
with real data from an experiment in closed-loop using the track-keeping controller
presented in Sect. 18.3. The CLRIVC method is not applied to real data, as explained
next in Sect. 18.6.1. Instead we use the simplified refined instrumental variable
method for CT-LPV systems (LPV-SRIVC), which is for open-loop configurations
and it has been successfully tested in [29]. To apply the LPV-SRIVC it is necessary
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that the system input is uncorrelated with the disturbances. Although this require-
ment is not fulfilled in this case, the low disturbance level of the considered real
data, makes it possible to obtain good estimates.

18.6.1 Parameter Identification Considering CLRIVC

In this section, we briefly discuss the problems that arise when applying the
CLRIVC to real data.

As mentioned in Sect. 18.4.2, to build the instrumental variables, we have to
make use of (18.42)–(18.52). However, using these equations it is not possible to
obtain a good estimate of the distance d and the heading  . Modeling errors in the
yaw dynamics and/or rudder offsets might explain the prediction errors in d and
 [35].

Additionally, to build the instrumental variables, we need a model of the absolute
speed vabs which is not available in the current setting.

It is important to recall, that to apply the CLRIVC approach, the external
signals ys and yr must be uncorrelated with eo (see Fig. 18.3). For a normal
navigation in closed-loop using the track-keeping controller, it can be assumed that
ıff corresponds to yr. Unfortunately, under normal navigation in closed-loop, both
ıff and xs are in fact correlated with eo. Nevertheless, the authors believe that in
general this correlation might be mild. Thus, strictly speaking, the experiments in
Sect. 18.6.2 are not suitable for this method. Suitable but not available data, would
be the PRBS experiment in a real ship considered in [35].

18.6.2 Parameter Identification Considering OPT
and LPV-SRIVC

The collected data is from a research ship called Falke, that has a length of 16m.
Both estimation and validation data corresponds to special maneuvers, where the
desired tracks resemble sine functions. The navigation are performed on a canal, i.e.,
the current speed is 0. The length of the estimation and validation data are 14:16 min
and 5:34 min, respectively. In this case, since the estimated parameters are computed
to be directly inserted in the controller settings, the output signal of the controller
ıc, instead of the rudder angle measurement ı, is used for the identification. In this
way, we consider the actuator dynamics, which is not negligible for small ships like
the Falke. Part of the estimation data is shown in Fig. 18.5.

The LPV-SRIVC is initialized with the GPMF, whose chosen design parameters
are l D 3 and � D 0:4. In Table 18.3, we show the results of the parameter identifi-
cation, where the first and second rows correspond to the estimated parameters using
OPT and LPV-SRIVC, respectively. The third row corresponds to the parameters
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Fig. 18.5 Estimation data

Table 18.3 Results of the
parameter identification

�N1 �N2 �N3 �N4
Case Œ1=m� Œ1=m2� Œ1=m� Œ1�

OPT 1=12:0 6:75 	 10�3 1=9:8 0:77

LPV-SRIVC 1=12:9 6:44 	 10�3 1=10:2 0:76

Controller 1=12:5 7:70 	 10�3 1=12:7 0:60

that were already in use in the model-based track-keeping controller. The parameters
of the controller have been successfully tested before under different navigation
conditions and therefore, they can be taken as a benchmark. The differences in the
estimates of the drift model in comparison to the controller parameters, might be
explained by a GPS delay.

The values of the root mean square error (RMSE) of the cross-validation are
presented in Table 18.4. Figure 18.6 shows a comparison of the real data and
the simulations with the parameters obtained from OPT, and the parameters of
the controller. The low disturbance level explains the good results that are obtained.

The values of ORV from the sensitivity analysis are 33:0% and 6:4% for the yaw
and drift model, respectively. These results mean that the yaw model is easier to
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Table 18.4 Cross-validation RMSE

Case Yaw .deg=s/ Drift .deg/

OPT 1:31 	 10�1 1.00

LPV-SRIVC 1:29 	 10�1 1.07

Controller 1:04 	 10�1 1.26
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Fig. 18.6 Cross-validation. Comparison between measurements (continuous line), simulations
with the results of method OPT (dash-dotted line) and simulations with the parameters of the
controller (dotted line)

identify than the drift model, as is usually the case. On the other hand, high values of
ORV are obtained for both the yaw and drift model, which indicates a low disturbance

level in the estimation data.
Finally, we illustrate the performance of the controller in Fig. 18.7. The naviga-

tion corresponds to the evaluation data shown in Fig. 18.6. The good match between
the rudder angle measurement ı and the rudder feedforward ıff in Fig. 18.7c shows
the good quality of the estimated model.
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Fig. 18.7 Performance of the track-keeping controller for the ship Falke. (a) Real navigation path.
(b) Distance to desired track d . (c) Rudder angle measurement ı (continuous-line), rudder feedback
ıfb (dash-dotted line), and rudder feedforward ıff (dotted line)

18.7 Linking Transport of and Transport over Water

Our study is focused in the transport over water, nevertheless, it is related to the
transport of water. The authors are convinced that acceptable results of the track-
keeping controller can only be achieved, if the particular conditions for navigation
on inland waterways are considered. This makes it necessary to pay attention to the
transport of water in the inland waterway, identifying and describing its relevant
characteristics and their influence on the ship’s behavior.

In contrast to navigation conditions in open sea, inland waterway navigation is
restricted to a reduced space. As a consequence of such space problems and the
permanent changes of the ship heading imposed by the waterways, it is essential
to consider the drift dynamics in the ship maneuverability. Additionally, the ship
dynamics is subject to disturbances, namely, tributary streams and forces due to
other near passing vessels. Another particular aspect of inland waterways, with
respect to the scenario in open sea, is the shallow water navigation condition.
The effect of changes in the water depth should be considered in the ship dynamics
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for h=T < 5, where h is the water depth, and T is the draft of the ship [20].
For h=T < 5, we assume that the water depth is constant and therefore, changes
in the river bed are treated as disturbances. On the other hand, the vessel speed
is considerably affected by the current, and the steering dynamics is quite different
upstream from downstream [5]. Regarding the current direction, in inland navigation
it can be approximated by the tangential direction of the river axis. In our case, we
use the guiding line of the navigation system.

Solutions for the ship dynamics modeling, parameter identification, and
track-keeping controller have been proposed and implemented considering the
abovementioned particular conditions of inland navigation. These solutions can be
used to solve specific transport of water problems. For instance, the developments
achieved so far in the modeling can be applied to the inverse problem, that is, the
design of the waterway considering the ship dynamics models.

On the other hand, the track-keeping controller could be part of a much
more complex hierarchical control system, that manages both water and transport
resources, as it is discussed in [26, 27]. In the first automation level of this
complex system, we can find a track-keeping controller and a collision and detection
avoidance system. In the latter, extensive research has been conducted in [26]. Next
comes the second automation level, whose aim is to coordinate different ships.
As part of the second level, coordination between ships and locks might also be
considered. An interesting application related to this field, is the development of a
path planing method for lock entering maneuvers in [23]. Finally, there is a third
automation level which optimizes the shipping process taking into account locks,
loading/unloading facilities, etc.

18.8 Conclusions and Future Research

In this chapter we explore the performance of a closed-loop continuous-time
identification method, which is applied to the parameter estimation of an inland
vessel model. The identification is a challenging task because the ship is subject to
important disturbances, namely wind and stream.

The navigation data that we use to identify the parameters is obtained in a
closed-loop setting using a model-based track-keeping controller. The parameter
estimation approach that we analyze here is the closed-loop refined instrumental
variable method for continuous-time systems (CLRIVC), that takes into account
the control structure in the identification process. In Monte Carlo simulations, this
instrumental variable scheme shows good results, and as expected it outperforms an
optimization-based method (OPT), which in this case does not consider any noise
model.

Experiments with a full scale ship are used to identify parameters with OPT.
In this study, the CLRIVC cannot be considered so far with real data, as explained
in a few paragraphs. Moreover, as far as the authors know, the CLRIVC has only
been tested in simulation. Thus, future research will be conducted to see how
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this approach performs using real data. Instead of considering the CLRIVC, we
apply the open-loop simplified refined instrumental variable method for continuous-
time linear parameter varying systems (LPV-SRIVC). Since the real data has a
low disturbance level, both the OPT and LPV-SRIVC approaches perform well,
as shown by a cross-validation. The accuracy of the estimates is further evaluated
through a sensitivity analysis. On the other hand, the performance of the model-
based track-keeping controller is briefly illustrated. The good results achieved by
the controller are another evidence of the suitability of the estimated model.

Another important topic of research that would involve big efforts, is the
development of a complex hierarchical control system, as it was previously men-
tioned. The track-keeping controller presented here could be part of such a control
system, whose task would be to manage both water and transport resources.
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Chapter 19
Nonlinear Iterative Control of Manoeuvring
Models for Transport over Water

E. Revestido Herrero, M. Tomás-Rodríguez, and F.J. Velasco

Abstract This chapter addresses the problem of control design and implementation
of a nonlinear marine vessel manoeuvring model. The chapter includes a thorough
literature review of the current state of the art in the nonlinear control of marine
vessels field. Then, the model will be presented; the authors will consider a highly
nonlinear vessel 4 DOF model as the basis of the work. The control algorithm will be
introduced providing the adequate mathematical description. The control algorithm
here proposed consists of a combination of two methodologies: (i) An iteration
technique that approximates the original nonlinear model by a sequence of linear
time varying equations whose solution converge to the solution of the original
nonlinear problem and, (ii) A lead compensation design in which for each of the
iterated linear time varying systems generated, the controller is optimized at each
time on the interval for better tracking performance. The control designed for the last
iteration is then applied to the original nonlinear problem. Simulations and results
will be presented and will show an accurate performance of the approximation
methodology to the non linear manoeuvring model and also an accurate tracking
for certain manoeuvring cases under the control of the designed lead controller.
The main characteristics of the nonlinear systems response are the reduction of the
settling time and the elimination of the steady state error and overshoot.

19.1 Introduction

One of the basic manoeuvres performed by transport systems over water is the
so called course-keeping manoeuvre. In this manoeuvre, an autopilot or a heading
controller is needed with the aim of controlling the course angle. This manoeuvre
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is the basis of a guidance system based on the Line Of Sight (LOS) method [11],
which provides satisfactory results in tracking a path defined by waypoints. A good
performance of the course-keeping manoeuvre becomes of paramount importance
when a vehicle is guided along restricted waters since there is little margin for
tracking errors.

The design of autopilots based on PID methods has been in use since 1920s [9]
with the help of gyrocompasses which measured the vehicle’s heading angle for
feedback purposes. The main challenges in the design of ship autopilots are the sur-
rounding environmental uncertainties such as waves, wind, ocean currents and the
high nonlinear ship dynamics. In addition to these, the rudder dynamics also present
saturation-type nonlinearities on its rate and deflection angle. Several articles deal
with the design and implementation of PID based autopilots, in which linearizations
for the vessel’s manoeuvring model are performed, (i.e., [11, 14, 15, 19, 20, 26]).
In most low speed applications, it is acceptable to neglect the nonlinear dynamics
on the shipt’s manoeuvring model due to linear terms predomination. However,
in the case of high speed applications, tight turns, large sideslip angles or in the
presence of currents, nonlinear effects become pronounced and thus neglecting
them may degrade the controller’s performance and robustness. Different nonlinear
methods [11] have been presented for course-keeping autopilott’s design such as
state feedback linearization [9], nonlinear backstepping [2, 34], sliding mode control
[17], output feedback [18], H

1

-control [13], particle swarm optimization [28],
genetic algorithms [17], fuzzy logic methods [5], etc. For most of these type of
applications, nonlinear manoeuvring models in 1 degree of freedom (DOF) are
considered, i.e., [21] or [3], therefore, the coupling between variables is not taken
into account. Due to the complexity of some of the above cited nonlinear methods,
the implementation may be time consuming from the computational point of view.
The aim of this chapter is to design a control method for a nonlinear marine
vessel manoeuvring model without performing any simplification in the model’s
nonlinearities or variable’s couplings. This chapter proposes a control strategy based
on an optimized lead compensation control methodology combined with an iteration
technique used to approach the original nonlinear system. This iteration technique
was initially presented in [29, 30] and has been used to solve various nonlinear
control problems such as optimal control [31], observers design [12], nonlinear
optimal tracking [8], etc. One of its advantages is the fact that it maintains the
inherent nonlinear characteristics of the system’s behavior, providing the grounds
for a robust control implementation where modeling uncertainties are removed and
no linear approximation is performed. The iteration technique is applied to a 4 DOF
nonlinear manoeuvring ship model. This opens the novel possibility of course-
keeping autopilot design based on lead compensation methodology applied to a
nonlinear model. This approach exists without the limitations of the linear models
previously indicated, and keeps the simplicity of the lead compensation design and
implementation. Based on a preliminar study, the use of a lead controller instead
of a conventional PID is justified. By an appropriate optimization technique, a
good compromise between the overshoot and time response is achieved without
stationary state error.
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The general objective is to design a controller for nonlinear systems of the form:

Px D f .x/ D A.x/x.t/C B.x/uc.t; �c/; x.0/ D x0 (19.1)

where uc.t; �c/ is the control action, �c is the set of controller’s parameters, x.t/ is
the state vector, A.x/, B.x/ are state dependant matrices of appropriate dimensions
and is the vector x.0/ of initial conditions.

Replacing the nonlinear system by a sequence of “i” linear time varying (LTV)
systems, then a sequence of “i” corresponding feedback laws u.i/c .t; �c/ is generated:
for each of them, the closed-loop response for the i th LTV system at each time t of
the time interval is controlled by the designed lead controller u.i/c .t; �c/. From the
convergence of the sequence of LTV solutions [30], the last of the iterated control
laws, u.i/c .t; �c/, (corresponding to the i th iteration), will provide lead controller
stability objectives satisfaction when it is applied to the nonlinear system.

19.1.1 Theoretical Contribution

Iteration Technique for Nonlinear Systems

This iteration methodology approaches the solution of nonlinear dynamical prob-
lems in a global manner. It replaces the original nonlinear problem by a sequence
of linear time varying (LTV) systems whose solutions converge in the space of
continuous functions to the solution of the nonlinear system under a mild Lipschitz
condition [30]. This section contains the basis on how this technique can be
implemented and its convergence theorem.

Any nonlinear system given on the form:

Px.t/ D f Œx.t/� D AŒx.t/�x.t/C BŒx.t/�uc.t/; (19.2)

where the vector of initial conditions x.0/ D x0 2 R
n, and AŒx.t/� 2 R

nxn is
locally Lipschitz and state dependant, can be approximated by a sequence of LTV
equations where the vector of states x.t/ 2 R

n, inside the matrices AŒx.t/� and
BŒx.t/� are substituted at each iteration “i” by the states obtained in the previous
iteration x.i�1/.t/. This is:

Px.1/.t/ D AŒx.0/�x.1/.t/C BŒx.0/�u.1/c .t/;
:::

Px.i/.t/ D AŒx.i�1/.t/�x.i/.t/C BŒx.i�1/.t/�u.i/c .t/;
(19.3)

with x.1/.0/ D � � � D x.i/.0/ D x.0/, for i � 1 and 8t 2 Œ0; ��. The solutions of
this sequence of LTV equations, x.i/.t/, converge to the solution of the nonlinear
system x.t/ given in (19.2). For more details on the global convergence Theorem



372 E.R. Herrero et al.

and its corresponding proof, the reader is referred to [30] and [29]. The application
of this technique provides an accurate representation of the nonlinear solution after
just a few iterations. Nonlinear systems of the form (19.2), satisfying the local
Lipschitz requirement can be now approached by classic linear methods. This, is
a very mild assumption since it is an already assumed condition for the uniqueness
of the solution.

19.1.2 Application-Based Contribution

The Mathematical Model

The nonlinear dynamical model in here is known as manoeuvring. Manoeuvring
deals with the ship’s motion in absence of waves excitation (calm water) [23].
The motion results from the action of control devices such as control surfaces
(rudders, fins, T-foils) and propulsion units. In manoeuvring theory, the motion of
4 DOF ship models requires from four independent coordinates in order to fully
determine the position and orientation of the vehicle, which is considered to be a
rigid body. These coordinates represent the longitudinal and lateral positions and
speeds as well as and their derivatives along the respective coordinate frames.
The four degrees of freedom under consideration in this work describe the ship’s
motion (surge, sway and yaw) on the horizontal plane and the roll in the vertical
plane. Two coordinate frames are used: the n coordinate system (earth-fixed), On,
is used to define the ship position and the system b, (body-fixed)Ob , helps to define
the ship’s orientation [23].

The rigid-body equations of motion of the 4 DOF model are given by [24]:

mŒPu � ybg Pr � vr � xbgr2 C zbgpr� D �X

mŒ Pv � zbg Pp C xbg Pr C ur � ybg.r2 C p2/� D �Y

Ixx Pp �mzbg Pv CmŒybgvp � zbgur� D �K

Izz Pr Cmxbg Pv �mybg Pu CmŒxbgur � ybgvr� D �N (19.4)

The subindex g refers to the center of gravity and the superindex b to the b-frame.
Details of the parameters included in (19.4) can be found in [24]. These equations of
motion are formulated about the b-frame, which is fixed to the point determined by
the intersection of the port-starboard plane of symmetry, the waterline plane and the
transverse vertical plane at Lpp=2 (see [24] for hull dimensions). The force terms
on the right hand side of (19.4) can be described as the total contribution of the
hydrodynamic, propulsion and control forces:

� D �hyd C �p C �c (19.5)
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Hydrodynamic Forces, �hyd
The hydrodynamic forces appear due to the motion of the vessel in calm

water. The following equations correspond to the model established by [6] that
proposed a simplified version of the model in [22], preserving in this way the most
important hydrodynamic coefficients so that the model describes a wide variety of
manoeuvring regimes in spite of some minor simplifications. Hydrodynamic forces
are mainly composed by surge, sway, roll and yaw terms:

• Surge terms

�bXhyd D XPu Pu CXvrvr CXujujujuj (19.6)

• Sway terms

�b
Yhyd

D Y Pv Pv C YPr Pr C Y Pp Pp C Yjujv jujv C Yurur C Yjvjv jvjv C Yjvjr jvjr C Yjr jv jr jv
CY�juvj�juvj C Y�jur j�jur j C Y�uu�u2

(19.7)

• Roll terms

�b
Khyd

DK Pv Pv�K Pp PpCKjujv jujvCKurur CKjvjv jvjv CKjvjr jvjr CKjr jv jr jv CKpp

CK�juvj�juvj CK�jur j�jur j CK�juuj�u2 CKjujp jujp CKpjpjpjpj �K����3
C�gOGMt�

(19.8)

• Yaw terms

�b
Nhyd

D N Pv Pv CNPr Pr CNjujv jujv CNurur CNjvjr jvjr CNjr jv jr jv CN�juvj�juvj
CN�ujr j�ujr j CNjpjp jpjp CNjujp jujp CN�ujuj�ujuj CNjvjv jvjv

(19.9)

Note that P D r and P� D p.
Propulsion Forces
The dynamics of the propulsion system are not included in the model as in [24].

It is assumed that the propellers deliver a constant thrust T that compensates the
resistance on calm water:

T D �Xujuju2nom; �p D ŒT; 0; 0; 0�T ; (19.10)

where unom is the service speed and �p the resultant propulsion forces vector.
Control Forces: Rudder
The vessel under study in here is equipped with two rudders which together with

the commanding machinery constitute the actuators of the system. In order to obtain
the expression of the control forces, some other concepts need to be introduced first.
Hydrofoil lift and drag forces [16], are given by the following expressions:
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L D 1=2�V 2
f Af

NCL˛e (19.11)

D D 1=2�V 2
f Af .CD0 C . NCL˛e/2

0:9a
/; (19.12)

where Vf is the local velocity at the foil, Af is the area of the foil, ˛e is the
effective angle of attack in radians, and a is the effective aspect ratio. We can use
the following linear approximation to represent the lift coefficient:

NCL D @CL

@˛e
j˛eD0: (19.13)

Once the stall angle of the hydrofoils is reached, the lift saturates in value. In order
to calculate the lift of the rudder, the effective angle of attack, ˛e , is approximated by
the mechanical angle of the rudder: ˛e 	 ıc , and the local flow velocity at the rudder
is considered to be equal to the vessel’s total horizontal speed, Vf D p

u2 C v2.
Then, a global correction for the lift and drag can be applied [4].

The control forces, �c , generated by the rudder in the b-frame are:

�c 	 Œ�D; L; zbCPL; x
b
CPL�

T ; (19.14)

where xbCP and zbCP are the coordinates of the center of pressure of the rudder
(CP) with respect to the b-frame. The CP is assumed to be located at the rudder
stock and in the middle of the rudder span. The hydraulic machinery moving the
rudder is implemented in this work following the model of [33] that considers both a
maximum rudder angle and rate. When working in the unsaturated zone, the rudder’s
dynamics can be represented by a first order system:

Pı.t/ D 1

Tm
Œıc.t/ � ı.t/� ; (19.15)

where ı.t/ is the rudder angle, ıc.t/ the commanded rudder angle and Tm is the
hydraulic machinery’s constant.

Kinematics
The kinematics cover the geometrical aspects of the vessel’s displacement

without considering mass and forces. The position of the ship is obtained by
performing a transformation between the body-fixed (b � frame) linear velocities
and the time derivative of the positions in the (n� frame). This can be expressed for
a 4 DOF manoeuvring model as:

Pxn D u � cos. / � v � sin. /cos.�/;

Pyn D u � sin. /C v � cos. /cos.�/: (19.16)
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19.1.3 Controller Design

An automatic pilot or a heading controller must fulfil two functions: course-keeping
and change of course. In the first case, the control objective is to maintain the
trajectory of the vessel following a desired constant heading,  d . In the second
case, the objective is to perform heading changes without introducing large response
oscillations and within a minimum time. In both cases, the adequate functioning of
the system must be independent from the disturbances produced by existing external
factors such as wind, waves and currents.

The heading trajectory followed by the vessel,  .t/, can be obtained by means
of a second order reference model:

R .t/C 2�wn P .t/C w2n .t/ D w2n d ; (19.17)

where wn is the natural frequency and � is the desired damping ratio of the closed
loop system. � is typically chosen to lie within the interval values .0:8 � � � 1/

in order to account for security issues [32]. In restricted waters and for collision
avoidance, the course-changing manoeuvre should have a clear start, in order to
warn nearby ships of the intention of the manoeuvre and, for that reason, that
manoeuvre should preferably be completed with no overshoot.

The following PID control schema is conventionally used for the heading control
implementation:

Uc.s/ D ıc

E
.s/ D

�
kp C ki

s
C kd s

˛Td s C 1

�
; (19.18)

where kd D Tdkp and ki D kp=Ti being Td the derivative time, Ti the integral
time, ıc.s/ the Laplace transform of the rudder position and E.s/ the Laplace
transform of the error, e.t/ D  d �  .t/ and Uc.s/ is the Laplace transform
of the control signal, uc.t; �c/. The  .t/ vector is extracted from the states, being
x.t/ D Œu v p rž �  ı xn yn�T and x.6/.t/ D  .t/.

The noise levels of the onboard standard instrumentation may cause derivative
model noise amplification problems. The PID schema (19.18), in which the
derivative action is filtered by a first order system 1

˛Td sC1 , avoids this problem of
noise amplification.

It is highly likely that the rudder’s deflection angle and rate saturations provoke
the windup phenomenon (see [1] for more details) when PID methodology is
applied. This is, the PID integral term, ( ki

s
), may become large and as a consequence,

the heading response may show high levels of oscillation. There exist several anti-
windup schemes in the literature (see [1] and references therein), but instead of
applying one of them, this would make the designed controller more complex, a
simpler method is chosen: a modified control structure such as the following first
order network controller is used, note that the integral action has been omitted:
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Uc.s/ D ıc

E
.s/ D K

�
s C z

s C p

�
; (19.19)

where K > 0 and p > z.
The expression (19.19) represents a lead compensation controller that has a zero

located nearer to the s-plane origin than the pole. This dominant zero improves
the stability of the system, which is desirable in order to satisfy the objective of
obtaining a heading response without overshoot.

Note that (19.18) and (19.19) become equal to each other if the integral term
Kp=.Ti s/ is zero, being equivalent to a PD controller transfer function.

19.1.4 Tuning the Controller

The tuning task is performed by following the schema on Fig. 19.1, in which the
optimization algorithm takes data from the output (vessel’s heading angle  .t/) and
from the input (desired heading  d ). In the selection of the optimization method
the aims of the heading control were taken into account: To minimize both the
response’s overshoot and the settling time without steady state error. For these
reasons, the authors chose the minimax optimization technique, as it minimizes
the maximum value of the output. In this way, when the maximum value of the
output is reduced, the heading’s overshoot is minimized too.

The application of the minimax problem to the heading control, consist on
minimizing the maximum value of the output,  .t/, over the simulation time
interval Œt0; tf �. The following constrain is imposed such that  .t/ is always less
or equal than the constant input value  d ,

 .t/ �  d ; tr � t � tf (19.20)

being tr the rise time of the system. By imposing this restriction, a flat response
with no overshoot and no stationary error is expected. The value of tr is determined
based on a prior knowledge of the system response. Then, the minimax problem is
applied [7, 27]:

Fig. 19.1 Closed-loop diagram for the optimization process
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min

�
.i/
c

max
j f j .�.i/c /g 


(
 .t/ �  d ; tr � t � tf ;

lb � �
.i/
c � ub;

(19.21)

where  .t/ is the heading angle, �.i/c are the controller’s parameters for the
corresponding i th LTV approximation to be optimized , lb is the lower bound of the
parameters, ub is the upper bound of the parameters and the subindex j represents
one set of multivariable functions.

19.1.5 Implementation Procedure

Based on the theory previously presented, the heading control implementation
process can be summarized according to the following steps:

Initialization
Set initial values for the constants and variables involved in the process:

lb; ub; x.0/; �.0/c , t0; tf ; tr ;  d ; h; tolx; tol�c .

Step 1

The first step to solve system (19.23) is to approximate it by solving the following
linear time invariant system:

Px.1/.t/ D AŒx0�x
.1/.t/C BŒx0�u

.1/
c .t; �

.1/
c /; x.1/.0/ D x0:

This system represents a linear model and it differs from the nonlinear behavior,
not being a good representation; that is the reason why the heading control is not
optimized at this step, then we made �.1/c D �

.0/
c .

Step 2

1. Optimize the heading control loop:

min

�
.2/
c

max
j f j .�.2/c /g 


(
 .t/ �  d ; tr � t � tf

lb � �
.2/
c � ub

for j D 1; 2; : : : tf =h. The optimization stops when k�.2/c � �.1/c k < tol�c is true.

2. With the obtained parameters �.2/c , the following LTV system is solved for
x.2/.t/ by using the designed control action u.2/c .t; �

.2/
c / and the initial conditions

x.2/.0/ D x.0/:

Px.2/.t/ D AŒx.1/�x.2/.t/C BŒx.1/�u.2/c .t; �
.2/
c /
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If kx.2/ � x.1/k < tolx is satisfied, the algorithm stops at this point, if not, go to
next step.

:::

Step (i)

1. Optimize the heading control loop by:

min

�
.i/
c

max
j f j .�.i/c /g 


(
 .t/ �  d ; tr � t � tf

lb � �
.i/
c � ub

for j D 1; 2; : : : tf =h. The optimization stops when the condition k�.i/c �
�
.i�1/
c k < tol�c is satisfied.

2. With the obtained parameters �.i/c , the next step is to solve the following LTV
system for initial conditions x.i/.0/ D x.0/:

Px.i/.t/ D AŒx.i�1/�x.i/.t/C BŒx.i�1/�u.i/c .t; � .i/c /;

When kx.i/ � x.i�1/k < tolx is satisfied, the algorithm stops, if not, go to step
i C 1.

Note that during the optimization process in order to obtain the set of functions
f j .�.i/c /g it is necessary to solve the corresponding LTV approximation:

Px.i/.t/ D AŒx.i�1/�x.i/.t/C BŒx.i�1/�u.i/c .t; � .i/c /; (19.22)

to obtain x.i/, as much as needed by the optimization algorithm. The control output
u.i/c .t; �

.i/
c / at each iteration is given by the control structure defined in Sect. 19.1.3

and the initial conditions are x.i/.0/ D x.0/.

19.1.6 Iteration Technique Approximation
for Control Purposes

In this section, the methodology previously introduced is applied to the case of
heading control of the vessel model. The equations of motion of this system are
highly nonlinear and can be written on the form:

Px.t/ D AŒx.t/�x.t/C BŒx.t/�uc.t; �c/; x.0/ D x0 2 R
n: (19.23)
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where AŒx.t/� 2 R
nxn, BŒx.t/� 2 R

nxm, x.t/ is the state’s vector and the control
uc.t; �c/ is designed by using the methodology presented in Sect. 19.1.3. The system
(19.23) can be approximated by the following sequence of LTV systems:

Px.1/.t/ D AŒx.0/�x.1/.t/C BŒx.0/�u.1/c .t; �
.1/
c /;

:::

Px.i/.t/ D AŒx.i�1/.t/�x.i/.t/C BŒx.i�1/�u.i/c .t; � .i/c /;
(19.24)

with initial conditions x.1/.0/ D � � � D x.i/.0/ D x.0/. For each of these
“i” LTV iterations, a control action signal u.i/c .t; �c/ is designed. Once last
iteration is obtained, the sequence of solutions converges to the nonlinear solution,
limi!1

�
x.i/.t/

� ! x.t/. The last designed control signal will be applied to the
original nonlinear problem, achieving control of the states:

Px.t/ D AŒx.t/�x.t/C BŒx.t/�u.i/c .t; �
.i/
c /; x.0/ D x0 2 R

n: (19.25)

19.2 Specific Case Study Discussion

In this section, the theory previously presented has been implemented in
Matlab/Simulink and applied to the particular case study of a full scale coastal
patrol vessel. The set of parameters and the main characteristics of the coastal
patrol are included in [24]. The coastal patrol is equipped with two rudders and
its service speed is unom D 15 knots (7:71m=s). The simulations were carried out
using Matlab/Simulink and the GNC toolbox [10].

The cited case of study of a full scale coastal patrol vessel is evaluated under two
different scenarios: firstly, a standard 20–20ı zig-zag manoeuvre is considered in
order to show the convergence of the iteration methodology presented in the theory
and secondly, a 20ı course-keeping manoeuvre is presented to show the accuracy
of the tracking capabilities of the designed controller when applied to the last of the
iterated LTV systems.

19.2.1 Main Results

In this section the authors show the results for the first scenario when it is applied the
iteration technique presented in Sect. 19.1.1 to approximate the vessel’s nonlinear
model given in Sect. 19.1.2 for the particular case of a full scale coastal patrol.
The simulation time was tf D 200 sec and the integration step size was set to be
h D 0:1. As a rule of thumb, the sampling period h is chosen to be in the range of
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20–40 samples within the rise time of the fastest degree of freedom. The equations
of motion of this system, (19.4)–(19.16), are highly nonlinear and can be written on
the form:

Px.t/ D AŒx.t/�x.t/C BŒx.t/�uc.t/; x.0/ D x0 2 R
9; (19.26)

where the systemt’s matrix AŒx.t/� 2 R
9x9, BŒx.t/� 2 R

9x2, uc.t/ is the control
signal and x.t/ is the state vector, x.t/ D Œu v p rž �  ı x y�T . u is the surge
(longitudinal speed), v is the sway, this is the lateral speed, p is the angular speed
of roll, r is the angular speed on yaw, � is the angular displacement in roll,  is the
angular displacement in yaw, ı is the rudder displacement for direction management
purposes and xn, yn are the corresponding coordinates for longitudinal and lateral
positions expressed in the n-frame.

A standard 20–20ı zig-zag manoeuvre (see [16]) is simulated, the reason for
choosing such a large amplitude is to excite the vessel’s high nonlinear dynamics
and to show the good fit of the iteration technique to the nonlinear original system.
The control vector to carry out this manoeuvre is uc.t/ D Œıc T �

T , where T was
previously defined in (19.10) and ıc is the rudder’s deflection that must follow
the zig-zag manoeuvre phases as shown in Fig. 19.2. Despite there is no control
methodology design, the zig-zag manoeuvre is in closed loop as the actual value of
 .t/ is measured and until it reaches a determined value the rudder does not change
from starboard to port or viceversa (see 2nd , 3rd , 4th, and 5th phase points where the
rudder angle of deflection is changed in Fig. 19.2). The zig-zag manoeuvre should
be completed with at least five phases.

The initial conditions, x0 D Œunom 0 0 0 0 0 0 0 0�T , substitute the states on
the first approximated linear system’s matrices, AŒx0�, BŒx0� and, subsequently, the
iteration technique results in a sequence of linear time varying (LTV) systems where
20 iterations were needed to approach the original nonlinear system.

Fig. 19.2 20–20ı zig-zag manoeuvre phases and corresponding values of the heading angle  .t/
represented in solid blue line and the rudder’s deflection ıc.t/ represented by dashed black line
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Fig. 19.4 Convergence of v.t/ on a 20–20ı zig-zag manoeuvre. Red line represents the movement
of the original nonlinear system. The pink line represents the 20th iterated LTV approximation and
the black line is the 40th iteration

Figures 19.3, 19.4, 19.5, 19.6 show the time history of various states during the
20–20ı zig zag manoeuvre for some of the iterations and as well the evolution
in time of the states in the nonlinear case (red line), this is done in order to
illustrate the convergence of this method. It is shown how the 20th solution is
a good representation of the nonlinear system solution, also the 40th solution is
shown in order to demonstrate the convergence of the states. After the 20th iterated
solution, x.20/.t/, the convergence to the nonlinear solution x.t/ is clear and also
it is shown how the consequent iterations, i.e., x.40/.t/ show little variation with
respect to it, this is,

x.40/.t/ � x.20/.t/ ! 0 when t ! 1.
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Fig. 19.6 Vessel’s position on the plane .xn; yn/ along this manoeuvre

Figure 19.6 shows the vessel’s position on the plane .xn; yn/ along this
manoeuvre; it is clear to see how the 20th iteration (pink line) gives an accurate
approximation to the behavior of the original nonlinear system (red line). From
the previous figures, it is clear to conclude that when the iteration technique is
implemented, after a short number of iterations, the original nonlinear expression
for the vessel’s dynamics gets a good representation by the last of the linear
approximations, 20 in this particular case.

The second simulation scenario is a course keeping manoeuvre of  d D 20ı
degrees that will validate and test the iterative controller design implemented
following the steps given in Sect. 19.1.5. The manoeuvre should be completed
satisfying the objectives stated in Sect. 19.1.3.
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The vessel’s model defined in Sect. 19.1.2 is rearranged on the form Px D
A.x/x.t/ C B.x/uc.t; �c/ where x.t; �c/ D Œu v p rž �  ı xn yn�

T and the
control vector is uc.t; �c/ D Œıc T �

T . The initial conditions are taken from [23] as:
x0 D Œunom 0 0 0 0 0 0 0 0�T .

In previous results for the 20ı course-keeping manoeuvre case, a PID controller
(19.18) was applied and a high value of Ti was obtained by the optimization method.
As explained in Sect. 19.1.3, the optimization technique applied for the tuning, in an
attempt to reduce the oscillation caused by the integral windup problem, provides
a high value of Ti and therefore reduces to the minimum the influence of the
integral term. This suggest that the contribution of the integral term ki=s in the PID
controller (19.18) (being ki D kp=T i ) can be neglected. For all of this reasons,
a lead compensation controller (19.19) without integral action is used instead.
The constrains of the controller parameters were set to lb D 0 and ub D 1, in
order to avoid unstable controller behavior. The lead compensation controller initial
parameters were selected taking into account that this type of controller must have
a dominant zero near to the s-plane origin.

Figures 19.7 and 19.8 show the results for a course keeping 20ı (0.349 rad)
manoeuvre for each iteration “i”. After the 5th iteration, the algorithm converges,
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the corresponding control parameters �c and the heading response  .t/ remain
almost unchanged. The zoom made for the yaw variable  .t/ on the top part
of Fig. 19.7 for the iterations 5–8 shows that the difference between iterations
i and i � 1, is within the order of 1

100
of degree, illustrating the convergence

properties of the presented algorithm. Figures 19.7 and 19.8 clearly show an
accurate approximation for the 5th iteration to the nonlinear model (compare
iteration 5 with the simulated data generated with the original nonlinear system and
the controller parameters �.5/c ). At this stage, (iD5), the overshoot is reduced in the
heading response  .t/ and the settling time is reduced with respect to the previous
iterations. Furthermore, the steady state error (e.t/ D  d � .t/) converges to zero
after only 30 sec. The bottom part of Fig. 19.7 shows the actuator’s displacement,
ı.t/, which represents the actual value of the rudder’s angle of deflection. There
is saturation present in the actuator for the fifth iteration, but with the selected
lead compensation controller the windup problem is avoided obtaining a response
without overshoot. The lead compensation controller is a simpler solution that an
anti-windup scheme for the PID controller.

19.3 Transdisciplinary Discussion Into the Unified
Framework

The work proposed in this chapter has a direct significant impact on the design and
control of systems for transport over water since we propose a control algorithm that
combines two control methodologies in order to implement a navigation system.
The results given in the previous section for a course keeping manoeuvre provides
a good performance since the proposed algorithm take into account an accurate
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representation of the dynamics of the non linear manoeuvring model object of study
of this work including all the non linearities. Furthermore, the presented results
for the heading response: the elimination of the existing overshoot, the reduction
of the settling time and the elimination of the steady state error contribute to the
safety in the navigation in restricted waters and also to the energy saving due to
the elimination of the response oscillations. In restricted waters and for collision
avoidance, the course-changing manoeuvre should have a clear start, in order to
warn nearby ships of the intention of the manoeuvre and, for that reason, that
manoeuvre should preferably be completed with no overshoot and this aim is
managed with the algorithm proposed in this work. For all of these reasons, this
work contribute to facilitate the transport over water that constitutes one of the
layers of the unified framework.

The other layers of the unified framework treated in this book consist of the
water flowing through its infrastructure and the interactions between the water
flow and the transport flow. The work proposed in this chapter does not cover
the transport of water directly but the application of the iteration technique to
approximate the dynamics of non linear manoeuvring models could be applied to
water systems, in the same way as in this chapter, since the iteration technique
allows an accurate representation of the non linear dynamics with its consequently
benefits. Moreover, in the case of a combined framework in which is considered the
interaction between the two layers, the iteration technique could be applied as well
to approximate a model that would include the interaction between the transport
system dynamics and the water dynamics. Then, considering an accurate model
with the interactions between the two systems it would improve the performance of
the designed controller.

19.4 Open Topics

In the literature there are variety of marine vessel models of motion dynamics
that provides an adequate representation of the dynamics for different types of
operational conditions [25]. These operational conditions are related to the speed
of the vessel, the state of the environment: waves, current and wind, the water
depth, the mass distribution, and the vessel condition (intact or damaged). In case
that the operational conditions change the structure of the model and the parameters
must change. In spite of this, there is a lack in the literature of models than
consider the interaction between the water systems and the transport systems. This
is still an open topic than in case of being addressed in an accurate way it would
provide the possibility of a the design of an appropriate control system. This would
be interesting as well in the case of coordinated control of several vehicles where
one of the vehicles is the leader and the rest of the vehicles must follow the leader,
then, what would be the effect of the interaction among the several vehicles and the
water systems.
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19.5 Conclusions and Future Research

In this chapter, the authors proposed a control strategy based on an optimized
lead compensation controller methodology combined with an iteration technique
based on LTV approximations to approach the nonlinear dynamics of a ship. It has
been discussed the benefits that the proposed control strategy provides to the
transport systems over water. The theory here presented has been implemented in
Matlab/Simulink and applied to the particular example of a full scale coastal patrol
vessel under two different scenarios: firstly, a standard 20–20ı zig-zag manoeuvre is
considered in order to show the convergence of the iteration methodology presented
in the theory and secondly, a 20ı course-keeping manoeuvre is presented to show
the accuracy of the tracking capabilities of the designed controller when applied to
the last of the iterated LTV systems.

On the first case, the results show that the approximation to the vessel’s nonlinear
dynamical equations in the 20–20ı zig-zag manoeuvre is a good approximation
after only a few number of iterations, 20 in this case. By generating this sequence
of LTV equations that approximate the original nonlinear dynamics, now linear
control techniques can be applied to the last of these iterations (20th). This is a good
advantage since linear control methods are usually simpler and computationally
cheaper to implement.

On the other hand, for the 20ı course-keeping manoeuvre, the proposed control
strategy and reference tracking methodology is tested. A high value of Ti obtained
with the proposed control strategy in preliminary results, indicates that the rudder’s
saturation provokes the integral windup problem when PID control is applied.
Therefore, it is advisable to use a controller without integral term such as the
lead compensation controller. The presented results with the lead compensation
controller meet the stated objectives in the heading response: the elimination of
the existing overshoot, the reduction of the settling time and the elimination of the
steady state error. In addition to this, the lead compensation controller constitutes a
simpler solution than an anti-windup scheme for a PID controller.

The authors are currently investigating further possibilities within this area: the
control strategy here proposed will be extended to the multivariable control case in
order to develop a trajectory control methodology.

Acknowledgements This chapter has been partially supported by the Spanish Ministry of
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Chapter 20
Performance Evaluation of an Inland Pusher

M. Godjevac and M. Drijver

Abstract In order to meet the future exhaust gas emission standards on European
inland waterways, ship owners are facing challenges when selecting the optimal
power configuration and/or retrofit option. While there are many variations of power
configurations for an inland vessel, a typical ship owner is not certain which of those
possibilities is the best one. To help tackling these challenges, a comprehensive
study has been carried out where various power configurations have been evaluated
against the operational profile of an inland pusher on river Rhine. The operational
profile was obtained by measuring the fuel rack position and ship speed during
the period of 6 months. Comparing the transport efficiency (i.e., fuel consumed
versus cargo transported) with the recorded water levels it was shown that the
transport efficiency doubles in deep water periods. Furthermore, it was argued that a
more flexible power configuration, with an additional shaft line, could contribute
to the total efficiency. Based on the operational profile, seven alternative power
configurations have been selected. They include: diesel-direct, diesel-electric, gas
engine-electric, and a combination of diesel-direct and diesel-electric. Afterwards,
an estimate of the total exhaust emissions during one typical voyage was made for
all alternative configurations using dynamic models. For the investigated vessel,
the diesel direct configuration still is the most efficient configuration regarding the
energy consumption. However, regarding NOx and PM the performance of power
configurations based on gas engines is superior. As an alternative for NOx reduction,
the effect of SCR installation was also considered which appears to be practical
solution for retrofitting as well.
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20.1 Introduction

Merchant vessels on European inland waterways are typically around 20 years
old and owned by small (family) companies. At the same time, exhaust emission
regulations on European inland waterways are becoming more stringent. For a
ship owner, this situation raises multiple questions regarding the possible power
configurations of inland ships and how to meet the future regulations. In order to
tackle this issue, a research project under the title “Modernization of Vessels of
Inland Waterway Freight Transport”? (MoVeIT) is running within the European
seventh framework program. This chapter presents some outcomes of the MoVeIt
project, as well as the investigation presented in [5], and its main focus point is the
optimization of the ship’s drive and power system in such a way that it is matched
to the conditions that the ship will face throughout its life. Questions related to
the selection of the fuel type (diesel or natural gas), power transmission (direct
or electric), and power generation (number and sizes of engines) are answered in
this study with respect to their related exhaust emissions and fuel consumptions.
An inland pusher operating on the river Rhine is selected as the case study for
this investigation. Firstly, the operational profile measurements are done during
6 months sailing period. Also, emission test cycle measurements are done on
board of the vessel. Secondly, a selection of alternative power configurations
is made, including: diesel-direct, diesel-electric, gas-electric, and hybrid power
configurations. Thirdly, dynamic models of all power configurations are created in
the Matlab/Simulink environment. Finally, combining the models with the results
of the measurements, the total emissions and fuel consumptions are calculated for
each power configuration for one typical journey. Figure 20.1 depicts the process
that has been used in this investigation.

In total 2 sets of measurements are used in this study and their results are
presented in this document. Further, 10 dynamic models of different power con-
figurations are created to estimate their exhaust emissions (NOx , SOx , COx ,
HC, PM). For diesel direct power configurations, a selective catalyst reduction
(SCR) is an option to reduce the NOx emission. The effect of an SCR installation is
also considered in this chapter and its urea consumption is calculated as well.

While the title of this book is “Transport of Water Versus Transport Over
Water”, the focus of this chapter is rather on the transport over water. Here the
performance of an inland pusher is analyzed in terms of its exhaust emissions and

Fig. 20.1 Schematic illustration of the research process
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Fig. 20.2 Veerhaven X in four barges configuration

fuel consumption during operation. However, the fuel consumption and transport
efficiency are closely related to the conditions on the river, namely to the water
depth, and the scope of this chapter is actually broader than just the transport over
water. As shown in this chapter, the transport efficiency drops significantly during
periods of low water due to part load conditions in which the pusher is operating.
If the level of water could be somehow increased during periods of low water, for
example by the transport of water, then the transport over water would be improved
as well, and this illustrates how the transport over water may be affected by the
transport of water.

An inland pusher called Veerhaven X (see Fig. 20.2) is selected for the case study.
This is one of the biggest pushers operating on the river Rhine and it is considered as
state of the art amongst inland pushers. The ship operates mostly between Rotterdam
and Duisburg pushing the barges with coal and iron upstream from Rotterdam to
Duisburg in 4 or 6 barges configuration, depending on the water level and cargo
loaded. After leaving its cargo, the ship picks up the empty barges and goes back
downstream to Rotterdam. A typical trip takes about 40 h where an upstream voyage
is about 24 h and a downstream voyage is about 12 h.

Figure 20.3 shows the power configuration of Veerhaven X. The ship is equipped
with three identical mechanically driven diesel direct propulsion trains and four
generator sets for auxiliary power. The total installed propulsion power is 4,080 kW.
Each propulsion train is equipped with a fixed pitch propeller with 5 blades and
2.05 m diameter.

This chapter is structured according to the research process illustrated in
Fig. 20.1. The results of the long-term measurements conducted on-board of
Veerhaven X are presented in Sect. 20.2. These measurements define the operational
profile of Veerhaven X. Section 20.2 also presents the transport efficiency of
the vessel during the period of the operational profile measurements and in
Sect. 20.3 the results of exhaust emission measurements are given. In Sect. 20.4,
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Fig. 20.3 Power configuration of Veerhaven X

alternative power configurations are defined using the operational profile measure-
ments from Sect. 20.2. Subsequently, dynamic models of the selected alternative
power configurations are described in Sect. 20.5. The results of the exhaust emission
measurements from Sect. 20.3 are then used to calibrate the models in Sect. 20.5.
After which the resulting emissions and fuel consumptions from the models of the
alternative power configurations are presented in Sect. 20.6. The analysis of the
results is given in Sect. 20.7 and the conclusions are presented in Sect. 20.8.

20.2 Operational Profile and Transport Efficiency

To get more insight in the long term performance of the ship and its fuel
consumption, the operation of the ship is observed during 6 months by measuring
the following parameters:

• Fuel rack position of the starboard, middle, and portside engine
• GPS position and speed over ground

In order to get the operational profile of the vessel (i.e., power versus time) it is
necessary to calibrate and convert the measurements of the fuel rack position to the
power consumption. The fuel rack position is first converted to the fuel flow, which
is then converted to the engine power. Figure 20.4 shows the operational profile of
the ship and water level recorded during the measurements. According to its mission
profile, the operational profile of Veerhaven X is divided in three operational modes:
upstream, downstream, and manoeuvring, which take 59, 31, and 10 % time of the
total operational profile, respectively.

Besides the operational profile measurements, the logbook of the ship is used
in this study to analyse the transport efficiency. The logbook contains the records
of the total amount of cargo transported and total fuel consumed for each journey.
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Fig. 20.4 Rhine water levels (left), and operational profile of Veerhaven X during 6 months (right)

Fig. 20.5 A comparison of the recorded fuel consumptions and cargo transported (l/t) with the
water level at river Rhine during 73 voyages of Veerhaven X

By cross-referencing the logbook data with the recorded water levels it is possible
to get a link between the water level and transport efficiency. Figure 20.5 shows the
transport efficiency together with the recorded water levels, in which the transport
efficiency is given as the transport index in terms of the liters of fuel consumed
per ton of cargo transported (l/t). Thus, the low values of l/t indicate low fuel
consumption and higher efficiency. From Fig. 20.5, it is noticeable how transport
efficiency follows the oscillation in water levels. In fact, the transport efficiency can
oscillate by a factor two during the recorded 73 journeys.

Based on the operational profile measurements it is possible to further differenti-
ate between the journeys made in four or six barges configuration. Figure 20.6 shows
the amount of cargo transported per voyage, in four and six barges configuration,
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and the duration of each voyage. Note that the difference in voyage duration seen
in Fig. 20.6 (right) was mostly caused by the waiting time and not by the speed
variance.

Further, it is possible to calculate the average power during each voyage.
Figure 20.7 shows the average power per voyage and specific average power (kWh/t)
per voyage as a function of the cargo transported. In Fig. 20.7, it is noticeable that
the voyages with more cargo require less specific average power, i.e., they are more
efficient. In previous figures it was shown how the duration of the voyages was
more or less constant. Since the distance for each voyage is the same, it is possible
to conclude that the speed over ground is similar for all investigated journeys. In
fact, the only variable in investigated journeys is the cargo transported. Since water
levels dictate the maximal draft of the barges, it is possible to relate the water levels
to the cargo transported, i.e., barges are always loaded according to the maximal
allowable draft. Subsequently, low water levels will cause low load conditions which
will cause an engine to operate in a less efficient region of the operating envelope,
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i.e., engine load will be less than 50 % (see Fig. 20.13). Besides this, low water depth
may cause an increase in hydrodynamic resistance of the ship due to the shallow
water effect, which will deteriorate the transport efficiency even further.

20.3 Operational Profile and Transport Efficiency

Besides the operational profile measurements presented in Sect. 20.2, a set of
exhaust emission measurements is used in this study as well. The results of the
exhaust emission measurements are presented in [8] and they are analyzed in this
section. A standard emission measurement test cycle is used (E3 test cycle) to
measure the exhaust emissions of the investigated vessel. This is a standard test cycle
that applies to propeller law operated main engines and is required by international
standards for exhaust emission certification/approval (ISO 8178). Also, legislative
requirements are given in weighted cycle average values. As given in Table 20.1,
the test cycle consists of four test points where emissions are recorded. For each of
the points there is a weight factor and final emission values are weighted average
values during the test cycle. Table 20.1 shows the E3 test cycle, with runs at 100,
75, 50, and 25 % of the nominal engine power, and the associated weight factors
(WF). In Table 20.1, the engine speed follows from the propeller law and is a
function of engine power PB relative to nominal engine power PB0 and nominal
engine speed ne0:

ne D ne0

�
PB

PB0

�1=3
: (20.1)

The emission measurements are taken at the steady engine load and the results
show average values. The measured emission components are O2, CO, CO2, NO
as NOx , HC as C3H8, and PM. The emission measurements are given for the dry
exhaust which means that the emission measurements represent the values of a fully
dried sample. The exhaust emissions are measured in ppmv and mg/m3 values.
Since legislative limitations are related to the specific power, it is necessary to
convert the measurements to kg/h and g/kWh values. The original report in [8] gives
emission values in terms of g/kWh as well, but it does not explain the conversion
method. The conversion of exhaust emissions from ppmv to g/kWh is explained in
[10] and it is named as NLDA method in [5]. Table 20.2 shows weighted cycle
average values of Veerhaven X according to the methods described in [8] and
[10], respectively named as SGS and NLDA calculation method. As can be seen,

Table 20.1 E3 emission
measurement test cycle

Run 1 2 3 4

rpm 100 % 91 % 80 % 63 %

Power 100 % 75 % 50 % 25 %

WF 0.2 0.5 0.15 0.15
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Table 20.2 Weighted cycle
averages of SGS method,
NLDA method, and CCNR2
emission regulations

Emission SGS NLDA CCNR2

CO [g/kWh] 0.51 0.54 3.5

HC [g/kWh] 0.78 0.78 1.0

SO2 [g/kWh] 0.64 0.67 –

NOx [g/kWh] 8.03 8.48 8.5

PM 0.08 0.09 0.2

Table 20.3 Specific fuel
consumption versus engine
power for SGS, NLDA, and
test bed records

Engine power [kW] 263 591 922 1226

sfc SGS and NLDA [g/kWh] 229 202 196 196

sfc test bed records [g/kWh] 239 208 198 196

Difference [%] 4:2 2:9 1:1 0

the emission values from both methods are comparable. Table 20.2 also gives an
overview of the allowable exhaust emissions on Rhine as defined by the Central
Commission for the Navigation on Rhine (CCNR2) from which it follows that the
emissions of Veerhaven X are within the allowed limits.

Regarding the specific fuel consumption (sfc), the manufacturer gives the sfc
values for four working points. Table 20.3 shows a comparison of the sfc values
measured by SGS and by the manufacturer. For more details regarding the exhaust
emission formation and related fuel consumptions the reader can take a look into
[10] and [9].

Results shown in Table 20.3 indicate low discrepancy between the specific fuel
consumption presented in [8] and the specific fuel consumption measured by the
manufacturer. Since the results from Tables 20.2 and 20.3 are used in Sect. 20.5 to
calibrate the dynamic models of different power configurations, it is beneficial that
the results are cross checked with the manufacturer data. Furthermore, in Table 20.2
it can be observed that the NLDA conversion method is in line with the results
presented in [8].

20.4 Operational Profile and Transport Efficiency

While in previous sections contain information about the operational profile of
Veerhaven X, the goal of this section is to define the alternative power configurations
which will be dynamically modelled in order to estimate their total emissions
and efficiencies. The alternative configurations will be defined according to the
operational profile of Veerhaven X and they include different types of fuel,
power arrangement, and transmission options. Regarding the fuel types, alternative
configurations will investigate engines which use diesel fuel and natural gas.
Regarding the power arrangements, alternative configurations will investigate power
configurations with different engine sizes and number of engines, for example
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2 smaller engines versus one large engine. Regarding the transmission options,
alternative configurations will include the diesel-direct, diesel-electric, and hybrid
(i.e., a combination of diesel direct and diesel electric) power transmission.

20.4.1 Benchmark Power Configuration

Before defining the alternative power configurations, the benchmark power config-
uration will be defined first. The benchmark power configuration is based on the
power configuration of Veerhaven X but with somewhat altered maximum power.
The total power of the benchmark configuration is based on the operational profile
shown in Fig. 20.4, where it is noticeable that the maximum recorded total power at
the shafts never exceeds 3,800 kW. Also, the recorded auxiliary power never exceeds
250 kW. In order to optimize the benchmark configuration, the benchmark power
configuration will have 3,800 kW maximum power delivered at three propeller
shafts, and the maximal auxiliary power 250 kW.

20.4.2 Alternative Power Configurations

Because of varying water levels, it is argued that a configuration with four propellers
might be more beneficial for the pusher. For draught conditions, it is estimated that
the efficiency of four propellers, with a smaller diameter, would be much higher
than the efficiency of three propellers with a larger diameter. The hydrodynamic
performance of the configuration with four propellers was investigated in [2] and
it was decided that all alternative power configurations will have four propellers.
Figure 20.8 shows the aft ship arrangement for all alternative power configurations
where propeller diameter is 1.80 m.

In order to make a fair comparison amongst different power configurations, it is
necessary to ensure that the total power delivered to the shaft is the same for all
power configurations. Since diesel electric and gas electric power configurations
include additional conversions of energy and additional components, the total
installed power for these configurations will be larger in comparison with the
diesel direct configuration. Figure 20.9 shows an example of a diesel electric power
configuration with undefined number of engines and their sizes. The exact number
of engines will be defined later.

For electric configurations, the power delivered to the propeller Pp is a function
of the total engine brake power PB and the efficiencies of the components between
the diesel engine and the propeller:

Pp D PB � �gen � �sw � �TF � �FC � �EM � �TRM; (20.2)
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Fig. 20.8 Aft ship arrangement of alternative power configurations

Fig. 20.9 General illustration of diesel-electric power configurations
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Table 20.4 Total installed power for: diesel-direct propulsion
(DDP), diesel-electric propulsion (DEP), gas-electric propulsion
(GEP), hybrid propulsion (HP), and benchmark power configuration

Power [kW] DDP DEP/GEP HP Benchmark

PB;max;tot;prop 3,800 4,175 3,800 to 4,175 3,800

PB;max;tot;aux 2*125 125 2*125 to 125 2*125

PB;max;tot 4,050 4,300 4,050 to 4,300 40,500

where the efficiencies of the components are defined as:

• Generator efficiency �gen D 0:97 and electric motor efficiency �EM D 0:97 as
in [6]

• Switchboard efficiency �SW D 0:999, transformer efficiency �TF D 0:997, and
frequency converter efficiency �FC D 0:97 as in [1]

In general, electrical power configurations are more suitable for ships with high
auxiliary power demands, for example see [3], because of their flexibility of power
generation and distribution. As a consequence they need smaller auxiliary engines,
and therefore it will be assumed that only one half of the total auxiliary power
is needed for the alternative electric power configurations. The other half will be
added to the total power installed (PB,tot). Table 20.4 shows the summary of the
total maximum installed power for different power configurations.

Since power configurations which use natural gas currently run only in electric
power configuration, the total installed power for gas-electric power configurations
(GEP) will be the same as for the diesel-electric power configurations (DEP).
The hybrid power configuration (HP) will be a combination of diesel-direct and
diesel-electric power configuration, and the total installed power for hybrid power
configurations could be between the total power needed for diesel-direct power
configurations and the total power needed for diesel-electric power configurations.
Table 20.5 shows possible alternative configurations with diesel-direct (DDP), DEP
and GEP, and HP. In the table, the candidates are given for a combination of
maximum engine brake power. The number of different engine sizes ranges from
one to three different sizes and the total number of engines installed ranges from
one to five engines. In the columns, the number before the asterisk sign, “*”, is the
number of engines and the number after the asterisk sign is the maximum engine
brake power in kW.

20.4.3 Selection of Alternative Power Configurations

The selection of the alternative configurations from the candidate alternatives is
based on:
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Table 20.5 Candidate alternative configurations

Nr. of engine Nr. of HP [kW]
sizes engines DDP [kW] DEP/GEP [kW] DDP DEP

1 1 3,800 4,300 – –

2 1,900 2,150 2,050 2,050

3 1,267 1,433 1,380 2*1,380

4 950 1,075 2*1,020 2*1,020

5 – 860 2*825 3*825

2 2 3,000+800 1,800+2,500 1,900 2,200

3 2*950+1,900 2*800+2,700 1,900 2*1,100

4 2*800+2*1,100 3*800+1,900 2*950 2*1,100

5 – 4*800+1,100 2*800 3*850

3 3 2,000+1,000+800 2,500+1,000+800 1,900 1,900+1,800

4 800+900+2*1,050 800+1,000+2*1,250 2*950 900+1,300

• The time percentage that engines run in the optimal fuel consumption region
throughout the operational profile.

• Equal load share is assumed amongst the engines.

The optimal fuel consumption region was assumed to be between 50 and 85 %
of engine power and Table 20.6 presents the calculated time fractions of the
candidate configurations and the power configurations which are selected for further
investigation (marked with bold letters). Even though power configurations with
three different engine sizes have high time percentage of optimal fuel consumption,
it was decided not to include them into further consideration because of the related
spare parts and maintenance aspects.

Based on the results shown in Table 20.6, the following power configurations are
selected for further investigation:

• Benchmark configuration: diesel-direct power configuration with three shaft lines
and three 1,267 kW engines

• DDP 4*950: alternative diesel-direct power configuration with four shaft lines
and four 950 kW engines

• DDP 2*950C1;900: alternative diesel-direct power configuration with four shaft
lines, two 950 kW engines, and one 1,900 kW engine. The larger engine is driving
two propellers, and each smaller engine is driving separate propeller.

• DDP 2*800 C 2*1,100: alternative diesel-direct power configuration with four
shaft lines, two 800 kW engines, and two 1,100 kW engines. This configuration
consists of two father-son drives, where each father-son drive consists of one
800 kW engine, one 1,100 kW engine, father-son gearbox, and two propellers.

• DEP/GEP 5*860: alternative diesel-electric or gas-electric power configuration
consisting of five 860 kW generator sets and four shaft lines.
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• DEP/GEP 3*800 C 1;900: alternative diesel-electric, or gas-electric power
configuration consisting of three 800 kW generator sets, one 1,900 kW generator
set, and four shaft lines.

• DEP/GEP 4*800 C 1;100: alternative diesel-electric, or gas-electric power
configuration consisting of four 800 kW generator sets, one 1,100 kW generator
set, and four shaft lines.

• HP DDP2*800CDEP3*850: alternative hybrid power configuration with two
860 kW diesel engines driving two propellers, and three (diesel) generator sets
of 850 kW driving the other two propellers.

20.5 Dynamic Models

This section describes the dynamic models of the selected power configurations
from Table 20.6 in the previous section. The block diagram of the models used
in this study is in Fig. 20.10 and it shows the structure of the models. The model
in Fig. 20.10 is developed in MatLab/Simulink environment and it will be used to
estimate the related emissions (emprop;j ) and fuel consumptions (fcprop) . The inputs
to the model are the operational profile measurements (Pprop;up) and cargo loaded
(rtot;loaded). Instead of immediately trying to trace back the measured operational
profile to the fuel consumed, an attempt is made to have a realistic simulation of the

Fig. 20.10 Block diagram of dynamic model used in this investigation
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Fig. 20.11 Modelled
resistance in upstream and
downstream mode, and
measurement data as in [2]
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voyage with the ship speed controller block imitating the helmsman. In the model,
the measured power is converted to the set speed (Vset), using the ship resistance
curve, which is then converted to the fuel rack setting (Xset). Figure 20.11 presents
the total resistance of the model in upstream (loaded condition) and downstream
mode (empty condition) according to the data provided in [2]. Also, coefficients for
the propeller-hull interaction were derived from [2]. In Fig. 20.10, the manoeuvring
block has the possibility to include the manoeuvring forces in the rudder to fully
simulate the voyage trajectory. The manoeuvring forces are modelled according
to [7]. However, the applicability and accuracy of Kijima model for the case of
Veerhaven X is not known. Thus, in order to reduce the uncertainties and speed up
the computation time, the manoeuvring possibility is switched off and the model
assumes a straight line trajectory.

Perhaps the most elaborate part of the model is the propulsion block in Fig. 20.10.
The purpose of the propulsion block is to calculate the thrust based on the fuel rack
setting. Figure 20.12 shows the structure of the propulsion block. Depending on the
specific power configuration, the engine block will contain the diesel and/or the gas
engine models. The diesel engine model uses the Seiliger cycle and it is described
in [11]. The gas engines are modeled with the “Mossel” engine model which is
described in [11] and [10].

Figures 20.13 and 20.14 show matching of fuel consumption characteristics
of the modelled diesel and gas engines with the available data for four different
engines: two diesel engines and two spark-ignition gas engines. Namely:

• 1,360 kW diesel engine in Fig. 20.13 left was used to match the models of 800,
850, 860, 900, 1,100, and 1,267 kW diesel engines

• 1,900 kW diesel engine in Fig. 20.13 right was used to match the models of
1,900 kW diesel engine

• 1,000 kW and 1,900 kW gas engine in Fig. 20.14 was used to match the models
of 800, 860, 1,100, and 1,900 kW gas engines
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Fig. 20.12 Block diagram of Propulsion block in Fig. 20.10
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Fig. 20.13 Matching of specific fuel consumptions with the test bed records of 1,360 kW diesel
engine (left) and 1,900 kW diesel engine (right)

Fig. 20.14 Matching of
specific fuel consumptions
with the test bed records of
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The power transmission block shown in Fig. 20.12 will be different for diesel-
direct power configurations and for diesel/gas-electric power configurations. For
diesel-direct power configurations the transmission block is a gearbox with the
constant gearbox ratio. Only for “DDP 2*800C2*1,100?” the gearbox will have the
father-son gearbox ratios. For electric power configurations, the transmission block
consists of switchboards, frequency converters, and electric motors. The model for
electric motors is based on the wound rotor model presented in [4]. For all power
configurations some power management system is needed to regulate the number of
engines switched on and their loading distribution. The exact rules used to control
the number of running engines are based on the operational profile of one typical
journey which is presented in the next section.

20.6 Modeled Results

The aforementioned dynamic models are used to calculate the emissions of the
alternative power configurations during one typical journey between Rotterdam and
Duisburg. Figure 20.15 shows the propulsion power in kW versus voyage duration
in %, during the investigated journey. In the model, the total voyage duration is:
24 h upstream, and 13 h downstream. The current is set to 0 m/s in Rotterdam and
1.66 m/s in Duisburg with linear increase during the voyage. The current is negative
when sailing from Rotterdam to Duisburg and positive when sailing from Duisburg
to Rotterdam. The total cargo transported in the loaded condition is 14,700 tons
which is based on the logbook of Veerhaven X.
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Fig. 20.15 Input propulsion power in upstream and downstream mode of one typical voyage
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As mentioned in the previous section, for each configuration it is necessary to
decide on the number of engines that are running and the load share amongst the
engines. Because of uncertainties related to the performance of the propellers in
the trailing shaft conditions, it was assumed that all propellers are always running
in both operation modes (upstream and downstream mode). This assumption is
also supported from every-day sailing practice. For most of the diesel-direct power
configurations this will mean that all engines are always on (for both operation
modes). Only for the father-son power configuration (DDP 2*800 C 2*1,100) it
is possible to switch off some engines in the downstream mode. For diesel-electric
and gas-electric power configurations, especially in the downstream mode, it is not
necessary that all engines are always running on. This is especially beneficial for
electric configurations with the 1,900 kW engine where the priority was given to
the larger engine because of their higher efficiencies. Regarding the number of
engines running, general rule is to have engines running between 50 and 85 % of
their maximum power (as defined in Figs. 20.13 and 20.14). Regarding the load
sharing, equal load share amongst the running engines was assumed for all power
configurations, except for the GEP 3*800C1,900 for which the larger engine is more
loaded due to its significantly higher efficiency.

Since diesel and natural gas fuel have different lower heating values (LHV), the
resulting fuel consumption is represented as the resulting energy consumption. The
total energy consumption was the sum of all individual consumptions for each power
configuration during the investigated voyage. The energy consumption per engine
was calculated according to:

E D LHV �
Z tend

tbegin

Pmf dt; (20.3)

where Pmf is the fuel flow. For diesel fuel the LHV for diesel is 42.7 and LHV for
gas (LNG) is 43.64 was assumed. Figures 20.16 and 20.17 show the resulting energy
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Fig. 20.18 Energy consumption per engine in upstream (left) and downstream part of the voyage
(right)

consumptions of all power configurations for the upstream and downstream part of
the investigated journey. Figure 20.18 shows energy consumptions of each engine
for all power configurations for the upstream and downstream conditions. Bars in
the graphs show energy consumption of each engine in the configuration, where the
largest engine is the first bar. For example in DEP 3*800C1,900, first bar is the
engine of 1,900 kW and the other three bars are 800 kW.

Figure 20.19 shows the total energy consumption of the entire journey for all
power configuration and Fig. 20.20 shows the total emissions of all diesel-direct and
diesel-electric power configurations for the entire journey. The figure shows the total
emissions of all engines per power configuration. Emissions of gas-electric power
configurations are presented separately in Fig. 20.21. The results of the models are
discussed in the next section of this chapter.
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20.7 Discussion

Before discussing the results of the analysis given in Sect. 20.6, it is useful
to compare some of the results with the logbook records of the ship. For the
investigated journey, it was recorded that the amount of fuel consumed was 21 ton
of diesel while the benchmark model in Fig. 20.19 gives an estimate of 18 tons of
diesel. It should be mentioned that the logbook shows the consumptions between
19 and 24 tons for journeys with similar cargos. Since the benchmark model has
somewhat smaller and more efficient engines than the real ship, the estimate of the
benchmark model seems realistic. Moreover, the correctness of the model has been
evaluated against the emissions and fuel consumption measurements.

The difference amongst the fuel consumptions recorded in the logbook results
partially from the difference in water levels. A low water level can influence the
performance of the ship in several ways: it limits the draft of the barges and the cargo
loaded, it increases the resistance due to the shallow water effect, and the propellers
might not be fully submerged. Since water levels can vary between 2 and 10 m,
it was decided that all alternative configurations have four propellers instead of
three. Even though the analysis shows that the alternative configurations have higher
efficiency then the benchmark model, it should be noted the effect of low water
levels was not fully investigated here. The best way to evaluate the performance
of all configurations would be to calculate the related fuel consumptions for the
entire operational profile during 1 year. Since this data is not available, and the data
related to the performance of the three-shaft configuration in partially submerged
conditions is also not available, it was decided to leave this analysis for future work.
Nevertheless, the work done in this chapter shows that it is possible to get 10 %
improvement in the efficiency just by selecting another power configuration.

Looking at the investigated configurations, the DDP 2*950+1,900 seems to be
the most efficient power configuration. Also the total amount of exhaust emissions
is favorable with this configuration. There are probably few reasons for this, one
is high time percentage of the optimal engine usage presented in Table 20.6 and
another reason is better engine efficiency for 1,900 kW diesel engine, presented
in Fig. 20.13. Also, the diesel-direct power configurations have advantage over
the electric power configurations because of less components and one energy
conversion less. However, the diesel-electric power configurations show quite
respectable performance, in general even better than the benchmark model. Looking
at the gas engine configurations they provide large NOx reduction but their total
energy consumption is higher than for DDP. This is explained by lower combustion
efficiency of gas engines, which is expected to be improved in the coming years.
Other benefit of gas engines is that they produce less CO2 in comparison with diesel
engines. However, their production of hydrocarbon gasses and carbon monoxide is
not favorable in comparison with diesel engines. Again, the gas configuration with
the large 1,900 kW engine shows best results amongst gas engine configurations.
Here it should be mentioned that further improvement of the results could be
achieved for all power configurations if the trailing propeller mode was allowed.
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This would improve their performance mainly in the downstream mode. It is
estimated that the overall improvement of the efficiency would be around 1 % due
to trailing propellers.

20.8 Conclusions and Future Work

The goal of this chapter was to investigate the performance of alternative power
configurations of an inland pusher on river Rhine. As in many other performance
analysis, this analysis is driven by two motivations. First motivation was an eco-
nomical motivation, i.e., an attempt was made to estimate the fuel consumption of
different power configurations. The second motivation was a legislative motivation,
i.e., an attempt was made to estimate which configuration agrees with the current
and future exhaust gas limitations. Looking at the current exhaust gas limitations, all
investigated power configurations fall below the current exhaust gas limitations set
by CCNR. However, it is expected that the future limit for NOx emissions will be set
to 1.8 g/kWh. While for gas engines this limit is ok, for diesel engines the forecasted
NOx limit will be challenging. An option for diesel engine power configurations is to
add a selective catalytic reduction (SCR) device which reduces the NOx emissions.
Since SCRs use urea to operate, it is convenient to know how much urea is needed
for a modern diesel engine to meet the future NOx limit. Looking at the equation
presented in [12] it is possible to estimate that a ship such as Veerhaven X would
use around 15 l of urea per MWh. Based on its performance, an SCR installation
seems to be a practical solution for retrofitting of older vessels.

Based on the results for one representative journey, the diesel direct power con-
figuration seems to be the most efficient. However, the gas-electric configurations
are superior regarding the NOx emissions. Even though the analysis done above
used one specific vessel for the case study, it is possible to draw some general
conclusions. Based on the entire analysis, it is possible to conclude that the gas
engines (or dual fuel engines) have a lot of potential and probably will be more
used in the future. On the other hand, modern diesel engines are still good option
for new build vessels and definitely very good option for retrofit of old vessels. In
combination with an SCR it is conceivable that diesel engines will remain the main
prime movers of inland vessels for coming years. As shown in this chapter, the
transport over inland waterways is closely related to the water level. By transporting
the water it should be possible to increase the water depth on an inland waterway and
increase the transport efficiency during the periods of low water levels. However, the
feasibility of this proposal remains to be scrutinized in the future.
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Chapter 21
City Logistics by Water: Good Practices
and Scope for Expansion

J. Maes, C. Sys, and T. Vanelslander

Abstract Urban freight transport became a specific research topic as the general
awareness on the increasing negative effects of these freight delivery activities on
the local livability grows. The awareness for external costs (congestion, emissions,
noise and road safety) by the public grew. As a result, (local) governments
implemented specific policies. Often, these limit the free, flow of traffic, put
limits on (un)loading activities and limit urban road capacity. As a result, logistics
entrepreneurs innovate their last mile transport operations. An under-investigated
opportunity is the use of waterways for urban freight delivery purposes. This chapter
lists best practices found in Western Europe. These transport freight towards or
in the city. In this chapter, a Dutch concept was translated into a specific case
for the Belgian city of Ghent. A cost simulation of an urban delivery concept
with an electrically-powered vessel is developed and gives us insight in the actual
competitiveness. Based on our own simulation, conclusions are drawn. Further
research opportunities are indicated.

21.1 Introduction

The attractiveness of urban city centers is damaged among others by increasing
transportation activities. Urban mobility points at the presence of public transport,
cars, bikes, etc., while urban distribution entails freight transport: vans, trucks, etc.
More road transport on the one hand and more freight transport on the other
hand combined with a lack of open space lead to mobility challenges in city
centers. This is certainly the case when infrastructure and policy impose more
and more limitations to the free movement of freight flows. This observation,
and the expectations for the future, cater for sustainable mobility and logistics
to be higher on the (inter) national agenda. Various evolutions in the sector and
in related policy decisions generate more and more attention for urban logistics
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challenges. The scope of this chapter is limited to urban freight distribution, a
dynamic urban activity. Changes in this sub-sector of logistics come among others
from an evolution of society towards a post-industrial society, an ageing population,
a worldwide urbanization trend and the increasing attention among the wider public
for sustainable developments. Urbanization turns cities more than ever into densely
populated areas and nodes of different activities. In 1950, 50 % of the world
population lived in cities. In 2000, that share had increased to 77 %, and by 2020,
83 % of the population is expected to live in city centers. To keep cities liveable
and attractive, the presence of activities and services is needed. As a result, the
largest consumption of goods and services in Western Europe occurs in urban
environments. Not only extensive leisure time activities and shopping outlets but
also easily accessible office locations increase the attractiveness of urban cores.
These different activities increase the demand for efficient mobility and generate
a demand for goods. Next to the easy movement of persons towards, from and
inside the city, the activities in the central business district also generate various
freight flows. The logistics complexity, combined with the societal impact, urges
for a change in the practical and technological organization of both urban person
mobility and urban freight distribution. Hesse [22], for instance, states that new
technologies, organizational structures, a changing demand pattern, other transport
strategies and transport costs, a changing labor pattern and spatial division of
the urban space have all changed already heavily the logistics operations. More
innovation is still needed to decrease the conflict between liveability and mobility.
All these activities and related trips occur at a relatively small space. Although the
freight flows are vital for an inner core, the city center infrastructure is not always
ready to handle them. The European Commission [17] in its Green Paper on A
new urban mobility culture took into account the achievements of the CIVITAS’1

project. It states that an integrated policy is needed for the different urban mobility
aspects. Both person and freight transport get attention. More fluent transport, and
hence less congestion, is a key issue as it has consequences at economic, social
and ecological levels. A next challenge is reducing air pollution. Also intelligent
transport systems (ITS) are dealt with. A last topic on the agenda is integrated spatial
planning. The findings were confirmed in the European Commission’s [18] White
Paper on ‘A Roadmap to a Single European Transport Area—Toward a competitive
and resource efficient transport system’. That White Paper states that cities today
are responsible for about a quarter of transport-related CO2 emissions, and that
69 % of traffic accidents happen in cities. The gradual disappearance of classical
combustion vehicles is envisaged, and will contribute strongly according to the EU
to a decreased oil-dependence, exhaust gas emissions, and local air pollution and
noise hindrance. The White Paper imposes strict and ambitious targets for urban
road transport. The number of cars in cities using classical combustion is to be
halved by 2030, and to disappear totally by 2050. Urban distribution by 2030 has

1CIty VITality Sustainability: the CIVITAS network helps cities in setting up more sustainable,
clean and energy-efficient urban transport by integrating and jointly implementing policy measures.
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to be handled in a nearly CO2-free way. Those targets emerge from the European
Commission’s framing climate policy. The actions with respect to urban logistics
range between optimizing the logistics chain and investigating and implementing
innovative concepts. For the former, grouping logistics flows at specific locations
into larger volumes may increase their chances of fitting transport via alternative
transport modes, like inland navigation. For the latter, but related to achieving
the former, innovation with impacts both on industrial-economic cost structures
and social welfare is supported. New water navigation concepts to be used for
distribution in city centers may fit here. Moreover, they can be a good way of
getting rid of the old-fashioned image with low flexibility, limited investments and
solitary behavior in the logistics chain that alternative transport modes suffer from.
The focus in this chapter is on inland waterway transport towards, from and inside
city centers. In particular, the attention goes to opportunities that inland waterway
concepts offer for alleviating accessibility and viability problems that cities face.
The next section defines and delineates the concept of “urban logistics” and the
types of flows it involves. Section 21.3 deals with a number of existing inland
waterway concepts applied in urban distribution. The central question is whether
waterway transport can be a viable alternative for urban distribution. What are long-
run successful concepts and where have they been applied? Can critical success
factors be discerned in the set of cases? Section 21.4 makes an in-depth analysis of
a potential application of inland waterway urban transport in a Flemish case, more in
particular in Ghent. The final section wraps up the conclusions and makes a number
of considerations on the usefulness of applying a broader framework, including the
linkage between transport over water and transport of water.

21.2 Urban Logistics: A Definition and Inland
Waterway Markets

Urban logistics is a logistics process whereby goods are collected at one or more
addresses, after which they are possibly brought to a distribution center, where
transhipment and groupage occur, in order to have them redistributed to one or more
delivery addresses. It is a separate logistics discipline, with an own last mile-focused
dynamic, that requires a tailored policy. Over time, the spatial composition of cities
has changed to an extent that operations like storage and transhipment do not find
a space any more within the urban environment [8]. Loading and unloading are the
only logistics activities left within city centers. Those activities often meet opposing
objectives from the side of policy-makers and inhabitants. First, future market
potential for urban waterway transport is defined. The postal or package market
is a potential user of inland waterway urban distribution. Research on the topic is
rather scarce. A number of cases are known where the concept is actually being
applied. Goods are, for instance, transported per truck towards the city border, and
then consequently transhipped into a small vessel. Such a small ship then sails a
distribution round inside the city center. It may entail a pre-trajectory per truck and
a last-mile approach per ship. When the consignee is not located alongside the city
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Fig. 21.1 Three solution dimensions of Quak [32]

waters, a short last mile trajectory over land may be needed. Alternatives to road
vans or trucks (with classical combustion or electric) are then carts, bicycles or
by foot.

Non-container and non-bulk tests were held in Flanders, for instance, for
pallet transport of building materials and Fast Moving Consumer Goods [7]. Both
commodity types can easily be palletized, which increases the speed and efficiency
of transhipment operations. The destination of those goods in most cases are city
centers, as the retail shops distributing them are mainly located there. This concept
mainly plays for larger volumes. Consolidation decreases the unit transport cost.
The real last mile will still require a van or truck solution.

Second, key success factors for logistics innovations need to be met. For an urban
logistics solution to have potential to be successful, Quak [32] states that three
components are needed (Fig. 21.1): logistics, technical and policy perspectives.
Innovative logistics concepts change transport planning and habits but are often
supported by technical innovations. Policy makers are then the third actor that needs
to support or facilitate the innovation in the start-up phase in order to reach a market-
competitive position in the long run.

21.3 Urban Waterway Logistics: Best Practices

This section focuses on a number of innovative applications of urban waterway
transport concepts. A distinction is made between transport within cities and
transport to and from cities.
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21.3.1 Waterway Transport Within Cities

In this subsection, consecutively, the Utrecht Beer Boat, the Amsterdam City
Supplier and the DHL Floating Service Center are treated.

The Utrecht Beer Boat

The Utrecht city center is still characterized by many small streets, historical
buildings, bridges and waterways. Exactly those generate problems to urban freight
distribution. Trucks are too heavy, long or large to get into the city center. Loading
and unloading options are limited because of the confined open space. The con-
sequence is that trucks cause road blockage. A first initiative by policy makers
was introducing limitations on the vehicle lengths. The heavy traffic also caused
road and cellar damage. Hence, a second reply was introducing weight limitations.
Shifting towards smaller vans was not a preferable option for the transport actors,
as this imposes an additional transhipment cost and moreover worsened environ-
mental performance. Other imposed policy measures were introduced afterwards:
time windows, city compartmenting, low-traffic zones and low-emission zones.
The historical center of Utrecht features a large number of inner waterways. During
the twelfth century, along those waterways, cellars, quays and quay walls were built.
Alongside those quays, goods were directly transshipped towards the cellars. But the
increasingly cheap and quick road transport made the waterway transport gradually
being abandoned. After restoring these quays and quay walls as of 1993, inhabitants
requested the renewing of the wharf cellars for freight distribution [35]. Beer Boat’s
innovative logistics concept uses water transport to deliver freight into the city core.
The concept is based on an initially diesel-propelled, and later on fully electricity-
propelled inland ship (Fig. 21.2). Since 1996, the latter sails through the city center
with drinks and other catering. The ship can transport several rolling containers and
is equipped with a hydraulic crane that delivers the goods to the quays. This way
of transport prevents damage to the historic quays and does not require additional
infrastructure.

After this first Beer Boat, a second vessel was put into service in 2010. This
one features an electric engine, that is charged at the end of the working day with
green power. It can sail, load and unload a day long on one charge [3]. Locations
in the city have charging points, even though not needed for continuous operations.
Multi-modal transport concepts grew as, for companies not located alongside water,
a co-operation agreement was made between the Beer Boat and Utrecht’s Cargo
Hopper.2 The Beer Boat concept is offering services in the inner city of Utrecht.
The company does not limit itself there though. Plans exist to further extend the
reach of the Beer Boat. The Cleaning and Port Service (RHD) consider an electrical

2Cargohopper is an other urban distribution concept in Utrecht, whereby an electric vehicle pulls
a number of carts. The vehicle can, no matter the time windows, travel through the inner city.
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Fig. 21.2 The historic inner city of Utrecht gets delivered by a Beer Boat

garbage vessel [1]. The vessel was designed in function of the Utrecht canals in
order to have a maximum market outreach. RHD, the vessel owner, designed a ship
with a loading capacity of 18 tonnes or 40 to 48 rolling containers (corresponding
to six vans or two truckloads). The first Beer Boat had a length of 18.80 m, a width
of 4.26 m, a draught of 1.10 m and a coaster profile of only 1.65 m [37]. The second
Beer Boat went a step further, with a 55 kW synchronous engine, powered by a
480 V battery with a capacity of 86.4 kWh. The vessel also has a backup 83 kW
diesel engine. The Beer Boat has a sailing reach of over 80 % of the Utrecht canals.
Only the Merwede Canal features two bridges that are too low for the vessel. The
Kruisvaart, the Stadsbuitengracht and the Kromme Rijn can only handle a limited
load: draught is less than 0.90 m there [10]. Initially designed for providing bars with
drinks, the market reach extended to various eateries, pubs and leisure locations, as
well as some shops. As of 2005, also a wholesale market was served by the Beer
Boat. In 2010, the Beer Boat served 65 customers, among which four breweries.
Utrecht hosts about 700 eateries, among which 237 in the inner city. There is also a
dense concentration of retail establishments. The Beer Boat also allows transporting
fresh, cooled and frozen products, in conditioned containers. Even miscellaneous
transport is possible, like, e.g., house removals and building materials. Reverse
flows are taken too, for instance, garbage from bars and restaurants. In order to
be able to serve all customers, the ship sails twice a day and five times a week [1].
The big advantages of the Beer Boat are its independence from time windows, one-
way streets, traffic congestion, weight and length limitations, etc. That increases
reliability of deliveries, which reduces road congestion in the city. Furthermore,
there is a socio-physical impact: operators can now always load and unload by
crane, which leads to less charging and health problems than before. Finally, it is
a solution that is more friendly to the environment, with less emissions and less
noise produced. Table 21.1 presents the annual CO2, NOx and PM10 emissions for
the Beer Boat versus the van solution. For the Beer Boat, a distinction is made
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Table 21.1 Annual CO2, NOx and PM10 emissions Beer Boat [13]

PM10 CO2 NOx

kg/year kg/year kg/year

Vans 1.88 17,400 32.64

Beer Boat

Diesel-powered 1 12,789 5

Grey power-driven 0.04 981 0.044

Green power-driven 0.88 4,811 27.7

Van versus Beer Boat—absolute decrease

Diesel-powered �0.88 �4,611 �27.7

Grey power-driven �1.84 �6,952 �32.6

Green power-driven �1.84 �16,429 �32.6

Van versus Beer Boat—percentage decrease % % %
Diesel-powered �74 �27 �85

Grey power-driven �98 �40 �100

Green power-driven �98 �94 �100

between diesel, grey and green power. Using the electrical Beer Boat reduces annual
emissions by 94 %, or an annual reduction of by 16.5 tonnes [19].

Next to the advantages, an the Beer Boat by also has a number of drawbacks.
First, using the Beer Boat will require organizational changes, and will lead to a
shift in costs (less transport costs per unit of load, higher inventory costs). The
Beer Boats furthermore are made available by the city of Utrecht, and rented out
to companies that take care of the actual distribution. The emission-free vessel
costs about AC 800,000, of which AC 400,000 was funded by the policy measure
ALU (Actieplan Luchtkwaliteit Utrecht) and the European Fund for Regional
Development (EFRD). The remaining amount was funded by the exploitation of the
first Beer Boat. Operating the ship also requires two staff members, for safe loading
and unloading, which leads to high operational expenses. In terms of the solution
dimensions of Quak [32], all three of them are present with the Beer Boat solution.
The logistics component consists of a shift from road to water of all kinds of
commodities. The largest technical improvement lies with the second version, which
involves a shift from diesel towards electric propulsion, with a significant emission
reduction. Policy-wise, the concept provides a solution since it reinforces the urban
distribution policy framework in Utrecht, due to its pragmatism, innovativeness and
coherence [10].

The Amsterdam City Supplier

Also in Amsterdam, waterway transport concepts have been tested. Amsterdam
features a lot of canals, initiated during the Middle Ages, but further expanded
over the years, and used a lot for transporting commodities. Together with the
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Fig. 21.3 “Vracht door de gracht” by Mokum Maritiem

canals, warehouses were built where goods were stored. But the Amsterdam canals
gradually had to give way to streets and parking space. The urban waterway
system was halved, but still covers about a quarter of the urban territory [2].
More recently, initiatives were taken to significantly refurbish the city canals.
At the same time, and similarly to Utrecht and also other cities, various limitations
were imposed to urban road transport [5]. In 2007, the initiative “Vracht Door De
Gracht” (Freight through the canal) was launched by Mokum Mariteam. It is a co-
operation agreement between three shipping companies (Rederij’t Smidtje, Rederij
de Nederlanden and Canal Company), waste processor ICOVA (Inkoop Combinatie
van Afvalstoffen) and logistics supplier Koninklijke Saan. Only in September 2010,
the first electrically-propelled vessel, shown in Fig. 21.3, was put into service. Via
a loading and unloading location outside the city, the goods are transhipped from
road vehicles. The last mile in the city center is done by waterway. Reverse flows,
comprising organic hotel and restaurant waste, are taken and brought to a processing
plant, that transforms the waste into bio fuel. That bio fuel is used for the vessel’s
diesel engine [31].

The fleet was expanded later on with a second vessel, called “Power Supplier”.
It is equipped with two cascaded generators of in total 80 KVA for power supply
to building operators and leisure events, and its power lasts for 8–10 h. The
ship has diesel-electric propulsion of 35 kW. The diesel generators are used for
trajectories outside the inner city, and for the eventual recharging of batteries.
The ship measures 20 m in length, 4.5 m of width, an average draught of 1.0 m,
and a coaster profile of 1.85 m. It has a surface of 15.75 by 3.75 m, a cargo
capacity of 85 m3, and can take up to 56 t of cargo. It has a hydraulic crane.
An innovative feature are the automatic, telescopic spuds [19] and [26]. On 23
June 2010, a co-operation agreement was concluded between Mokum Mariteam and
the united companies of Food Center Amsterdam. The latter is a wholesale market.
Its customers got the opportunity to deliver their goods in a silent, efficient and clean
way. Six companies were the launching customers initially. High-volume goods are
targeted:
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• Fruit and vegetables, meat, fish, game and poultry, etc.
• General foodstuff
• Building materials
• Hotel, hospital and nursery laundry
• Drinks and food for the food service industry
• Underground waste containers for shops
• Books for musea and bookshops
• Cooled and frozen foodstuff
• Supermarket goods

In 2011, Binnenstadservice, a logistics service provider for city retail outlets,
signed a co-operation agreement with Mokum Mariteam. The goods are grouped
at the city borders. From there, they go via water to the end receiver. The last
stretch after unloading can only be 150 m when using an electric puller. In other
cases, an electric truck has to be used, but that increases the last mile cost [9].
The concept has similar efficiency and reliability advantages as the Utrecht Beer
Boat. At environmental level, the low-noise electrical engine generates a reduction
of energy usage and PM10 and CO2 emissions. A supplementary advantage is that
the City Supplier’s crane, as opposed to that of the Beer Boat, can be operated from
a short distance [12]. There are also disadvantages to the concept. Like with the
Utrecht Beer Boat, logistics habits will need to be adapted. When extra storage space
and equipment is needed, this will have a cost too. Also, for larger distances, when
trucks need to be used, costs will increase as compared to the classical road solution.
This solution too provides a good mix of the solution dimensions of Quak [32]. The
City Supplier helps Mokum Mariteam provide a contribution to better accessibility
and viability in Amsterdam’s historical city center. The engine is low in noise, which
is a clear technological advancement. In terms of policy, the solution contributes to
economic efficiency, social and environmental goals the city tries to achieve.

The DHL Floating Service Center

Still in Amsterdam, the DHL Floating Service Center initially was a tourist sailing
boat, used on the city canals. The vessel was transformed in 1997 into a package
delivery vessel of DHL Worldwide Express. Benches were replaced by postal
sorting tables, and walking bridges were installed. The ship has a fixed sailing
route through the city center. In the morning, the ship receives its mail to be
delivered along the route, while in the evening, the collected return mail is passed
on to DHL’s classical express network. The concept is connected to nine cycling
messengers and two couriers with vans. The latter are used for parcels that are
too large or too heavy to be transported by bike [33, 40]. The ship has a length
of 17 m and a net transport content of 30 m3 [28]. It has a large sailing reach.
The project was largely financed by DHL itself. The City of Amsterdam took care
of financing the project development [14]. The DHL Floating Service Center was
launched in the same environment as the City Supplier from the preceding section.



422 J. Maes et al.

Congestion and an increasing number of limitations to road transportation generated
sufficient conditions for this alternative to function. The environmental benefits
equally grew. DHL’s van fleet was reduced from 10 to two vans. This boils down to
an annual reduction by 150,000 km or 12,000 l of fuel [14]. Capacity and flexibility
increase as more customers can be served a day than with the classical van solution.
Finally, the transport solution brings a positive image to the city and serves as an
example to other companies. In this case too, the main solution directions are found
in the DHL Floating Service Center. Converting an old tourist boat is a creative
technical solution. The combination with cycling messengers makes it a rather
unique logistics solution. Equally, the concept allows escaping the policy limitations
imposed on road transport [10].

Concluding Observations

The three mentioned Dutch concepts have a number of common characteristics.
Utrecht and Amsterdam both feature a historical city center, and used historic
city canals. Moreover, due to the historical character, the physical structure of
the latter canals cannot be changed and therefore the canals cannot cope with the
scale increase in road transport vehicles and operations. Both cities even feature
a rather restrictive policy framework with respect to road transport. These all
seem ingredients that contribute to the potential for inland waterway transport.
The result is largely similar advantages and disadvantages of the three concepts.
The characteristics are evaluated in Table 21.2. The largest benefit consists of the
external cost reduction (people (less emissions and noise), planet (less emissions)
and also profit (less congestion)). A negative point is the operational cost side: the
extra transhipment cost is a barrier in being competitive to road transport. The last
mile can also cause problems: when the distance is too large, and extra vehicles are
needed, the logistics cost increases. One item that was not mentioned yet, is that
full-year operations may be hampered in case canals freeze in winter time [36].

21.3.2 Waterway Transport Towards Cities

In this category, the Dutch Distrivaart, car transport, the Paris paper transport and
more generic distribution as well as the Lille waste transport are elaborated on.
For each of them, critical success factors are determined. These factors may also
function as key success factors of inner city distribution solutions.

Dutch Distrivaart

Distrivaart was a Dutch project that consisted of transporting palletized goods via
inland navigation. It envisaged a large volume shipped between distributors and
retail supermarkets, with 40 ships, 17 distribution centers and 43 million pallets.
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A cost reduction of 20 % was aimed at. The inland vessels, measuring 1:20�1:00m,
could handle 520 pallets or 20 truckloads [25]. The development was part of a
trend to invest in modified inland vessels. The Netherlands, for instance, invested
in the Mercurial-Latistar ship, bringing grain from Wormerveer to Nijmegen [39].
Another example is the Belgian inland vessel that sails between Antwerp and
Duisburg for transporting bananas at constant temperature. Also estuary shipping
was an important development, with the same vessel sailing on inland waterways
and the coast. Different companies like Heineken/Amstel, Bavaria, Grolsch, Coca-
Cola, Albert Heijn and Schuitema showed interest. The project started in 2002
with the River Hopper vessel, to test the transport of food products via water.
However, in 2005 it was stopped. The technical River Hopper installation featured
problems with its loading and unloading system. Moreover, the ship was used for
volumes that were too small: critical mass lacked. The system would have been
break-even as of six vessels. That never happened. The main reasons are that the
supplementary costs of a last mile stretch and longer lead times were underestimated
[30]. Groothedde en Rustenburg [21] in their simulation research divided the project
in three development phases. First, a limited number of ships had to sail as a
transport network. The focus was to be on attracting shippers. A second phase
entailed establishing a distribution network. This step required more intensive
planning and especially data exchange. The ship was to serve as a cross-docking
platform. The third phase was still more intensive. A collaborative network was to
be established, for information exchange and chain orchestration to give returns. The
ship would then function as a floating warehouse. The project would have become
profitable in phase 1 as of 16.3 million pallets, and in phase 2 as of 26.6 million
pallets.

Paris Car Transport by Water

One of the most recent urban distribution concepts by water is used in Paris. Inland
waterway operator Compagnie Fluviale de Transport (CFT) takes care of a new
delivery method of new vehicles along the Seine river. The vehicles are transported
via water to the city, and get delivered by road to dealers and rental companies.
The new service was called Distri and was developed in view of the increasing
restrictions on trucks carrying cars. Trips with more than 8 vehicles per truck would
be forbidden by 2016. For the 1,000 car transport trips per week towards and from
Paris, this measure has a big impact. The largest car transporters stepped into the
project: Gefco, CAT, STVA, TEA and Walon. Also the car producers Renault and
Peugeot-Citroën expressed interest. The pilot project showed positive results, but a
commercial implementation will not happen before 2016. Theoretically, a service
can be scheduled each weekday. This way, more than 30,000 car transport trips per
year can be met. This does not include reverse trips [38].
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Paper Distribution Paris: Rouen

Since 2006, Paris transports waste paper via inland vessels to a recycling plant of
paper producer UPM Kymmene close to Rouen. The sailing distance between Paris
and Rouen is 210 km. Since 2008, ships with rolls of recycled paper are shipped
as return load to the French capital. The ships supply some five publishers, where
the most important newspapers and magazines for the Paris region are printed.
The return load materialised through a co-operation agreement between UPM
Kymmene, waterway operator Voies Navigables de France and Sytcom. Initially, a
ship of 800 tonnes with a crane took care of transporting the waste paper. To enable
the return of paper rolls with a width of 2.5 m, UPM shifted to a larger ship (1,800
tonnes) on which modified 45 foot containers are loaded. The company invested for
this transport in 70 containers that are 13.7 m large. The vessel ships twice a week
30 such containers from and to Rouen. That reduces traffic on the heavily congested
A13 motorway by 4,500 truck trips per year.

Paris Distribution

The Paris center features a changing logistics and mobility policy. The city
investigates whether more sustainable multimodal transport can take over part of the
road transport. Patier [29] showed that there is potential for waterbound distribution
concepts in the Paris region. A multi-criteria analysis showed that non-alcoholic
drinks and non-food products for supermarkets can better be transported via water.
This type of products has a high weight-volume balance. Transhipment locations in
the city center can be used to perform the last mile with truck transport. Ships with
own loading and unloading cranes on board fit best. Applying the concept leads to
a 55 % CO2 reduction. In the case of the non-alcoholic drink flows, the bundling
would also allow for a AC 75,000 of cash savings.

Paris Franprix Inland Waterway Distribution Platform

In France, the Casino Groupe invested in a concept of urban freight distribution by
inland waterways to deliver subsidiary Franprix’s retail locations. From September
2012 on, Franprix delivers goods to 80 retail locations in the core of Paris via inland
waterways. The concept materialised in close cooperation with logistics expert
Groupe Norbert Dentressangle, the Ports de Paris and organization Voies Navigables
de France. One barge represents 26 containers, or 450 pallets. These are transhipped
to the barge at Bonneuil-sur-Marne’s port, located at the south of Paris. Then, the
barge sails 20 km over the rivers la Marne and the Seine, passing two locks. At the
port de la Bourdonnais, on walking distance of the Eifel Tower, trucks leave from
the terminal to the final locations, as shown by Fig. 21.4 [6].
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Fig. 21.4 Transhipment of Franprix containers at Paris [6]

Every container, transported this way represents a saving of 10,000 km of road
transport per year. When 48 containers are transported daily, the concept represents
a saving of 450,000 km of road transport annually [6].

Lille Waste Transport

In 1999, the city of Lille, a Northern-France city of 225,000 inhabitants, started
transporting urban waste by water to the incineration and recycling plants. Since
September 2007, an annual volume of 200,000 tonnes got transported this way [24].
The project is part of a larger project. The ‘Centre de Valorization Organique
(CVO)’ in Sequedin, 10 km away from Lille, processes an annual volume of 100,000
tonnes of household waste into compost or bio-fuel. The investment amounted to
AC 75 million, borne by the City of Lille, ADEME, the Nord-Pas-de-Calais region,
Voies Navigables de France, FEDER and the European Investment Bank. The
nearby bus depot uses the bio-gas for about 150 busses [24].

Concluding Observations

First of all, most of the applications of waterway towards city centers are found in
France. This may have to do with the fact that national and/or local governments
promote this way of transport, and set up co-ordinated approaches for doing so.
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Furthermore, it seems that the French applications deal with a wide variety of
products: from low-value goods (waste) to high-value products (cars). This means
that solutions have the potential to work for a broad product range. Finally, it
turns out that all French water transport initiatives towards cities are apparently
viable: none failed. This opposed to the Dutch Distrivaart, which in essence is a
similar product as the one in Paris where food and drinks are delivered by waterway
transport, but which apparently was not viable. One of the reasons may be critical
mass.

21.4 Urban Waterway Logistics: An Option
for Flemish Cities?

This section makes an empirical analysis of a pure urban transport solution.
Similarities were looked for between the concepts defined earlier and the Flemish
local situation. The DHL Floating Service Center is expected to have a chance of
being successful in a Flemish context. Flanders has several historic city centers with
inner city waterways like for example Ghent, Bruges and Mechelen. A theoretical
application is made to the city of Ghent. Ghent has a historical city center that is
well accessible by water and is densely populated and therefore has a concentrated
demand for goods. Additionally, like the previously mentioned Dutch cities of
Utrecht and Amsterdam, Ghent features a city structure that is not favorable to road
transport: many small streets, no (un-)loading areas, etc. To remedy the negative
effects of road transport, the city also implemented measures like maximum axle
loads and vehicle height and length. That means that more or less the same critical
conditions as mentioned when analyzing the Dutch cities previously seem to be
present for allowing for a shift towards waterway transport [41]. This section will
analyze whether the mix of critical success factors in Ghent is sufficient for actually
allowing for such a shift: are the problems with road transport so big that they
provide an incentive to users to shift towards inland waterway transport, is water
depth sufficient and the network sufficiently extensive, is the critical customer mass
in proximity of the canals reached, etc. The solution will also be evaluated in the
framework of Quak [32].

21.4.1 Physical and Waterway Structure of the City of Ghent

The City of Ghent was founded in the seventh century at the confluence of the
rivers Scheldt and Leie [34]. The first canals in the city were used for defense
but also trading purposes. A connection with the then nearby sea was sought by
building extra canals (Brugse Vaart, Coupure and Sasse Vaart). During the twentieth
century, the Beltway Canal (Ringvaart) was built [23]. During the 1960s, cars got
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a lot more attention, large roadways towards and inside the city were built, and
water basins were filled in order to give way to roads and parking areas [11]. In the
nineties, Ghent drafted a “Revitalization plan” for it canals, with two components:
first, revitalizing the Leie in the historical center, and re-opening the Nederschelde;
second, replacing some fixed bridges by movable ones and refurbishing quay walls.
Water tourism was the main driver for this. Therefore, today, the region of Ghent
holds some 917 km2 of waterways.

21.4.2 Concerned Actors

In Ghent, two actors are considering introducing a water transport system. The first
partner is Max Mobiel, a not-for-profit organization that supports the development
and introduction of sustainable initiatives for mobility and employment in the Ghent
area. At current, Max Mobiel hosts in Ghent a commuting service between the
railway station and company zones, a biking point (bike rental, repair and storage),
and a courier service mainly for documents. The courier service functions based
on biking messengers combined with light vans [27]. The second partner is Elek-
troboot. This actor is a not-for-profit organization and has an electricity-propelled
motor boat, the “Sidderaal”, that initially was used as a free commuting service. The
goal was to promote the introduction of environment-friendly and low-noise vessel
propulsion techniques. An advantage is that the vessel is fully depreciated, so that
the capital cost decreases strongly. In the beginning, the project got support, also
financially, from the City of Ghent, the Province of Eastern Flanders and a number
of sponsors. These two partners, but also other potentially concerned stakeholders,
as well as the roles they may take, are summarized in Fig. 21.5.

The two mentioned parties alone are not sufficient for making the project a
success. The parties from Fig. 21.5 are all needed to develop a successful water
transport concept. The goal is picking up express shipments (small parcels, mail
and light goods) at the city borders, and bring them to the city center via the
water with an electrical boat. A small depot outside the historical city center may
be needed in order to provide temporary storage. Elektroboot makes available its
vessel. Working with the existing vessel is the base scenario. Investment alternatives
can be calculated. The latter can imply serious impacts on the last mile cost
[4, 10, 20]. A transhipment area or depot would be the starting and ending point
of one or more daily rounds. In the first phase, it can be a mere mooring location.
Later on, a storage area may be crucial, as goods can then be stored at night in
order to be delivered the next morning. Logistics activities may be performed in this
premise [10]. The city will need to be involved. It is since 2008 a member of
the CIVITAS project, and may support the inland waterway solution as part of
CIVITAS. Transporting mail by waterway is a new concept for Ghent. Possibly,
a number of infrastructural measures are needed (quay walls, ship fixing points,
etc.). The canals may need to be updated too: some locations may feature too
shallow water. Waterway operator “Waterwegen en Zeekanaal” needs to be involved
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Fig. 21.5 Potential partners Elektroboot project

therefore. Finally, shippers, receivers and logistics operators need to be convinced
about the project. To reach them, more exposure will need to be achieved. The city’s
commercial associations, street managers, etc. need to be involved, so as to make
the advantages of the project clear.

21.4.3 Cost-Benefit Analysis

This section trades off costs and benefits of the concept. Consecutively, the sailing
reach, the goods types and the customers are dealt with, as well as operational and
social costs under a number of operational scenarios.

The Sailing Reach

The sailing reach is largely determined by the dimensions of the vessel. This
happens because the existing infrastructure (bridges and locks) and the charac-
teristics of the waterways themselves (width, depth, etc.) can obstruct the vessel.
Ghent counts 42 bridges and locks in its inner city. In the first phase, the existing
vessel “Sidderaal” can be used. Its characteristics are shown in Table 21.3 [4, 10].
The Sidderaal is propelled by an electrical engine that provides the necessary power
for propelling the ship. The ship is equipped with a Solar charge function, which
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Table 21.3 Technical
characteristics of the
Sidderaal [10]

Properties Dimensions

Length 7.48 m

Width 2.20 m

Coaster profile 1.4 m

Average empty draught 50 cm

Average draught upon full load 55 cm

Net weight 3.5 tonnes

Freight capacity (tonnage) 1.5 tonnes

Electrical engine power 3 kW

Battery sailing hours 8 h

Battery charging time for full charging 4 h

enables it to sail without quay power. Battery packages on board the vessel are
charged with solar energy when the ship is not sailing. They provide the necessary
energy when the engine requires more energy than provided by the photovoltaic
panels on board [15].

Goods and Customers

In a first phase, the Elektroboot can mainly be used for re-enforcing existing
deliveries by Max Mobiel. The company caters for deliveries within the Ghent
territory (all 9000-postal codes C some sub-municipalities). Volumes are brought in
by the partners in this project. The goods then have to be transported by bike from
the quay to the end destination, which imposes limitations on allowable weights.
In a later phase, the two pulling parties envisage collaboration with logistics service
providers like DHL, TNT, B-Post, Taxipost, La Redoute, etc. Max Mobiel will take
care of the logistics system, since they can then manage the administration, track
the receipt and perform the last mile. Figure 21.6 shows a suggested round trip.
The Sidderaal can sail on all indicated waterways. There are no limitations as to
length, width or depth. The red line is the approach route. The node between the red
line and the blue round trip line is the transhipment location.

Operational Expenses

For the cost-benefit appraisal, operations are assumed to take place 8 h a day, five
days per week during 46 labor weeks. This takes into account holidays, the ship
not being available due to maintenance and repair, and possible ice formation on
the city’s canals (6 weeks a year on overage). The main cost parameters are staff
cost, maintenance, insurance, administration and communication. As to staff cost,
there are possibilities to use social employment. Max Mobiel employs for its cycle
messaging services staff under special conditions. As that is always temporary, the
calculations in this section take into account the full cost.
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Fig. 21.6 Possible round trip

The cost parameters are quantified in Table 21.4. Staff costs are calculated by
multiplying hourly cost figures for the sector with 1.5. The reason is that one full-
time steering captain is needed, as well as a half-time cycling messenger for the last
mile. Electricity usage is limited, just like port dues. Maintenance amounts to AC 22
per day. Other expenses amount to AC 40 per day. In sum, assuming 230 working
days a year, a total daily cost of AC 325.87 is obtained. Each working day allows for
two round trips. Reverse flows are not considered.

For calculating the necessary time of a round trip, the following components are
considered [16].

• Sailing time: 2 h.
• In the historical heart of Ghent, the maximum allowed sailing speed amounts to

5 km/h. The distance sailed is a bit less than 11 km.
• Mooring and unmooring and delivering shipments to cycling messenger: 1h20.
• Mooring and unmooring is assumed to take 5 min. Delivering the shipment to the

cycling messenger takes 1 min, and is to be performed at 13 scheduled mooring
locations.

• Lock passage: not applicable.
• Departure and arrival: 30 min.
• Departing and arriving from the depot each are assumed to take 15 min.

The depot is located at about 2.75 km from the city center, located at the bottom
of Fig. 21.6. Maximum sailing speed is 12 km per hour. To cover the total trip
distance, Elektroboot needs about 4 h. The Sidderaal has a maximum cargo capacity
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Table 21.4 Cost parameters Elektroboot concept, when using
Sidderaal [4, 10]

Staff cost Per year Per day

Persons on the ship for (un-)loading = 1 FTE 60 260.66

Daily staff cost 173.66

0.5 FTE cycling messenger 87.00

Electricity usage (quay power) 1 4.34

Port dues 0 0

Repair and maintenance 5 21.73

Other costs 9 39.11

Insurance 1.5 6.52

Staffing equipment 5 21.73

Communication 2.5 10.86

Ship depreciation 0 0

Exploitation: 8 h per day, 5 days per week, 46 weeks per year

Total daily cost AC325.87

of 1.5 tonnes. It will be hard to reach full capacity utilization in the beginning.
Max Mobiel at current has some 6.26 deliveries per day, with some 10 deliveries
per trip, so it can realistically be said that in the base scenario about 62 deliveries
can be made with the Sidderaal, or 31 deliveries per round trip. Table 21.5 makes a
comparison of three possible operational scenarios, assuming that in the alternatives,
an investment in a new ship with and without crane is made. A new ship would cost
about AC 100,000. A new ship with a crane would even cost AC 250,000. Depreciation
happens over 10 years. In the case of a crane on the new ship, 2 FTE of staff are
needed, and repair and maintenance expenses will be higher. All other parameters
are assumed to remain equal.

Figure 21.7 visualizes the cost calculation per scenario, and, as opposed to
Table 21.5, includes the depot cost. That implies that in case of own management,
capital and interest costs need to be added, as well as depreciation, registration
and property expenses, heating/cooling, electricity and all other maintenance costs.
The annual depot cost is estimated at some AC 7,500. Per delivery, that would mean
an additional AC 0.53. Transhipment in the depot and staffing are the most important
cost categories. A comparison is also made with the classical van scenario. In order
for the inland navigation scenario to be competitive with the classical van scenario,
for scenario 1, at least 64 deliveries per day are needed, at a cost of about AC 5
per delivery. The scenario 2 curve slightly outpaces that of scenario 1. In order for
scenario 3 to be competitive with the classical van solution, at least 130 packages
per day would be needed.

An element not valued in the above calculations, is the increased reliability: in
general, it can be assumed that reliability is higher for the waterway solution than
for the classical van solution, due to the absence of congestion, unforeseen road
obstacles, etc.
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Table 21.5 Cost parameters Elektroboot concept, under three scenarios [4, 10]

Sidderaal New ship New ship with crane
(base scenario) (scenario 2) (scenario 3)

Staff 1.5 1.5 2.5

Daily staff cost (1 or 2 FTE) (1.5) 260.66 (1.5) 260.66 (2.5) 434.43

+ 0.5 FTE cycling messenger (0.5)

Electricity usage (quay power) 1,000 1,000 4,500

Port dues 0 0 0

Repair and maintenance 5,000 5,000 15,000

Other costs

Insurance 1,500 1,500 3,000

Staffing equipment 5,000 5,000 7,500

Communication 2,500 2,500 5,000

Ship depreciation 0 10,000 25,000

Total daily cost 325.87 369.35 695.29

Exploitation: 8 h per day, 5 days per week, 46 weeks per year

Fig. 21.7 Cost per package ship and van scenarios (including depot cost)

Social Benefits

The appraisal not only experiences operational cost impacts, but it also generates
benefits to society. It contributes, in combination with other measures of course,
to less congestion, emission and noise hindrance, heritage damage, road damage,
accidents, etc. The Elektroboot concept can replace 1.5 van trips per round trip.
That amounts to 690 road trips per year. Each van drives on average 30 km per
trip. Multiplying by external unit costs per tonnes-km of 0.0241 for Elektroboot
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and 3.45 for road transport respectively, results in annual external costs of AC 10
for Elektroboot and AC 500 for road. These calculations do assume full capacity
utilization.

21.5 Transdisciplinary Discussion on Urban
Waterway Logistics

The illustrated inland waterway urban distribution concept clearly has a number
of benefits, but needs sufficient capacity on the inland waterways and a critical
mass of users. Operational capacity is of course limited by existing infrastructure
(sailing width, height of bridges and locks, draught, etc.). Waterway capacity may be
expanded, but that may raise three other issues: physical limitations, potential safety
impacts and potential environmental impacts. First of all, expanding waterways is
problematic, as, apart from expanding canals being expensive and difficult in urban
circumstances, it requires increasing water volumes. It may not be easy to get those
volumes. Urban distribution at that moment is competing with other uses of the same
water, for drinking purposes, for instance. Teaming up with urban tourism, which
might also benefit from increased water volumes in cities, might be an option. But
even if it were possible to achieve increased water volumes, having them present in
city centers may increase the risk of floodings. That will require extra infrastructural
measures to be taken, which again will be expensive, and those costs will need
to be borne by someone. Furthermore, getting more water inside city centers may
technically be possible, but not desirable from an environmental point of view: it
may lead to a changed water balance over the network, inducing salinity problems
in some locations. A better solution than expanding waterway capacity seems to be
to expand ship capacity in such a way that no deeper draught nor more height are
needed. Length and width of the vessel may be expanded, to the extent that does
not hamper the manoeuvring of the vessel. A direct link with transport of water
also occurs when the water cannot be transported anymore: in case of frost, for
instance, city canals may be frozen, and the urban distribution may be blocked.
It was mentioned before that the number of frost weeks in Belgium is rather limited,
but that may not be the case in other cities that are potential users of the concept.
Also, it should be noted that city environments usually have a micro-climate with
temperatures being slightly higher than outside cities.

21.6 Conclusions and Future Research

It is clear from the preceding analysis that transporting certain commodities by
water inside cities may deliver benefits. However, the concept was also shown to
be conditional. First of all, scale of operations should be sufficiently large, in order
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for the project not to be structurally loss-making. Second, and related, to reach that
scale, it helps when the city’s roads are congested and when the government is
taking measures for alleviating road problems and reducing the number of truck
or van trips. Third, internalization of external costs throughout the logistics chain
would reinforce the case for urban waterway distribution. Fourth, the image of
inland waterway transport also needs to be changed. The classical view is that inland
barging only applies to bulky goods, and more recently also containers. It was shown
in this contribution that it can also be a solution for much smaller unit parcels.
It would be interesting now to scientifically verify whether the proposed solution
still holds in other circumstances, and under which conditions it does so: changing
water levels, physical limitations, urban policies, etc. That would imply a kind of
sensitivity analysis. Furthermore, it would be interesting to determine whether a
public or rather a private or a combined approach is more suitable. It looks like in
order to achieve sufficient volume, most projects would at least require some public
subsidy when operated privately. Also best practices of waterway transport towards
cities were considered, and show potential. Many of them can be complementary
to inner city waterway distribution. Examples of potential application are waste
collection. It would be interesting to analyze what the possibilities are, and what
operational and social benefits they offer.
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Chapter 22
Reactivation of the Small Inland
Waterway Network

E. van Hassel

Abstract Inland shipping in North Western Europe is a well known transportation
mode which can make use of a large and dense inland waterway network. However
in the last 50 years no new small inland ships have been built. The reasons why
these small inland ships are disappearing are explained. In order to deal with the
diminished supply on the small inland waterways a new type of inland navigation
system is proposed. A methodology is developed to research this new inland
navigation system. In the developed methodology a network design, tug and barge
design, transportation costs and competition models are combined into a single
model. The main goal of the total model is to determine the profitability, expressed
in the Net Present Value (NPV), of the investment in a specific ship and network
design. Also the link between transport function of waterway and the actual design
of the waterway network is made. Lastly the role of the government is discussed in
how it could facilitate the reactivation of the small inland waterway network.

22.1 Introduction

Inland shipping in North Western Europe is a well-known transportation mode
that can make use of a large and dense inland waterway network. This network
consists of several types of waterways that are either small canals or large rivers.
This waterway network has different functions, such as providing a freight transport
network for inland ships, or it can be used as a network for leisure ships and it is
also used as water management network.

This chapter deals with the freight transport function of the inland waterway net-
work and more in particular the small inland waterways. The inland waterway
network has different types of waterways and for each type of waterway an inland
ship type is developed. On the small inland waterways, for instance, only ships with
a payload up to 600 tonnes can be used (length smaller than 50 m). These small
waterways make up 50 % of all the navigable waterways in Flanders (Belgium).
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However, in the last 45 years, no new small dry cargo inland ships have been built.
As a result, the small inland fleet is diminishing, and cargo formerly transported by
small inland ships risks being shifted to road transportation.

The aim of this chapter is to briefly clarify the reasons behind the reduction
of the small inland fleet. The second aim is to show that it is best to develop a
new shipping system instead of adjusting the inland waterway infrastructure. In the
concept development stage it is important to both consider the technical and the
economical aspect. The third aim is to show that it is possible to re-activate the small
inland waterways with a developed new inland navigation system that, first of all,
can compete with its competitors, primarily road transportation, and also provide
a sustainable transport option. Also two different implementation strategies are
considered. An application is made for the Flemish small inland waterway network.

Further on, a link will be made between the transport function of the (small)
waterways (transport over water) and the inland waterway network itself (transport
of water). Next, the role of the government is discussed with respect to the
re-activation of the small inland waterways. This chapter will conclude with
conclusions and directions of further research.

22.2 Case Study

22.2.1 Introduction

The inland ships that are sailing on the inland waterways provide a sustainable and
reliable transportation mode. In the Netherlands, 40 % and in Flanders 11.5 % of the
total transported cargo is transported by inland shipping [5]. These inland waterways
have a spare capacity, contrary to the already heavily congested roads. Therefore,
these inland waterways can play a vital role in dealing with the growing demand
for transportation in The Netherlands and Belgium. In Fig. 22.1, an overview of the
inland waterways in the Netherlands and Belgium is given.

Figure 22.1 shows that the inland waterways form a dense network that connects
the two main ports in the Hamburg-Le Havre range (port of Rotterdam and the
port of Antwerp) with its hinterland. There is some difference between the different
waterways. There are large rivers (Rhine, Waal, Scheldt and Maas), small rivers,
where only small inland ships can sail, and men-built waterways (i.e., canals) (either
large or small).

Every waterway has its own characteristics and own maximum type of inland
ship capable of sailing on that waterway. All these waterways are categorized into
different C.E.M.T. classes. The classes are based on the maximum dimensions of the
ships that are capable of sailing on that waterway. An overview of these different
waterway classes can be found in Table 22.1.

In this research, small waterways are considered to be of class II and smaller.
Waterways of class III and IV are classified as medium sized waterways rather
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Fig. 22.1 Inland waterways in the Northwest of Europe [2]

Table 22.1 Overview of the different waterway classes [7]

Class Length (m) Width (m) Draft (m) Air draft (m) Payload ship (tonne)

I 38.50 5.05 1.8–2.2 4 250–400

II 50–55 6.6 2.5 4 to 5 400–650

III 67–80 8.2 2.5 5 to 5 650–1,000

IV 80–85 9.5 2.5 5.25–7 1,000–1,500

Va 95–110 11.4 2.5–4.5 5.25–7 1,500–3,000

Vb 172–185 11.4 2.5–4.5 9.1 3,200 (barge convoy 1� 2

barges in length)

VIa 95–110 22.8 2.5–4.5 7–9.1 3,200–6,000 (barge convoy 1� 2

barges a breast)

VIb 185–195 22.8 2.5–4.5 7–9.1 6,400–12,000 (Barge convoy
2� 2 barges)

VIc 193–200 34.2 2.5–4.5 9.1 9,600–18,000 (Barge convoy
2� 3 barges)

VIIb 195/285 34.2 2.5–4.5 9.1 14,500–27,000 (Barge convoy
3� 3 barges)
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Fig. 22.2 Overview of number of built dry cargo inland ships (own figure based on [14])

than small waterways. The waterways of class V and larger are considered large
waterways. The main dimensions of the ships are limited by either dimensions of
the smallest locks located on that waterway (length and width) or by the depth
of the waterway (draft). The air draft is limited by the height of the bridges crossing
the waterway. Therefore, small ships are defined as ships that can sail on those small
waterways. It are these small inland ships that are not being built for the last 50 years
and, as a result, are disappearing. This is illustrated in Fig. 22.2 where the number
of ships built per year are given for three different types of dry cargo inland ships
(smaller than 55 m, smaller than 86 m and larger than 86 m).

This will lead to a situation where the small inland waterway infrastructure will
not be used at all in the near future by dry cargo inland ships. In this case study, a new
concept will be suggested that could be used to reactivate the small inland waterway
network. This case study is structured as follows. First, a short explanation will
be given of why these small ships are disappearing. Secondly the new concept will
be proposed. In order the research this new concept a model has been developed.
This model will be explained in Sect. 22.4. In Sect. 22.5 the application of the model
will be given.

22.2.2 Reduction of the Number of Small Inland Ships

A lack of new building of small inland ships, the increasing age of the existing
small inland navigation fleet and a lack of influx of new captain owners for small
ships are the major reasons that, without intervention, in the near future the small
inland waterways risk not being used anymore. Due to a shortage of supply on the
small waterways, companies that are located at small inland waterways, will use
road transport instead of inland navigation or they could relocate their activities.

This section will deal, briefly, with the analysis behind the lack of new small
inland ships. In Fig. 22.3, a schematic overview is given of the mechanism that will
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Fig. 22.3 Overview of the cash flow mechanism of inland navigation [10]

lead to the lack of new small inland ships. This lack is explained by the lack of
cash available in the sector. The major underlying reasons for the lack of cash and
therefore no new construction of small inland ships are the following:

• Competition of other modes of transportation and other inland ships.
• Economies of scale of the inland fleet.
• Banks/investing companies not willing to invest in small ships.
• New ship-owners not willing to operate a small ship.
• Large entry and exist barriers.

In Fig. 22.3, the four different shipping markets are given (freight, sale &
purchase, newbuilding and scrap market) [10]. The first market that is described
in this figure is the freight market in which the small inland ships have to operate.
In this market, the ships have to compete with their main competitors:

• Road transport
• Train transport
• Other inland ships:

– Large inland ships
– Small inland ships

• Intermodal transport (combination of barge, train and road transport)
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Fig. 22.4 Evolution small dry cargo fleet in Western Europe (own figure based on [14])

Due to the severe competition of road transportation and larger inland ships,
small ships do not generate enough money while large ships can.

Due to the lack of cash (own equity and debt financing) not enough money is
available to buy second-hand ships and as a result the price of second-hand ships will
be reduced. As a result, the second-hand market, i.e., the sale & purchase market,
will hardly generate money and no cash will be moved into the small inland shipping
(SIS) market. If the second-hand prices drop and the market conditions are bad, no
new ships will be ordered. Therefore there will be no new-building market for the
small inland ships.

The only cash that will flow into the SIS market will come from the scrap market
or the rebuilding market. In the latter case, the ships will be transformed into a living
ship for example. As a result, the number of small inland ships will be reduced. This
can be observed in Fig. 22.4 where the evolution of the small dry cargo fleet is given.

The supply on the small inland waterway network is diminishing mainly due
to too severe competition from road transportation. This has resulted in five main
consequences:

• No new small inland ships are being built.
• Technical decline and withdrawal of the existing small inland fleet.
• Limited to no inflow of new young captains for the small inland fleet.
• Reduction of the number of available captains.
• Insufficient maintenance of the small inland waterway infrastructure.

A consequence of the diminishing small inland fleet is the inevitable disappear-
ance of diversity in the total inland fleet. The new ships that are being built are
increasing in size and therefore the available sailing area of these ships is reduced
because the larger ships can only sail on a limited number of inland waterways.
There is consequently a serious risk of being left with only large inland ships, while
more than 50 % of the inland waterway network can only be reached with smaller
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(smaller then 600 ton) ships. Due to an increasing number of larger ships (and also
their respective capacity), an overcapacity in the larger inland shipping segment has
occurred [12].

With respect to the small inland waterway infrastructure, the diminishing small
inland fleet in Flanders will lead to a shift of 4,000,000 tonnes of cargo from
the waterways to the road [13]. Those tonnages are added to the already heavily
congested roads. These extra tonnages and the further increase in cargo flows
will lead to more investments in expanding the road capacity, while the available
infrastructure of the small waterways will not be used at all. This capacity is very
much needed to deal with a large part of the total tonnages to be transported. As
the waterways are cheaper to maintain than roads and as they are already present,
no new infrastructure investments are needed to deal with a large part of the total
transported tonnages.

Due to a growing awareness of environmental care and carbon footprint, the
EU member states want to stimulate the use of the modes producing the lowest
amount of emissions per transported tonne.km. These emissions in transport could
be diminished by the reactivation of the small inland waterway network providing
transport of part of the cargo flows.

22.2.3 Proposing a Solution

Adjusting the Infrastructure

In order to deal with the previously mentioned problems of increasing congestion on
the road network and growing awareness of environmental care, and the diminished
supply on the small inland waterways, two main solutions are developed. The first
suggested solution is to upgrade the existing small inland waterway network from
CEMT II to CEMT IV.

For this the locks on the waterways have to be enlarged and the canal width
and depth have to be increased. Besides the previously mentioned adjustments,
also a new bottom and side banks have to be installed. This approach is applied
in The Netherlands where two small inland waterways in the southern part of the
country are upgraded from class II to class IV waterways [6]. This Dutch approach
of dealing with the reduced sailing area of the current inland fleet is simulated here
for the Flemish small inland waterway network. In [13] it is calculated how much
money is needed to execute the required investments. The unit costs of performing
the required works are taken from [11]. The calculations have shown that the total
costs of upgrading the small waterways in Flanders are at least AC1.7 billion. This is
quite a large amount of money which will exceed the current budget of upgrading
and maintaining the total inland waterways in Flanders by 755 to 1. The total
budget for investments in the inland waterway network in Flanders up to 2015 is
limited to AC2.248 million [3]. Besides the very large costs, also the time needed to
complete all the necessary work is very long. It will take years, or even decades,
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to complete all the works. It is therefore decided not to focus on the enlargement
of the small inland waterway infrastructure but to develop a new inland navigation
system that will be adjusted to the existing small inland waterway network.

Adjusting the Shipping Concept

The new concept that is developed can be described as a two-stage tug and barge
concept. In the first stage, the tug and barge concept sails in its usual configuration
with several barges pushed by a single tug and traveling through large inland
waterways from seaports to the entrance of the small inland waterway. In the
second stage, at the entrance of a small inland waterway, the convoy is uncoupled
and several small barges will sail separately to their different destinations on this
waterway.

Push-barge convoys have already been used for a long time on the large
waterways in Europe (Rhine trade) and the United States (Mississippi trade). In
those push barge convoys, the barges are left behind at the starting point and end
point of the trip. These barges can therefore be handled without the presence of a
push ship so that the most expensive part of the ship (the main engine(s) and crew
members) can be better deployed. At the places where the barges are left behind, a
port tug is used to relocate the barges from a clustering point to the terminal. These
push barge convoys consist of large push barges.

In the small barge convoy system the barge size will be decreased in order to
make such a system applicable for the small inland waterways. The main focus of
the concept is to combine economies of scale on large waterways (i.e., tugs and
barges together) while the individual barges are small and economically feasible
enough to sail on small waterways. In this way the total convoy could compete with
road transportation. Figure 22.5 gives an overview of the small barge convoy system.

Fig. 22.5 Overview of the small barge convoy system [13]
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The concept will have different crews who will operate the tug and the barges.
One crew will be operating the tug when the barges are pushed to and from the
entrance of the small inland waterways and the seaport. This crew will also deal
with the coupling and uncoupling of the barges. This crew will work in a week
on/week off regime on the tug so that the crew will not live on board. The next
crew will be located in the seaport where they will move the barges from the barge
collection point to the terminals in the port. The last crew is a flexible one who will
sail the barges, if necessary, on the small inland waterways. This new captain gets
on board and sails the barge to the final destination. When the barge is moored, the
captains will be brought back to the starting point. These captains will go home
when the work is done. It is also possible that people can rotate for instance from
seaport-duty to small-river duty or from small-river duty to push-ship duty. This will
make the work more diverse.

The barges are “exchanged” at the seaport and at the entrance of the small
waterway. The small barge captain does not need to start his sailing activity right
at the moment that the tug and barge convoy reaches the entrance of the small
waterway. The barges will be left behind at the exchange point and the next day
the barge captain can start his work. The barges that have to be sailed back to the
seaport only need to be present when the tug and barge convoy reaches the exchange
point. Because in the small barge convoy system the barges can sail independently,
it is not necessary to have a port tug for the relocation of the barges in the seaport.

For propulsion, the barges use electric engines powered either by a generator set
located in the aft of the barge or by batteries located in the double bottom of the
barge. Also a combination of the two systems is possible. Several systems could
be used to charge the batteries. A power connection to the shore can be used while
loading and unloading, preferably using electricity from a grid based on “green”
energy such as wind or solar power.

Modeling the Proposed Solution

The aim of the model is to investigate the influence of different network and/or barge
and tug design options on the transportation price and hence on the competitiveness
of the small barge convoy system.1 The total model will be built up of three
major model components: the new concept, supply of the existing modes and the
competition between the new concept and the other modes. In Fig. 22.6, a schematic
overview of the model is given.

The upper part of the model, the supply side, is divided into two parts. The first
part (Small Barge Convoy System) is the model concerning the developed small
barge system.

1The transportation price will be based on these transportation cost plus a markup which has to be
calculated with an iterative relation.
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First a network configuration in the network model must be selected. Based on
this network the design model will design the tug and barges. Based on the network
and the design of the tug and barges the cost model will be used to calculate the
transportation costs and the external costs.2 The transportation costs, the external
and other non-monetary cost components such as time and reliability will determine
the generalized costs.

The final output of the model will be a Net Present Value (NPV) of the investment
in the small barge system. The NPV will be based on the total earnings and costs
during the total life time of the small barge system (20 years). The earnings are
related to the transportation price per TEU (or tonne). The transportation price
is determined by the total costs per unit plus a profit margin. This profit margin
is a variable that is dependent on the competition of the other modes and it
will be determined in such a way that a competitive price can be obtained (see
Fig. 22.6). Furthermore, the earnings are also dependent on the occupation rate of
the barges. A low occupation rate will therefore lead to lower earnings and therefore
a lower free cash flow. These two iterative relations are addressed in the model (see
Fig. 22.6).

The NPV is the discounted profit from the investment in the new barge system.
The discounting factor is set equal to the weighted average cost of capital (WACC).
In the calculations the investment is financed with 20 % equity and 80 % debt. This
WACC is an average of the cost of equity (set at 10 %) and the cost of capital (4.6 %).

2The external costs are costs caused by a (transportation) firm and for which it does not pay, such
as congestion cost, noise, accidents and emissions.
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If the NPV is larger than zero it mains that it is worthwhile to invest. But which
design option is the best option? Also therefore the NPV method can be used.
The main advantage of calculating the NPV of an investment is that it allows
comparisons between different design options. The option with the highest NPV
is the best option to use. If the investment decision would be based on an internal
rate of return (IRR) it has a disadvantage because the IRR does not give insight into
the magnitude of the return.3 Based on the NPV the different design options are
ranked and investment decisions will be made.

The second part of the top side of Fig. 22.6, i.e., competitors, represents the
modeling of supply of the competitors for the small barge system. From the network
model the alternative routes of the competitors are determined and the transportation
and external costs are calculated. Also the generalized costs of the competitors are
determined. The bottom part of Fig. 22.6 represents the demand side. Here, the
competition between the small barge system and its competitors is determined. In
this part of the model, the generalized costs of the cargo owners are determined.
This demand part of the model will take into account the generalized costs and the
transportation price of the small barge system.

Figure 22.6 illustrates that the network model will influence the design of the
barges and tug (number of barges pushed, maximum dimensions of the barges, etc.)
but also the transportation costs (traveled distance, number of locks that have to
passed, etc.). The transportation costs are also influenced by the design (speed of
the tug, hull shape, propulsion system, etc.). The transportation price of the small
barge system will be determined on the basis of its generalized costs and by the
competition from the other modes.

In order to determine the transportation price, the utilization rate of the barges
must be known. Because the utilization rate cannot be determined a priori,
an iterative approach is applied. This means that an initial utilization rate of
the barges (and thus market share) will be assumed. In the competition model,
the market share of the small barge system, will be calculated based on the
competition of the other modes. This calculated market share will be compared
to the initially assumed market share. If the calculated market share is larger than
the initially assumed market share, then the latter can be accepted. If not, the
assumed initial utilization will be decreased with one percent and the calculation is
run again. If no suitable solution can be found the occupation rate will be set at the
original assumed value and the price is lowered until the calculated market share
is equal to the assumed market share. This means that it is possible that a design
option will get a negative NPV. This means that such an option is not a option to
invest in.

From the competition model there is also another feedback relation, to the part of
the model in which the small barge system is modeled. The competition of the other
modes will have a direct influence on the maximum level of the transportation price
and the utilization rate of the barges (first iterative relation). The transportation costs

3An example is: a 2 % return on AC100.000 (AC2.000) is preferred over a 10 % return on AC10.000
(AC1.000).
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of the small barge system are influenced by changes in the barge network and/or
design changes of the barges and tugs (second iterative relation). Therefore the
profitability of the small barge system will be determined by balancing these two
iterative relations.

The model has been programmed in the knowledge-based system Quaestor.4

Quaestor is capable of solving iterative relations which are needed to be solved for
the design of the barges and tug. Another advantage of the Quaestor system is that
it can be extended with other software programs. In this model it combines Excel
(final output) and Rhinoceros5 (3D output of the design model).

22.2.4 Application of the Model on the Flemish Inland
Waterway Network

Potential Demand

The total available market of cargo flows having an origin or destination in the port
of Antwerp and an origin or destination at the small waterways in Flanders is given
in Fig. 22.7 and Table 22.2. The cargo flows are a summation of the existing cargo

Fig. 22.7 Overview of the different small waterways in Flanders based on [7]

4Quaestor is a knowledge management system software tool developed by Qnowledge. It is
a development platform, working environment and management tool for engineers, enabling
integration of design configurations, calculations and the generation of drawings and graphs [8].
5Rhinoceros is a 3D cad package that is used to draw the 3D designs of the barges and the tug [9].
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Table 22.2 Cargo flows
from the port of Antwerp to
the different Flemish
waterways [1, 15]

Route 1 Route 2 Route 3 Route 4

Containers (in) 2.250 7.500 8.140 –

Containers (out) 2.720 12.600 9.950 –

Bulk (in) 233.500 128.000 10.000 231.461

Bulk (out) – – 84.000 463.248

flows and the potential cargo flows that are now transported by road. These cargo
flows consist of containers and dry bulk cargo. The reason why both types of cargo
are takin into account is that both types can be transported in the same convoy.
In a convoy a combination of four barges for example, two could be filled with
containers, one with sand and one with iron ore. In this case each small barge will
have a different final destination at the small waterway.

Determining the Main Features of the Small Barge System

Now that the total potential demand for the small waterways is known, it is possible
to insert this data into the model so that it can be used in the competition model.
In order to determine the main features of the developed concept the model, which
has been described in the previous section, is used to construct several graphs in
which the influence of the analyzed parameter is shown. The investigated parameters
are expressed in net present value (NPV) of the total tug and barge system. All
the different designs of the networks and equipment (barges and tug) are ranked
according to the NPV.6 The main features of the small barge convoy system have
been determined by a systematic variation of the different design parameters. The
design with the highest NPV was selected as the main design. These main design
features are the following:

• The tug and barge convoy should sail in a semi-continuous regime.
• The tug and barge convoy should have a design speed of 3.5 m/s.
• The tug should be equipped with a diesel-direct propulsion system.

From the previous analysis a suitable case can be identified. In this case the tug
and barge convoy is sailing on Route 2 (four barges), Route 3 (four barges) and
Route 4 (two barges) (see Fig. 22.7). In Fig. 22.8 the Rhino output of the design is
given for the situation that the tug is pushing 4 barges.

Dealing with Future Uncertainties

In order to determine whether the small barge convoy system can succeed in
a competitive market, a lot of future (exogenous) uncertainties must be taken

6For the interested reader the total analysis is extensively described in [13].
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Fig. 22.8 3D design of the first case (4 barges Routes 2 and 3) [13]

Table 22.3 Developed future scenarios [13] (TT is travel time and dim. ships is diminishing ships)

Scenario 1 Scenario 2 Scenario 3 Scenario 4 Scenario 5 Scenario 6

Infrastructure development

Road Enough capacity Enough capacity Enough capacity Enough capacity Congestion
+ 10 % TT

Congestion
+ 10 % TT

Inland waterways Upgrade infra Only maintenance Only maintenance Only maintenance Only
maintenance

Only
maintenance

Inland Nav policy

Int. Ext costs No No No No No Yes

Adjustment crew
rules

No No No Yes Yes Yes

Exceptions small
ships

Yes Yes Yes Yes Yes No

Economic parameters

Fuel price AC 900/ton AC 900/ton AC 600/ton AC 600/ton AC 600/ton AC 600/ton

Inflation 1,80 % 1,80 % 1,80 % 1,80 % 3 % 3 %

Interest costs 10 % 10 % 4,60 % 4,60 % 4,60 % 4,60 %

Costs of Equity 15 % 15 % 10 % 10 % 10 % 5 %

Existing small inland fleet

Number of ships enough ships dim. Ships dim. ships dim. ships dim. ships No ships

into account. To deal with those uncertainties, such as fuel price and inflation
development and policy changes, different scenarios are developed which are built
up of different policy decisions and economic developments that influence the NPV
of the small barge system.

In Table 22.3 the different scenarios are presented, where the first scenario is a
bad scenario for the small barge convoy system and the sixth is the best theoretical
scenario. Scenario 4 is the base scenario which has been used in all the previews
calculations. In this base case, the NPV is equal to AC4.000.000. All the monetary
values are given for the base year 2009.
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The first scenario is one in which the government will make the decision to
upgrade the small inland waterways to larger waterways, while the barges are
dimensioned on the small waterways. Therefore the smaller barges have to compete
with larger “normal” inland ships. In this scenario, the crew rules are not adjusted
and it is not possible to sail with only one captain on the small waterways. The
required standards for inland ships commissioned by the EU will also not be applied
to the small ships. In this scenario, it is also very difficult to borrow money: the
interest costs will be high and the minimum IRR that the investment company will
require will be high.

The last scenario (6th) is the complete opposite of the first scenario. There is no
upgrade of the small waterways and due to the economic growth (and therefore the
demand for transport) the roads will be more congested. The crew rules are changed
in favor for the small barge convoy system, the external costs are internalized and the
small ships must comply with the new standards of the EU, so that no small ships are
left. Due to this reduction in competition, the risk of implementing the new concept
is reduced and the costs of equity will go down, as well as the interest costs of the
loan. The scenarios 2 to 5 are gradually built up from the most negative to the best
possible scenario. In Fig. 22.8 the results of the calculations are graphically shown.

Figure 22.9 shows that the NPV and IRR of the small-barge convoy system
will increase with an increasing scenario number. The increase in NPV can be
achieved due to the increase of the transportation prices. The transportation prices
can be increased because of increasing transportation prices of the competitors
(internalization of external costs) and by a decrease in costs (decrease of costs of
equity, fuel price, interest costs). Figure 22.8 may also lead to the conclusion that
in the first two scenarios no business case can be made because the IRR is lower
than the WACC (NPV smaller then 0). The increase in WACC is due to the increase
in costs of equity (10–15 %) and interest costs (4.6–10 %). This is due to the fact

Fig. 22.9 Influence of different scenarios on the NPV and IRR (scenario 4 = base case; 2009
values) [13]
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that the fixed costs form an important part of the total cost of the new concept.
Therefore if the costs of equity and interest are increased, the profitability of the
system decreases.

Another important observation is the large difference between scenario three and
four. There is only one difference between the two scenarios, namely the possibility
of sailing with only a captain on the small inland waterways instead of a crew
with a sailor. The total NPV decreases from AC4.000.000 to a mere AC200.000 if an
additional crew member must be taken into account. So if one wants such a system
to be implemented, the reduction of the crew to only one captain on the small inland
waterways is needed.

22.2.5 Implementing the Small Barge System

In the previous section business cases were developed that could be used to
re-activate the use of the small inland waterways. The developed cases were opti-
mized if the total tug and barge system was fully working. But in order to make this
full potential materialize, the small-barge convoy system must be implemented. In
this section, two implementation strategies will be further investigated to determine
which strategy is best to use.

Two different implementation strategies are developed:

• Building up the small barge system from a small starting position (not all the
needed barges are built in the start-up phase)

• Building up the small barge system with all the barges of which some are directly
laid-up (i.e., risk of overcapacity at the start, not all barge are deployed directly)

The first implementation strategy is to build up the total tug and barge system by
starting from a small start position (limited capacity). The risks involved in building
a tug plus 20 barges at once could be too high if not all the potential clients are
willing to shift their cargo flows to the small-barge system during the start-up phase.
Due to the scepticism of the new technology (electrically-driven barges) or to an
alternative logistics system, not all the available cargo flows might be offered to the
small-barge system. Then a smaller starting position could be more desirable. In the
time that only a few barges are deployed, the barge concept could prove itself and
could therefore persuade the cargo owners to shift all the potential cargo flows to
the new system.

The second implementation strategy is to start with all the needed barges
(sufficient capacity at the start). All the required barges plus the tug are built at
once. When the building costs of the barges are low, due to empty order-books of
the shipyards and/or low steel prices, the transportation costs could be reduced. The
transportation costs of a tug and barge system with a large amount of barges is
predominantly determined by fixed costs caused by the newbuilding costs (interest
costs, insurance and pay-back of the loan). If, in the start-up phase, not all the barges
are needed due to not enough cargo to transport (i.e., overcapacity), some barges are
laid up.
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Fig. 22.10 Implementation costs of strategy one (2009 values) [13]

For each of the two strategies the implementation costs are calculated. In
the calculations there are two main variables: the variation in newbuilding price
of the barges and the risk that not all the barges are going to be used due to
insufficient demand. This last aspect takes into account the risk that the small-
barge system could fail to expand to the desired optimal situation. In Fig. 22.10
the implementation cost of the first strategy is show.

Only probabilities up to 50 % of not deploying all barges are taken into account
because, if the probability is higher than 50 % of not deploying all barges, then that
business case should not be considered. It can be concluded that the implementation
costs will increase significantly if the risk of not deploying all barges increases.

In Fig. 22.11 the implementation costs of strategy 2 are given. The variation
in newbuilding price of the second “package” of barges does not influence the
implementation costs of strategy 2. The influence of the increasing risk of not
deploying all barges is larger for this strategy than for the first one.

In Table 22.4 an overview is given of which strategy prevails over the other in
terms of implementation costs.

From Table 22.4 (and Figs. 22.9 and 22.10) it can be concluded that strategy 2
only prevails when there is no risk of not implementing all the barges (0 %) and if
the newbuilding costs of the second “package” of barges are increased by more than
10 %. In all other situations strategy one prevails. It can therefore be concluded that
the small barge system should best be implemented starting from a small starting
position and further built up in phases.
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Fig. 22.11 Implementation costs of strategy two (2009 values) [13]

Table 22.4 Overview of prevailing strategies [13]

Variation in new building price
�20% �10% 0 10 % 20 % 30 %

Risk of not deploying 0 1 1 1 1 2 2

10 % 1 1 1 1 1 1

20 % 1 1 1 1 1 1

30 % 1 1 1 1 1 1

40 % 1 1 1 1 1 1

50 % 1 1 1 1 1 1

22.3 Discussion of the Unified Framework

This research has a strong focus on the freight transportation function of the
waterway network. However, also a link was made between freight transport and
the use of the inland waterway network. This waterway network has two main
functions:

• a freight transportation network (transport over water)
• a water management network (transport of water)

The function of the freight transport network has already been discussed in the
previous chapter. For the water management function, the total waterway network
plays a vital role. It is expected that, due to climate change, more heavy rainfalls
will occur in combination with longer dry periods. This will result in more “peak”
moments where more water has to be transported via the waterways to sea. But the
longer dry periods will also result in longer periods where the water level of the
waterways will decrease. The payload of a ship is directly related to the water level
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of the waterway. If the water level is too high, inland ships cannot pass under a
bridge (reduced headway); if the water level is too low a ship cannot be loaded to
its design capacity. This will have a large impact on the operational cost of transport
over water. This means that for the function of transport over water a more stable
water depth is needed, while from a transport of water perspective, the waterway
infrastructure needs to deal with extremes in the amount of water that needs to be
transported.

In a Delta, such as the Rhine-Scheldt Delta, the waterways are also used to
divert excess of water to regions to “store” the water when storm barriers (such
as the Oosterschelde kering or the Maeslant kering) are closed. Then the waterway
network of rivers and channels is primarily used to transport water and the transport
function over water will stop. First of all, the rivers and channels in the first place
store water. If water levels become too high, designated areas could be deliberately
flooded. The locks on the waterways could be used to “steer” the water in to the right
direction. In this situation, the transport over water will stop and the total waterway
network will only be used for transport of water. This shows how the two elements
are interlinked and need to be integrated when analyzing waterway networks and
when a new ship type is developed.

The total network of waterways consists of large variety of either large or
small rivers and channels. As already mentioned in the case study the waterway
network consist for a large part of small waterways. These (mostly) manmade small
waterways have, besides their dimensions, also one additional element in common:
they are (very) old. Some examples of these small inland waterways with their date
of opening in The Netherlands and Belgium are:

• Leuven–Dijle canal (Flanders/Belgium) (1763)
• Dessel–Turnhout–Schoten (Flanders/Belgium) (1873)
• Bocholt–Herentals (Flanders/Belgium) (1846)
• Zuid Willemsvaart (Netherlands/ Belgium) (1822)
• Wilhelmina-kanaal (Netherlands) (1922)

When those channels where built the main aim was to create a transportation
network. The dimensions of the waterway were set at the standards of the those
days. This means that the locks on those small waterways are dimensioned at the
standards of the ships in the eighteenth and nineteenth century.

Also the function of those canals was different than what they are used for these
days. In the eighteenth and nineteenth century, before the introduction of the rail
network, canals were also used to transport persons besides transporting cargo. For
the transport function the canal was also dimensioned to accommodate seagoing
ships that sailed to, for example, Great Britain. An example is the trade of bricks
from de Rupel-region near Antwerp to Scotland. It is hard to imagine that seagoing
ships (such as a standardized Dutch freight ship called a fluit-ship) in the eighteenth
century had a length of 40 m and a width of 5.5 m and a payload of 360 tonnes!
In those days one could never imagine that sea going vessels would increase to
the immense sizes that are common today. When seagoing ships increased in size
and railways entered the European main land, the canals were more used for cargo
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Fig. 22.12 Development of the average ship size of dry cargo inland navigation ships own figure
based on [14]

transportation by inland ships. The size of the dry cargo inland ships also started
to increase. Figure 22.12 shows that the development of the dry cargo ship size in
the inland navigation sector was quite stable until 1960s. As of then, the dry cargo
inland navigation fleet has increased in size from an average of 800 ton per ship to
1.400 ton per ship (increase of 75 % in 50 years). This means that the development
of the ship size of the dry cargo inland navigation fleet increased at “high” speed
while the inland waterway network remained constant.

The examples of the above-mentioned small inland waterways show that when a
canal is built, it will have a very long life time. So when a canal has been designed
and built, it is very difficult to change the design of the network. Also updating the
inland waterway network is not an easy task. The cost to upgrade the infrastructure is
high (see also the case study) and the time to complete the works is very long. It can
take years of preparations, designing, and planning before such works can take place
while the actual works on the canals can also take years. A recent example is the
construction of new canal near ’s-Hertogenbosch in the Netherlands where a new
canal of 5 km is built to re-route the old canal that passes through to the city center.
The remaining part of the canal (20 km) is dredged so that the larger ships can
sail on that waterway. The first plans to make this upgrade date from the 1980s,
while the total project is expected to be completed in 2014–2015. So the time
between developing a project and the actual execution takes over 30 years! Given
the current government budget cuts in The Netherlands and Belgium it will be even
more difficult to get funding for more inland waterway upgrading projects.

This does not mean that the available infrastructure should be abandoned. The
available infrastructure should be used more to provide an alternative transportation
mode to deal with the increasing problems of congestion and other external
costs of freight transportation. In the case study, an alternative approach was
developed by changing the inland navigation concept, so changing the ship while the
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infrastructure can remain constant. However changing the inland navigation sector
can take as long and can be as challenging as changing the inland waterway infras-
tructure! Inland navigation is quite conservative to say the least and implementing
a radical new system is not an easy task. So here we reach an impasse. Could there
be a role for the government to get out of this impasse?

22.4 Role of the Government in Reactivating the Small
Inland Waterways

As stated in the previous section, it is very difficult to upgrade the small inland
waterways and it is also difficult to introduce a new inland navigation system
due to the conservative nature of the sector. If the goal is to use more inland
navigation and the available infrastructure, the calculations in Sect. 22.2 have
shown that it is much more efficient to adjust the inland navigation system than
to upgrade the infrastructure. It is very difficult for a government or the E.U. to
directly subsidize the inland navigation system, to take away a part of the risk,
because then they are interfering in the market. Providing budgets for upgrading or
building infrastructure (TEN-T program), which are available for al market players,
is allowed even as supporting research and development projects (e.g., Marco Polo).

Therefore the implementation of a new type of inland navigation system will be
left to the market. The market will pick up a new type of system if there is shortage
of available capacity of small inland ships. Currently the small inland waterways
are becoming a niche market of the inland navigation sector. The ships that are used
are the old (average age of hull is over 78 years [12]) inland ships. These ships are
equipped with engines and other propulsion equipment that are also old (on average
25 years). These old engines will not fulfill the CCR-2 norms of 2015 and the new
CCR-4 norms that inland engines have to fulfill in 2020/25. The owners of the small
inland ships will have great difficulty to fulfill these new regulations due to the high
investment cost of upgrading the engines while the value of the ship itself is low.
Therefore there is an ongoing lobby process where an exemption should be created
for the small ships. The goal of this lobby is to help the remaining part of the small
inland fleet. Having said this, the small inland fleet is still declining in available
capacity, reducing the utility of the small inland waterways even further.

If we recap it was stated at the beginning of this chapter that the overall goal (of
a government) is that more cargo should be transported via the inland waterways.
The small inland waterways can play a vital role in achieving this goal. As already
stated in the previous sections of this chapter, re-activating the inland waterways
is difficult and direct government intervention, which could take away a part of
the implementation risk, is not allowed. What the government, in cooperation with
the sector, can do is maintaining the proposed CCR rules for all inland ships.
The remaining part of the small inland fleet will be taken from the market and
an immediate shortage of small inland ships occurs. In such a situation, the new
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concepts can be implemented in the sector, in which these new barges will fulfill
to all the highest and latest technical requirements. Besides that, this concept can
also be used to re-activate the existing small inland waterway infrastructure without
additional investments in the infrastructure.

So there is a clear role for the government and that is that it has to choose for
future, for cleaner transport, for a better usage of the small inland waterways. This
can be done by maintaining the new CCR-rules forcing out the remaining small
inland fleet and let the market pick-up new small barge systems.

22.5 Conclusions and Future Research

With respect to the unified framework, it can be concluded that the design and
control system of the inland waterways and that of the inland ships are not in
balance. The development of the inland navigation fleet has gone in to the direction
of the larger ships (on average an increase of 75 % over the last 50 years) while the
inland waterway infrastructure remained almost constant. This means that a large
part of the available infrastructure will not be used any more while this infrastructure
can play an important role in providing a transport mode with a low carbon footprint
and low emissions per performed tonne.km.

The research in the case study has shown what the main reasons are for the
disappearance of the small inland ships. Without these small ships, a large part of
the available infrastructure will not be used while this infrastructure can be used
for the transportation of cargo from the seaports in Belgium and The Netherlands
towards their hinterlands.

In order to reactivate the use of the small inland waterways, a new concept has
been developed where the infrastructure is taken as a constant. This concept has been
further researched in depth to determine the optimal design of both the network and
used barges and tug. Within this model the network (logistics), the design of barges
(technical) and the transport economics are all equally important.

The application of the developed model showed that a profitable business case
can be made. The scenario analysis showed that the profitability will be affected
by the different scenarios. Especially when the financial requirements are increased
(increase of interest cost or cost of equity) the concept will not have a positive NPV,
which will thus result in a negative investment decision. This means that if the risk
of implementing this concept is too high (high cost of equity and loan), according
to the private market, the concept will not be implemented. In order to deal with
this, the risk must be reduced. This can be done by building up the concept from a
smaller “starting position” to start up the concept and to build up the concept when
it has proven itself.

The new concept (or any other concept) cannot directly be supported by a
government due to the fact that the government is directly interfering in the market.
Therefore these new systems have to be picked up by the market. The role that
the government can play is to maintain the new CCR rules for inland ships, so that
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the part of the small inland fleet that does not fulfil these new rules will be forced
from the market and so creating a demand for new inland navigation system to
reactivate the small inland waterways.
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Chapter 23
Fostering Cooperation in Inland Waterway
Networks: A Gaming and Simulation Approach

A.W. Veenstra, J. van Meijeren, J. Harmsen, and A. Verbraeck

Abstract Inland waterway transport is an important economic activity in the
Netherlands and in Europe. Especially in the hinterland transport of containers,
inland shipping is expected to form the backbone of a multimodal transport system.
To support and strengthen the inland waterway industry in the Netherlands, the
Dutch Government conducted a stimulus program called Impuls Dynamic Traffic
Management Waterways. As part of this stimulus program, research was carried
out into the economic structure of the inland waterway transport industry, and
the potential for cooperation in certain geographical areas in the hinterland. To
support the development of new logistics concepts for inland waterway transport,
we developed a simulator, in which market parties can develop new transport
and logistics concepts, and investigate the impact of implementing these concepts.
Several gaming sessions with industry representatives were conducted for six of
the main geographical areas in the Dutch waterway system. From the sessions,
we can conclude that further cooperation is possible in certain geographical areas,
which can result in a concept that can prove to be beneficial for the partners in
the transport network, as well as their customers. A second conclusion is that the
combination of simulation and gaming in an interactive workshop setting proved
to be a very effective way to stimulate discussions on innovations in the inland
waterway transportation sector.
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23.1 Introduction of the Research and Background

Inland shipping is an important mode of transport that facilitates economic
activity in the Netherlands and in Europe. Especially in the hinterland transport
of containers, inland shipping is expected to form the backbone of a multimodal
transport system. To support and strengthen the position inland shipping in the
Netherlands, the Dutch Government has conducted a stimulus program in the period
2011–2013, called Impuls Dynamic Traffic Management Waterways (IDVV).

In this stimulus package, research [6] was carried out into both the economic
structure of the inland shipping sector and the potential for cooperation between
different stakeholders in the Dutch hinterland. While this was not the first time,
previous efforts to analyse the inland shipping industry in the Netherlands never
had a strong basis in scientific research. Much of the existing literature deals
with hinterland networks, see for instance [15] and [4]. The economic structure
analysis revealed that inland shipping has a number of important strengths, such
as economies of scale and environmental impact—compared to trucking—but that
there are also weaknesses.

These weaknesses are the low profitability of shipping companies (leading to
a low level of long term investments) and fragmented innovation stimulation and
adaptation. In addition, a weakness is the complex and hierarchical interplay of
different stakeholders in the value chain. Traditional roles in inland shipping are
the single shipowners, inland terminal operators, inland network operators, port
authorities, and shippers. However, each of these stakeholders can play multiple
roles that are associated with some of the other actors: a terminal operator can
also operate ships, or an inland network operator can also operate terminals. In this
network of relationships, the single shipowner is the weakest party, that nevertheless
represents the largest part of the inland fleet.

As a result of this position, the single shipowner receives a lot of attention
by policymakers and representative bodies. This attention overshadows some of
the other stakeholders who determine to a much greater extent how cargo flows
through the inland shipping system: terminal operators, inland network operators
and shippers.

These parties have a vision on the industry, have the funds to invest in innovation,
and are usually a stable factor in a specific part of the inland shipping network.
Therefore, in the IDVV program, more attention was given by policy makers and
other government parties to these other parties.

This chapter deals with the mechanisms that were developed in the IDVV pro-
gram to foster cooperation between the various parties in the inland shipping system
in the Netherlands. Below, we will elaborate on the economic structure analysis of
the inland waterway system. The analysis illustrates the partitioning of the system
into subsystems, and underpins the rational for facilitation of cooperation. We then
introduce a simulation tool and serious game that was developed in the IDVV
program to foster cooperation between market parties in the inland shipping system.
In the next section, we describe several case studies we conducted on the basis of the
game. We finish with a discussion of the link to the theme of this book, and topics
for further research.



23 Cooperation in Inland Waterway Networks 465

23.2 Economic Structure Analysis of Inland Shipping

An economic analysis of the Dutch inland shipping container transport [7] revealed
that in fact, the inland waterway network can be partitioned into a number of
fairly distinct operating, or navigation, areas. These areas are depicted in Fig. 23.1.
In these areas, the inland waterway system revolves around one or more inland
terminals, that usually control a fleet of owned and chartered inland vessels. The
chartered inland vessels are usually owned and operated by single shipowners. In
some of the operating areas, larger inland shipping network operators also offer
scheduled services, often in cooperation with the local inland terminals.

In the economic analysis of the operating areas, an analysis was conducted into
the dominant business models. Five main models were identified [8]:

1. Catchment area perspective: the objective of most parties in an operating area
is to connect shippers in the region to international transport networks. The
dominant parties are shippers and local inland terminal operators.

2. Hinterland network operator perspective: the objective is to develop dedicated,
often multimodal, links between multiple selected inland terminals and deep-
sea terminals. Dominant parties are the inland network operators, either inland
transport operators or inland terminal groups. These parties operate a larger
network including multiple terminals and shipping lines.

3. Deep-sea terminal perspective: the objective is to develop a transport network
that is oriented towards providing connectivity for one or more deep-sea
terminals.

4. Shipping line perspective: the objective is to develop a transport network that
is oriented towards providing connectivity for the benefit of the ocean shipping
line.

5. Neutral coordinator perspective: a neutral party can coordinate transport in or
into the hinterland, often by using services offered by other parties. The neutral
coordinator can be any party, but is often a multimodal transport network operator
or freight forwarder.

In each of these operating areas, especially the ones in which more than one
inland terminal operator is present, there is a delicate balance between competition
and cooperation. This can be seen from Table 23.1 that lists the dominant business
model in some of the main operating areas.

Note that four of the five business model perspectives occur in the Dutch
hinterland. The occurrence of the neutral coordinator perspective is questionable:
some hinterland network operators play a more or less neutral role, but still use their
own assets. This negates their neutrality. Due to the different dominant business
models, different parties control the main flows and transport movements in each
operating area. There are, however, transport operators who operate in multiple
areas, and are thus confronted with different power relationships in these different
areas.
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Fig. 23.1 Partitioning of the Dutch/German inland waterway system
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Table 23.1 Overview of dominant business models for selected operating areas

Operating area Dominant business model Secondary business model

Noord Nederland Catchment area

West Brabant Catchment area

Nijmegen-Maas Hinterland network operator

Groot Amsterdam Hinterland network operator Shipping line

Rotterdam Moerdijk Anwerpen Deep-sea terminal Shipping line

Two additional factors play an important role in the complexity of relationships
between stakeholders in the operating areas: the current overcapacity in the
container terminal hinterland network (on average, the throughput is 44 % of the
total capacity, although there are some terminals that are much closer to their
design capacity) and the overlap or lack of overlap between the catchment areas
of some of the inland container terminals [7]. For instance, in West Brabant and
Amsterdam, there is considerable overlap. In West Brabant, the four terminals
therefore cooperate to a large degree, but this is not the case in Amsterdam. In
Noord Nederland, the terminals are far apart, but operate in a thin market, which
would also require some cooperation to maintain a viable network service. The two
terminal groups in this area compete fiercely, however, for the limited number of
large shippers in the area.

In the distant and more recent past, in the Netherlands, many initiatives have
been introduced to strengthen inland shipping. These initiatives have been given
impetus by external developments such as the extension of the Maasvlakte in
the Netherlands, and strong expectations of growth in transshipment volume in
the ports. Many of these initiatives introduced new logistics concepts for inland
shipping, such as hub and hop concepts. The hub concept is a concept in which one
terminal plays a central role in a network of connections between other terminals.
The hop concept is a concept in which a ship picks up containers at more terminals,
before sailing the main leg to deep sea terminals or a hub terminal. Both concepts are
presented schematically in Fig. 23.2. These concepts play an important role in the
research in this chapter, but also, for instance, in the initiative Nextlogic (see http://
www.nextlogic.nl) that aimed to solve planning problems for inland vessels in the
Port of Rotterdam in a centralized way, and the Transumo Approach project [2, 13]
that focused on distributed planning concepts for container barges and container
terminals in the Port of Rotterdam.

Based on this complex interplay of parties and business models in operating
areas, it is not surprising that cooperation between these parties is very difficult to
establish. Apart from the few positive examples (such as the West Brabant and the
Lower Rhine operating areas), in most operating areas with more than one terminal,
all terminals have a hard time keeping their business profitable.

There is therefore a great need to assist these parties in developing constructive
plans for further cooperation, even if they have tried this several times already, and
failed. The focus of such cooperation should be to develop joint inland shipping

http://www.nextlogic.nl
http://www.nextlogic.nl
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Fig. 23.2 Schematic presentation of a hub and hop concept

concepts that fit with the dominant business model in the operating area. To support
the development of these new inland shipping concepts, we developed a simulator,
in which market parties can develop new concepts in a neutral way, and investigate
the impact of implementing these concepts in their operating area. Simulators have
been used sparingly in the inland waterway industry, see for instance [1]. We will
present the main structure of the simulator and some case studies in the next section.

23.3 Simulator Development and Gaming Sessions

23.3.1 Simulator Development

Based on the principles of discrete-event simulation [17], a simulator of the entire
inland shipping network of the Netherlands was developed. The objective of this
simulator was to support the design and evaluation of new inland shipping concepts
in specific operating areas, by market parties. For this purpose, a tool with several
modules was developed. The basis of the tool is a component-based [16] simulation
model of the inland waterway network (rivers, canals, terminals, locks, bridges,
ships) that is automatically generated from available data [5]. The simulation library
to build the tool was the Distributed Simulation Object Library (DSOL) [11], which
is Java-based and enables distributed use and easy integration with other services
[12]. As we wanted to invite market parties to jointly think and develop new business
concepts, it was key to extend the simulator for interactive use by the market parties.
Serious Gaming concepts were used to enable organizations to jointly develop
innovations for the barge transportation sector. For the game development, we had
to balance reality (the level of realism for the involved organizations), meaning (the
ability to develop and evaluate meaningful new transport and logistic concepts), and
play (supporting the involvement of the parties in the process) [3]. Additionally,
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Fig. 23.3 Conceptual structure of the inland waterway network simulator

several other services needed to be included [14] to support visualization during the
simulation experiments or game play, and to support the evaluation of simulation
or game results (an evaluation module). The data used to drive the simulation built
heavily on results gathered in earlier subprojects of the IDVV project such as the
waterway network analysis [7], the business model analysis (actors, roles) [6], an
analysis of main stimulating policy measures [8], and expert input on certain details
of the waterway network. This is depicted in Fig. 23.3.

The core model consists of the following components (see [9] for a more
elaborate description of the model):

1. Detailed data on the infrastructure network,
2. Model for terminal operations,
3. Model for ship operations,
4. Model that generates transport demand,
5. Input and configuration module,
6. Planning generator,
7. Output and statistics module,
8. User interface.

23.3.2 Gaming Sessions and Scenario Studies

Six gaming sessions with approximately 70 industry representatives were conducted
for the main operating areas in the Dutch waterway system. In these sessions, groups
of different stakeholders in the value chain engaged in simulation experiments, and
the design and evaluation of new logistics concepts and measures. Partly, these
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Table 23.2 Organizations involved in the gaming and simulation sessions

Ocean shipping lines CMA-CGM, Maersk, MSC, NYK, CSAV

Deep sea terminals ECT, APMT

Barge operators Alcotrans, Contargo, Danser, ProLog, MegaBarging, Van Uden
Honkoop

Inland terminal operators Born, BCTN, Beverwijk, BIM, Tilburg, Oosterhout, Moerdijk,
Venlo, Markiezaat, Kampen (1 en 2), CTU, HTS, HOV, IMS, MCS

Logistic service providers CEVA, DHL, Geodis Wilson, MOL Logistics, K&N, Katoen Natie,
Kloosterboer

Port authorities HBR, Zeeland Seaports

Government/other

sessions were used to fine-tune the model, collect missing market data and test
the usefulness of the model. For another part, these sessions were used to explore
innovative logistics concepts and gain insight in the advantages and disadvantages
of these concepts. The parties involved in the sessions are shown in Table 23.2:

The sessions were designed around four selected concepts:

1. Setting up of a hub terminal,
2. Development of a hop concept, possibly in combination with a hub terminal,
3. Re-use of empty containers in terminals,
4. Development of new functionalities of terminals or closing terminals.

In the gaming sessions, participants were asked to first develop individual
scenarios for each of these concepts, in the simulation tool. In the second part of
the session, participants were given the possibility to combine their ideas in a new
concept that would be evaluated with the simulation model.

At the end of each gaming/simulation session, all stakeholders were asked to
reflect on the drivers for successful implementation of the scenarios.

23.3.3 Review of the Main Outcomes of the Gaming
Sessions: Hub Concepts

The gaming sessions for the six main operating areas showed different results for
the development of hub concepts. In Brabant and Antwerp-Rotterdam a hub concept
is not viable, but in the other four areas, Lower Rhine, Maas corridor, Amsterdam
and Noord Nederland, development of a hub could lead to benefits, see Fig. 23.4.
The substantial distances between inland terminals, and the distance to the Port of
Rotterdam are important factors in this. A major issue is the choice of location for
the hub. Using existing terminals will often require capacity extension. In addition,
the additional handling costs in the hub are a critical factor to consider. These costs
can be mitigated if the hub handles enough volume.
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Fig. 23.4 Example of a hub concept for Noord Nederland, where in this case Amsterdam is used
as a hub location

23.3.4 Review of the Main Outcomes of the Gaming
Sessions: Hop Concepts

In some operating areas, the hop concept is already used, for instance in Brabant.
In the operating area Antwerp-Rotterdam, a hop concept was not feasible. In the
other four areas, a hop concept could be possible, but there are some restrictions.
In the Maas corridor, the terminals and operators did not think they had sufficient
maturity to manage the complications of a hop concept. In Amsterdam and Noord
Nederland, the simulations showed that the choice of terminals that take part in the
hop concept is crucial for its viability. Terminals that do not fit into a roundtrip
need to continue on their own, and maintain their own services to the mainports. In
addition, inland port charges by municipalities can be a bottleneck for this concept.
If each municipal port authority charges fees, even when a ship is picking up a small
number of containers, hopping quickly becomes too expensive compared to direct
transport.
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23.3.5 Review of the Main Outcomes of the Gaming
Sessions: Re-use of Empty Containers

The re-use of empty containers is already used extensively in the Brabant, and along
German ports in the Lower Rhine operating areas. In other areas, the match of
import and export flows is not optimal for extensive re-use of containers. In all
operating areas, parties would like to centralize the storage of empty containers, in
other to facilitate re-use. This depends on the cooperation of the shipping lines, who
all have their own container management strategy.

23.3.6 Review of the Main Outcomes of the Gaming
Sessions: Terminal Extensions and Closings

Gaming sessions around opening or closing terminals revealed that especially in
Amsterdam and Noord Nederland, reduction of the total terminal capacity in the
region could be advantageous for the other (remaining) inland shipping and terminal
parties. In the other operating areas, terminal capacity is sufficient, and new terminal
capacity will only be developed when there is sufficient demand in the market.

The simulation runs with the model focused strongly on the hub and hop
concepts, as well as some infrastructural adjustments, such as reduced opening times
of bridges and locks. The simulations largely confirm the concepts and scenarios
that were developed by the practitioners in the gaming sessions.

The simulation also showed some other interesting developments. These resulted
from the way costs and tariffs are calculated in the model. Costs are the sum of
fixed and variable costs items in the inland waterway operation, and as such, these
costs are sensitive to handling volume. Tariffs are determined, in the model, by
allocating fixed market tariffs to various activities, such as a transport, or handling
of a container at a terminal. These tariffs do not change with handling volume.
Since many of the concepts are based on performing more activities (which results
in higher overall tariffs) that generate larger volumes in hub terminals (which results
in lower cost per TEU-km), in general the simulations show increasing tariffs against
decreasing costs. From a commercial perspective, this sounds positive, but for the
logistics concepts to be viable, parties need to focus on the decreasing costs as a
basis for marketing these concepts, instead of market tariffs. In practice, this already
occurs in the hub concept that is developed around the container terminal of Pernis
by Combi Terminal Twente. Pernis is treated as a cost center, and handlings in Pernis
are charged based on the cost of handling, not on the market tariff for a handling. As
a result of this approach, the concept of transshipping containers in Pernis works.

The simulations show that reductions of opening hours of locks and bridges
result in higher uncertainty of the sailing times, and longer waiting lines at the
locks/bridges.
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The simulations show that, in general, the following results can be achieved for
innovative logistics concepts:

• Reduction of waiting times by 50 %,
• Increase of vessel utilization by more than 10 %,
• Reduction of costs by 20 %,
• Doubling the number of sailings per week,
• Reduction of CO2 emissions by 40 %.

These results depend strongly on the particular concept, operating area, and
parties involved.

As a result of these positive findings, many stakeholders became convinced
that further cooperation would be beneficial in most of the operating areas. In
some areas, this cooperation is already based on a sound footing (Brabant), but
in most other areas, parties were just beginning to explore forms of cooperation.
As a result of these sessions, innovative logistics concepts based on cooperation
are currently being developed in various operating areas: Noord Nederland, Maas
corridor (Nijmegen) and Amsterdam.

23.4 Case Study

One further case study was conducted with the simulation model: the decoupling of
sailing and terminal operations. This case study will be discussed in more detail in
this section. See [10] for more details.

23.4.1 Decoupling Sailing and Terminal Operations

Many of the services in the Dutch inland waterway network are initiated by inland
terminals, who maintain a regular transport service to the Port of Rotterdam. As a
result, these services are point-to-point, and inland terminal operations are tuned to
the arrival and departure of a vessel. These terminals will always attempt to fully
utilize their own ships, even if this means delaying transportation of containers
that could be transported on someone else’s ship. This leads to inefficient transport
services, and a tendency to ignore the cooperation potential with other parties.

In this case study, scenarios were developed where terminals relinquish their
own services, and rely on independent inland transport operators. This independent
operator, or operators, could then rely on hub and hop concepts to offer services that
would facilitate multiple terminals in one or more operating areas.
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The concept for this case study was explored in the operating area Amsterdam
and involved five terminals: IJmuiden, Beverwijk, and three terminals in Amster-
dam. The case study contained three steps:

1. Interviews with market parties,
2. Additional cost calculations,
3. Simulation study.

The interviews with market parties in the Amsterdam area revealed that the
terminals already use a mix of independent and own transport services. This has
as a benefit that they are already familiar with the logistics concept of hopping,
because the independent operator already employs this concept. This does not mean
they are very positive about hopping. They question the design of a hop concept that
would service the entire operating area. Also, they worry about possible competing
hop concepts in the region and unforeseen consequences of this situation (unreliable
services, unpredictable tariffs, and volume that cannot be moved in time). The
general attitude towards hopping is that it is a solution for low volumes that have to
be moved outside the regular schedules of the terminals’ own schedules. Finally, the
market experts feel that the set of terminals around Amsterdam will not have enough
volume to maintain a dedicated independent services. Other terminals, from other
operating areas, would need to be added to the network. Especially some terminals
in Noord Nederland are candidates for such an addition. The selection of the right
terminal is important, because there is a balance between adding sailing time, and
adding volume to the hop network.

The simulation model is suitable for the analysis of a hop concept, such as the
one considered in this case study. In the simulation model, a hop service can be
developed, and new ships can be created to perform the transportation in this service.

The additional cost calculations for the decoupling of transport and terminal
operations includes a calculation of relevant transport chain costs, and a calculation
based on market tariffs. The relevant costs are: pre- and end haulage by truck, costs
of all activities at the terminal, costs of transportation by barge, and costs at the
deep sea terminal. The tariffs are for activities such as: a land side move, a loading
or unloading move, and a sailing tariff. These two calculation approaches lead to
different insights in the impact of the hop concept.

For a hop concept, a combination of these two methods needs to be considered:
cost calculations for the activities at the terminal and a tariff calculation for the
independent transport services. The simulation model shows these three options next
to each other in the user output.

In the simulation, the current situation, characterized by direct links between
terminals and the Port of Rotterdam, is compared with an independent hop service
that serves all terminals. The hop service is not optimized. It is just a feasible
solution that moves all containers. It is thus very well possible that further
optimization will result in a more effective service.
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Simulation runs were performed for three variants:

1. A full hop service, starting in IJmuiden, then Beverwijk, and the other terminals
in Amsterdam, and without a hub. A 208 TEU ship type is employed,

2. A hop service as in 1, but without Beverwijk. Beverwijk is served with a point-
to-point service,

3. A hop service as in 2, but without IJmuiden. IJmuiden is served with a point-
to-point service. A smaller type of ship is employed (90 TEU).

The results show that variant 1. does not offer advantages against the current
situation in terms of reliability and cost per TEU km, while there are more sailings,
with resulting higher CO2 output. For individual terminals, the results can differ:
some terminals benefit, while others do not, measured in terms of transit time. This
holds especially for the first terminal in the hop service (IJmuiden).

Variant 2. shows positive results for both IJmuiden and Beverwijk, in terms of
cost per TEU km and CO2 output. For the other terminals, the results are more or
less similar to variant 1. This result confirms an earlier insight that the success of a
hop concept depends on the choice of terminals.

In variant 3. the simulation shows that this variant has advantages for all terminals
in the hop service. These benefits are not the same for the terminals, however. The
costs per TEU km are slightly lower for one terminal, but four times as low for the
other two remaining terminals in Amsterdam. In addition, this variant also shows
that smaller ships may result in benefits for the hop service.

23.5 Linking Transport over Water

This chapter is about the transport over water. It combines an economic analysis
with an engineering design methodology, with which a practical simulation tool was
developed that represents the Dutch inland shipping network for containers. We have
conducted research through a gaming approach, in which industry representatives
developed innovative inland shipping concepts that were subsequently evaluated in
our inland waterway network simulator.

The simulator is widely accepted as an important tool to facilitate discussions
between practitioners and between practitioners and policymakers. As such, the tool
is heavily used in meeting between government and business. There is a link with
transport of water. The Dutch waterway network is both a transport network and a
water management system. As a result, the water levels in some of the waterway
s can be controlled by government agencies, and the management of locks is also
dependent on both objective of efficient transport and efficient water management.
These two goals sometimes clash.

A recent example is the budget cuts on the operational waterway management
staff, as a result of which, opening times of locks in some of the more peripheral
regions were cut. This has an immediate impact on the traffic of vessels through
those locks. Currently, discussions are ongoing to see how the goals of waterway
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management (including the management of water levels) and the goal of an efficient
waterway transport system can be better aligned. The solution is to let locks be
operated based on transport demand, rather than on scheduled times related to
working hours.

23.6 Open Topics

There are several issues that require further work. First of all, the inland network
simulator can be extended in various ways. Market parties have indicated that
extension of the scope of the network to Germany and Belgium is important for
a complete analysis of innovative concepts. In addition, the gaming element, that
was introduced through discussion sessions, could be included in the simulator. This
could be done, for instance, by introducing a bidding process on transport contracts
from shippers in operating areas.

The simulator could be extended to represent a larger part of the inland shipping
industry. Currently, it only contains container transport. Other important market
segments are dry and liquid bulk transport.

Another extension is to develop the simulator as a testing environment for
optimization algorithms for some of the innovative hub and hop concepts that were
developed in the gaming sessions.

Finally, the structure of the simulator is also suitable to represent rail transport.
The simulator could therefore also be used to develop and evaluate concepts
that consider the integration of rail, barge and truck transport into synchromodal
concepts.

23.7 Conclusions and Further Research

In this chapter, we have represented our research on the development of a simulation
and gaming approach for the Dutch inland shipping system, that fosters further
cooperation between market parties.

We have discussed the structural economic analysis of the Dutch inland shipping
industry. This analysis explains to a large degree why cooperation in some of the
operating areas in the Dutch inland transport system is difficult to establish and
often unsuccessful. We have then introduced a simulation model that we used in
gaming sessions with market parties and other stakeholders to evaluate a number
of specific transport concepts that require cooperation. In addition, we let market
parties develop cooperation scenarios that would generate benefits in their particular
operating areas. Finally, we present a further case study on the decoupling of sailing
and terminal operations in one particular operating area.

We can draw two conclusions from our research. The first is that there is scope
for cooperation in certain operating areas, and there a specific mix of partners,
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operational activities, and the right market price can result in a concept that can
prove to be beneficial for both the partners and their customers. There are, however,
specific conditions that need to be met, and this requires more thorough analysis
of the concepts and scenarios, as well as building trust, than is often the case in
practice. Our tool proved to be very instrumental in facilitating this analysis and the
building of trust.

A second conclusion is that our approach—simulation combined with a gaming
approach with practitioners—is a very effective way to support innovation in a
transport sector such as inland shipping. By practicing with innovative concepts and
scenarios on a neutral platform, market practitioners reveal more of their intentions
and expectations that they would normally do, and because it is in simulated and
playful environment, they feel uninhibited to do so. As a result, real trust and mutual
understanding is created nevertheless.

We see interesting extensions of our research in other parts of the transport
industry, where similar difficulties to forge partnerships and the need to create
innovative concepts based on cooperation exist. One particular industry that springs
to mind is rail cargo transport that is faced with some serious long term challenges,
that can only be addressed successfully through cooperation.
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