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Abstract. This paper proposes a method for solving influence maximization
problem in a dynamic network. In our method, a node that increases its influ-
ence most will be searched and it is added to the seed nodes incrementally. Since
exact computation of influence of a node is #P-Hard, we employ heuristics for
approximate computation. The results of our experiments show that our method
is more effective than the methods based on centralities for dynamic networks,
especially when the networks exhibit community structures.

1 Introduction

Influence maximization problem is a problem of selecting the set of k nodes that is the
most influential for propagating information (or diseases) to other nodes in a network.
Solving this problem is important for minimizing disease propagation or maximizing
the effect of advertisement in viral marketing. Since this problem is proved to be NP-
Hard[KKT03], obtaining exact answer to the problem is intractable for large networks.
Therefore, several methods such as Monte-Carlo simulation and heuristic-based meth-
ods have been proposed [CSH+13] [CWW10] [JSC+11] [JHC12]. These research are
basically for static networks. Only few attempts have been made for influence maxi-
mization on dynamic networks whose edges are dynamically added or deleted.

Naive methods for solving influence maximization problem in dynamic networks
are centrality-based methods, which select top k nodes of high centrality values. There
are several definitions of centrality for dynamic networks, such as closeness centrality
[HS12] and broadcast centrality [GPHE11]. One of the weaknesses of centrality-based
methods is that nodes of high centrality might propagate information to adjacent nodes
that overlap with each other.

Suppose we are going to select two nodes that are the most influential to the network
shown in Figure 1. The number shown at the upper left of each node is its closeness
centrality. For the sake of convenience, selected nodes will propagate information to all
reachable nodes. Although two nodes of the largest closeness centralities in Figure 1 are
nodes D and B, reachable nodes from them are exactly the same (A, B, C, D, and E).
This means that selecting node B in addition to node D does not increase the power of
influence of seed nodes. In this example, selecting node D and F will be a good choice
because all other nodes in the network are reachable from these two. Therefore, just
selecting nodes of high centrality values may not be a good method. This is also true in
a dynamic network.
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Fig. 1. An example of influence maximization

This paper proposes a method for solving influence maximization problem in dy-
namic networks. Our proposed method starts with an empty node set S = /0. Then a
node n is added to S incrementally so that the influence of S ∪ {n} will be maxi-
mized. Since the computation of exact influence is time consuming, the approximated
power of influence of node set is computed. Experimental results show that our method
is effective especially when a network exhibits community structures.

2 Related Works

2.1 Dynamic Networks

We focus on a network whose edges will appear or disappear dynamically and its nodes
are static throughout its period. Such a dynamic network can be represented as a list of
adjacency matrices: G=(A1,A2, . . . ,AT )where At is an adjacency matrix of a network at
time t. T is the period of the dynamic network, and we assume that T is finite. An edge be-
tween node i and j at time t is represented as a triplet (t, i, j). A walk of length k−1 from
node n1 to node nk is defined as a sequence of edges: (t1,n1,n2),(t2,n2,n3), . . . ,(tk−1,
nk−1,nk), where t1 < t2 < · · · < tk−1 should be satisfied. A walk of no node revisit
(∀i, j(i �= j) ni �= n j) is called as a path. The period of a path is the duration of time
from the start to the end of the path, which is defined as tk−1 − t1 + 1. A path of mini-
mum period is the shortest path, and its period is the shortest period.

An aggregate network Gagg of a dynamic network G = (A1,A2, . . . ,AT ) is a static
network: Gagg = ∑T

t=1 At , in which times of all edges in G are ignored.

2.2 SI Model for Information Propagation

We focus on SI model [BZW07] as a model for information propagation. In SI model,
state S (susceptible) or state I (infected) is assigned to each node. A node in state S does
not have information, and a node in state I has information and is ready to propagate.
At the initial stage of information propagation (t = 1), only seed nodes are assigned to
state I and others are assigned to state S. At t = 1,2, . . . ,T , information is propagated
in the following steps:

1. For each edge (t, i, j) at time t, the following operation is done:
a. If node i is in status I and if node j is in status S, then node j will be in status I

with probability λ at time t + 1 .
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b. If the network is undirected, information is propagated to both directions. In
other words, if node j is in status I and if node i is in status S, then node i will
be in status I with probability λ at time t + 1.

2. Information propagation is terminated at time T + 1.

λ is a parameter for the ratio of infection. We assume that T is finite so the above
steps will be terminated within finite time.

2.3 Formalization of an Influence Maximization Problem

For SI model, we define the power of influence of node set S as the expected num-
ber of nodes in status I at time T + 1 when seed nodes are given as S , and express it
as σ(S ). Influence maximization problem is a problem of selecting the node set of
size k that maximize σ(S ). In SIR model, which is a generalization of SI model,
exact computation of σ for static networks is proved to be #P-Hard[PS12]. Based
on this result, we can assume that exact computation of σ for dynamic networks is
also #P-Hard.

2.4 Selecting Seed Nodes of the Maximum Influence

2.4.1 Centrality-Based Method
As a naive method for influence maximization, we can compute centralities of all nodes
and select k biggest nodes. Closeness centrality in a dynamic network is defined based
on an assumption that a node is central if the shortest periods from the node to all
other nodes are small, which is expressed as follows[HS12]: CC

i = N−1
∑ j di j

, where N is

the number of nodes, di j is the shortest period from node i to node j, respectively. In
the process of information propagation, not only the shortest path but also other longer
paths will play important roles. Since closeness centrality focuses on the shortest path
only, it may not be a good metric for information propagation.

Grindrod et al. extend Katz centrality[Kat53] to dynamic networks, and propose
broadcast centrality[GPHE11]. Broadcast centrality takes all walks between two nodes
into consideration, which is defined as follows: CB

i = ∑N
k=1 Qik,where

Qik =
[
(I− aA1)

−1(I − aA2)
−1 · · · (I− aAT )

−1
]

ik and a is an attenuation parameter for
discounting longer walks. If the maximum value of the largest eigenvalue of all adja-
cency matrices is λmax, parameter a has to satisfy a < 1

λmax
. The definition of walks by

Grindrod et al. is a little bit different from the definition in the last section. In the last
section, a walk (t1,n1,n2),(t2,n2,n3), . . . ,(tk−1,nk−1,nk) should satisfy t1 < t2 < · · · <
tk−1, whereas a walk by Grindrod’s definition should satisfy t1 ≤ t2 ≤ ·· · ≤ tk−1 only.
In other words, the number of move at each time step in a walk in the last section is
limited up to one, whereas there is no such limitation to a walk by Grindrod’s definition.
Grindrod’s definition allows walks that cannot be the paths for information propagation
of SI model, so it may not be a good metric for information propagation, either.

2.4.2 A Method Based on Monte-Carlo Simulation
Berger-wolf et al. propose a greedy method for solving influence maximization prob-
lem which approximates the power of influence of node set in SI model by Monte-Carlo
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simulation[BW07]. However, the method needs much computational time for better
approximation. Our proposed method uses fast heuristic instead of Monte-Carlo simu-
lation to approximate the power of influence of node set.

3 Proposed Method for Selecting Seed Nodes

This section proposes a method for selecting seed nodes that starts from empty node set
S = /0. In our method, node n that maximizes σ̂(S ∪{n}), where σ̂(·) is approximated
power of influence of node set, is added to S incrementally. σ̂(S ) is calculated in the
following way.

1. Let p̂i(t) the approximated probability that node i is in status I at time t. p̂i(1) is
initialized as follows:

p̂i(1) =

{
1 i ∈S

0 i /∈S .

2. At time t = 2,3, . . . ,T +1, p̂i(t) is computed in the following way:p̂i(t) = 1− (1−
p̂i(t − 1))Ri(t − 1), where Ri(t) is the approximated probability that none of the
neighbors of node i at time t propagates information, which are expressed as fol-
lows: Ri(t) = ∏ j∈neighbors(i,t)(1− p̂ j(t)λ ), where neighbors(i, t) is the set of neigh-
bors of node i at time t.

3. σ̂(S ) is calculated as the expected number of I nodes at time T + 1 in terms of
approximated probability p̂i(T + 1), i.e. σ̂(S ) = ∑N

i=1 p̂i(T + 1).

An example of exact value and its approximate value of σ are shown in Figure 2.
A label of an edge in Figure 2 shows the time that the edge appears. Suppose the seed
nodes at time 1 is S = {A}, and we are going to compute the probability pB(4) that
node B is in status I at T = 4. In exact computation, pB is affected by edge (1,A,B)
only, so the final probability is pB(4) = λ . It seems that pB is also affected by edge
(3,C,B), but this is not true. If node C is in status I at time t = 3, node B is already in
status I, so pB will not be affected with the edge from C to B. In this way, we have to
judge whether each edge actually affect the probability in status I in order to perform
exact computation. However, this procedure is computationally expensive.

We propose a method for approximating this computation shown above. In this
method, all edges that are connected to a node are assumed to affect the probability that
the node is in status I. Based on this method, the above probability pB(4) in Figure 2
is computed as pB(4) = λ +(1−λ )λ 3, which is (1−λ )λ 3 more than true probability.
Our approximation method overestimates the probability of a node to be in status I on
networks having cycles.

As for computational complexity of our method, computational time for updating p̂i

needs time that is proportional to the number of edges m in a network. So the compu-
tational time for the update is O(m). In order to select k nodes that should be added to
S , approximate computation of σ is repeated N times, where N is the number of nodes
in the network. Therefore, the total computational time will be O(Nmk).



Selecting Seed Nodes for Influence Maximization in Dynamic Networks 95

Fig. 2. Approximate computation of pB(4)

Table 1. Statistics of dynamic networks

nodes edges time period modularity density
Hospital 75 2,424 5,792 0.367 0.410

Infectious 200 943 469 0.883 0.036
TI model 500 308,000 3,000 0.892 0.006

4 Experiments

4.1 Experimental Settings

We have performed experiments using some dynamic networks and compare the per-
formances of proposed method and some other methods. Three dynamic networks that
we used for our experiments are shown in Table 1. Hospital network [VBC+13] shows
dynamic proximities of patients and workers in a French hospital. Infectious network
[ISB+11] also shows dynamic proximities at a science gallery in Ireland. TI model net-
work is a synthetic network generated by Triad-enhanced Interaction model which is
proposed by Jo et al. [JPK11].

As baseline methods, the following three methods are attempted: (1) a method of
selecting nodes of top-k closeness centrality values (closeness method), (2) a method
of selecting nodes of top-k broadcast centrality values (broadcast method) and (3) the
greedy method based on Monte-Carlo simulation proposed by Berger-wolf et al. (greedy
method).

In this experiment, we fix the number of seed nodes k = 5 and set infection rate
λ = 0.001,0.005,0.01,0.05 to observe behaviors of methods for values of λ . As for
the parameters for broadcast centrality a, for our proposed method λ and for greedy
method λ , the same value as infection rate λ is used.

Based on the seed nodes that are selected with our proposed method and the base-
line methods, simulations of information propagation based on SI model are performed
1,000 times to calculate the power of influence of seed nodes selected by methods,
which is used to evaluate the quality of them.

4.2 Results

Results for each network are shown in Figure 3. In this Figure, X axis is infection rate
λ , and Y axis is the power of influence of seed nodes selected by each method. For
most of values of λ , our proposed method successfully select seed nodes that are more
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(a) Hospital Network (b) Infectious Network
]
(c) TI model Network

Fig. 3. The power of influence for values of λ in each network

(a) Hospital network (b) Infectious network (c) TI model network

Fig. 4. Computational time for each network

influential than those selected by two centrality-based methods. But in Hospital network
(Figure 3(a)), the power of influence of them are almost equal when λ = 0.05, and all
methods can propagate the information to more than 90% of nodes in the network. On
the other hand, in Infectious network and TI model network, the advantage of proposed
method becomes larger as the value of λ increases. In TI model network, broadcast
centrality cannot be calculated because of the irregularity of matrix (I−aAt). Compared
with greedy method, our proposed method can select seed nodes as influential as the one
selected by greedy method even though our proposed method is quite faster than it as
shown below.

Computational times for all methods are shown in Figure 4. X axis of the Figure
is the number of seed nodes, and Y axis is the computational time. Since closeness
method and broadcast method need to compute centralities of all nodes in a network,
their computational times are the same regardless of the value of k. On the other hand,
computational times of our proposed method and greedy method are proportional to
the number of seed nodes k. In all of our cases, the closeness method is the fastest and
greedy method is the slowest. Our proposed method is the second or third slowest, but
its computational time is still practical even though its performance is almost equal to
greedy method which is 500 times slower than the proposed method.

In summary, we can claim that our proposed method can select seed nodes that is as
influential as the one obtained with greedy method, which is the most accurate method
in the comparison and more accurate than two centrality-based methods, in most of
our parameter settings. Computational time of proposed method is slower than two
centrality-based methods but is still practical and 500 times faster than greedy method.
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5 Discussion

Experimental results in the last section show that for some networks and parameter set-
tings, our proposed method does not outperform two centrality-based methods. One of
the reasons for this is that such networks are too dense and they have no community
structures. There is no clear definition of community structures especially for dynamic
networks. For the sake of convenience, we define “the existence of community struc-
tures in a dynamic network” as “the existence of partitions of high modularity[New06]
for its aggregated static network”. Modularity Q is a function that takes a network and
its partition as its input, and a value for showing the goodness of the partition as it
output, which is defined as follows:

Q =
1

2m ∑
i, j
(Ai j − kik j

2m
)δ (Ci,Cj),

where A is an adjacency matrix of a network, ki is the degree of node i, Ci is a com-
munity that node i belongs to, m = 1

2 ∑i, j Ai j is the number of edges, respectively. High
modularity values will be obtained for the partitions whose intra-community densities
are high and whose inter-community densities are low. As a method for optimizing
modularity, Louvain method [BGLL08] is used.

Modularity values and density for each static aggregate network are shown in
Table 1. Modularities of Infectious network and TI model network are very high, while
that of Hospital network is not. As for the densities of these static aggregated networks,
density of Hospital network is quite high compared with those of other two networks.

If a network is dense and exhibits no community structure, each node in the network
can propagate information to many others especially when λ is high. Therefore all
methods including centrality-based methods can select very influential seed nodes. On
the other hand, if a network is sparse and exhibits community structure, information
tends to stay within the communities in which the seed nodes are. In this case, selecting
seed nodes from the same communities will be ineffective for information propagation
because they may have many overlapping adjacent nodes as we pointed it out as one of
the problems of centrality-based influence maximization methods.

6 Conclusion

This paper proposes a method for selecting seed nodes in a dynamic network that are
the most influential in information propagation. Experimental results show that our pro-
posed method is effective for some networks compared with the strategies based on cen-
tralities for dynamic networks. In comparison between proposed method and greedy
method, it is shown that proposed method is as effective as greedy method for some
networks, and consistently 500 times faster than it. Our proposed method is especially
good for the networks exhibiting community structures.
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