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Abstract. A common assumption when collecting network data is that
objects can be uniquely identified. However, in many scenarios objects
do not have a unique label giving rise to ambiguities since the map-
ping between observed labels and objects is not known. In this paper we
consider the ambiguity problem that emerges when objects appear with
more than one label in the context of social networks. We first propose a
probabilistic model to introduce ambiguity in a network by duplicating
vertices and adding and removing edges. Second, we propose an simple
label-free algorithm to remove ambiguities by identifying duplicate ver-
tices based only in structural features. We evaluate the performance of
the algorithm under two classical random network models. Results indi-
cate that network structure can indeed be used to identify ambiguities,
yielding very high precision when local structure is preserved.

Keywords: network ambiguity, social networks, network structure,
disambiguation.

1 Introduction

During the past decade, networks have increasingly been used to encode re-
lationships between objects, from interactions among proteins, to friendship
among people, to hyperlinks between webpages. Underlying this abstraction is
the premise that objects can be uniquely identified when observing relationships
among them. For example, user accounts in Facebook have a unique number
identifier that is used when crawling the friendship graph.

However, in many scenarios objects do not exhibit a unique identifier when
relationships among them are observed. In particular, a single object may have
different labels that appear in reference to the object, or alternatively, a single
label may appear in reference to different objects. For example, in the context
of social networks, a person (object) may be known by various names (labels),
or a single name (label) may be given to different people (objects). Thus, when
observing relationships among labels of objects we are faced with ambiguity, since
the mapping between observed labels and objects may not be known a priori. In
a nutshell, network disambiguation refers to the problem of removing ambiguities
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among nodes of network that is constructed by observing relationships among
ambiguous labels. A more precise formulation is given in Section 3.

In this work we are interested in understanding ambiguity arising when a
single object can appear with different labels in the context of social networks.
We call this the “Brazilian Ambiguity Problem” (BAP) in allusion to the fact
that Brazilians tend to have many first and last names which then appear in
many different forms and combinations. Towards this direction, we make the
following contributions:

1. Ambiguity model for BAP: based on intuition and empirical observations
of real data, we propose a probabilistic model that introduces ambiguity in
a social network. The model has three intuitive parameters used for tuning
the desired amount and structure of ambiguity and can operate over any
original social network. This model is presented in Section 4.

2. Disambiguation algorithm for BAP: again, based on intuition and empirical
observations of real data, we propose a simple and efficient label-free algo-
rithm for removing ambiguity in the context of BAP. Our algorithm uses
only the structure of the network of observed labels but not the labels them-
selves to identify nodes (labels) that refer to the same person. We present
an extensive analysis of the performance (precision and recall) of algorithm
when applying the proposed ambiguity model to random graph models. The
algorithm and its evaluation are presented in Sections 5 and 6, respectively.

Identifying ambiguities among nodes of a network of observed labels is an
important problem, as one is usually interested in the network of objects. In
particular, the network of objects and not labels is the one that is used to
characterize and make statements about relationships or other phenomena that
depends on the structure. Nevertheless, the problem of name disambiguation has
been studied for more two decades, as discussed in Section 2. Our contributions
as enumerated above indicates that structure alone in the network of observed
labels can contribute to addressing the BAP.

2 Related Work

The problem of network disambiguation is considered a difficult and relatively
open problem [2,4]. Author name disambiguation was initially studied in the In-
formation Sciences using manual and intuitive methods [2], but also in Computer
Science using sophisticated algorithms [3,4].

Most approaches found in literature consider label and textual information as
main features to remove ambiguities in the network, which might not be available
in several contexts. We believe that structural features are fundamental to solve
ambiguity in networks in agreement with other recent works [1,5,7].

The problem of more than two people being represented in one node (appear
with the same name) has been addressed using a supervised classification algo-
rithm (SVM) considering as features the structural information of the network
[5], and also using an unsupervised learning algorithm [7]. The BAP (one person



Disambiguation in Social Networks 39

appearing with multiple names) has also been addressed using a machine learn-
ing approach with structure and textual features [1]. Our work contribution is
an ambiguity model for the BAP and a disambiguation algorithm that does not
use machine learning.

3 Problem Statement

In this section we formalize the network ambiguity problem. Consider a graph
G = (O,E) where the vertex set O = {o1, . . . , on} represents objects and the
edge set E represents pairwise relationships among the objects. Lets assume that
objects have labels and in particular, let Li = {li,1, . . . , li,si} denote the set of
labels that can be assigned to object oi. Note that objects have one or more label
that are not necessarily unique. Thus, labels of different objects can be identical.

Consider an observation process of relationships among objects that reveals
object labels. Thus, a relationship (oi, oj) ∈ E is observed as (li, lj) where li ∈
Li and lj ∈ Lj . Let L =

⋃n
i=1 Li denote the set of all different labels. The

observation process applied to many (possibly all) relationships (oi, oj) ∈ E will
then yield a graph G′ = (L′, E′) where the vertex set L′ ⊂ L represents all
observed labels and the edge set E′ represents all observed relationships among
labels. Note that a given l ∈ L′ can refer to two or more objects while a given
l1, l2 ∈ L′ can refer to the same object.

The network disambiguation problem is to recoverG (network of objects) hav-
ing observed G′ (network of labels). In the context of the “Brazilian Ambiguity
Problem” (BAP) studied in this paper, labels of different objects are different,
thus, li �= lj for any li ∈ Li and lj ∈ Lj and for any i �= j. However, we also
assume there is no information on the labels themselves (i.e., labels are random
numbers), and no information on the number of labels assigned to each object.

4 Ambiguation Model

In this section we present a novel probabilistic model that introduces ambiguity
in a network. The model is mostly tailored for social networks and its workings
are based on intuition and empirical observations. The idea is to duplicate nodes
and add and remove edges to neighbours of the original node. A duplicated node
represents a second label for the original node. Therefore, one object (node) of
the original network can be represented by two nodes (labels) in the ambiguous
network and relationships among the original object (node) can be copied to its
duplicate and removed from itself.

Consider a network represented as a graph G = (V,E) in which V is the
vertices set (e.g. people), and E is the set of edges (e.g. friendship relationship).
In this graph, each vertex uniquely identifies an object in the network. The
proposed model has three phases, each with a parameter:
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1. Vertex duplication: with probability p a vertex is duplicated;
2. Edge addition: with probability q an edge between a neighbour of the

original vertex and the duplicated vertex is created;
3. Edge removal: with probability r an original edge that was copied to a

duplicated vertex is removed.

(a) (b) (c)

Fig. 1. Parameters of the probabilistic model for create ambiguity in a network.
In (a) vertex duplication phase, (b) edge addition phase, and (c) edge removal phase.

In the vertex duplication phase, the vertices are duplicated creating ambigu-
ity. Each vertex u ∈ V , sampled with probability p independently, to generate
another graph with a duplicate vertex, u′, as shown in Figure 1(a). Note that p
controls the amount of ambiguity introduced in the network, so that with p = 1
all vertices will have a duplicate in a network.

In the edge duplication phase, the neighbours from the original vertex are
copied to the duplicated vertex. For each neighbour v ∈ Nu(neighbours of u) of
an original vertex u that has been duplicated, with probability q independently,
an edge e = (u′, v) is created as illustrated in Figure 1(b). Note that with q = 1
all neighbours from u will become neighbours of u′.

In the edge removal phase, edges between an original vertex u and a neigh-
bour v, that has become a neighbour of u′ is removed with probability r, inde-
pendently, as shown in Figure 1(c). Note that for r = 1 all edges between the
original vertex u and its neighbours that became neighbours of the duplicate
vertex u′ will be removed. The algorithm for this ambiguity model is described
in Algorithm 1.

5 Algorithm for Removing Ambiguities

In this section we present a simple algorithm to identify ambiguities in the
context of BAP in a social network. In particular, we consider just the case
where a single object, due to ambiguities, can be represented in the observed
label network by more than one vertex. Our algorithm will identify network
nodes that represent the same entity without resorting to label information -
thus, only structure information will be used.

We develop several structure-based heuristics to identify nodes in the label
network that might represent the same entity. For example, we consider that two
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nodes might refer to the same entity if they are at distance 2, since it is unlikely
that a node will have a relationship with itself using two different labels. More-
over, the same is considered if the common neighbourhood between two vertices
strongly overlaps, and is contained in one another. We aim in developing a con-
servative approach to merge nodes, in order to minimize false-positives, allowing
greater applicability of the algorithm. The proposed algorithm is described in
Algorithm 2.

Algorithm 1: Model to introduce ambiguity with parameters: p, q, r.

Data: G = (V,E), p, q, r
Result: G′ = (V ′, E′)
E′ ←− E ; Vd ←− ∅ ; Ed ←− ∅
for v in V do

with probability p, duplicate v into v′ and Vd ←− Vd ∪ v′

for v’ in Vd do
v ←− original(v′)
N ←− neighbours(v)
for u in N do

with probability q, create e′ = (v′, u) and Ed ←− Ed ∪ e′

if e′ in Ed then
with probability r, remove e = (v, u) from E′

V ′ ←− V ∪ Vd ; E′ ←− E′ ∪Ed

Algorithm 2: Algorithm - Remove ambiguity

Data: G = (V,E), α
for v in V do

P ←− ∅ ; Nv ←− neighbours(v) ; D2
v ←− {u|distance(u, v) = 2}

for u in D2
v do

if degree(v) ≥ α and degree(v) ≤ degree(u) then
Nu ←− neighbours(u)
if Nv ⊆ Nu then

P ←− P ∪ u

if sizeOf(P) = 1 then /* Ambiguity found! Unify v and P.first() */
merge(v,P.first())

6 Evaluation

In this section we present an extensive evaluation of the performance of the
proposed algorithm to remove ambiguities when applied to networks generated
by the ambiguity model.

The steps evaluation has the following steps: (i) generate the networks,
(ii) introduce ambiguity using the model proposed in Section 4, (iii) apply the
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Fig. 2. Evaluation in Erdos-Renyi network with ambiguity. In (a,c,e) precision and in
(b,d,f) recall. The pair of values in the legend correspond to p, q, r with the exception
of the value appearing in x-axis.

algorithm to remove ambiguity proposed in Section 5 and (iv) measure the pre-
cision and recall of the algorithm.

In order to generate the networks, we use two models, Erdos-Renyi model, that
generates graphs connecting nodes randomly, and Watt-Strograts model, that
generates graphs with small-world properties [6]. Both networks were generated
with n = 100, 000 vertices and average degree of eight (rewiring probability of
two percent was used in the Watts-Strogats model).

Next, we introduce ambiguity into the two networks created. We apply the
probabilistic model with different values for the parameters p, q and r aiming
to evaluate how these parameters affect the identification of duplicated vertices.
The values used for each parameter are 0.1, 0.3, 0.5, 0.7 and 0.9. We apply the
algorithm to remove the duplicated vertices, with parameter α = 0, and we eval-
uate the performance by measuring the precision and recall of the algorithm.
For each parameter configuration, we perform thirty independent runs and re-
port the sample average of performance metrics. The algorithm performance in
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Fig. 3. Evaluation in Watts-Strogatz network with ambiguity. In (a,c,e) precision and
in (b,d,f) recall. The pair of values in the legend correspond to p, q, r with the exception
of the value appearing in x-axis.

the Erdos-Renyi and in the Watts-Strogatz network models with ambiguity are
shown in Figures 2 and 3 respectively for all combinations of model parameters.

The precision and recall for the Erdos-Renyi model are shown in Figures 2(a)
and 2(b), respectively. Note that the parameter p is not critical to the algorithm,
when ten or ninety percent of the vertices are duplicated the performance of the
algorithm remains roughly the same. This occurs because in the Erdos-Renyi
network model lacks local structure and, therefore, any duplication of vertices
and edges creates a local structure that is detected by the algorithm. In these
Figures the lines are grouped by the parameter r, so that with smaller values of
r we get around 100% of precision and 50% of recall.

In Figures 2(c) and 2(d) we observe an inflexion point with respect to pa-
rameter q, with precision and recall growing and then o decrease. This occurs
because the number of edges that are removed from the original grows with q.
However, for lower values of q the duplicated vertex has a small degree and thus
there are many vertices that are candidates to be its original and the algorithm
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fails to make a decision yielding a lower precision and recall. The inflexion point
changes with the value of r because the expected number of removed edges is
duqr where du is the degree of the node u.

Figures 2(e) and 2(f) shows the precision and the recall as a function of
parameter r, respectively. Clearly, r is the most sensitive parameter for the
performance of the algorithm. Note that precision is more than 90% for values
of r lower than 0.5, independent of the other parameters p and q. As r grows
the precision and the recall decrease as more original edges are removed and the
algorithm fails to find the original vertex that corresponds to the duplicated one.

Results under the Watts-Strogatz network model is shown in Figure 3. In
general, results have the same qualitative trends as for the Erdos-Renyi model,
with a higher sensitivity in the parameter r. For example Figures 3(e) and 3(f)
illustrate that performance degrades quickly as r increses. This occurs due to the
local structure present in the Watts-Strogatz model, which makes the algorithm
fail if few edges are removed.

7 Conclusion

In this work we addressed the problem of disambiguation in networks when
different labels (vertices) can represent the same object. We proposed a proba-
bilistic model that introduces ambiguity in the context of social networks using
three parameters for tuning the desired amount of structural ambiguity. We also
propose a simple disambiguation algorithm that uses only structure to identify
duplicate nodes. Through simultaneous, we extensively evaluate the performance
of the algorithm using random graphs subject to ambiguation introduced by the
proposed ambiguity model. Results indicate that the structure of a network can
successfully be used to identify ambiguities and does not strongly depend on the
amount (fraction) of objects with double identity (duplicated nodes), but on the
local structure between the main and the alternative labels. In particular, local
network features such as absence of direct edge and common neighbourhood play
a key role in disambiguation of social networks.
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