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  Series F oreword   

 The Springer book series  Innovation ,  Technology ,  and Knowledge Management  
was launched in March 2008 as a forum and intellectual, scholarly “podium” for 
global/local, transdisciplinary, transsectoral, public–private, and leading/“bleeding” 
edge ideas, theories, and perspectives on these topics. 

 The book series is accompanied by the Springer  Journal of the Knowledge 
Economy , which was launched in 2009 with the same editorial leadership. 

 The series showcases provocative views that diverge from the current “conven-
tional wisdom” that are properly grounded in theory and practice, and that consider 
the concepts of  robust competitiveness , 1   sustainable entrepreneurship , 2  and  demo-
cratic capitalism , 3  central to its philosophy and objectives. More specifi cally, the 
aim of this series is to highlight emerging research and practice at the dynamic 
intersection of these fi elds, where individuals, organizations, industries, regions, 
and nations are harnessing creativity and invention to achieve and sustain growth. 

1   We defi ne  sustainable entrepreneurship  as the creation of viable, profi table, and scalable fi rms. 
Such fi rms engender the formation of self-replicating and mutually enhancing innovation networks 
and knowledge clusters (innovation ecosystems), leading toward robust competitiveness (E. G. 
Carayannis,  International Journal of Innovation and Regional Development  1(3), 235–254, 2009). 
2   We understand  robust competitiveness  to be a state of economic being and becoming that avails 
systematic and defensible “unfair advantages” to the entities that are part of the economy. Such 
competitiveness is built on mutually complementary and reinforcing low-, medium-, and high-
technology and public and private sector entities (government agencies, private fi rms, universities, 
and nongovernmental organizations) (E. G. Carayannis,  International Journal of Innovation and 
Regional Development  1(3), 235–254, 2009). 
3   The concepts of  robust competitiveness and sustainable entrepreneurship  are pillars of a regime 
that we call “ democratic capitalism ” (as opposed to “popular or casino capitalism”), in which real 
opportunities for education and economic prosperity are available to all, especially—but not 
only—younger people. These are the direct derivatives of a collection of topdown policies as well 
as bottom-up initiatives (including strong research and development policies and funding, but 
going beyond these to include the development of innovation networks and knowledge clusters 
across regions and sectors) (E. G. Carayannis and A. Kaloudis,  Japan Economic Currents , p. 6–10 
January 2009). 



vi

 Books that are part of the series explore the impact of innovation at the “macro” 
(economies, markets), “meso” (industries, fi rms), and “micro” levels (teams, indi-
viduals), drawing from such related disciplines as fi nance, organizational psychol-
ogy, research and development, science policy, information systems, and strategy, 
with the underlying theme that for innovation to be useful it must involve the shar-
ing and application of knowledge. 

 Some of the key anchoring concepts of the series are outlined in the fi gure below 
and the defi nitions that follow (all defi nitions are from E. G. Carayannis and D. F. 
J. Campbell,  International Journal of Technology Management , 46, 3–4, 2009). 

 Conceptual profi le of the series  Innovation ,  Technology , and  Knowledge 
Management 

•    The “Mode 3” Systems Approach for Knowledge Creation, Diffusion, and Use: 
“Mode 3” is a multilateral, multinodal, multimodal, and multilevel systems 
approach to the conceptualization, design, and management of real and virtual, 
“knowledge-stock” and “knowledge-fl ow,” modalities that catalyze, accelerate, 
and support the creation, diffusion, sharing, absorption, and use of cospecialized 
knowledge assets. “Mode 3” is based on a system-theoretic perspective of socio-
economic, political, technological, and cultural trends and conditions that shape 
the coevolution of knowledge with the “knowledge-based and knowledge-driven, 
global/local economy and society.”  

•   Quadruple Helix: Quadruple helix, in this context, means to add to the triple 
helix of government, university, and industry a “fourth helix” that we identify as 
the “media-based and culture-based public.” This fourth helix associates with 
“media,” “creative industries,” “culture,” “values,” “life styles,” “art,” and per-
haps also the notion of the “creative class.”  
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university firm Global/local

Individual
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Local
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•   Innovation Networks: Innovation networks are real and virtual infrastructures 
and infratechnologies that serve to nurture creativity, trigger invention, and cata-
lyze innovation in a public and/or private domain context (for instance, govern-
ment–university–industry public–private research and technology development 
coopetitive partnerships).  

•   Knowledge Clusters: Knowledge clusters are agglomerations of cospecialized, 
mutually complementary, and reinforcing knowledge assets in the form of 
“knowledge stocks” and “knowledge fl ows” that exhibit self-organizing, 
learning- driven, dynamically adaptive competences, and trends in the context of 
an open systems perspective.  

•   Twenty-First Century Innovation Ecosystem: A twenty-fi rst century innovation 
ecosystem is a multilevel, multimodal, multinodal, and multiagent system of 
systems. The constituent systems consist of innovation metanetworks (networks 
of innovation networks and knowledge clusters) and knowledge metaclusters 
(clusters of innovation networks and knowledge clusters) as building blocks and 
organized in a self-referential or chaotic fractal knowledge and innovation 
architecture, 4  which in tum constitute agglomerations of human, social, intel-
lectual, and fi nancial capital stocks and fl ows as well as cultural and technologi-
cal artifacts and modalities, continually coevolving, cospecializing, and 
cooperating. These innovation networks and knowledge clusters also form, 
reform, and dissolve within diverse institutional, political, technological, and 
socioeconomic domains, including government, university, industry, and non-
governmental organizations and involving information and communication tech-
nologies, biotechnologies, advanced materials, nanotechnologies, and 
next-Generation energy technologies.    

  Who is this book series published for?  The book series addresses a diversity of 
audiences in different settings:

    1.     Academic communities:  Academic communities worldwide represent a core 
group of readers. This follows from the theoretical/conceptual interest of the 
book series to infl uence academic discourses in the fi elds of knowledge, also 
carried by the claim of a certain saturation of academia with the current concepts 
and the postulate of a window of opportunity for new or at least additional con-
cepts. Thus, it represents a key challenge for the series to exercise a certain 
impact on discourses in academia. In principle, all academic communities that 
are interested in knowledge (knowledge and innovation) could be tackled by the 
book series. The interdisciplinary (transdisciplinary) nature of the book series 
underscores that the scope of the book series is not limited a priori to a specifi c 
basket of disciplines. From a radical viewpoint, one could create the hypothesis 
that there is no discipline where knowledge is of no importance.   

   2.     Decision makers — private/academic entrepreneurs and public  ( governmental , 
 subgovernmental ) actors: Two different groups of decision makers are being 

4   E. G. Carayannis,  Strategic Management of Technological Learning,  CRC Press, 2000. 
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addressed simultaneously: (1) private entrepreneurs (fi rms, commercial fi rms, 
academic fi rms) and academic entrepreneurs (universities), interested in opti-
mizing knowledge management and in developing heterogeneously composed 
knowledge-based research networks; and (2) public (governmental, subgovern-
mental) actors that are interested in optimizing and further developing their poli-
cies and policy strategies that target knowledge and innovation. One purpose of 
public  knowledge and innovation policy  is to enhance the performance and com-
petitiveness of advanced economies.   

   3.     Decision makers in general:  Decision makers are systematically being supplied 
with crucial information, for how to optimize knowledge-referring and 
knowledge- enhancing decision-making. The nature of this “crucial information” 
is conceptual as well as empirical (case-study-based). Empirical information 
highlights practical examples and points toward practical solutions (perhaps 
remedies), conceptual information offers the advantage of further driving and 
further-carrying tools of understanding. Different groups of addressed decision 
makers could be decision makers in private fi rms and multinational corporations, 
responsible for the knowledge portfolio of companies; knowledge and knowl-
edge management consultants; globalization experts, focusing on the interna-
tionalization of research and development, science and technology, and 
innovation; experts in university/business research networks; and political scien-
tists, economists, and business professionals.   

   4.     Interested global readership:  Finally, the Springer book series addresses a whole 
global readership, composed of members who are generally interested in knowl-
edge and innovation. The global readership could partially coincide with the 
communities as described above (“academic communities,” “decision makers”), 
but could also refer to other constituencies and groups.    

  Washington, DC, USA Elias G. Carayannis    

Series Foreword
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  Pref ace   

 As the world looks for alternative energy resources, renewable energy and energy 
effi ciency shine as the most appropriate alternative solutions. However, there are 
technical, political, social, economic, and environmental challenges. This volume 
investigates these challenges. 

 Chapters   1     through   3     review policies which are likely to increase the adoption of 
renewable energy technologies. These three chapters provide a good introduction to 
the different policies for different types of energy sources as well as an approach on 
how to evaluate these policies for different cases. 

 Chapters   4     through   9     present cases around the evaluation of renewable energy. 
Chapter   4     presents a wind energy case from Pakistan. This case presents a technical 
approach to assess the wind potential. Chapter   5     presents a technology assessment 
framework evaluating conversion of solid waste to energy. Chapters   6     and   7     provide 
two different perspectives on biofuels. They review national and local cases. Chapter 
  8     presents a case on residential solar electric systems. The chapter provides a frame-
work on evaluating the adoption phenomenon. Finally, Chap.   9     provides a case on 
portfolio optimization in the electricity market and thus provides us with a fi nancial 
perspective. 

 Chapters   10     and   11     review energy effi ciency technologies and programs as well 
as approaches to evaluate them. These two chapters provide a solid introduction to 
the energy effi ciency concept through a local case and a comprehensive review of 
the literature. 

 Chapters   12     through   15     present different cases in the energy effi ciency area. 
Chapters   12     and   13     present two different approaches to evaluate clothes dryers which 
are major consumers of power in the residential market. One of the approaches relies 
on expert judgment quantifi cation while the other one on intelligence through patent 

http://dx.doi.org/10.1007/978-3-319-16033-7_1
http://dx.doi.org/10.1007/978-3-319-16033-7_3
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analysis and modeling based on such intelligence. Chapter   14     presents a case on 
furnace fan motors, while Chap.   15     on insulation material for home construction. 

 We hope that this volume will provide some guidance to those who are just plan-
ning to explore renewable energy and energy effi ciency as alternatives.  

  Portland, OR     Tugrul     U.     Daim   
     Jisun     Kim     
     Ibrahim     Iskin     
 Beaverton, OR      Rimal     Abu     Taha     
 Portland, OR     Kevin     C.     van     Blommestein    
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     Chapter 1   
 Review of Policies Toward the Acceleration 
of the Adoption of Renewable Energy 
Technologies 

             Rimal     Abu Taha      and     Tugrul   U.     Daim   

    Abstract     This chapter reviews energy policy supporting diffusion of renewable 
energy (RE) and describes different types of available RE. The increased level of 
carbon dioxide is the main cause of the “Global Warming Effect.” One suggested 
solution to global warming is to replace the current energy technologies with alter-
natives that have similar or even better performance, but do not emit greenhouse 
gases (GHGs). Beside environmental concerns, energy availability concerns and 
political pressure have prompted governments to look for alternative energy 
resources that can minimize the undesirable effects for current energy systems. 
Shifting away from the conventional fuel resources and increasing the percentage of 
generated electricity from renewable resources is an opportunity to guarantee lower 
(CO 2 ) emissions and to create better economic opportunities for the United States. 
RE resources offer a good alternative for the current fossil fuel system with its mini-
mal impact on the environment and unlimited availability. Even with the fact that a 
diversity of renewable energy resources available in the United States and the devel-
opment of the technologies themselves are more mature, the use of such resources 
is still very limited in the United States, but as the fossil fuel system is deteriorating 
with price increase and supply scarcity the transition to a new era of renewable 
energy is inevitable (Energy Policy 31:353–367, 2003). Policy can play an impor-
tant role in promoting the penetration of renewable energies (Energy Policy 
39:4726–4741, 2011). This chapter discusses the available policies that can pro-
mote RE adoption and deployment as well as the available technologies and litera-
ture assessing that adoption.  

        R.     Abu     Taha      (*) 
  Portland State University ,   15606 SW Snowy Owl Lane ,  Beaverton ,  OR   97007 ,  USA   
 e-mail: rimalat@yahoo.com  

    T.    U.     Daim   
  Engineering and Technology Management ,  Portland State University , 
  1900 SW 4th Avenue 50-02 ,  Portland ,  OR   97007 ,  USA    
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     With the foreseeable need for renewable energy (RE) adoption in the power 
 generation sector, many literatures have emerged discussing the need for wide- 
ranging policy regime to facilitate this adoption. Three main directions were found 
in the literature: (1) literature explored the main players in policy formulation and 
their roles (government, private investors, and public), (2) literature explaining the 
characteristics and impact of different energy policies on one or more RE, (3) stud-
ies that demonstrated barriers and benefi ts of RE technology adoption and analyzed 
policy targets to maximize deployment and development. 

 For RE policy to be successful, understanding the economic, legal, and institutional 
aspects for a technology is needed for increasing diffusion in power sector. Norberg-
Bohm discussed an in-depth history of technological development for four electric 
power technologies: wind turbines, solar photovoltaic, gas turbines, and atmospheric 
fl uidized bed combustion [ 3 ]. The paper explained the role of government in technol-
ogy commercialization and what policies were implemented in the United States (sup-
ply-push and demand-pull approaches). Federal policies mainly take the form of R&D 
funding or fi nancial incentives. Kobos et al. argued that without institutional support, 
emerging energy technologies are limited by their costs from adoption and reaching 
consumer market [ 4 ]. Their analysis explored the relationship between RD invest-
ments, energy cost reduction, and market penetration. The methodology used here is 
to combine two theoretical frameworks: the estimate of energy cost as a function of 
cumulative installed capacity (a learning by doing factor) and cumulative RD&D 
expenditures (a learning by searching factor). The study concluded that institutional 
policy instruments play an important role for renewable energy technologies to reach 
suffi cient cost reductions and further market adoption [ 4 ]. Anderson provided a review 
of policies and noted that investment followed by R&D activities and environmental 
policies are key factors for RE development [ 5 ]. Jaffe et al. provided a background of 
environmental policy in the United States and emphasized on a need for a public pol-
icy that encourage emission reductions and environmental aspects of a technology [ 6 ]. 

 The European Union has emerged in the literature as a leader in RE adoption and 
formulating energy policy with a target of promoting RE resources in its member 
countries through establishing an aggressive energy policy [ 7 ,  8 ]. Different studies 
presented a comparison between two policy mechanisms that are under consider-
ation in the EU to promote RE adoption: tradable green certifi cates (TGC) and feed-
 in tariffs (FITs). It was found that the TGC system is likely to be less effective and 
less effi cient than the FIT and that FIT deliver larger and faster penetration of RE 
than TGC, at lower cost [ 7 ,  9 ,  10 ]. Söderholm and Pettersson presented an analysis 
for the effect of policy system in Sweden on increasing offshore wind power deploy-
ment [ 11 ]. Toke also analyzed offshore wind energy in the UK and the policy effec-
tiveness [ 12 ]. In both papers, it was found that there is a kind of policy for promoting 
such technology as the fi nancial incentives but the public support and acceptance 
for the slightly increased electricity price is more likely to help achieve targeted 
capacity goals. This supported the fi ndings in Zografakis et al. of the high attention 
policy makers should give in planning and implementing renewable energy projects 
for how much more customers are willing to pay for renewable energy more than for 
fossil fuel energy [ 13 ]. For a summary of renewable energy policies and methods 
used for assessment, please refer to Table  1.1 .

R. Abu Taha and T.U. Daim
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   Other studies have analyzed the status of diffusion of renewable energies and its 
implications. Cantono and Silverberg developed a network model of new technol-
ogy diffusion to analyze the relationship between the diffusion of a new technology, 
learning economies, and fi nancial support [ 31 ]. Rao and Kishore took another path 
where they utilized diffusion models to understand the development of RET and the 
barriers affecting that adoption [ 32 ]. To shift to a new energy system involves 
changes of the whole ecosystem nature regarding structural, organizational, eco-
nomic, and social entities. Tsoutsos and Stamboulis argued that the basic of a suc-
cessful renewable energy policy is to consider that renewable technologies are a 
different system from conventional resources and have different barriers and stimu-
lants [ 33 ]. With this recognition of system complexity, there is a need for a tool that 
can integrate a large number of variables in the energy policy system and have 

   Table 1.1    Summary of energy policy and corresponding literature   

 Policy  Literature  Methodology 

 R&D funding  [ 14 ]  Technology S-curves to analyze RE performance and R&D 
investments 

 [ 4 ]  Experience curves for energy cost as a function of 
cumulative capacity and R&D investments 

 [ 15 ]  Comparison between R&D funding between different 
countries and its effect on wind adoption 

 [ 16 ]  Patent analysis to investigate the effect of new knowledge 
on energy investment decisions 

 Tax credits, grants, 
and incentives 

 [ 17 ]  Empirical study 
 [ 18 ]  Case study 
 [ 17 ]  Quantitative cash fl ow analysis 

 Cap and trade  [ 19 ]  Case study 
 [ 20 ]  Scenario analysis 

 RPS  [ 18 ,  21 ]  Case study 
 [ 22 ]  Empirical research with incentives as indicator of 

magnitude and capacity 
 [ 23 ]  Fixed-effect model to evaluate the effectiveness of RPS 

and percentage of RE generation 
 [ 24 ]  Case study 
 [ 25 ]  Scenario analysis, numerical simulation 
 [ 26 ]  Linear regression 

 REC  [ 27 ]  Comparison between RPS requirement of different states 
and the effect of integrating REC 

 [ 24 ]  Case study 
 Feed in tariff  [ 8 ]  Comparative study for different energy policies adopted in 

European countries 
 [ 28 ]  Case study 
 [ 29 ]  Case study for different model to structure FIT 

 Mandatory green 
power option 

 [ 30 ]  Fixed-effect model 
 [ 26 ]  Linear regression 

1 Review of Policies Toward the Acceleration of the Adoption of Renewable Energy…
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results and analysis presented in a usable manner. Bassi and Shilling presented a 
computer simulation model (Threshold 21) as a tool for comprehensive national 
policy planning that can analyze the long-term implications of policies and strate-
gies including their positive and negative impacts [ 34 ]. Running the simulation 
model for different scenarios for multiple elements in the United States (society, 
economy, environment) revealed that the direction in policy making should be 
directed to enforcing new government regulations to manage energy consumption, 
focus on developing new clean technologies, and improve energy effi ciency and 
conservation while the current policy trends in the United States will only increase 
the use of foreign fuels which will lead to more price fl uctuations. 

1.1     Renewable Energy Policy in the United States 

 In spite of the federal government efforts in pursuing solutions to deploy RE through 
several policy regimes [ 35 ], it looks like those efforts lack coordination between 
states themselves and a comprehensive long-term planning which led state and local 
governments to step in with several policy approaches and distinguish themselves as 
renewable energy policy establishers [ 23 ,  36 ]. Surveying the literature revealed 
three main directions or focus for policy intended to increase RE adoption:

•    Mandated regulations: 
 Those kinds of policies are mandatory regulations that power generators or other 
stakeholders like customers should comply with. This    direction of policies is 
targeted to maintain a certain level of renewable energy sources in the power 
generation energy mix or keep GHG emissions under a certain value.  

•   Market-based policy: 
 Renewable energies are supposed to establish themselves in an already mature 
fossil fuel market with low prices, resource availability, and already accessible 
technologies. These policies are designed to facilitate communication between 
generator and consumer as well as establish a competitive price for renewables.  

•   Financial based: 
 Policies designed to overcome the fi nancial obstacles facing renewable energies 
to increase development and deployment, both consumers and developers bene-
fi t from such policies.    

1.1.1     Federal Policy 

 It is necessary to provide incentives for the development and diffusion of the renew-
able energy in different fi elds. The federal Energy Policy Act of 2005 set up a tax 
deduction for energy-effi cient commercial buildings in the United States. A tax 
deduction is given to owners of new or existing buildings who install (1) interior 

R. Abu Taha and T.U. Daim
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lighting; (2) building envelope, or (3) heating, cooling, ventilation, or hot water 
systems that reduce the building’s total energy and power cost by 50 % or more 
[ 37 ]. This policy act had also impacted R&D efforts for different types of renewable 
energy which had increased the installed capacity of several resources [ 38 ].

•    Financial incentives: 
 Production Tax Credit (PTC) and Federal Investment Tax Credit (ITC) are fed-
eral policies in the form of fi nancial incentives that provides an amount (cents/
kWh) to private investors and investor-owned utilities that deploy RE resources 
in their production. PTC has been found that it had a great effect on wind energy 
deployment and development in the United States [ 2 ,  18 ,  26 ]. Under The Ameri-
can Recovery and Reinvestment Act of 2009 (“ARRA 2009”) projects that are 
eligible to receive the PTC can instead choose the ITC, which is a credit of 30 % 
of the cost of development depending on the source of energy used [ 17 ]. There 
are other fi nancial incentives in the form of loans and grants to fund projects and 
buy equipment. Clean Renewable Energy Bonds (CREBs) are another fi nancial 
incentive that can fi nance renewable energy projects. Eligible technologies are 
generally the same as that used for the federal renewable energy PTC.  

•   Carbon tax or carbon cap and trade: 
 This is a federal environmental policy that is designed to gradually reduce CO 2  
and other GHG emissions in a cost-effective manner. Under this policy, a limited 
amount called “cap” is allocated on each large-scale generators for the emissions 
produced and issues permits as a share of that cap, the holders for these permits 
can trade them to other ammeters which create a market for green energy. The 
caps will become lower over time which leads to less and less GHG emissions 
until the desired reduction goal are met [ 39 ]. A cap and trade program has been 
proposed by the Obama administration but hasn’t passed the congress yet. There 
are similar programs endorsed by the Clean Air Act of 1990 [ 40 ], which target 
other emissions and it had met their intended emission levels. Examples of 
these policies are nationwide Acid Rain Program and the regional NOx Budget 
 Trading Program in the Northeast and the Clean Air Interstate Rule (CAIR).     

1.1.2     State and Local Government Policy 

 Several states have adopted different energy policies to promote the adoption of RE 
[ 41 ]. Roach presented a survey of current energy policy in the United States and it 
noted that since each state is different, they should be allowed to tailor their specifi c 
policy according to their specifi c needs [ 19 ]. State government actions can take dif-
ferent forms like fi nancial incentives, direct regulations, and regulatory changes. 
Menz and Vachon presented an empirical analysis on the effect of RE policy to 
determine which policy has more effect on wind energy capacity installed [ 26 ]. The 
paper analyzed the effect of different state policies, namely, renewable portfolio 
standards (RPS), fuel generation disclosure rules, mandatory green power options, 
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and public benefi ts fund on wind power development. The results of this study 
showed that RPS is an effective policy for promoting RE deployment. Carley builds 
on Menz and Vachon 2006 efforts and tests directly the relation between RE genera-
tion percentage across states and state RPS and electricity-based RE policy incen-
tives with an empirical investigation using casual effect models (fi xed effects vector 
decomposition model, FEVD) [ 23 ]. In a report by National Renewable Energy 
Laboratory, the effect of various RPS and cap-and-trade policy options on the US. 
electricity sector was examined. The analysis uses the simulation model ReEDS to 
estimate the least-cost expansion of electricity generation capacity and examine the 
impact of an emissions cap as well as scenario analysis. The report also examines 
the effects of merging RPS policy with the emissions caps [ 20 ].

•    Renewable portfolio standards (RPS): 
 Renewable portfolio standard is a state policy that requires a predetermined per-
centage of the electricity produced or sold in a state to be from qualifying renew-
able energy resources. Twenty-nine states plus the District of Columbia have 
already established RPS [ 42 ] but the regulation is different from one state to 
another. Eight other states have set voluntary renewable goals where it only 
applies to private investors and it is nonbinding    [ 43 ]. Electricity providers are 
given the chance to satisfy the RPS requirements by purchasing renewable 
energy credits (REC) from other qualifying producers. Kydes analyzed the 
impact of imposing a federal RPS of 20 % nonhydropower renewable generation 
levels on the US energy markets by 2020 [ 44 ]. The analysis was conducted by 
using the December 2001 version of the National Energy Modeling System 
(NEMS) of the Energy Information Administration (EIA) and the assumptions 
and results of the Annual Energy Outlook 2002 (AEO2002) reference case. The 
conclusion of the paper was that this policy seems to be effective in encouraging 
the adoption of renewable energy technologies. With this agreement on the ben-
efi ts of RPS, surprisingly Sovacool and Cooper disagree. They argue that state 
RPS has several defi ciencies and the transmission to a federal mandatory level 
would provide more clarity and unity in objectives and initiate a national com-
mitment to RE generation [ 45 ].  

•   Financial incentives: 
 State governments offer fi nancial incentives to encourage the adoption of RE and 
their main target is to overcome the fi nancial obstacles that make RE investment 
unattractive to investors. These fi nancial incentives can have several types; it 
includes tax deductions and credits, subsidies (grants, loans, etc.).  

•   Feed in tariff: 
 A FIT is an energy policy dedicated to support the development of new 
renewable power generation. Under this policy in the United States, genera-
tors are paid a cost-based price for the renewable electricity they produce 
where utilities are required to buy electricity from eligible renewable energy 
generators. Fifteen states and three other municipal utilities have considered 
FIT legislation [ 28 ].  
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•   Green certifi cate market: 
 This is a market based policy that is designed to open markets for power gener-
ated from renewable resources. This policy defi nes an obligation from  consumers 
to utilities to purchase a certain amount of electricity generated from renewable 
energy sources   . This market assurance is an incentive to supply green certifi cates 
since they can increase their revenue [ 7 ,  10 ,  46 ].  

•   Mandatory green power: 
 It is a state policy that obligates utilities to offer their customers the option to get 
their electricity from renewable resources. Kneifel estimated the effect of differ-
ent state policies in all 50 states using state fi xed-effect model. It was found from 
the analysis that RPS, funding, and green power option have a great impact on 
increasing RE capacity in each state [ 30 ].      

1.2     Alternative Energy Technologies 

 Alternative energy is a general term that refers to any source of energy that is going 
to supplement or replace current energy sources. The use of this term has changed 
along the history where different types of energy resources had replaced others like 
coal replacing wood as a source for heat and energy. Alternative energy now refers 
to any source of energy that replaces the current fossil fuel system without having 
the consequences on the environment or energy security as fossil fuels do [ 47 ]. 
Different factors are considered when searching for sustainable alternative energy 
sources such as availability, cost, and environmental impact. The combustion of fos-
sil fuels is accompanied by emissions of large quantities of carbon dioxide into the 
atmosphere which enhances the greenhouse effect and consequently global warm-
ing and climate change. There is a pressing need to develop a highly effi cient energy 
deployment processes to substitute current energy sources and control the current 
CO 2  matter [ 48 ]. Alternative energies can be utilized to substitute fossil fuels in dif-
ferent capacities such as power generation or transportation   . Although some new 
technologies are not renewable such as new energy effi ciency technologies   , they 
can still be considered alternatives as it minimizes the effects of fossils. 

1.2.1     Energy Effi ciency Technologies 

 Many different stakeholders can be involved in the evaluation and preparation of 
energy policy. Government can play a key role in formulating the policy for any new 
energy technology adoption and commercialization path [ 49 ]. Chai and Zhang 
explored the technological and policy issues in China that facilitates the adoption of 
a more sustainable energy system, energy effi ciency technologies, and renewable 
energy technologies [ 50 ]. It was found that for the transition to a sustainable energy 
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system additional actions can be done such as R&D support of new innovative sus-
tainable energy technologies, improving manufacturing capacity of these energy 
technologies, and offering more economic incentives for research and development. 
On the other hand, Luiten et al. investigated and analyzed the effect of government 
intervention as R&D support for four different energy effi ciency industrial pro-
cesses and its innovation [ 51 ]. The analysis of four industrial processes revealed 
that although government support for R&D is an important policy in motivating 
energy effi ciency technologies, the effect of this policy is dependent on the stake-
holders in the industry itself. Noailly and Batrakova investigate the relation between 
technological innovation for energy effi ciency technologies and energy policy in the 
Dutch building sector [ 52 ]. By developing a patent analysis method, the authors 
aimed to explain the innovation in energy effi ciency technologies in buildings and 
presented a complete historical overview of the energy policy instruments in 
Netherlands as a case study. A review of the diverse Dutch policy initiatives shows 
that environmental policy has greater effect on adopting energy effi ciency technolo-
gies rather than fi nancial incentives.  

1.2.2     Alternative Transportation Fuels 

 Although the transportation system in the United States is still highly dependent on 
petroleum, energy security and environmental issues have been pushing to consider 
alternative transportation fuels. Hydrogen is considered one of the possible “good 
fuels” to replace current transportation fuel system [ 53 ]. Alternative fuels can be 
ethanol, hydrogen, biodiesel, and others, see Fig.  1.1 . Ethanol is still the most 
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  Fig. 1.1    Consumption of alternative fuel in the United States [ 54 ]       
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produced fuel in the United States. However, biodiesel production in the United 
States has seen an enormous increase in the last decade.  

 Meyer and Winebrake evaluated the diffusion of hydrogen technology in the 
automobile sector in the united States and analyzed barriers affecting this diffusion 
as well as related policy    [ 55 ]. The analysis utilized system dynamic modeling and 
scenario analysis to evaluate the diffusion of hydrogen technology (vehicles and 
refueling) as complementary goods. Hydrogen refueling infrastructures are consid-
ered complementary goods, and complementary goods are goods that must be used 
together since they operate as a system (DVD players and DVDs). The results pre-
vailed that both hydrogen vehicles and needed infrastructure should get attention by 
policy makers and given more incentives to achieve market penetration.  

1.2.3     Renewable Energy 

 Even though wind and solar technologies have exhibited large growth rates [ 56 ], 
nonhydropower renewable in total (wind, solar, geothermal, biomass) still count for 
a small percentage of total US power consumption [ 57 ], (see Fig.  1.2   and Table  1.2 ). 

 There is a need for an energy system that helps to overcome barriers for RE 
adoption and guarantee the maximum benefi ts of such adoption [ 58 ]. Holmes and 
Papay analyzed the US energy system and noted that national targets of 10 % by 
2020 and 20 % by 2035 of the US power supply to be from nonhydro renewable can 
be achieved given the coordination between policy regimes, technology develop-
ment, and capital allocation [ 59 ]. Kajikawa et al. opted to understand the research 
structure of renewable energy in two studies [ 60 ,  61 ]. The fi rst explored what emerg-
ing technologies are in the fi eld of RE by using citation network analysis. Their 

Total: 97.892 quadrillion Btu Total: 8.049 quadrillion Btu
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Source: U.S. Energy Information Administration

Petroleum 37%

Coal 21%

Renewable
Energy 8%

Nuclear Electric
Power 9%

Natural Gas 25%

  Fig. 1.2    Renewable energy consumption in the US energy supply, 2010 [ 56 ]       
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analysis found out that the fuel cell and solar energy are rapidly growing domains in 
energy research. The second paper looked more in details at the biomass as a 
sustainable and renewable energy growing rapidly. In this paper, they  performed a 
citation network analysis of scientifi c publications to unfold the current structure of 
biomass research. Their work revealed the taxonomic structure of biomass research 
especially focusing on biofuel and bio-energy research. Shen et al. examined how 
different policy goals (energy, environmental, economic) is satisfi ed by renewable 
energy resources in Taiwan. The analysis utilized AHP model and scenario analysis 
and concluded that hydropower, wind, and solar energy are the three technologies 
that could meet the three policy goals [ 62 ]. On the other hand, Shrimali and Kniefel 
analyzed the US state policy to determine which policy had led to increasing 
installed renewable energy capacity [ 2 ]. The analysis utilized state fi xed- effects 
model and case studies for four types of renewables (wind, biomass, geothermal, 
and solar). For a summary of literature studying alternative energy technologies 
adoption and the methods utilized to assess this adoption, please refer to    Table  1.3 .

•     Wind energy: 
 China is the world leader in cumulative installed wind capacity followed by the 
United States. Wind energy is the fastest growing renewable energy in the United 
States with Texas leading the states in wind installation in 2010 [ 54 ]. 

   Table 1.2    Renewable energy sources   

 Energy  Description 

 Solar energy  Solar energy technology is a variety of technologies that have been developed 
to harness the solar energy from the sun and convert it to electricity or heat. 
It includes different technologies: concentrating solar power systems, 
photovoltaic systems, solar hot water, and others. Solar power can be used in 
either large-scale applications or small residential application 

 Wind energy  It is the technology to harness the power of wind by wind turbines. Wind 
turbines can be used as stand-alone applications for water pumping or as part 
of utility power grid to generate electricity. Wind energy is the fastest growing 
renewable energy technology worldwide 

 Hydroelectric  The technology to benefi t from the running water power. It can be harnessed 
by building large dams on natural reservoirs and used mainly for electricity 
generation 

 Biomass  Biomass energy is the energy from plants and plant-derived materials. Wood 
is still the largest biomass energy resource today, but other sources of biomass 
can also be used: food crops, residues from agriculture or forestry, and 
industrial wastes. Biomass can be converted directly into liquid fuels 
(biofuels) or used to generate electricity 

 Geothermal  Geothermal energy is taking advantage of heat from the earth. This heat can 
be drawn from several sources: hot water or steam reservoirs deep in the 
earth. It can be used on both large and small scales, either to drive generators 
and produce electricity or to provide heating and cooling in homes and other 
buildings 

 Ocean  The oceans cover over 75 % of our planet. The ocean energy can be harnessed 
from the tidal waves and ocean temperature difference to generate electricity 
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 Bird et al. analyzed several drivers and policies that contribute to wind energy 
development in the United States and noted that it is not feasible to determine 
one single driver for wind power development but several drivers function as a 
package and infl uence one another’s effectiveness such as renewable portfolio 
standard in combination with fi nancial incentives as well as developing the mar-
ket for green power [ 18 ]. Although considerable investments are necessary for 
initial stages of RE technologies used in power generation, wind turbines are 
already economically competitive under favorable conditions, and wind power 
subsidies have resulted in a rapid growth in the number of wind turbines installed. 
Niji discussed the possibility for cost reductions in renewable energy technolo-
gies on the long run. Experience curves were utilized to analyze the prospects for 
diffusion and adoption of renewable energy technologies, with more stress on 
wind turbines and photovoltaic (PV) modules [ 63 ]. Loiter and Norberg-Bohm 
also presented a study on the development of wind power in the United States 
[ 64 ]. The primary conclusion is that demand-side policies are needed to encour-
age diffusion of wind energy and the innovation in the technology.  

•   Solar energy: 
 Solar energy utilization for electricity generation has grown consistently by 
about 20 % yearly over the past 20 years. This increase has happened as a result 
of manufacturing technology improvements, increasing effi ciency of solar mod-
ules, and economies of scale which lead to decrease in cost. European countries 
and Japan that have more compelling solar policies lead the world in solar PV 

    Table 1.3    Summary of technologies studied and methodologies used for evaluating their adoption   

 Technology  Literature  Methodology 

 Alternative fuels  [ 55 ]  System dynamic 
 [ 67 ]  Case study 

 Energy effi ciency 
technologies 

 [ 52 ]  Patent analysis 
 [ 51 ]  Case studies 
 [ 69 ]  AHP/DEA 

 Wind (offshore, 
wind farms) 

 [ 70 ]  MCDM 
 [ 15 ]  Empirical study as a comparison between wind installed 

capacity in United States, Japan, and Europe in terms of 
R&D funding and policy measure 

 [ 71 ,  18 ]  Case study 
 [ 26 ]  Linear regression 
 [ 72 ]     Bass diffusion model installed capacity 
 [ 73 ]  Case study 

 Solar (PV, CTP)  [ 74 ]  Experience curves 
 [ 75 – 77 ]  MCDM 
 [ 29 ]  Case study, levelized cost method 
 [ 78 ]  Bass diffusion model 

 Other renewables 
(biomass, geothermal) 

 [ 67 ,  79 ] 
 [ 80 ]  Case study 
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deployment. In the same way, the states with more solar incentives have more 
cumulative and annual capacity installations in 2010 (California, New Jersey, 
Colorado, Arizona, and Nevada) [ 54 ]. 

 Sawyer had examined the characteristics of the fi rst homeowners who 
installed solar energy systems and integrated the information in a diffusion 
model to anticipate future solar market penetration patterns [ 65 ]. Sawyer looked 
at their socioeconomic characteristics, purchase motivations, and satisfaction 
levels and noticed that these individuals conform to the “early adopter” type 
identifi ed in innovation diffusion research and not the “innovator” type that 
would be expected at this early stage of commercialization. In conclusion, he 
suggested that rapid market penetration is possible if the high capital costs char-
acteristic of solar energy systems are effectively addressed.  

•   Hydropower: 
 Hydropower remains the largest and oldest source of renewable energies. 
Although all the states utilize hydropower for power generation, the Pacifi c 
Northwest accounts for about 60 % of this production [ 54 ].  

•   Geothermal: 
 Although the United States is a world leader in installed geothermal electricity 
capacity, this capacity has almost remained constant for the last decade. Geother-
mal is distinct from wind and solar that it has no intermittency and can provide 
reliable and constant power as well as direct heat [ 54 ].  

•   Biomass: 
 Biomass energy is the energy from plants and plant-derived materials mainly 
agricultural residues. Biomass can be used to generate power or converted 
directly into liquid fuels (biofuels) for transportation. Biopower generation cur-
rently is 53 % of all renewable energy consumed in the United States [ 54 ]. 

 Biofuels use is of showing interest in different usage for its diversity and 
economy. Hoekman analyzed policy issues and adoption drivers for biofuels in 
the United States, describes usage trends, and emphasized on the role of R&D 
efforts to promote development of biofuel technologies [ 66 ]. Charles et al. 
addressed the issue of adopting renewable energy sources from a comprehensive 
public policy viewpoint [ 23 ]. The article explained the driving forces of current 
biofuel promotion policies, environmental and socioeconomic benefi ts, and 
problems and policy implications. Consequently, the authors concluded that the 
different policy instruments currently used or proposed by governments in devel-
oped nations to promote biofuels appear to be doubtful and open to discussion 
and debate [ 67 ].  

•   Ocean: 
 Despite the huge potential available in ocean energy [ 68 ], this technology had 
not matured yet and not many projects are deployed worldwide. The interest of 
this energy had begun to grow recently in the United States with many prototype 
projects in testing stage (Table  1.3 ).
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1.3            Conclusions 

 This chapter explored studies of renewable energy policy. Although there is an 
increasing number of literature exploring renewable energy policies [ 2 ,  22 ,  23 ,  26 ], 
the link between degree of adoption of renewable energies in the power generation 
sector and relative effectiveness of these policies is not yet well established. Many 
of the present research involves case studies that explain drivers and enablers for RE 
adoption [ 1 ]. 

 Renewable energy technologies are becoming more and more important portion 
of the electricity supply mix, but they still face some challenges involving the large- 
scale deployment and commercialization. Economic consideration, availability of 
resources and their intermittent nature, social effects, and technology maturity 
impose a pressure on policy makers, scientists, and private investor to outline the 
way for a renewable future. Deploying renewable electricity and making it available 
on a scale that would make a major contribution to US electricity generation would 
require overcoming several obstacles like the need for huge investment and inves-
tors, development of technologies to be cost competitive, and human resources. 
Even with the federal government efforts and state regulations and mandates to 
encourage the adoption of renewable energies, this will only be successful with the 
help of private sector investment and support of innovation [ 19 ,  73 ]. The Offi ce and 
Technology Assessment noted in the report (renewing our energy future) that energy 
policy had focused in the beginning at commercialization and operation of renew-
able with public support, but lately it had focused more on tax and subsidies policy 
that opened the way for more private investors [ 81 ]. 

 RE adoption has so far been supported by environmental and socioeconomic 
dynamics and political systems. As seen from the literature, wind, solar, and bio-
mass energy are now more deployed into the energy portfolio. However, most RE 
technologies (except wind and hydropower) are still at a very early stage of the dif-
fusion. This delay of diffusion can be referred to the still undeveloped markets and 
ineffective policies. There is an imperative need to fi nd a way that RE can penetrate 
the market in an already established energy market with cheap, available, and 
already mature fuel market. The ability to overcome market barriers and integrate 
renewable power in this market is a key factor to successful deployment of renew-
able electricity.     
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     Chapter 2   
 Renewable Energy Technology Adoption 
in the Pacifi c Northwest: A Technology 
Policy Review 

             Rimal     Abu Taha      and     Tugrul   U.     Daim   

    Abstract     The term Northwest in the United States is used loosely to indicate the 
area between the states of Alaska, Washington, Oregon, northern California, Idaho, 
Montana, and Wyoming. In the heart of Northwest are two states (Oregon and 
Washington) bordering the Pacifi c Ocean and are geographically and culturally sim-
ilar, those two cities are referred to as the Pacifi c Northwest. The State of Oregon has 
been strategically weighing energy demand, supply, and resources to give Oregonians 
a more sustainable and convenient energy future. Renewable energy is perceived by 
the Oregonians as a source of energy independence, rural community development, 
and cleaner air. After the oil crises in 1973, Governor Tom McCall launched an 
emergency energy conservation program and in 1975 The Oregon Department of 
Energy (ODOE) was established to support energy conservation and renewable 
energy policy planning. Many of these policies and plans are still active until today 
but with some modifi cations over time. Another crisis that hit the Pacifi c Northwest 
was the low rain levels in the years 2000–2001 which lead to lower hydropower year 
and increased electricity demand with few power plants being built.  

     Literature on renewable energy technologies in the Pacifi c Northwest discussed vari-
ous subjects and examined different areas concerning this issue. Daim et al. devel-
oped a model to create renewable energy portfolio and assess renewable energy 
technologies in Oregon that would be used to achieve the mandated levels by the new 
Renewable Portfolio Standards (RPS) [ 1 ]. The Pacifi c Northwest is one of the regions 
in the United States that has signifi cant wind power potential and wind power proj-
ects either installed or planned. Washington currently ranks sixth in the nation in the 
total capacity of wind power installation while Oregon currently has the seventh 
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most wind power capacity installed of any state with the Biglow project as the eighth 
largest wind farm in the country [ 2 ]. Yin analyzed policies and  fi nancial incentives in 
Oregon and their role in wind development [ 3 ]. Sailor et al. investigated several sce-
narios of climate change effect on wind power generation potential in the Northwest 
[ 4 ,  5 ]. Solar energy in the United States is still considered expensive and only 
accounts for a small amount of the overall energy usage. Nevertheless, Oregon solar 
installed capacity of grid-connected photovoltaic has grown exponentially from 
2.8 MW in 2007 to 14 MW in 2009 which demonstrates 400 % growth just in 2 years 
[ 6 ]. Daim et al. developed a model to assess the available renewable energy resources 
in the State of Oregon that can lead the way to satisfy the RPSs by 2025. It seems that 
in spite of the common perception that the Northwest climate is cloudy and lacks 
sunshine, there is still an abundant sun energy in many regions to harvest [ 7 ,  8 ]. On 
the other hand, other literature assessed the potential of ocean and wave energy 
resources along the coastal area of the Pacifi c Northwest [ 9 – 11 ] although those later 
two are not deployed currently in the region and not likely to be in the near future. 

2.1     Why the Shift to Renewables? 

 A variety of factors have encouraged renewable energy development and deploy-
ment in the Pacifi c Northwest including market conditions, policy enhancement, 
skilled labor, and the cultural and environmental concerns of consumers. One of 
famous publication about the Northwest energy paradigm is a book called Transition, 
A Book on Future Energy: Nuclear or Solar? [ 12 ]. In this book, the author described 
the energy dilemma that the region was facing that time “…as energy prices rose, it 
became apparent that the energy systems so many had taken for granted were almost 
entirely outside of our control. In fact, about 95 % of the energy we use in Oregon 
is imported.” This clearly outlined the problem and fi rst warning that a considerable 
amount of the regions budget was going to export foreign or out of state energy. 

 Oregon’s fi rst commercial-scale wind power project was the 25-MW in 1998. 
The project was planned after PGE agreed to develop renewable energy generation 
to nuclear energy. There was a few years delay in wind energy development until the 
year 2001 where wind energy development picked up to satisfy regional supply 
shortage caused by the lack of rain and the shortage of supply from California State 
[ 13 ]. BPA then had selected seven projects in Oregon and Washington out of 25 
proposals to start operating [ 14 ]. 

 The population of the Pacifi c Northwest will continue to increase which means a 
greater demand for energy. That growing demand requires the search for new energy 
resources. The people of the northwest are environmentally oriented and are con-
cerned about health and natural habitat. Since renewable energy resources offer 
these environment benefi ts, they have been very welcomed in the region. Utilities in 
Oregon and Washington offer green pricing options for consumers which had helped 
to encourage consumer demand for renewable power. Federal and State policies that 
are aimed to stimulate investing in renewable energy resources have contributed 
enormously in the development and deployment for renewables from consumer and 
developer point of view [ 3 ,  15 ].  
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2.2     Energy Resources 

 Eight states: Washington, California, Oregon, New York, Idaho, Alabama, Montana, 
and Texas have provided almost 70 % of the US renewable energy generated in 
2006 [ 16 ]. The Pacifi c Northwest region is rich with many forms of renewable 
energy resources including various types of biofuel, geothermal, hydropower, wind, 
solar, and marine energy resources. All renewable energy sources can be used for 
power generation. In addition to that solar, geothermal, and biomass can also be 
used to for heat generation. Alternative transportation fuels are extracted from bio-
mass. Washington leads the states in hydropower supply where it forms 71 % of its 
total energy sources [ 17 ] (Fig.  2.1 ). The percentage of non-hydro renewable energy 
share in the power generation sector in Oregon had went up (2000–2010) from 1.8 
to 11.9 and in Washington from 0.9 to 5.2 MW [ 13 ]. See Figs.  2.2  and  2.3  for cumu-
lative consumption rates of different renewable energies in the Pacifi c Northwest 
(Fig.  2.4 ).    

•    Hydroelectric power: 
 Hydropower is the main source of power in Oregon’s and Washington’s electric-
ity portfolio. The Bonneville Power Administration manages and markets power 
from 31 hydropower facilities in the Northwest, 14 of which are located in Ore-
gon which benefi ts the consumer-owned utilities with cheaper rates of power 
from the BPA power system. New growth in the hydropower sector is most 
likely to occur in three areas: irrigation systems, pumped storage, and the addi-
tion of power facilities on existing dams, especially federal dams. Other than 
providing reliable, cheap source of energy in the Northwest, hydropower is used 
to balance the variation of wind energy production and balancing the load- 
supply aspects.  

  Fig. 2.1    Oregon’s power 
source portfolio [ 17 ]       
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•   Wind: 
 Wind is the second most deployed renewable energy after hydropower in the 
Pacifi c Northwest. The fi rst wind farm in Oregon was installed in 1998 and began 
operating at a capacity of 25 MW. Oregon currently ranks the seventh in the 
nation for installed wind power with 2,305 MW currently working and 9,361 MW 
Wind projects waiting for permits or transmission lines. Washington State is an 
early leader in the wind industry and currently ranks sixth in the nation with 
2,357 MW currently installed and 5,831 MW waiting in queue [ 18 ]. It is worth 
to mention that Oregon    is home to the European wind farm operator Iberdrola 
Renewables and North American headquarters of wind turbine  manufacturer 
Vestas both of which are important players in wind energy development in the 

  Fig. 2.2    Washington’s power 
source portfolio [ 18 ]       

  Fig. 2.3    Oregon’s renewable energy consumption (trillion Btu) 1960–2008 ( Data source : 
U.S. Energy Information Administration [ 17 ])       
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region [ 19 ]. California already purchases more than half the wind power gener-
ated in the Northwest. And when Shepherds Flat is completed, all of its subsi-
dized output is contracted to go to Southern California Edison (Fig.  2.5 ).   

•   Biomass: 
 Biofuel is a term that includes liquids, solids, and gas fuels that are produced 
from biomass. These biofuels can be used for transportation, thermal energy, 
and power generation. Biomass in the State of Oregon includes agricultural resi-
dues, forest slash, and mill residuals. It is used to thermal heat for the forest 
industry, heat and electricity for homes, schools, and hospitals. The biomass 
development is a result of collaboration between public-private sectors like the 
Forest  Biomass Working Group and the Forest Cluster Economic Development 
Team. In Oregon, 2009 legislation authorized a new low-carbon fuel standard 
designed to reduce the carbon intensity of transportation fuels by 10 % by 2020. 

  Fig. 2.4    Washington’s renewable energy consumption (trillion Btu) 1960–2008 ( Data source : 
U.S. Energy Information Administration [ 17 ])       

  Fig. 2.5    Wind energy 
development in the Pacifi c 
Northwest [ 13 ]       
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Suppliers can meet this target utilizing different alternative fuels such as ethanol 
and biodiesel. These alternatives to gasoline and diesel are already being 
 produced and use (Fig.  2.6 ).   

•   Solar: 
 Solar energy is one of the renewable energies that is relatively mature and has 
been used for a long time in different applications. Although it doesn’t seem so, 
some parts of eastern and northern Oregon receive annual solar energy as Europe 
or Florida do. Solar energy can be harvested as direct light into buildings for 
light and heat, heating water through roof-mounted collectors, and to convert 
sunlight to electricity using photovoltaic panels (PV) or concentrated Solar 
Power (CSP). There is still no utility    of large-scale solar plants in Oregon as in 
California, but the residential PV market in Oregon has experienced a signifi cant 
growth in the year 2010. This increase can be referred to the fi nancial state and 
federal incentives which helped reducing the cost of PV systems and increase 
maturity of the technology (Fig.  2.7 ).   

•   Geothermal power generation: 
 Geothermal energy is the energy extracted the natural heat of the earth which pro-
vides a constant base load energy. Geothermal energy in Oregon is not yet used for 
power generation, rather it is used for agricultural purposes as a heat source, for 
space heating, and to heat swimming pools at a number of spas and resorts.  

•   Wave energy: 
 Ocean waves energy can be converted into clean, reliable, and cost-effective 
electricity that has minimal impacts on the environment. In spite of its 
 availability, until now there are only three working projects, and they are all 
experimental sites with a single device deployed: Makah Bay, Washington; 
Kaneohe Bay, Hawaii; and off the coast of New Jersey [ 20 ]. However, there are 
several different projects are developing along the Pacifi c Northwest coast of 

  Fig. 2.6    Fuel mix in Oregon 
[ 13 ]       
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which seven located at the coast of Oregon. The state has established itself as the 
leader in wave energy and become the national center for wave energy research 
and commercial demonstration [ 10 ]. The combination of the potential wave 
resource and coastline transmission capacity of Oregon and Oregon State 
 University’s research facilities has identifi ed Oregon as an ideal location for 
wave energy conversion as well as a leader in the United States in wave energy 
development [ 21 ].  

•   Waste (landfi ll gas): 
 It is a mix of gases (methane, CO 2 , and water vapor) that is generated by decom-
position of organic material and waste at landfi ll disposal sites. The methane in 
landfi ll gas can be burnt to generate electricity or thermal energy. Waste Manage-
ment Company currently collects waste from Seattle and ships to a massive land-
fi ll in north-central Oregon. The methane gas produced as garbage decomposes 
is collected and burns it to generate electricity which goes back to the city of 
Seattle [ 22 ]. Currently in Oregon, an energy plant in McMinnville has been 
using landfi ll gas to make electricity since last June [ 23 ].     

2.3     Policies 

 There are a few federal policies that are intended to promote RETs deployment. 
Since RE resources vary by location and climate, it is typically more effi cient to 
address the deployment issue at the state level. The Pacifi c Northwest have adopted 
a number of federal and state policies and incentives to support RE technologies in 
the form of fi nancial, market, and obligatory forms.

•    Renewable Portfolio Standard (RPS): 
 Oregon RPS States that by 2025, large electric utilities that serve more than 3 % 
of Oregon’s electric load are required to generate 25 % of Oregon’s electric load 
from eligible renewable energy. For the three largest utilities (Portland General 
Electric, Pacifi c Power, and Eugene Water and Electric Board), the targets are 

  Fig. 2.7    Solar/PV energy 
development in the Pacifi c 
Northwest [ 13 ]       
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5 % in 2011, 15 % in 2015, 20 % in 2020, and 25 % in 2025. Smaller utilities are 
excepted from this requirement with targets of 5 % or 10% by 2025, depending 
on the size of the utility but required not to use coal in new power generation or 
the targets for the large utilities apply. Eligible renewable resources in the State 
of Oregon are hydropower, biomass, wind, solar PV, solar thermal, geothermal, 
wave, tidal, and ocean [ 24 ]. Utilities can fulfi ll this commitment using any way 
of the following: Build a new eligible facility, buy power from another eligible 
facility, or buy renewable energy credits. The three largest utilities in Oregon 
have confi rmed that they have achieved the 5 % 2011 goal. Washington passed a 
renewable energy standard (RES) through ballot initiative in 2006. The RES 
requires utilities that serve more than 25,000 customers to obtain 15 % of their 
electricity from renewables by 2020 and invest in energy effi ciency.  

•   Renewable fuel standard (RFS): 
 RFS was fi rst established with the enactment of the Energy Policy Act of 2005 
with a target to open the transportation fuel market to fuels other than petroleum 
fuels like biofuels. It is a federal mandate policy that requires a certain amount 
of biofuels is to be used in the national transportation fuel supply each year [ 25 ]. 
The RFS is managed by the Environmental Protection Agency (EPA), where it 
has the authority to waive the RFS requirements for a state if they ask for a 
waiver. In Oregon, all diesel fuel sold or offered for sale must contain a mini-
mum of 5 % by volume biodiesel, creating a B5 biodiesel blend [ 14 ]. In the State 
of Washington, beginning on December 1st, 2008, 2 % of the diesel fuel sold in 
the State by volume will be biodiesel [ 26 ].  

•   Feed-in-tariff (FIT): 
 The traditional FIT policy is to pay a premium for electricity generated by utili-
ties from renewable resources. This type of fi nancial policy has proven to be the 
world’s most effective renewable energy policy [ 13 ]. Oregon’s model is a little 
different where utilities pay customers who have solar panels for the power they 
produce and use. Oregon passed FIT legislation in 2009 where it will be used for 
compliance with the state’s RPS and that only for solar energy. The rate the FIT 
will    be paid is not yet identifi ed and still is determined by utilities and approved 
by PUC [ 27 ]. Washington State is one of the three states with any form of active 
feed-in tariffs in the United States. Unlike Oregon’s, Washington policy requires 
a full system of feed-in tariffs for all renewable energy technologies. The bill is 
shaped in line of Germany’s successful FIT policy and includes different tariffs 
not only for solar energy but also for wind [ 28 ]. FIT is different than net metering 
policy as incentive rate is provided for participants for the energy they generate 
and use themselves, rather than the energy they feed back to the grid. In Oregon, 
Portland General Electric and Pacifi c Power began in 2010 their feed-in tariff 
pilot programs only for solar photovoltaic panels [ 29 ].  

•   Net metering: 
 Net metering is a state policy that allows customers to use their own renewable 
power generation systems to compensate for their consumption feeding the 
power they generate backward into the grid when it exceeds their demand which 
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gives them retail credit. Net metering is a low-cost and effective method to 
encourage private owner to invest in renewable energy technologies. Forty-three 
states and Washington, D.C. now offer net metering options for their customers 
[ 30 ]. Both Oregon and Washington states have initiated net metering require-
ments standards for the state’s primary investor-owned utilities for projects of 
100 kW or less [ 13 ], for its municipal utilities and residential systems. Qualify-
ing systems are solar power, wind power, hydropower, fuel cells, or biomass.  

•   Green pricing (green power option): 
 Green pricing is a state policy that requires all electric utilities to offer customers 
an optional green-power program by paying a premium on their electricity bills 
to support the incremental cost of the additional renewable energy. Oregon and 
Washington are the second and third top states selling this offer to customers 
[ 31 ]. A predetermined portion of the electricity sold by a utility as green power 
must be generated using qualifying renewables, and each utility should declare 
customers of the sources of the electricity included in its green power program. 
This policy by creating the market for renewable energy markets provide an 
additional revenue stream for renewable energy projects and increase consumer 
knowledge of the benefi ts of renewable energy. Beginning of 2002, customers 
served by Oregon’s investor-owned utilities were offered a range of service and 
had access to the several renewable energy options: (1) New Wind Energy—
Customers each month can choose to buy certain amount of new wind generation 
through PGE’s Clean Wind program or Pacifi c Power’s Blue Sky program. (2) 
Renewable Energy Blend—Customers can purchase 100 % of their actual elec-
tricity usage from Green Mountain Energy Company generated from wind and 
geothermal sources. (3) Renewable Energy and Habitat Restoration—Customers 
can purchase 100 % of their electricity from renewable sources and in the same 
time help restore native fi sh habitat. Washington State signed the bill in 2001 
requiring the state’s electric utilities to offer customers green power option 
beginning in January 1, 2002. Utilities are required to regularly notify customers 
of this option of purchasing renewable energy at fi xed or variable rates. Qualifi ed 
energy sources are: wind, solar, geothermal, landfi ll gas, wastewater treatment 
gas, wave or tidal action, biomass, and low-impact hydro [ 32 ].  

•   Financial incentives: 
 Since renewable energies have relatively higher initial cost, fi nancial policies are 
needed to encourage investment and deployment of such systems. Federal and 
state fi nancial incentives vary from several Tax credits, Rebate, Grant or Loan 
Program. By the American Recovery and Reinvestment Act of 2009), a federal 
renewable energy cash grant program was created that may be taken instead of 
the federal business energy investment tax credit (ITC). Only tax-paying entities 
are eligible for this grant where as federal, state, and local government bodies are 
not eligible to receive this credit up to 30 % depending on the energy source. 
Production Tax Credit (PTC) is a federal incentive that provides a tax credit 
adjusted for electricity produced from renewable energy sources, including wind, 
biomass, and geothermal. See    Table  2.1  for details on some Oregon’s state poli-
cies and Table  2.2  for Washington’s.       
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   Table 2.1    Summary of major Oregon State RE Financial policies [ 33 ]   

 Policy  Summary  Eligible technologies 

 Biomass producer or 
collector tax credit 

 Tax credit for agricultural producers or 
collectors of biomass 

 Biomass, biodiesel 

 Business energy tax 
credit (BETC) 

 Tax credit for investments in energy 
conservation, recycling, and renewable 
energy resources 

 Energy effi ciency 
technologies 

 Tax credit for 
renewable energy 
equipment 
manufacturers 

 Tax credit equals 50 % of the 
construction costs of a facility which will 
manufacture renewable energy systems 

 Solar, wind, biomass, 
geothermal heat pumps, 
hydroelectric, tidal energy, 
wave energy 

 Oregon pilot solar 
volumetric incentive 
rates and payments 
program 

 Rebates for customers who install PV 
whether they choose net metering or not 

 Photovoltaic 

 Energy trust—small 
wind incentive 
program 

 Provides cash incentives for customers of 
Portland General Electric and Pacifi c 
Power that are installing turbines up to 
100 kW 

 Wind 

 Other rebates, tax 
credits 

 Cities offer different rebates and tax 
credits on energy effi ciency equipment, 
installing wind, PV 

 Wind, solar 

 Energy trust of 
Oregon [ 34 ] 

 This policy requires large utilities to 
collect a 3 % charge from their customers 
to support renewable energy and energy 
effi ciency projects through January 1, 
2026. These funds are allocated 56.7 % to 
support energy effi ciency programs and 
17.1 % as fi nancial incentives to 
renewables while the remaining funds 
support low-income housing energy 
assistance and K-12 school energy-
conservation efforts 

 Solar water heat, solar 
space heat, solar thermal 
electric, photovoltaics, 
wind, biomass, 
hydroelectric, geothermal 
electric, fuel cells using 
renewable fuels, 
geothermal direct-use, 
energy effi ciency 
equipment, and 
technologies 

   Table 2.2    Summary of major Washington State RE Financial policies [ 33 ]   

 Policy  Summary  Eligible technologies 

 Federal clean renewable 
energy bonds (CREBs) 
and qualifi ed energy 
conservation bonds 
(QECBs) 

 Both bonds (CREBs) may be 
used by certain entities—
primarily in the public 
sector—to fi nance renewable 
energy projects 

 Solar thermal electric, 
photovoltaics, landfi ll gas, wind, 
biomass, hydroelectric, geothermal 
electric, municipal solid waste, 
hydrokinetic power, anaerobic 
digestion, tidal energy, wave 
energy, ocean thermal 

 Renewable energy 
production incentive 
(REPI) 

 Provides incentive payments 
for electricity generated and 
sold by new qualifying 
renewable energy facilities 

 Solar thermal electric, 
photovoltaics, landfi ll gas, wind, 
biomass, geothermal electric, 
anaerobic digestion, tidal energy, 
wave energy, ocean thermal 

(continued)
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Table 2.2 (continued)

 Policy  Summary  Eligible technologies 

 Federal residential 
renewable energy tax 
credit 

 A taxpayer may claim a credit 
of 30 % of qualifi ed 
expenditures for a system that 
serves a residence located in 
the United States and used as a 
residence by the taxpayer 

 Solar water heat, photovoltaics, 
wind, fuel cells, geothermal heat 
pumps, other solar electric 
technologies, fuel cells using 
renewable fuels 

 City of seattle—density 
bonus for green 
buildings 

 An incentive for the 
construction of green buildings 

 Whole building 

 Tax abatement for solar 
manufacturers 

 Reduced business tax rate for 
Washington manufacturers and 
wholesale marketers of 
solar-electric systems 

 Photovoltaics, stirling converters 

 Washington REPIs  Incentive amount paid to the 
producer starts at a base rate of 
$0.15 per kilowatt-hour (kWh) 
and is adjusted 

 Solar thermal electric, 
photovoltaics, wind 

 Solar express loan 
program 

 This program provides rebates 
and loans to support residential 
and commercial installations 
of solar photovoltaics (PV) and 
solar water heating for 
residential customers 

 Solar water heat, photovoltaics 

 Solar water heater 
rebate 

 A rebate to customers who 
install a solar water heating 
system 

 Solar water heat 

 Fuel mix disclosure  Washington’s retail electric 
suppliers must disclose details 
regarding the fuel mix of their 
electric generation to 
customers 

 Renewable energy use disclosed in 
fuel mix data 

 Green power purchasing  The Bellingham City Council 
adopted a policy to begin 
purchasing 100 % green power 
for all facilities owned by the 
city—one of the most 
aggressive such goals in the 
United States 

 RE 

 Mandatory utility green 
power option 

 Requires all electric utilities 
serving more than 25,000 
customers to offer customers 
the option of purchasing 
renewable energy 

 Solar thermal electric, 
photovoltaics, landfi ll gas, wind, 
biomass, hydroelectric, geothermal 
electric, municipal solid waste, 
tidal energy, wave energy 
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2.4     Conclusions 

 With plenty of wind and abundant water resources, the Pacifi c Northwest has the 
nation’s greatest penetration of renewable energy. The Pacifi c Northwest region has 
established a comprehensive renewable energy adoption policy that insured creat-
ing a rich, suitable environment for developing and investing in renewable energy 
technologies which had refl ected on decreasing emissions, developing economy, 
and creating jobs. However, the region is still trying to make those two resources 
work together. The challenge rises with the intermittency of wind and increase of 
electricity prices. 

 As the increase in the percentage of renewables in the energy portfolio to meet 
the RPS, it is expected that more natural gas-fi red power plants will be working to 
provide base load electricity and avoid intermittent characteristics of renewables. 

 The federal energy PTC will expire by the end of this year which created uncer-
tainty in the market that’s affecting job cuts in Portland since it’s affecting orders for 
renewable-energy producers such as Iberdrola and Vestas Wind Systems. “Without 
the certainty of that extension, project developers are not doing projects in the U.S., 
and manufacturers are not getting orders,” Portland Mayor Sam Adams said [ 35 ]. 

 Although one of the main objectives of RE adoption is reducing the Green House 
Gases (GHG) emissions, it is shown from    Fig.  2.8  that transportation sector is the 
largest sector responsible for such emissions followed by residential and commer-
cial activities with no noticeable decrease. On the other hand, emissions from the 
industrial sector have decreased signifi cantly. This can be a result of increasing 
effi ciency in industrial processes and a successful economy.    
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     Chapter 3   
 Evaluating Policies Toward the Adoption 
of Renewable Energy Technologies 

             Rimal     Abu Taha      and     Tugrul   U.     Daim   

    Abstract     This chapter is to use MCDM technique to assess the degree of impact 
and effectiveness of different renewable energy policies on wind energy deploy-
ment in the power generation sector in the State of Oregon. There are a wide array 
of federal and state policies that are designed to increase the benefi ts and demolish 
barriers and hence encourage investors and customers to adopt new resources. This 
multidimensional issue can be seen as a multi-criteria decision- making problem. 
Multi-criteria decision analysis (MCDA) provide a fl exible tool that is able to han-
dle and connect a wide range of variables and thus offer useful assistance to the 
decision maker in mapping out the situation.  

     The demand for renewable energy as a power generation source has increased in the 
last two decades as a response to major concerns for future projected scarcity in 
fossil fuel supply as well as climate change issues. Despite the efforts to replace 
conventional fuels with renewable ones, oil and coal are still the two main sources 
of energy in the United States. Over the past decade, federal and state governments 
have initiated policies to accelerate the development and adoption of renewable 
energy technologies as energy sources for the nation. Designing and selecting com-
prehensive and coordinated group of policies that focus on energy adoption goals is 
faced with a number of challenges such as energy demand, fl uctuating price, or 
GHG emissions level. Energy policy design analysis is a multidimensional approach 
since it involves several elements. One issue is debatable whether renewable energy 
technologies had reached a mature state and therefore further development and 
deployment actions can be left for industry and market forces [ 1 ]. If not, what form 
of public policy should be formulated to increase adoption and diffusion? 
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 Renewable energy adoption can be formed to target barriers of adoption as well 
as benefi ts. The most two barriers to the more RE deployment until now is the 
higher initial cost which makes it not cost competitive with fossil fuels and that not 
all technologies are mature enough to overcome the technical obstacles that are 
associated with the deployment. As known, the returns from such adoption are huge 
such as having a limitless free primary source of energy, create new jobs, minimize 
environmental impacts, and nourish the economy. 

3.1     Research Design 

 This chapter applies the Hierarchical Decision Model (HDM) methodology. This 
methodology allows for breaking down the problem into a hierarchical structure in 
order to analyze the relationship between a mission, objectives, and alternatives 
(Fig.  3.1 ). HDM is used to quantify expert qualitative judgments and convert it to 
numerical values using pairwise comparison method.  

 Since each energy source is unique in terms of availability and characteristics 
and each state has its own cultural and economic values, it is believed that energy 
policy planning should consider this diversity in resources and loads. The state of 
Oregon has a diversity of natural resources and is one of the leading states in wind 
energy utilization. 

 For the purpose of this study, the focus is only on current energy policy in the 
state of Oregon and their relative effect on wind energy adoption. 

  Fig. 3.1    Generic form of HDM with four decision levels [ 2 ]       
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 For the design of the model literature, review was carried out to determine the 
appropriate criteria, subcriteria, and alternatives. In the HDM model, an expert 
panel should be formed to give judgments that can be translated to quantitative 
values. For the purpose of this model, experts were chosen from the region. 
Electricity in Oregon is generated by federal and private-owned Utilities [ 3 ]. 
Expert panel from the region was chosen based on their experience in investor 
relations, transmission, and technical expertise and knowledge of current policies.  
 The fi rst step was interviews with two of the experts. In the interview the model 
and criteria were discussed and then the experts were asked if they would accept 
to fi ll out the questionnaire. The model was fi nalized according to their notes and 
other experts were invited. A total of seven experts responded with their judg-
ments. Five experts were from the region and two from academia. Five of the total 
experts fi lled out the whole questionnaire while two of them only put weights for 
the fi rst two levels.  

3.2     Oregon Wind Power Adoption Policy Model 

 Four-level hierarchical model was constructed for this research (Fig.  3.2 ). The 
model is designed to grasp the expert judgment of how does different policies (alter-
natives) effect wind energy adoption and how does each policy work to satisfy its 
intended goals. For each level the judgments were collected and converted into 
weights, the alternative with the maximum weight sum would be the best “fi t” to our 
mission. There is no one perfect solution and it is expected to expand more in the 
future to include more policies and criteria. 

•    Mission: As described before, wind energy is picking up fast in Oregon. The 
objective of this model is to assess the current deployed policies effect on wind 
energy deployment in Oregon which will lead to develop a policy portfolio that 
would increase this adoption.  

•   Criteria: The criteria are the factors that are imbedded in energy policy planning. 
For the defi nition of subcriteria, refer to Table  3.1 .

 –     Economic considerations: how the policy is effective on energy adoption eco-
nomics to insure that wind energy is or will be cost competitive to other con-
ventional resources; reduce production cost, offer possibilities for future 
further cost reductions, and lower initial investment.  

 –   Social effect: what are the social considerations that policy can help over-
come and maximize their benefi ts; create jobs, increase public acceptance for 
RE projects, and shape a market for RE where customers are willing to pay 
the price when it sometimes gets higher.  

 –   Political consideration: it is not “political” in the meaning of the word, rather 
it means other organizational or institutional support that is considered 
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   Table 3.1    Criteria and subcriteria in the HDM model      

 Criteria  Subcriteria  Defi nition 

 Economic [ 4 – 6 ]  Initial investment  Startup cost and initial capital of a project. This is 
usually higher for RE projects. Decreasing this cost or 
offering loans is favorable for adoption 

 Production 
cost/MW 

 This cost covers the cost that power is produced, 
taxes, fees, and any other inherent costs 

 Future cost 
reductions 

 Guaranteed selling price and market for wind is an 
assurance for the generator that no hidden cost will be 
encountered in the future or even further cost 
reductions using the economies of scale 

 Social [ 7 – 11 ]  Created jobs/new  With this deteriorating economic situation, starting 
successful projects (plants, manufacturing equipment) 
and creating new jobs is favorable 

 Public acceptance  Wind farms had faced some opposing point of views 
with respect to the land area or visual disturbance. 
Policy should face this issue by creating ways to avoid 
confl ict and increase public satisfaction 

 Customers willing 
to pay 

 Customers are ready to pay the extra premium for RE 
usage or for installing equipment. People usually pay 
when they see a perceived value in the product. 
Increase in the number of RE customers will lead to 
the need of more generation 

(continued)

  Fig. 3.2    Wind energy policy HDM model       
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 Criteria  Subcriteria  Defi nition 

 Political  Technology R&D  The maturity of technology is one of the main 
obstacles to adoption. Increasing R&D to enhance the 
status of supporting technologies for wind generation 
(noisy motors, large blades, storage batteries, 
forecasting,) is crucial for more adoption 

 Mandated codes 
and standards 

 The equipment and systems used for alternative 
energy are required to comply with numerous 
electrical, mechanical and safety codes, and 
installation requirements. Policy for adopting should 
insure that new facilities comply with these codes and 
standards 

 Environmental 
[ 12 – 14 ] 

 GHG emissions  While RE adoption should reduce GHGs, unstructured 
building for wind farms had put the pressure on 
gas-fi red generators which intern will increase GHGs 

 Land conservation  Utility scale RE projects require large area of land. 
Wind farms are usually remotely positioned but this 

 Wildlife 
protection 

 Wind farms are creating controversy with respect to 
their effect on birds and bats. Other RE resources have 
effect on different natural habitats. RE policy should 
fi nd ways to protect wild life 

 Technical 
[ 15 – 18 ] 

 Grid access  Intermittent power need to be queued into the grid 
with guaranteed purchase when generation peak takes 
place. The aim is to have a better grid access 

 Transmission 
capabilities 

 Transmission capabilities are limited in the current 
grid. A policy should enhance transmission 
capabilities and group generators in geographic areas 
to facilitate building transmission lines with minimum 
cost 

 Balancing reserve  Schedule and the committed source of energy needed 
to balance variation of wind energy are important 
criteria for further wind deployment. Real time 
response or storage mechanisms is a way to balance 
this variation 

 Smart grid 
integration 

 To insure real time response between load and supply 
and maximum effi ciency of reserve balancing 

Table 3.1 (continued)

important for wind integration; increase R&D to support wind technology 
and minimize unwanted outcomes like bigger turbines or forecasting meth-
ods. Increase codes and standards unity between states by creating a federal 
public mandate that will increase wind deployment while managing the risks 
of no market, for example.  

 –   Environmental effects: environmental considerations are always important 
for RE policy planning. Although RE are perceived to be environmentally 
friendly, other aspects of the environment are disturbed by the large wind 
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turbines; lower GHG emissions are always a target which might be a problem 
with the need to support wind power with other more constant power, land 
conservation since some RE technologies require large area of land which 
creates a debate for residents, wildlife protection and minimize the effect on 
natural habitat.  

 –   Technological criteria: there is a wide range of technological factors that are 
important to consider in wind deployment but some are used here for the 
demonstration of the model; guarantee timely grid access means to system-
atize power transmission to the grid according to generating peak time, 
enhance transmission capabilities and group generators in geographic areas to 
facilitate building transmission lines with minimum cost, and plan balancing 
of reserves according to the state’s excess capacity of other resources, and 
integrate smart grid options which will help more regulation of loads.     

•   Alternatives: for the purpose of this model only, alternatives are policies that are 
implemented in Oregon and benefi t wind energy whether it was a marketing, 
mandates, or fi nancial policy. For the purpose of this model we will consider 
only these alternatives: Green power option for customers, renewable energy 
credits (REC) to satisfy requirements, Business tax credits (BET), Investments 
funds, and renewable portfolio standards (RPS). For information about alterna-

tives, refer to Table  3.2 .      

   Table 3.2    List of alternatives in the HDM model   

 Alternatives  Description 

 A1: Green power 
option 

 Green power option is a state policy that requires all electric utilities 
to offer customers an optional green power program by paying a 
premium on their electricity bills to support the incremental cost of 
the additional renewable energy 

 A2: Renewable energy 
credits (REC) 

 RECs correspond to the environmental attributes of renewable 
power generation and are a component of all renewable electricity 
products. If a certain organization cannot meet its electricity 
production requirements from renewable energy, they can buy 
certifi cate from another supplier that has abundance of renewable or 
from the market 

 A3: Business tax 
credits (BET) 

 Tax credit for investments in energy conservation, recycling, and 
renewable energy resources 

 A4: Investment funding  Federal or state funding for startup renewable energy private- 
investor owned 

 A5: Renewable 
portfolio standards 

 Oregon RPS States that by 2025, large electric utilities that serve 
more than 3 % of Oregon’s electric load are required to generate 
25 % of Oregon’s electric load from eligible renewable energy. 
Smaller utilities are excepted from this requirement with targets of 
5 or 10 % by 2025, depending on the size of the utility but required 
not to use coal in new power generation or the targets for the large 
utilities apply 
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3.3     Model Analysis 

 Experts in the fi eld will be asked to “assign weights” to each element in each level 
of the model in the form of pairwise comparison out of 100 %; example, economic 
36: environmental 64 means that environmental criteria has twice the importance 
over economic when planning for RE adoption policy, forms of pairwise compari-
son are provided at the end of this document (see Appendix “PCM software results 
for pairwise comparison.”). After gathering all questionnaire form experts, the val-
ues were entered in the PCM software. Normalized weights of each criteria, subcri-
teria, and alternatives were calculated as well as the inconsistency. Any level of 
inconsistency < 0.1 is acceptable, otherwise we go back to the experts and ask if 
anything was not understood or if it was just an error (   Table  3.3 ).  

 Final weights are calculated and aggregated for the alternatives with respect to the 
mission in the fi nal pay off matrix (see    Table  3.4 ). According to our criteria, policy 
alternatives rank as A5, A4, A3, A1, and A2 consequently. Renewable portfolio stan-
dard is the favorable policy that had contributed to wind energy adoption in Oregon 
followed by investment funding while the green power option came as the least 
favorable. Economic aspect of policies and environmental had the highest weights 
while social aspect was the least important for our experts. For the economic criteria, 
initial investment is the subcriterion that had the most importance. Socially, all sub-
criteria were approximately of the same relative priority. For  political criteria, it 
seems that what is needed for wind integration is either enhancing current standards 
or even change and update them more important that R&D enhancement. Balancing 
the reserves is the highest priority subcriterion for the technical aspects. A policy that 
can organize reserves and guarantee maximum effi ciency is favorable.

   Table 3.3    Weights of criteria and subcriteria as obtained from PCM   

 Criteria  Subcriteria 
 Normalized weights 
of subcriteria 

 Relative 
weights 

 Economic (C1) 
 0.24 

 Reduce cost of electricity (S1)  0.4  0.096 
 Reduce price for customers (S2)  0.32  0.077 
 Increase domestic energy production (S3)  0.28  0.067 

 Social (C2) 
 0.14 

 New jobs created (S4)  0.35  0.049 
 Increase of employment (S5)  0.33  0.046 

 Public acceptance (S6)  0.32  0.045 
 Political (C3) 
 0.2 

 Increase R&D efforts (S7)  0.39  0.090 
 Enforce codes and standards (S8)  0.61  0.140 

 Environmental (C4) 
 0.23 

 Lower GHG emissions (S9)  0.42  0.084 
 Land conservation (S10)  0.2  0.040 
 Wildlife protection (S11)  0.38  0.076 

 Technical (C5) 
 0.19 

 Guarantee grid access (S12)  0.26  0.049 
 Enhance transmission capabilities (S13)  0.27  0.051 
 Balancing reserves (S14)  0.3  0.057 
 Smart grid integration (S15)  0.17  0.032 
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3.4        Conclusion 

 This chapter demonstrated an assessment model of renewable energy policies to test 
the methodology. Additional information will be added in the future such as differ-
ent policies and other criteria, subcriteria to get a comprehensive analysis. This 
model is missing the differentiation between federal and state policy, taking account 
of risk apportionment and unintended consequences for the adoption. This analysis 
was held from the investor’s and the operator’s point of view which explains the 
results. Mandatory levels of renewable resources such as the Renewable Portfolio 
Standards seem to be more effective than voluntary actions (Green Power Option) 
in this matter. Financial policies as expected had a great effect as a result of how 
renewable energy plants are capital exhausting and not fi nancially competitive 
without some kind of support. If we look a little deeper into the model, we can see 
that economic plus political support (R&D and Standards) are the most two impor-
tant criteria for policy making. Enhancing mandatory standards and codes for wind 
technology had more priority than enhancing R&D efforts, this can be referred to 
that wind energy is already considered a mature technology for investors. 

 The results of the model suggested that policy makers should focus on creating a 
policy portfolio in the future that has targets of more aggressive mandates of renew-
able energy resources while providing the fi nancial incentives for such projects and 
the technical support.   

       Appendix 

    Criteria Comparison 

 Name: ____________________________________ 

 Use pairwise comparison to quantify your judgment. Allocate a total of 100 points 
to express your judgment about the ratio of one criterion to the other one in pair. 
Please review the model and criteria before starting. 

 Example: 

 If Criterion 1 is 4 times more important than criterion 2, criterion 1 will take 80 and 
criterion 2 will take 20. 

 If Criterion 1 is 2 times more important than criterion 2, criterion 1 will take 67 and 
criterion 2 will take 33. 

 You can assign any relative importance between the two criteria.  
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    Level 1 (Objectives) 

 In your expert opinion, what is the relative priority for each criterion over the other 
when planning for energy policy to promote wind energy adoption?

 Criterion  Weight  Weight  Criterion 

 Economic  Social 
 Economic  Political 
 Economic  Environmental 
 Economic  Technical 
 Social  Political 
 Social  Environmental 
 Social  Technical 
 Political  Environmental 
 Political  Technical 
 Environmental  Technical 

       Level 2 (Goals) 

 In your expert opinion, under the economic criteria, what is the relative priority for 
each goal over the other?

 Criterion  Weight  Weight  Criterion 

 Initial investment  Production cost 
 Initial investment  Future cost reductions 
 Production cost  Future cost reductions 

   In your expert opinion, under the social criteria, what is the relative priority for 
each goal over the other?

 Criterion  Weight  Weight  Criterion 

 Created jobs/new  Public acceptance 
 Created jobs/new  Customers willing to pay 
 Public acceptance  Customers willing to pay 

   In your expert opinion, under the political criteria, what is the relative priority for 
each goal over the other?

 Criterion  Weight  Weight  Criterion 

 Technology R&D  Mandated standards 
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   In your expert opinion, under the Environmental criteria, what is the relative 
priority for each goal over the other?

 Criterion  Weight  Weight  Criterion 

 GHG emissions  Land conservation 
 GHG emissions  Wildlife protection 
 Land conservation  Wildlife protection 

   In your expert opinion, under the Technical criteria, what is the relative priority 
for each goal over the other?

 Criterion  Weight  Weight  Criterion 

 Grid access  Transmission capabilities 
 Grid access  Balancing reserves 
 Grid access  Smart grid 
 Transmission capabilities  Balancing reserves 
 Transmission capabilities  Smart grid 
 Balancing reserves  Smart grid 

       Level 3 (Alternatives) 

 In your expert opinion, for the goal of reducing initial investment, what is the rela-
tive priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 
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   In your expert opinion, for the goal of reducing the production cost, what is the 
relative priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 

   In your expert opinion, for the goal of future cost reduction, what is the relative 
priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 

   In your expert opinion, for the goal of creating new jobs, what is the relative 
priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 
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   In your expert opinion, for the goal of increasing public acceptance, what is the 
relative priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 

   In your expert opinion, for the goal of increasing customers willing to pay, what 
is the relative priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 

   In your expert opinion, for the goal of reducing GHG emissions, what is the 
 relative priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 
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   In your expert opinion, for the goal of enhancing land conservation, what is the 
relative priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 

   In your expert opinion, for the goal of protecting wild life, what is the relative 
priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 

   In your expert opinion, for the goal of developing more R&D, what is the relative 
priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 
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   In your expert opinion, for the goal of forcing codes and standards, what is the 
relative priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 

   In your expert opinion, for the goal of giving better grid access, what is the rela-
tive priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 

   In your expert opinion, for the goal of increasing transmission capabilities, what 
is the relative priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 
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   In your expert opinion, for the goal of ensuring balancing of reserves, what is the 
relative priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 

   In your expert opinion, for the goal of smart grid integration, what is the relative 
priority of each policy (alternative) over the other?

 Alternative  Weight  Weight  Alternative 

 Green power option  Renewable energy credits 
 Green power option  Tax credits 
 Green power option  Investment funds 
 Green power option  RPS 
 Renewable energy credits  Tax credits 
 Renewable energy credits  Investment funds 
 Renewable energy credits  RPS 
 Tax credits  Investment funds 
 Tax credits  RPS 
 Investment funds  RPS 
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       PCM Software Results for Pairwise Comparison 
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     Chapter 4   
 Assessment of Wind Potential in Kalar 
Kahar Region by Comparing On-Site Data 
with NREL Wind Resource Map of Pakistan 

             Irfan     Afzal     Mirza     ,     M.     Shahid     Khalil     ,     Muhammad     Amer     , and     Tugrul     U.     Daim    

    Abstract     This chapter assesses the value of the wind resources in the Punjab area, 
Pakistan. Pakistan is an energy-defi cient country having enormous potential of elec-
tricity generation from wind energy. Government of Pakistan (GoP) has taken fi rm 
measures to initiate wind power projects in Pakistan. A satellite mapping conducted 
by the United States Agency for International Development (USAID) in collabora-
tion with the National Renewable Energy Laboratories (NREL), USA estimated a 
gross potential of 132 GW that can be exploited to generate wind energy all across 
the country. The most promising wind corridor of Gharo‐Keti Bandar in southern 
coastal region offers a potential of 50 GW. The wind resource map developed by 
NREL also highlights wind potential in the upper Punjab and Balochistan. However, 
these regions are still not investigated and explored for wind potential due to 
unavailability of bankable wind data. Lack of credible wind resource data is consid-
ered the major reason towards underutilization of wind energy. 

 This chapter presents an investigation to validate the potential wind resources in 
the Punjab province. A wind strip is marked in the NREL map in the Punjab which 
shows good wind regime in the areas of the upper Punjab. To validate and verify the 
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NREL assessment, a suitable site in the Kalar Kahar region of the Punjab province 
was selected and an IEC (International Electrotechnical Commission) standard 
wind measuring mast was installed. Wind data was gathered for a period of 2 years 
and has been analyzed using Wind Atlas Analysis and Application Program 
(WAsP) software. This script presents the information about the site, mast installed, 
wind data received, and treatment of wind data as per international practices. The 
results of wind resource assessment were compared with the results shown in the 
NREL map and percentage difference is calculated. On the basis of comparison, 
conclusions and recommendations are derived for future deployment of wind 
energy projects in the Punjab region.  

4.1         Energy in Pakistan 

4.1.1     Overview of Pakistan 

 Pakistan emerged as a new country on 14 August 1947, after the division of former 
British India. It is located in South Asia, bordering the Arabian Sea on the south, 
India on the east, Iran and Afghanistan on the west, and China in the north. The 
country has coastline of approx. 1,100 km long with the Arabian Sea in the south. 
From Gwadar Bay in south-eastern corner, the country extends more than 1,800 km 
to the Khunjerab Pass on China’s border. It is a densely populated country and cov-
ers 796,095 sq.km [ 1 ]. The total population is approximately 176 million [ 2 ]. The 
country has a literacy rate of 53 % [ 1 ]. 

 The national economy is based on agriculture: wheat, cotton, rice, and sugar cane 
are the major crops. The country also has an expanding industry. Cotton, textiles, 
sugar, cement, and chemicals play important roles in the national economy. The 
textiles sector accounts for most of Pakistan’s export earnings [ 3 ]. Over the 2004–
2007 period, GDP growth in the 5–8 % range was spurred by gains in the industrial 
and service sectors, and between the 2001–2007 period, poverty levels decreased by 
10 % as the government steadily increased the development budget [ 3 ]. However, the 
economic growth slowed down during the 2008–2009 period due to several reasons 
including the global fi nancial crisis and severe electricity shortfalls [ 3 ]. 

 Pakistan is divided into three major geographic areas: the northern highlands, 
the Indus River plain and the Balochistan Plateau. The northern highlands contain 
the Karakoram, Hindu Kush, and Pamir mountain ranges, which contain some of the 
world’s highest peaks, including fi ve out of the fourteen mountains with height 
above 18,000 m. The Balochistan Plateau lies in the west and the Thar Desert in the 
east. The 1,609 km long Indus River and its tributaries fl ow through the country 
from the Kashmir region to the Arabian Sea. There is an expanse of alluvial plains 
along it in Punjab and Sindh [ 4 ].  
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4.1.2     Overview of National Energy Sector 

 In this modern era, energy is a key element required for sustainable development 
and prosperity of a society. Pakistan is a developing country requiring sustainable 
sources of energy to foster a sustained economic growth and social development in 
the society [ 5 ]. The total primary energy supply (TPES) of Pakistan was 62.6 mil-
lion tons of oil equivalent (MTOE) during the fi nancial year 2008–2009 [ 6 ]. Energy 
resources like natural gas, oil, hydro and nuclear, coal, and liquefi ed petroleum gas 
(LPG) contribute to 48.3, 32.1, 11.3, 7.6, and 0.6 % of the primary energy supplies, 
respectively [ 6 ]. The share of the primary energy supplies by various sources is 
shown in Fig.  4.1 .  

 Pakistan has a very limited fossil resource base, and the country’s indigenous 
energy resources are insuffi cient to provide its economy with the necessary energy 
supplies [ 5 ]. Oil is the key resource of energy for electricity generation, and its 
import has put a heavy burden on the national economy [ 7 ,  8 ]. The national energy 
sector is heavily dependent on imported fossil-fuel. Presently, large hydropower 
dams are the only major renewable energy resource in the country for electricity 
generation. Usually, construction of large hydro dams results in a major relocation 
of people and changes in land use for the areas in which the dams are built. These 
projects have become controversial in Pakistan in recent years due to water short-
ages and signifi cant impacts on the rivers, ecosystems, and surrounding communi-
ties. The large dams were developed in the 1970s, but the pace of new hydropower 
generation facilities has signifi cantly slowed down over the last three decades due 
to the above-mentioned reasons [ 9 ]. The share of emerging renewable energy 
resources such as the use of wind energy for electricity generation is negligible in 
the country despite abundant renewable energy resources. It is shown in Fig.  4.2  that 
the share of electricity generated from wind energy is around 0.2 %, with the 
installed capacity of only 40 MW by the end of 2011 [ 10 ].  

48.3%

32.1%

11.3%
7.6%

0.6%

LPGCoalHydro &
Nuclear

OilNatural Gas

  Fig. 4.1    Share of Pakistan’s primary energy supplies by various sources during fi nancial year 
2008–2009 [ 6 ]       
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 The residential sector consumes almost 50 % of electricity produced in the coun-
try, followed by the industrial sector (26.7 %), agriculture sector (13.0 %), and the 
commercial sector (7.5 %) [ 8 ]. Given the current growth trends, it is expected that 
the demand of the domestic sector will further increase in the near future. The living 
standard is improving and there are more people living in large cities as compared 
to rural areas and rate of urbanization is 3.1 % [ 3 ]. There has been an increase in 
electricity consumers due to increase in the GDP, rapid urbanization, and extension 
of the national grid to include rural areas. 

 The power sector of Pakistan is dominated by two vertically integrated giants: 
Water and Power Development Authority (WAPDA) and Karachi Electric Supply 
Corporation (KESC). These two entities control the national electricity transmis-
sion and distribution network and generate almost 70 % of the country’s power. 
Independent Power Producers (IPPs) produce 30 % of the country’s electricity. 
In order to introduce a competitive environment and attract the private sector par-
ticipation, in the year 2000, the Water and Power Development Authority (WAPDA) 
was restructured and unbundled into the following 12 separate units [ 5 ,  8 ]:

•    Eight Distribution Companies (DISCOS)  
•   Three Thermal Generation Companies (GENCO)  
•   National Transmission and Dispatch Company (NTDC)     

4.1.3     Energy Crisis in the Country 

 Pakistan is an energy-defi cient country facing problems due to a shortage of energy, 
especially electricity. The country’s electric sector is in a crisis because electricity 
demand continues to exceed supply, and it results in extended periods of blackouts 
(load shedding). It is widely recognized as a severe obstacle to growth and poverty 
reduction in the country [ 8 ]. The electricity defi cit of the country was over 4,000 MW 

64.1%

33.3%

2.4% 0.2%

Wind EnergyNuclearLarge Hydro
Power Dams

Thermal (fossil-
fuels)

  Fig. 4.2    Share of Pakistan’s electricity from various sources [ 10 ]       
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in the year 2008, and it is estimated to reach over 8,000 MW by the end 2011 [ 9 ]. 
Therefore, rotating blackouts throughout the country are also necessary to over-
come this shortage. The load-shedding has caused signifi cant damage to the national 
economy and the closure of industry; resulting in loss of production and jobs. 

 An increase in the electricity demand is directly linked to the growth of the country’s 
economy. Research indicates that every one percent of GDP growth in Pakistan 
requires an increase in electricity supply of 1.25 %. Keeping in view the sustained 
growth in all sectors of the economy in the coming years, it is expected that the 
future demand for electricity will be more than 20,000 MW in the near future. Thus, 
an increase in electricity supply is required to sustain the economic growth [ 5 ]. This 
problem of electricity shortage will be further aggravated in the future because the 
national energy demand is also increasing at an average annual rate of 5.67 % [ 6 ]. 

 The electricity crisis has forced the government to make decisions like early 
market shutdown, power cutoff to the industry, and two holidays per week for all 
businesses. These measures are negatively affecting all economic and business 
activities in the country. The extended periods of blackouts almost suspend the 
social life of people. There were also some riots over the power shortages in 
Pakistan. The per capita electricity consumption for Pakistan is 475 kWh, which is 
almost six times less than the average electricity consumption in the world [ 11 ]. 
Access to electricity is essential to provide modern health services, improve agricul-
tural productivity, obtain the full benefi ts of improved educational systems, and 
build an economic base that can participate in today’s globalized economy [ 5 ]. The 
shortage of electricity and frequent blackouts constrain economic development and 
disrupt health, education, and other services. Moreover, unreliable electricity ser-
vice also undermines the cold chain vital to the distribution of medicines and perish-
able foods, and negatively affects public health. 

 Due to the shortage of electricity in Pakistan, the industrial sector has been badly 
affected and overall exports of the country have been reduced. Unreliable power sup-
plies and frequent blackouts have encouraged the industries and businesses to install 
their own power supplies such as diesel generators. However, high operating costs of 
these generators raises the cost of local products and erodes their competitiveness 
within the region [ 5 ]. The shortage of conventional energy resources in Pakistan, 
when coupled with hiking energy prices worldwide, highlights a need to explore 
wind power in order to overcome the energy crisis in the country. Therefore, it is 
crucial for the country to formulate a diverse energy strategy and increase the share 
of sustainable energy resources by exploiting renewable energy technologies (RETs).  

4.1.4     Importance of Wind Energy 

 RETs are the fastest growing energy resources in the world and various projections 
indicate that these resources will have a huge contribution in the future [ 12 – 14 ]. 
Pakistan mainly depends upon the conventional energy resources and there is not 
much effort for the exploitation of RETs for electricity generation. Due to over 
dependence on imported fossil-fuel, more than 60 % of the foreign exchange is 
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spent for the import of energy [ 7 ]. Oil import is a signifi cant burden on the national 
exchequer and foreign reserves. 

 The government is trying to increase the indigenous energy supplies and renew-
able energy sector has been identifi ed as an important target area. Renewable 
resources have enormous potential and can meet many times the current national 
energy demand. These resources can enhance diversity in the national energy mix, 
secure long-term sustainable energy supplies, reduce atmospheric emissions, create 
new employment opportunities, and offer possibilities for growth of the domestic 
manufacturing industry [ 15 ]. 

 Among all RETs, wind is the most mature, rapidly deployable, clean, and afford-
able energy resource. In the decade leading up to 2009, there has been an average 
annual growth rate of 30 % for the installed wind energy capacity in the world [ 16 ]. 
According to the World Wind Energy Association (WWEA), the global market for 
wind energy is gaining momentum and 40.5 GW of new wind capacity was installed 
in the year 2011 in more than 50 countries [ 17 ]. It indicates that wind energy is a 
rapidly growing, mature, and proven technology. Electricity is being generated from 
wind energy at a cost around 8 US cent/kWh in some Asian countries [ 18 ]. 
International Energy Agency (IEA) estimates that the investment cost of wind 
power is expected to further reduce in future as a result of technology development 
and economies of scale by 23 % for onshore and 38 % for offshore projects [ 16 ]. 
There is an increasing trend towards wind energy deployment [ 19 – 21 ]. Therefore, 
wind energy is a technically feasible alternative of renewable energy available for 
Pakistan at a competitive cost. The country’s 1,100 km long coastline is ideal for the 
installation of wind farms to generate electric power. The growth of wind energy in 
the neighboring countries like China and India has been remarkable during the last 
decade. Pakistan is sharing the same coastal line of the Indian Ocean with India. 
Concerns about the security of energy supplies have led many countries in this 
region to diversify their energy mix through their indigenous wind resources. 

 Import of natural gas could be seen as a viable resource to overcome the depleting 
domestic reserves. However, the natural gas import has signifi cant issues such as need 
for substantial capital investment in the infrastructure, security issues in the region, and 
physical terrain concerns. Moreover, it will further increase dependence on imported 
energy, and there is also price uncertainty over the future supply. Thus, wind energy 
has the potential of becoming a strong contributor in the national electricity mix. 

 A recent economic survey by the government indicates that more than 40,000 
villages in the country do not have access to electricity [ 22 ]. Wind energy can be 
utilized to provide electricity to those villages. The deployment of wind energy 
projects can electrify these villages, improve living standards of the communities in 
those areas, and contribute towards the national economic growth [ 2 ]. 

 Utilization of the indigenous wind energy resources can signifi cantly help the 
country to overcome this severe energy crisis, improve living standards of the 
society, diversify the national energy mix, contribute to the national economic 
growth, improve rural economy, reduce the energy import bill, and ensure envi-
ronment  sustainability. The major hurdle in the development of wind power in the 
country is the unavailability of reliable and bankable wind data. Due to the current 
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developments in the region of Gharo and Jhimpir, many project developers have 
installed their own wind masts to get bankable wind data. Unfortunately, wind 
power development is not planned for any other region of the country. Moreover, 
there is not any effort to install any wind measuring mast to assess the potential of 
other regions of the country. The energy crisis in the country demands the 
Government to accelerate its efforts towards development of indigenous and envi-
ronment friendly power solutions to meet its future energy demands and to ensure 
sustainable environment. Therefore, it is critical to investigate and validate the 
potential wind resources in different regions of Pakistan in order to exploit the 
enormous potential of wind energy resources available in the country.  

4.1.5     Wind Energy Resources in Pakistan 

 Wind power has been used from the ancient times for grinding grains, sailing ships, 
and pumping water for irrigation purposes. Wind power technology is the fastest 
growing renewable energy resource in the world [ 16 ]. The worldwide installed 
capacity of wind farms reached 254 GW by the end of June 2012 [ 17 ]. Several 
European countries are obtaining more than 10 % of electricity from wind power 
[ 11 ,  16 ]. It indicates that wind power technology is a rapidly growing, mature, and 
proven technology. The capacity and height of wind turbines have increased with 
time [ 16 ]. Generally, wind speed is higher and more stable at height. Increased 
height of the wind turbine allows increasing length of the turbine blades, so it cap-
tures more power due to larger area through which the turbine can extract energy 
(known as swept area of the rotor). Additionally, the rotor can be installed higher to 
take advantage of the higher wind speed [ 23 ]. 

 Pakistan has a tropical desert climate with yearly precipitation of less than 
250 mm. It is hot and dry in most of its areas, with a relative high average annual 
temperature. There are four distinct seasons: a cool, dry winter from December 
through February; a hot, dry spring from March through May; the summer rainy 
season, or southwest monsoon period, from June through September; and the 
retreating monsoon period of October and November. Rainfall varies greatly from 
year to year, and patterns of alternate fl ooding and drought are common [ 24 ]. The 
country is under a great infl uence of monsoon from the Indian Ocean, which brings 
both precious rain and abundance of wind energy resources. The thermal depression 
of South Asia and monsoon winds shape the country’s southern coastal areas and 
northern mountain areas into a land rich in wind resources. 

 Various studies indicate that there is a good potential for generating electricity 
from wind energy along the coastline and many other regions of Pakistan [ 2 ,  7 , 
 25 – 28 ]. Pakistan Metrological Department (PMD) has installed several wind data 
collection centers along the coastline and northern areas of the country. The wind 
data is obtained from 47 towers along the coastline. The collected wind data indi-
cates that wind speeds from 5 to 7 m/s persist in the coastal regions and many valleys 
in the Northwest region of the country at a height of 50 m [ 29 ]. 
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 In an effort to access the global potential of wind resources, the US National 
Renewable Energy Laboratory (NREL) and 3TIER Environmental Forecast Group 
developed 50 m wind map of Pakistan, shown in Fig.  4.3 . This high-resolution wind 
map also indicates that many regions of country have good potential for generating 
wind energy [ 30 ]. Sheikh mentioned that many potential sites for wind energy gen-
eration in Pakistan have capacity factor of more than 25 %, which is internationally 
considered suitable for the installation of economically viable commercial wind 
farms [ 25 ]. Multiple studies indicate 50 GW of wind energy potential along the 
coastal areas of the country with an average wind speed of more than 7 m/s at 80 m 
height [ 26 ,  31 ]. Therefore, the coastal areas of Pakistan, especially the wind corri-
dor around Gharo region is ideal for generating electricity from wind energy.  

 An in-depth analysis of the wind data is very useful to identify the best  prospective 
areas and screen out less promising areas. The following areas in several regions of 
the country have good-to-excellent wind resources [ 32 ]:

•    Southeastern Pakistan especially:

 –    Hyderabad to Gharo region in southern Indus Valley  
 –   Coastal areas south of Karachi  
 –   Hills and ridges between Karachi and Hyderabad     

  Fig. 4.3    Wind map of Pakistan [ 30 ]          
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•   Northern Indus Valley especially:

 –    Hills and ridges in northern Punjab  
 –   Ridges and wind corridors near Mardan and Islamabad     

•   Southwestern Pakistan especially:

 –    Near Nokkundi and hills and ridges in the Chagai area  
 –   Makran area hills and ridges     

•   Elevated mountain summits and ridge crests, especially in northern Pakistan.    

 It is estimated that approximately 26,400 km 2  (3 % of Pakistan’s total area) has 
class 4+ (good-to-excellent) wind resource for utility-scale applications. It has a 
potential of generating approximately 132,000 MW of electricity from wind (assum-
ing 5 MW/km 2 ) [ 32 ]. Moreover, almost 9 % of the country’s land area has a Class 3 
or better wind resource. A summary of the wind resource at 50 m height along with 
potential of generating electricity from the available wind resources in the country 
are presented in Table  4.1 .

   Despite the availability of wind resources in abundance, there is not much prog-
ress made for the utilization these resources in the country. Presently, the installed 
capacity of wind power is only 40 MW in the country [ 10 ]. In the renewable energy 
policy announced by the government in the year 2006, surety has been given for the 
purchase of electricity generated by wind farms. Moreover, a unique concept of 
“wind risk” has also been incorporated to immune the investors and project devel-
opers from the risk of variability of wind resource (wind speed). This concept has 
been incorporated to overcome the fear related to the reliability and accuracy of the 
available wind data and insulate the investor from resource variability risk. This risk 
is absorbed by the power purchaser (government). The wind risk concept will ensure 
that the government will make monthly payments for the purchase of power in 
accordance with the benchmark wind speed tables [ 33 ]. The benchmark wind speed 
is determined for each project site on the basis of the independently monitored wind 
data. Subsequently, electricity generation levels corresponding to the benchmark 
wind speed are calculated. If less power is generated in a particular month due to 
wind speed lower than the benchmark wind speed, the government will make 
monthly payments to wind farms according to the benchmark wind speed data [ 34 ]. 
The principle behind the wind risk concept is to make the wind farm developers and 
investors immune to the wind speed variability factor, which is beyond their control. 

   Table 4.1    Good-to-excellent wind resource [ 32 ]   

 Wind 
resource 

 Wind 
class 

 Wind power 
(W/m 2 ) 

 Wind speed 
(m/s) 

 Land Area 
(Km 2 ) 

 Electricity potential 
(MW) 

 Good  4  400–500  6.9–7.4  18,106  90,530 
 Excellent  5  500–600  7.4–7.8  5,218  26,090 
 Excellent  6  600–800  7.8–8.6  2,495  12,480 
 Excellent  7  >800  >8.6  543  2,720 
 Total  26,362  131,800 
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However, project developer will be fully responsible for factors within their control 
such as availability of the wind farms [ 33 ]. The renewable energy policy also offers 
other benefi ts including some tax exemptions and waiver of import duties for the 
equipment required for renewable energy projects.  

4.1.6     Need to Assess Wind Resources 

 Lack of credible wind resource data is considered the major reason towards under-
utilization of wind energy in Pakistan [ 35 ]. Due to limited availability of bankable 
wind data, it is important to collect wind data from the potential locations for instal-
lation of wind farms. Generally, wind data of remote locations suitable for installa-
tion of wind farms are not available. It is due to the reason that meteorological 
department only install weather stations at specifi c locations such as airports, ports, 
and areas with high density population and these locations are avoided during wind 
farms siting [ 36 ]. Literature highlights that for wind energy resource assessment 
applications, minimum of 1 year of wind measurements is required for resource 
assessment and to build wind climatology for a certain site [ 36 – 38 ]. A 1-year period 
of wind measurements can provide a reasonable indication of wind potential includ-
ing percentage of uncertainty from 5 to 15 % [ 39 ]. In this chapter, data analysis for 
the period of 2 years is done using WAsP software. The results of the analysis were 
then compared with resource identifi ed in NREL wind map of Pakistan.   

4.2     Site Selection Approach 

4.2.1      Site Selection Criteria 

 Selection of site for the installation of wind mast is a complex job. Various factors 
are involved that need to be addressed before fi nalizing the location, where the mast 
is to be installed. The likely future development of wind power projects in the area 
are also needed to be catered during installation of wind mast. Following are the 
critical parameter to install the mast on best suitable site [ 37 ,  40 – 48 ]:

•    Land availability is the most critical factor. It should be ensured that the rights of 
the land selected for the site can be secured. The land owners, local authority, 
statutory stakeholders, and local communities must be consulted before the 
selection of site.  

•   Ecological assessment must be done to avoid disturbance to critical habitat in 
that region. Effects on any agricultural or recreational site in the selected region 
are also calculated. The land must be fl at and easily accessible for logistics, con-
struction, and O&M of the mast.  

•   Grid connection should be in close proximity to the installed mast likely to be 
cost-effective for the desired size of project development in the future.  
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•   Prevailing wind speeds should be adequate. The basic meteorological data or 
wind maps available of the area can be used to assess the wind frequencies. 
The area with wind preferably in one direction should be chosen for installation 
of mast.  

•   Building permits need to be taken from the aviation authorities.  
•   Ground conditions must be checked and verifi ed through soil investigation or 

geotechnical studies.    

 It is important to strictly follow the above-mentioned site selection criteria for 
the installation of the met mast for better results.  

4.2.2     Location of the Mast 

 The site for the installation of met mast was selected by keeping in view the criteria 
mentioned above. The US National Renewable Energy Laboratories under the 
USAID assistance program has carried out the wind resource study of Pakistan and 
developed a mesoscale map showing the wind speed available at 50 m altitude [ 49 ]. 
This map was studies at the time of site selection which shows high wind power 
potential in Kalar Kahar region of the Punjab. The meteorological data of wind 
available for the Kalar Kahar region was also analyzed to verify the high wind 
speeds in the region. Based on the pre-analyses of NREL map and meteorological 
data, different locations of Kalar Kahar region was visited by authors. During visits, 
authors also collect the basic information from the local residents of the area regard-
ing the wind conditions of the area. Land availability options were evaluated in 
different locations of Kalar Kahar. Land ownership issues were handled through 
consultation with statutory authorities and local communities to get the documented 
land rights to avoid any legal issues. Authors also got permission from Civil Aviation 
Authority (CAA) Pakistan for the installation of the mast. After several site visits, 
the location of the mast was fi nalized and land was obtained on lease. 

 The wind mast was installed in the Kalar Kahar region, located at 25 km south 
west of Chakwal near motorway M-2 in February 2010. The selected site for the 
installation of the mast is an elevated area consists of a plateau. There are small 
hills having approx. average height around 300–600 m. They attain the average 
height of 900 m with several peaks rising up to 1,200 m. Small hills of bare rock 
rise steeply above the surface. There are few large hills in the region. Surrounding 
areas are agricultural farmlands covered with seasonal crops, whereas the popula-
tion is approximately 2 km away towards the north east of the site. This is the fi rst 
wind mast installed in the Punjab province, where the anticipated potential of wind 
power generation is 5–10 GW. Satellite imaginary of the site is given in Fig.  4.4  
followed by the images of mast surroundings in Fig.  4.5 . The coordinates of the 
installed wind mast are 32.6579333 N, 72.66645E. During installation of wind 
mast, international industry standards (IEC 61400-12-1) were strictly followed to 
record reliable and bankable wind data.     
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  Fig. 4.4    Site satellite imaginary of Kalar Kahar mast       

  Fig. 4.5    Surrounding areas of Kalar Kahar mast       
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4.3     Research Methodology 

 The objective of the research is to identify a windy area in the Punjab province, 
where future wind power projects can be installed. Detailed wind resource assess-
ment is considered essential for estimation of the wind power potential and evalua-
tion of the most promising sites for wind farm development [ 50 ,  51 ]. To achieve this 
objective, a wind mast was erected at the selected site according to the site selection 
criteria given in Sect.  2.1 . The wind mast equipment was imported from NRG USA 
and all the equipment was installed as per industry standard IEC 61400-12-1. The 
complete wind measurement system comprises fi ve anemometers for measuring 
wind speed, two wind vanes for wind direction measurement, one temperature, and 
one humidity sensor. The installation heights of these sensors are given in Table  4.2  
in Sect.  3.1 . Wind speed is the most important site indicator; therefore, anemome-
ters were installed on three different heights to determine wind shear characteristics. 
Wind Atlas Analysis and Application Program (WAsP) was used which is one of the 
most widely used wind resource assessment model [ 37 ,  52 – 54 ]. Horizontal and 
vertical extrapolation of wind data can be performed with WAsP. It contains a com-
plete set of models to calculate the effects on the wind of sheltering obstacles, sur-
face roughness changes, and terrain height variations [ 50 ].

   Once the system is fully commissioned, the data was retrieved through GSM 
network after every 10 min. Wind energy resource assessment applications require 
accurate wind data [ 36 ,  37 ,  55 – 59 ]. The collected data was retrieved and stored on 
the servers. Data is then validated manually and through wind data retrieval soft-
ware to screen the data for any anomaly or error and the missing data is reported. 
The reason for erroneous data like faulty sensor, loose wire connection, broken 
wires, etc. were immediately detected and rectifi ed to improve the reliability of the 
data. Data validation was done by verifi cation of data records, time sequence, and 
range test, i.e., comparison of available data with upper and lower limit values. 
Literature recommends taking out the erroneous or missing measurements and 
refi ning the wind date [ 53 ]. Relational checks were made by verifying relationships 
between different physical parameters. It was a critical step because accuracy of the 
WAsP predictions depends on the accuracy of the measurement station [ 53 ]. 

  Table 4.2    Mast information   Sensor/Serial number  Height (m) 

 Speed/121263  79 
 Speed/121274  79 
 Speed/120677  60 
 Direction  77 
 Direction  30 
 Temperature   5 
 Speed/120678  50 
 Speed/120679  30 
 Speed/120685  10 
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 After the data validation, the data is processed to be used in wind data software. 
Validated 10 min data subsets were converted into an hourly average data base using 
WAsP software. Average wind speeds and annual wind speed values are then calcu-
lated from the software. Wind rose is developed for the wind direction data received 
from the site. Temperature data was also received and monthly averages were calcu-
lated. The complete data set of 2 years was analyzed to conclude the results of the 
research. It is according to the recommendations given in the literature, where 
emphasis is given to have minimum of 1 year of wind data for accurate resource 
assessment [ 36 – 38 ]. 

4.3.1      Mast Information 

 The equipment installed on the mast was supplied by NRG Systems. NRG has been 
into presence since 1982 and considered the most renowned make in the wind mea-
suring equipment and can be found in more than 135 countries, serving electric 
utilities, wind farm developers, research institutes, government agencies, and uni-
versities [ 60 ]. NRG Systems manufactures complete wind measurement systems 
includes tilt-up towers, instruments, and sensors that measure and analyze wind 
speed, direction, and other environmental data important to sitting and operating 
wind energy projects. Details of the mast installed on site are given below: 

 Eight sensors are installed on the mast. Details of the sensors installed on the 
mast are given below in Table  4.3 .

4.3.2        Data Recovery Rate and Faulty Data 

 Large-scale data sets are likely to have some errors. Data errors may be caused by a 
number of reasons including human mistakes and instrumental malfunctioning and 
other environmental factors. In order to make the given data reliable enough to be 
used for the wind resource assessment, it is important to process it to address its 

   Table 4.3    Sensor information   

 S No  Sensor  Units  Height (m) 
 Possible 
records 

 Valid 
records  Recovery rate (%) 

 1  Direction 30 m  degree  30  73,350  70,920  96.69 
 2  Direction 77 m  degree  77  73,350  70,920  96.69 
 3  Speed 10 m  m/s  10  73,350  70,920  96.69 
 4  Speed 30 m  m/s  30  73,350  70,920  96.69 
 5  Speed 50 m  m/s  50  73,350  70,920  96.69 
 6  Speed 60 m  m/s  60  73,350  70,920  96.69 
 7  Speed 79 m A  m/s  79  73,350  70,920  96.69 
 8  Speed 79 m B  m/s  79  73,350  70,920  96.69 
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errors and shortcomings. The available wind data sets have therefore been processed 
for quality control. Data received from the mast has recovery rate of 96.7 %. 
Calculated recovery rate of the data is given above in Table  4.4 .   

   There were few anomalies in the received data. Fault temperature data observed 
in the data is ignored. There are two events when data is not received from all 
sensors. Details of these observations are given in Table  4.5 . Data is investigated for 
any failure of battery, data logger failure, and data transmittance through GSM 
module. There are no clear observations to make reason of data not received from 
logger. As per mast maintenance team, the reason is due to insuffi cient storage 
memory.

4.4         Wind Resource Assessment 

 The following analyses are carried out to assess the wind resource at Kalar Kahar 
region in the Punjab province. 

4.4.1     Shadow Analysis 

 Shadow count the effect of the mast installation on the measured results normally 
caused due to shelter of any anemometer from any direction. Data received from the 
mast is analyzed to investigate for any shadow. There is no shadow observed on the 
top anemometers. The shadow analysis is shown in Fig.  4.6 .   

4.4.2     Drift Analysis 

 Drift generally occurs due to anemometers cyclic bearing loading, contaminations 
and wear caused them to operate in off design fashion. Drift analysis is carried out 
on all speed sensors. It is observed that there is no drift on any speed sensor and all 

  Table 4.4    Data recovery   Lot No  Duration 

 01  23rd May 2010 
 02  1st January 2011 to 13 January 2011 

  Table 4.5    Missing data   Sensor  Correlation with   R  2  

 Speed 79 m A  Speed 79 m B  0.998 
 Speed 79 m A  Speed 60 m  0.990 
 Speed 60 m  Speed 50 m  0.996 
 Speed 50 m  Speed 30 m  0.980 
 Speed 30 m  Speed 10 m  0.947 
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speed sensors are working in good condition. It has been indicated in Fig.  4.7  that 
all sensors are performing in normal fashion.   

4.4.3     Sensor Symmetrical Behavior 

 After having drift analysis, it was observed that all sensor are working fi ne with due 
time. For further investigations of the installed sensor, correlation of sensors at the 
consecutive heights is carried out. Purpose of this analysis was to fi nd out any 
abnormality of the sensor functionality. A strong correlation between consecutive 
heights shows that all speeds are working in good conditions (Table  4.6 ).

4.4.4        Monthly Wind Speeds 

 Based on all above data checks, it can be concluded that at this stage the fi nalized 
data is in good quality and results can be extracted for any decision about site based 
on wind characteristics to install wind power project. Monthly mean of the site is 
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  Fig. 4.6    Shadow analysis       
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  Fig. 4.7    Normalized speed data of the mast installed at Kalar Kahar       

   Table 4.6    Symmetric data trend check   

 Year  Month 

 Mean 
wind 
speed 
79 m 

 Mean 
wind 
speed 
79 m 

 Mean 
wind 
speed 
60 m 

 Mean 
wind 
speed 
50 m 

 Mean 
wind 
speed 
30 m 

 Mean wind 
speed 10 m 

 2010  Feb  5.6639  5.7266  5.4334  5.2916  4.8477  4.0529 
 2010  Mar  5.2637  5.3072  5.0966  5.0157  4.6345  3.8177 
 2010  Apr  6.0812  6.1217  5.8354  5.7249  5.2699  4.5138 
 2010  May  6.144  6.1992  5.9001  5.7993  5.3528  4.5604 
 2010  Jun  5.4097  5.4646  5.178  5.1035  4.6942  4.0148 
 2010  Jul  4.7006  4.6501  4.4431  4.3984  4.0863  3.4285 
 2010  Aug  3.509  3.4575  3.2555  3.219  2.8823  2.3892 
 2010  Sep  3.6937  3.7653  3.4929  3.4123  3.1275  2.5389 
 2010  Oct  3.9402  3.9335  3.702  3.6553  3.3872  2.6849 
 2010  Nov  3.845  3.8447  3.7212  3.7021  3.4904  2.8952 
 2010  Dec  4.2316  4.2256  4.1206  4.0398  3.7834  3.1147 
 2011  Jan  5.6257  5.6441  5.4067  5.4496  5.0733  4.1691 
 2011  Feb  5.2883  5.303  5.0775  5.0067  4.6241  3.7438 
 2011  Mar  4.9378  4.942  4.7608  4.6973  4.3744  3.6397 
 2011  Apr  5.5803  5.5838  5.3453  5.1999  4.76  3.9748 
 2011  May  5.2636  5.1579  4.9849  4.9037  4.4529  3.7762 
 2011  Jun  4.9497  4.8966  4.6638  4.6161  4.2356  3.601 
 2011  Jul  3.9213  3.8857  3.751  3.6332  3.33  2.8382 
 All data  4.8929  4.8955  4.6755  4.6048  4.2462  3.5417 
 Mean of 
monthly 
means 

 4.7172  4.7192  4.5054  4.4453  4.1047  3.4078 
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calculated on the basis data of 24 months; the maximum monthly mean is 4.72 m/s 
at a height of 79 m, whereas lowest monthly mean wind speed is 3.41 m/s at height 
of 10 m given in Table  4.7 .

   All monthly mean wind speeds are plotted in Fig.  4.8 . Analysis of long-term 
wind data reveals interesting patterns. For example, it is observed that wind observed 
during the May 2010 is higher than observed during May 2011. Annual wind vari-
ability and cyclic patterns can be better observed based on long-term data.   

4.4.5     Annual Wind Speeds 

 The annual wind speed data for the years 2010 and 2011 are shown in Table  4.8 .
   From Fig.  4.9 , it can be understood that due to vertical mixing forced by 

solar irradiation, the wind speeds at the different heights tend to equal around 

   Table 4.7    Monthly mean wind speed   

 Year  Month 

 Mean 
wind 
speed 
79 m 

 Mean 
wind 
speed 
79 m 

 Mean 
wind 
speed 
60 m 

 Mean 
wind 
speed 
50 m 

 Mean 
wind 
speed 
30 m 

 Mean 
wind 
speed 
10 m 

 2010  Feb  5.6639  5.7266  5.4334  5.2916  4.8477  4.0529 
 2010  Mar  5.2637  5.3072  5.0966  5.0157  4.6345  3.8177 
 2010  Apr  6.0812  6.1217  5.8354  5.7249  5.2699  4.5138 
 2010  May  6.144  6.1992  5.9001  5.7993  5.3528  4.5604 
 2010  Jun  5.4097  5.4646  5.178  5.1035  4.6942  4.0148 
 2010  Jul  4.7006  4.6501  4.4431  4.3984  4.0863  3.4285 
 2010  Aug  3.509  3.4575  3.2555  3.219  2.8823  2.3892 
 2010  Sep  3.6937  3.7653  3.4929  3.4123  3.1275  2.5389 
 2010  Oct  3.9402  3.9335  3.702  3.6553  3.3872  2.6849 
 2010  Nov  3.845  3.8447  3.7212  3.7021  3.4904  2.8952 
 2010  Dec  4.2316  4.2256  4.1206  4.0398  3.7834  3.1147 
 2011  Jan  5.6257  5.6441  5.4067  5.4496  5.0733  4.1691 
 2011  Feb  5.2883  5.303  5.0775  5.0067  4.6241  3.7438 
 2011  Mar  4.9378  4.942  4.7608  4.6973  4.3744  3.6397 
 2011  Apr  5.5803  5.5838  5.3453  5.1999  4.76  3.9748 
 2011  May  5.2636  5.1579  4.9849  4.9037  4.4529  3.7762 
 2011  Jun  4.9497  4.8966  4.6638  4.6161  4.2356  3.601 
 2011  Jul  3.9213  3.8857  3.751  3.6332  3.33  2.8382 
 All data  4.8929  4.8955  4.6755  4.6048  4.2462  3.5417 
 Mean of the monthly 
means 

 4.7172  4.7192  4.5054  4.4453  4.1047  3.4078 
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  Fig. 4.8    Monthly mean wind speeds       

   Table 4.8    Annual wind speed   

 Year 
 Mean wind 
speed 79 m 

 Mean wind 
speed 79 m 

 Mean wind 
speed 60 m 

 Mean wind 
speed 50 m 

 Mean wind 
speed 30 m 

 Mean wind 
speed 10 m 

 2010  4.7246  4.7415  4.5161  4.4452  4.1039  3.4232 
 2011  5.2043  5.1806  4.9706  4.9002  4.5096  3.7608 
 Avg.  4.8929  4.8955  4.6755  4.6048  4.2462  3.5417 
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noon time, which provides the daily minimum wind speed for the top level 79 m 
around that time.   

4.4.6     Wind Shear Profi le 

 The vertical wind shear and monthly wind shear profi les for the wind data 
recorded during the period of February 2010 to July 2011 have been computed. 
The results derived from the recorded wind data are presented in Figs.  4.10 ,  4.11 , 
and Table  4.9 .  

   The lowest wind shears are observed during the months of October to January 
due well-mixed atmospheric boundary layer and less temperature gradient.  

4.4.7     Wind Direction 

 Wind direction is a major factor for selecting land for a wind farm project. Wind 
rose is used to estimate the wind direction in reference to wind speed. Dominant 
wind is observed from North side. Considering Figs.  4.12  and  4.13  where it can 
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  Fig. 4.10    Vertical shear profi le       
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  Fig. 4.11    Seasonal wind shear profi le       

  Table 4.9    Seasonal wind 
shear profi le   Months 

 Power law 
exponent 

 January  0.146 
 February  0.167 
 March  0.154 
 April  0.155 
 May  0.151 
 June  0.148 
 July  0.149 
 August  0.181 
 September  0.183 
 October  0.182 
 November  0.138 
 December  0.15 
 Monthly mean  0.159 

be observed that it will be July when wind direction is from south east which is 
different from the dominant wind direction.   

 Finally, from Table  4.10 , it can be seen that dominant wind is from the north 
direction.
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  Fig. 4.13    Monthly wind rose       
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4.5         Comparison of Actual Site Data and NREL Mapping 

 Resource mapping of the Pakistan was done by the NREL funded by USAID in 
2007. Mapping was done considering an elevation of 500 m and weibul  k  value of 
1.8. Based on the values, the mountainous range of Chakwal is mapped as the region 
with the highest wind energy potential in the Punjab province. On the basis of wind 
mapping, wind mast was installed in the Chakwal region, where wind class 02 is 
identified. Power density identified for the same location is in the range of 
200–300 W/m 2 . Wind speed is monitored for more than 1 year. Based on the moni-
toring period of more than a year, the results showed deviation from the results with 
observed power density of 105 W/m 2  and wind class 01. Weibul  k  value observed is 
1.804. Ground measurements are always more trusted as compared to remote sens-
ing. However, it is required to put up more wind mast at new locations keeping 
considerations of the overall complex terrain of the region.  

4.6     Conclusions 

 This chapter demonstrated to assess and promote the harnessing of wind power to 
generate electricity in Kalar Kahar region of the Punjab province. Recording of 
accurate time series wind data at different heights is one of the basic requirements. 
The analysis shows that the average wind speed of the area is around 4.8 m/s. Wind 
power class having a power density of 131 W/m 2  at height 79 m is although not 
recommended for MW class wind turbines, but it is ideal for small-scale applica-
tions. On the basis of the results, it is concluded that the observed wind data have 
relatively low wind potential as per international wind power classifi cation. 

   Table 4.10    Directional mean wind frequency   

 Sector No 
 Direction (77 m) 
 Sector  Frequency (%) 

 Mean WS at 79 m 
 Height (m/s) 

 1  345–15  18.66  6.5903 
 2  15–45  5.29  5.6589 
 3  45–75  1.92  3.6687 
 4  75–105  2.99  3.825 
 5  105–135  11.17  4.6379 
 6  135–165  9.46  3.7777 
 7  165–195  10.37  3.4254 
 8  195–225  7.85  3.3557 
 9  225–255  6.54  3.5828 

 10  255–285  3.03  3.6322 
 11  285–315  6.09  5.0149 
 12  315–345  16.63  6.2227 
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However, through installation of suitable wind turbines, economical generation of 
electricity is possible for this remote location. 

 The results of the analysis were compared with the wind map of Pakistan devel-
oped by the US National Renewable Energy Laboratories (NREL). The NREL map 
shows high wind areas in the Punjab province. It was found that the installed mast 
is around 39 km away from the locations identifi ed in the map of NREL. Based on 
the analysis, results and comparison with the NREL map, new locations of mast 
were identifi ed, and it is recommended that the mast may be uninstalled from pres-
ent site and reinstalled to any other potential site to set up a power project. The 
proposed new location of the wind mast is shown in Fig.  4.14 . Moreover, on the 
basis of low potential but consistent winds in the area, where the wind mast is 
installed; it is proposed to use micro wind turbines for small applications like street 
lights and electrifi cation of villages. It is also recommended that before planning 
any large-scale project in this area, micro-siting analysis must be completed for the 
economic viability.      
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     Chapter 5   
 Technological Assessment of Emerging 
Technologies in Conversion of Municipal Solid 
Waste to Energy 

                Tugrul     U.     Daim     ,     Lokesh     Honnappa    ,     Mamatha     Murthy    ,     Claudiu     Rusnac     , 
and     Chakaphan     Pornsatit   

    Abstract     The use of biomass to generate heat, energy, and petroleum substitutes 
such as bio-oil or bio-crude has showed much promise as a tool for reducing our 
reliance on imported oil and reducing the world’s total carbon output through  carbon 
recycling. This chapter provides a case of technology assessment of biomass con-
version technologies assuming a hypothetical organization, Green Tech. The chapter 
outlines the steps on how Green Tech went from defi ning a problem to performing 
a gap analysis, defi ning requirements, identifying selection criteria, and fi nally per-
forming a cost–benefi t analysis on three biomass conversion technologies.  

       We can make Oregon the national leader in renewable energy and renewable product 
 manufacturing… Development of renewable energy will lessen our reliance on fossil fuels, 
protect Oregon’s clean air and create jobs.—Governor Kulongoski, 2003 [ 1 ]. 

   Nothing is more associated with Oregon than its natural resources and how we pro-
tect, enjoy, and utilize these resources is inextricably connected to the way we gen-
erate and supply energy to Oregonians and our economy. Recognizing this, Governor 
Kulongoski in 2003 [ 1 ] promoted diversity of renewable energy resources. Because 
some renewable energy fuels like bio-fuels are freely accessible and are environ-
ment friendly, they help stabilize electric rates and reduce our dependence on petro-
leum/natural gas. Further, investments create jobs, displacing the use of fossil fuel 
generation and avoiding numerous pollutants and global warming gases. 

        T.    U.     Daim      (*) •    M.     Murthy    •    C.     Pornsatit    
  Portland State University ,   Portland ,  OR ,  USA   
 e-mail: tugrul@etm.pdx.edu   

    L.     Honnappa    
  Lam Research ,   San Jose ,  CA ,  USA     

    C.     Rusnac      
     Xerox Corp ,   Rochester ,  NY ,  USA   
 e-mail: crusnac@gmail.com  

mailto:tugrul@etm.pdx.edu
mailto:crusnac@gmail.com


84

 The use of biomass to generate heat, energy, and petroleum substitutes such as 
bio-oil or bio-crude has showed much promise as a tool for reducing our reliance on 
imported oil and reducing the world’s total carbon output through carbon recycling. 
Various combustion and gasifi cation processes have been proven to be effective 
methods for converting biomass into useful chemical and oil derivatives as well as 
other carbon products. 

 For biomass fueled power plants, reliance on forest and agricultural waste means 
that a continuous supply of fuel may be uncertain. Generation of energy requires 
large quantities of biomass. It becomes highly important to look for alternate 
 biomass resources and develop a facility to handle multiple biomass fuel types. 
Municipal solid waste (MSW) is one such product used as a feedstock, which is 
available abundantly and is cost competitive with natural gas power generation. 

 Green Tech, Inc., a renewable energy company, is in the process of expanding its 
energy generation by including MSW as the feedstock in addition to the homoge-
nous feedstock. Homogenous feedstock comprises of arboricultural activities, yard 
waste, and wood waste. The current technology—conventional fl uid bed reactor 
design, however, is not designed to accept MSW as the feedstock. 

 This chapter outlines the process that Green Tech used to assess technologies 
that could be a suitable replacement for its existing process that includes MSW as a 
heterogeneous feedstock. 

5.1     Introduction 

5.1.1     Problem Defi nition 

 World oil demand is growing substantially faster than production (refi nery) capacity. 
Currently, the USA consumes 19.15 million barrels per day of oil, which is more 
than 25 % of the world’s total [ 2 ]. As a result, it shows that the USA produces 
 one- fourth of the world’s carbon emission, which may be a contributing factor to 
climate change. 

 Also, USA has spent more than $250 billion annually to import oil [ 3 ]. In 2010, 
it is also estimated that the USA imported 10.27 million barrels per day of oil while 
it produced around 9.69 million barrels of oil per day [ 4 ]. As a result, more than 
50 % of the US oil consumption is imported. By expanding the existing portfolio of 
energy, the USA could be more self-suffi cient and provide energy locally. 

 Burning of fossil fuel has had signifi cant environmental, political, and economical 
consequences. From environmental aspect, burning fossil fuel generates greenhouse 
gases (GHG), which consist of carbon dioxide, nitrous oxide, etc. Even though 
GHGs are benefi cial in terms of maintaining earth’s temperature, they could be 
harmful if produced too much. Also governments have to regulate and fi nd the way 
to control these gases to ensure safety of the people. Economically, people are con-
cerned about fossil fuels. For example, rising of the oil prices in many countries is 
an obvious reason why people are searching for other alternatives. 
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 Furthermore, fossil fuel prices are highly volatile. With the conversion from 
MSW to energy, the energy manufacturers do not have to worry about fl uctuating 
price of fossil fuel since MSW is easily accessible everywhere. 

 The USA spend signifi cant amount of resources disposing of MSW. In 2010, the 
USA spent more than $40 billion dollars to dispose its annual production of 250 
million tons of garbage [ 5 ]. Also, according to our research, Oregon in particular 
produced about 2.4 million tons    in 2008 and disposed 50 % of its garbage to landfi ll [ 6 ]. 
However, landfi ll space in the USA is depleting rapidly. The number of operating 
landfi lls in the USA has declined over the last two decades, falling from 7,924 in 
1988 to 1,754 in 2007 [ 7 ]. 

 Finally exploring new reserves of fossil fuels has become more risky and costly 
thus, MSW-to-energy conversion technology could be a solution.  

5.1.2     Solutions 

 One solution to this problem is conversion of biomass into energy products using 
various processes such as chemical, bio-chemical, and thermochemical conver-
sion process. In this paper, we focus on MSW as a feedstock. The main advantage 
of biomass conversion is that the conversion process has zero net CO 2  emission 
(Fig.  5.1 ) [ 8 ].   

5.1.3     Why Biomass? 

 Biomass is abundant in nature and is freely accessible and can be easily converted 
into usable energy products in all forms that people need. Thus, it helps to reduce 
our dependency on fossil fuel and natural gas. Figure  5.1  shows end products that 
could be produced by using biomass as a fuel. According to a report by Columbia 
University [ 10 ] it shows that almost 90 % of total energy consumption comes from 
fossil fuel and natural gas. Thus, biomass is an excellent alternative for energy 
production. 

SOURCES
Agricultural Crops
Animal Waste
Forestry Waste
Municipal Solid Waste

PRODUCTS
Electricity
Transport Fuels, Biodiesel, Ethanol, Hydrogen
Pharmaceuticals
Animal Food
Fertilizer

Conversion

  Fig. 5.1    Biomass conversion process [ 9 ]       
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 Biomass, being a renewable energy source, reduces the costs of operation and 
maintenance which are major costs of the project other than capital cost. Moreover, 
renewable energy produces little or no waste products, so it causes little impact on 
the environment. Finally, renewable energy projects can be economically useful to 
many areas since it increases the use of local services [ 11 ]. 

 By 2008, the USA was in second place of the highest level carbon emission 
countries, which represents 18.11 % of the total [ 12 ]. Most scientists believe that 
wide ranges of biomass resources are benefi cial due to its carbon neutral nature. 

 MSW, a biomass energy source, is easily accessible everywhere and can be 
directly combusted into energy with minimal processing. The technology presents 
the opportunity for both electricity production and an alternative to landfi lling. 
Further MSW facilities are paid by the fuel suppliers to take the fuel (known as a 
“tipping fee”).  

5.1.4     Current State and Overview of a Hypothetical Company 

 Green Tech Inc. is a renewable energy company generating electricity using homog-
enous biomass in the Portland metro area. Homogenous feedstock comprises of 
arboricultural activities, yard waste, processed wood, and wood from forest. The 
plant with a current capacity of 100 t/day converts the homogenous biomass using 
conventional fl uid bed reactor technology into energy. 

 Conventional fl uid bed reactor is a thermochemical conversion process, which 
provides a medium in which rapid heating of the biomass particle takes place [ 14 ]. 
Adding an inert medium to the bed, the technology provides a controlled fl uidized 
environment and uniform temperature over a wide range of biomass feed rates [ 14 ]. 
However, Green Tech Inc. is facing certain challenges to use the same technology to 
process MSW.

•    Burning of waste with partial supply of oxygen produces synthetic gas (also 
called as Syngas), which is mainly composed of carbon monoxide and hydrogen. 
The gas needs to be cleaned or purifi ed before further processing.  

•   The process requires upfront processing of feedstock.  
•   The output is sensitive to input meaning the conventional process relies on high 

calorifi c value material.  
•   The current process is not optimized and designed to handle a heterogeneous 

feedstock like MSW.  
•   The conventional conversion facility is not self-sustaining. Green Tech cannot 

use the gases emitted during the process to heat the reactor.  
•   The current process is very ineffi cient in terms of conversion of energy from 

waste to electricity.    

 Thus, it is very important for Green Tech to look for a technology that satisfi es 
company’s goals and strategy.  
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5.1.5     Future State 

 Due to a number of problems that the company is currently facing, it needs effective 
and affordable solution to solve and improve the present operating system. To 
achieve an optimal MSW-to-energy system, there are a couple of requirements that 
the company is targeting.

    1.    The new technology should be easily integrated into the existing system.   
   2.    The adopted technology should be able to process MSW effectively so as to gen-

erate better profi ts and have additional revenue stream in terms of tipping fees.   
   3.    The selected technology should reduce or eliminate the process of feedstock 

preparation. By eliminating feedstock preparation process, it saves the company 
time and cost of operation.   

   4.    The integrated technology should be effi cient in terms of enhancing output prod-
ucts. In other words, it should be able to produce several by-products that are 
marketable such as bio-oil, bio-char, and other chemicals.     

 The next section illustrates the possible by-products from the considered 
technologies. 

5.1.5.1     Bio-oil 

 Bio-oil is a complex oxygenated compound comprised of water, water-soluble com-
pounds such as acids, esters, and water-insoluble compounds. It is a dark brownish 
viscous liquid resembling fossil crude oil [ 15 ]. 

 Bio-oil can be used as a substitute for fossil fuels to generate heat, power, and 
chemicals. Boilers and furnaces can be fueled by bio-oil in the short term whereas 
turbines and diesel engines can be fueled by bio-oil in longer term. Plus, transportation 
fuels like methanol liquid can be drawn from bio-oil by using the bio-oil as a feed-
stock instead of the biomass. Furthermore, there is a wide range of chemicals that 
can be extracted or derived from the bio-oil such as resins, acetic acid, sugars, feed-
stock chemical industry, etc. [ 16 ]. 

 Bio-oil has potential uses as a fuel for production of heat and electricity so it 
should be marketed to energy industries. It may also have additional higher value as 
a feedstock for green chemical industries.  

5.1.5.2     Bio-char 

 Bio-char is a solid material, which is a by-product of pyrolysis. It is rich in carbon 
and can endure in soil for thousands of years. 

 It can be utilized in two main applications. First, it can store unwanted CO 2  
 generated by combustion and decomposition of woody biomass and agricultural 
residue in the soil. As a result, it reduces GHG emissions, which are the cause of 
climate change. Also, it enhances soil fertility by providing suffi cient nutrients for 
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plant growth and water retention. Therefore, bio-char offers promise for its climate 
benefi ts and soil productivity [ 17 ]. 

 Based on its capability to absorb CO 2  and improve soil fertility, the potential 
market could be from agricultural industries to energy industries.  

5.1.5.3     Slag 

 Slag, a by-product of the gasifi cation process, occurs in several forms depending on 
its cooling process. Air-cooled slag which is a black glassy rock can be processed 
into bricks, synthetic gravel or asphalt, and other materials. On the other hand, slag 
becomes rock wool if compressed air is blown through a stream of molten slag. 
Rock wool looks similar to gray cotton candy and is light. It is an effi cient insulation 
material, twice as effective as fi berglass. Since it is lighter than water and very 
absorbent, it could effectively be used to help contain and clean oil spills in the 
ocean. Cleanup crews could spread rock wool over and around an oil spill. The rock 
wool would fl oat on the water while soaking up the oil [ 18 ]. 

 Based on what slag is capable of, it can potentially be marketed to construction 
and water treatment organizations.    

5.2     Methodology 

 The research in this chapter was done in three phases to answer the question “What 
technology is most effi cient for processing MSW to energy?” (1) Intensive literature 
review to identify all technologies that can be used to process MSW to energy; 
(2) establish evaluation criteria at higher level and fi ltering technologies based on 
these criteria; (3) apply cost–benefi t analysis method to determine the most suited 
and capable technology for providing a successful, long-term project at Green Tech 
Inc. Fig.  5.2  shows the process followed during our research.      

  Fig. 5.2    Research process       
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5.3     Gap Analysis 

5.3.1     Technical 

 With the increase in governmental regulations over the years, it has never been so 
important to minimize greenhouse gas emissions from industries. A new bill how-
ever has relaxed these emission control regulations until 2014, after which emission 
values are expected to be either par or less than the current limit. Similar to the gas 
emissions is the ash formation, which should be less than 3 %. Ash is a nonmarket-
able by-product and disposing it is a problem. Thus, it is in the best interest for 
Green Tech Inc. to incorporate a technology that either produces the same or less 
than the current emission capability. 

 MSW landfi lls are the largest source of human-related methane in the USA and 
it accounts for 34 % of these emissions. Thus, the plant should be capable of divert-
ing more waste from landfi ll and produce energy at minimal cost. 

 Further, the company currently produces about 685 kWh/t of electricity; how-
ever, rest of the by-products produced are negligible and is not marketable. Thus, 
the new technology should have a potential for additional revenue stream in terms 
of tipping fee and more marketable by-products. 

 Finally, the technology selection should be such that the conversion process 
accepts the waste with minimal or no preparation and manage to process irrespective 
of feedstock’s moisture content. Currently, feedstock preparation involves drying and 
grinding biomass into smaller particle size. Also it is essential to utilize heterogeneous 
feedstock such as medical waste, hazardous/toxic materials and still produce mul-
tiple useful products. Table  5.1  shows all technical gaps.

5.3.2        Organizational 

 There are several requirements that the organization is pursuing. First, the organiza-
tion wants to add additional revenue streams. It is very signifi cant from every orga-
nization’s point of view as they need to survive in today’s competitive environment. 
So they try to fi nd the ways to generate profi ts as much as they could. 

 There are several ways to do so. The utilization of MSW as a feedstock provides 
additional revenue stream in the form of tipping fees. Also, Green Tech currently 
doesn’t have any business relationship established with waste management compa-
nies. Thus, it is crucial to develop good relationship with waste management com-
panies and secure access to waste so as to compete with other competitors. 

 The new technology which will be adapted to utilize MSW should be easily 
integrated into existing infrastructure and process. The requirement to select a tech-
nology should be easily retrofi ttable with minimal equipment change or process 
change. Moreover, the organization wants the minimal investment and technologies 
which has proven emission level by EPA regulation. It is obvious for every company 

5 Technological Assessment of Emerging Technologies…



90

that paying less is better, but they have to ensure that whatever technology they want 
to adopt is approved by involved regulator. 

 Finally, the organization wants an effective storage and transportation of by- 
products. This is required because the current plant does not have an effective stor-
age yet for by-products that will come out from the process. Plus, by-products such 
as bio-oil, bio-char, and syngas require effective transportation (Table  5.2 ).

5.3.3        Personal 

 As part of the plant retrofi t project to incorporate MSW, retraining the existing and 
new employees on the processes and procedures becomes necessary. Existing 
employees have knowledge of the current processes/procedures that can be tailored 
to incorporate the updated system or procedures. The scope of the training overhaul 
will be taken into consideration depending on the technology that is implemented. 

   Table 5.1    Technical gaps   

 Requirements  Capabilities  Gaps 

 Minimal carbon 
emission 

 With in the EPA mandated 
emission limit 
 CO—0.299 lb/t 
 CO 2 —1,970 lb/t [ 19 ] 

 Technology not proven with the 
MSW to maintain emission rate 
with—in current limit 

 Minimal waste 
going to landfi ll 

 Can convert waste into energy 
(electricity). In 2008, about 50 % 
total waste was land fi lled [ 16 ] 

 Increase production 
effi ciency and 
product mix 

 Currently generating 685 kWh/t 
[ 20 ] of biomass electricity and 
by-products are negligible 

 Technology needs to be proven for 
commercialization which can 
increase the electricity generation 
by at least 15 % or improves/
introduces new marketable 
by-product 

 Reduce (less than 
3 %) or eliminate 
ash formation 

 Current ash content 5–20 %  No proven technology that reduces 
ash content to less than 3 %, no 
proven technology which does not 
utilize preprocessing 

 Should be 
insensitive to input 
waste 

 Current system is capable of 
processing feedstock irrespective 
of the type of biomass but yield 
varies with calorifi c value of the 
input waste 

 No proven technology that can 
utilize hazardous/toxic materials, 
medical wastes, asbestos, tires, 
etc.—with closed loop system 

 No feedstock 
preparation 

 Feedstock drying and grinding in 
to smaller particle size 

 No proven reactor design that can 
take feedstock without any 
preparation  The process should 

take heterogeneous 
feedstock 

 Can process homogeneous 
feedstock 
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 Further, personnel safety needs to be evaluated; training employees on how to 
properly handle bio-oil becomes necessary, as bio-oil has known carcinogens. 
Employees need to have a good understanding of the toxicity levels and appropriate 
controls that need to be in place to protect plant personnel [ 21 ]. Employee training 
needs to incorporate updated safety information regarding handling of all MSW 
process outputs (bio-oil, char, and slag) (Table  5.3 ).

5.4         Technology Evaluation and Selection 

5.4.1     Technology Requirements 

 Using the current biomass conversion at Green Tech as a baseline and the output 
from the gap analysis, technology requirements were developed to identify a future 
state. The technology requirements were used as primary screening parameter to 
identify potential candidate technologies. In Table  5.4  is a list of technology criteria 
that was derived from the gap analysis.

   Table 5.2    Organizational gaps   

 Requirements  Capabilities  Gaps 

 Additional revenue stream  Access to waste in 
Portland Metro Area 

 Increasing competition—need to 
develop relationship with waste 
management companies 

 New technology should be 
easily integrated into existing 
infrastructure and process 

 The existing systems 
can be easily upgraded 
to increase effi ciency 

 Uncertainty in governmental 
regulations 

 Minimal investment and 
technologies which has 
proven emission level by 
EPA regulation 

 Need to prove candidate 
technologies that do not 
violate EPA standards 

 Need an effective storage and 
transportation of by-products 

 Currently can handle 
gas output effectively 

 No existing storage facility and 
transportation infrastructure 

   Table 5.3    Personal gaps   

 Requirements  Capabilities  Gaps 

 Training existing employees 
on new process and 
technology 

 Employees have 
knowledge of existing 
processes 

 Train employees on new 
technology 

 Health and safety of 
employees in conversion 
process 

 Know safety policy/
process for existing 
technology 

 Bio-oil has known 
carcinogens—update policy/
process for handling 
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   Table 5.4    Technology requirements   

 Requirement  Description 

 Should process heterogeneous 
feedstock 

 The current biomass process only supports wood waste as a 
feedstock. Since the evaluation is identifying MSW as a 
feedstock, the new reactor design should be able to support 
heterogeneous feedstock 

 Should be easily integrated 
into existing system/process 

 In order to minimize major capital investment, retrofi tting the 
plant design is necessary. The future state should be able to 
leverage existing processes and some of the existing equipment 

 No or minimum feedstock 
preparation 

 The current process requires extensive feedstock preparation, 
which includes feedstock grinding and feedstock drying to 
eliminate excessive moisture. Future reactor design should 
either eliminate or minimize feedstock preparation 

 Should generate 15 % more 
electricity than current output 

 If future reactor design can generate electricity, the output 
should have a net increase 

 100 % carbon conversion 
process 

 The future reactor design should recycle excessive waste and 
or production to act as a fuel source 

 Reduce (less than 3 %) or 
eliminate ash formation 

 Current state produces ASH as a by-product that is not 
marketable. Future reactor designs should either eliminate or 
reuse by-products 

 Output should be insensitive 
to input 

 The current process is sensitive to input. Future reactor 
designs should be able to accept heterogeneous feedstock and 
produce multiple outputs 

 Increase production effi ciency 
and product mix 

 Expanding the product mix will act as additional revenue 
sources for Green Tech 

5.4.2        Technology Selected for Evaluation 

 Sixteen biomass technologies that are proven to process MSW were identifi ed that 
met some or all of the technical requirements and were used as a base for further 
consideration [ 22 – 28 ]. Table  5.5  lists all selected technologies that were considered 
for evaluation.

   In order to complete the evaluation, we adopted nine ( Appendix 1 ) evaluation 
criteria. The criteria were established as minimum screening parameters, with the 
objective that each technology would be required to meet most or all of the criteria 
in order to be further considered for future procurement. The criteria were struc-
tured to assess the feasibility and viability of a MSW conversion plant that meets all 
the established requirements defi ned in the gap analysis. 

5.4.2.1     First Level Evaluation Matrix 

 See Table  5.6 .
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5.4.3         First Level Criteria Technology Selection 

 After evaluating 16 biomass technologies through the criteria process, 3 technolo-
gies were selected for further analysis. Below is a description of each technology 
that will be further evaluated using cost–benefi t analysis. 

5.4.3.1     Plasma Arc Gasifi cation 

 Plasma arc gasifi cation is a waste disposal technology that turns garbage into usable 
by-products without burning it by using electrical energy and the high temperatures 
created by an electrical arc gasifi er. Temperatures as high as 7,200–12,600 °F are 

   Table 5.5    Biomass technologies that were selected for evaluation   

 C#  Technology  C#  Technology 

 1  Updraft gasifi cation   9  Circulating fl uid bed reactor 
 2  Downdraft gasifi cation  10  Biomass catalytic cracking 
 3  Circulating fl uid bed reactor  11  Aerobic digestion 
 4  Plasma arc gasifi cation  12  Anaerobic digestion 
 5  Vacuum pyrolysis  13  Fermentation 
 6  Ablative fast pyrolysis  14  Hydrolysis 
 7  Rotating cone pyrolysis  15  Micro turbine technologies 
 8  Bubbling fl uidized bed reactor  16  Esterifi cation 

   Table 5.6    Biomass technologies that were evaluated by the criteria   

 Candidate technologies  C1  C2  C3  C4  C5  C6  C7  C8  C9  Total 

 Updraft gasifi cation  1  0  0  1  1  0  1  1  1  6 
 Downdraft gasifi cation  1  1  1  0  1  0  0  1  1  6 
 Circulating fl uid bed reactor  1  1  1  0  1  0  0  1  1  6 
 Plasma arc gasifi cation  1  1  1  1  1  1  1  1  0  8 
 Vacuum pyrolysis  1  0  1  1  0  1  1  1  0  6 
 Ablative fast pyrolysis  1  0  1  0  1  0  0  0  1  4 
 Rotating cone pyrolysis  1  0  1  0  1  0  0  0  1  4 
 Bubbling fl uidized bed reactor  1  0  1  1  1  0  1  1  1  7 
 Circulating fl uid bed reactor  1  0  1  1  1  0  1  1  1  7 
 Biomass catalytic cracking  1  0  1  0  1  0  0  1  0  4 
 Aerobic digestion  1  0  0  0  0  0  0  0  1  2 
 Anaerobic digestion  1  1  0  1  0  0  0  1  0  4 
 Fermentation  1  0  0  0  0  0  0  0  1  2 
 Hydrolysis  1  0  0  0  0  0  0  1  0  2 
 Micro turbine technologies  1  1  0  1  0  1  0  0  1  5 
 Esterifi cation  1  0  1  0  0  0  0  1  1  4 
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reached in the arc column. At this range of temperature, most types of waste are 
broken into basic elemental components in a gaseous form. The organics of waste 
solids (carbon-based materials) are converted to a synthesis gas (syngas) whereas 
inorganic materials and minerals produce a rock-like glassy by-product (slag) [ 29 ]. 

 There are three main by-products of plasma arc gasifi cation:

    1.    Syngas: a mixture of hydrogen and carbon monoxide. Most of the produced 
syngas could generate the electricity that powers the plant. The remaining could 
be sold to utility companies [ 30 ].   

   2.    Slag: a solid residue resembling obsidian. Once molten slag is cleaned of con-
taminants, it can be funneled into brick or paving stone molds and then air- 
cooled into ready-to-use construction material [ 30 ].   

   3.    Heat: Heat from the molten slag helps to maintain the temperature within the 
furnace. Some of the heat from gases can be used to convert water into steam, 
which in turn can turn steam turbines to generate electricity [ 30 ].     

 The plasma arc gasifi cation has been considered as an effective waste-to-energy 
technology because of several facts. First, it is capable of breaking down all kinds 
of MSW due to its high-temperature operation. Second, it requires minimal or no 
feedstock preparation. Moreover, it produces useful by-products that could be appli-
cable. Finally, it is an environmentally friendly waste-to-energy technology that 
produces less greenhouse gas than other thermal conversion technologies since 
there is no burning process occurred [ 31 ]. The technology is in early stage of devel-
opment and we notice that there are only two manufacturers in the USA—
Westinghouse [ 32 ] and Geoplasma [ 33 ].  

5.4.3.2     Fluidized Bed Reactor Pyrolysis 

 Fast pyrolysis is a process similar to circulating bed reactor (CFB). Here small par-
ticles of biomass waste (less than 2–3 mm) are rapidly heated to high temperatures 
(500–550 °C) in the absence of oxygen, vaporized, and then condensed into liquid 
fuel. Products of the process are typically 70 wt% of liquid bio-oil, 15 % solid char, 
and remaining noncondensable gases (NCG). Most importantly, the process has no 
waste since both pyrolysis oil and char have signifi cant commercial application and 
value, while noncondensable gases are recycled and produce approximately 75 % of 
the energy required for the pyrolysis process. Because of their long history of ser-
vice and inherently simple operating design, this type of reactor is considered to be 
very reliable and virtually trouble free as a system capable of conducting fast pyrol-
ysis of biomass [ 21 ] (Fig.  5.3 ).   

5.4.3.3     Circulating Fluidizing Bed Reactor Pyrolysis 

 Fast pyrolysis is a process by which small particles of biomass waste (less than 
2–3 mm) are rapidly heated to high temperatures (500–550 °C) in the absence of 
oxygen, vaporized, and then condensed into liquid fuel. 
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 CFB operates similarly to traditional fast-pyrolysis reactor designs in converting 
MSW to bio-oil and other minor by-products. The design is slightly more compli-
cated as the process involves moving large quantities of sand into the reactor. Sand 
fl ow rate is also 10–20 times greater than the biomass feed rate signifi cantly increas-
ing the energy cost to operate CFB reactor designs. 

 Feed size needs to be taken into consideration with the CFB system designs. 
Particles only reside in the high heat transfer pyrolysis zone for only 0.5–1 s before 
it is entrained over to the char combustion section. For relatively large particles, this 
would not be enough time to transport heat to the interior of the particle. 
Consequently, if larger feed particles are used, the oil yield will be reduced due to 
combustion of incompletely pyrolyzed particles [ 21 ] (Fig.  5.4 ).    

5.4.4      Second Level Evaluation: Economic Analysis 

 The second level evaluation was to do cost–benefi t analysis on all three candidate 
technologies selected in the previous section; this involved calculating NPV, IRR, 
and payback period and selecting the most effi cient one. In order to perform the 
fi nancial analysis, we made a couple of assumptions after which initial investment 
and operating cost were calculated for each technology. Appendices  2 ,  3 ,  4  lists all 
general, production, and fi nancial assumptions. 

  Fig. 5.3    Fluidized bed reactor pyrolysis [ 21 ]       
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5.4.4.1     General Assumptions 

 Plant and fi nancial assumptions are listed in Appendix  2 . The plant is assumed to 
operate during 317 scheduled operating days with an 85 % utilization rate. The 
utilization rate is a crucial factor as it determines how much feedstock is needed and 
the quantity of outputs that can be produced and sold. The operating time parame-
ters include annual days of downtime, annual operating hours, onstream percentage, 
and downtime costs. Further, the plant fuel will be derived from the outputs of each 
technology. The maintenance costs for the plant are assumed to be 2 % of the total 
equipment cost.  

5.4.4.2     Capital Costs 

 Using similar papers from NREL [ 27 ,  28 ,  34 – 36 ] and companies that are using the 
above-mentioned technologies, each major piece of equipment was sized and esti-
mated [ 37 ,  38 ]. For nonstandard equipment, other methods such as comparison with 
other similar equipment were employed. Installation charges were applied based on 
the economic analysis performed by the companies [ 37 ,  38 ] trying to use these 
technologies and most recent NREL papers [ 27 ,  28 ,  34 – 36 ]. Appendix  3  provides 
breakup for equipment required to retrofi t each technology. 

 A contingency factor of 20 % was applied to project the total equipment costs. 
This factor was designed to account for the uncertainty in the analysis and if any 
miscellaneous equipment left out of the analysis. Thus, the total equipment cost 
summed all equipment cost, its installation charges, and the contingency factor. 

 Using this total equipment cost, the total project investment (TPI) was derived 
using the bottom-up costing approach. Table  5.7  outlines all the costs used.

  Fig. 5.4    Circulating fl uidized bed reactor pyrolysis [ 21 ]       
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5.4.4.3        Revenue 

 Appendices  4 ,  5,  and  6  show the revenue generated for fi rst year. For simplicity 
purpose we assumed that the feedstock processed for 5 years will be constant @ 
30,600 t/year. 

 Plasma Arc: Electricity selling price was derived based on the current selling 
price by BPA [ 39 ] in Oregon which is about $ 47.00 per MW. The slag price was 
assumed to be $1.21 per kilogram based on analysis done by city of Marion, Iowa 
[ 40 ]. The total revenue generated by Plasma Arc for 1 year is 6.8 million; this is 
based on the net electricity output of 865 kWh [ 33 ]. 

 The selling price of bio-oil was assumed to be $50.50/barrel and $21/kg for bio- 
char [ 37 ]. Fluidized bed reactor with yield of 70 % bio-oil [ 35 ] and 15 % [ 35 ] bio- 
char is estimated to generate the total revenue of $8.9 million for each year. 
Circulating fl uidized bed reactor with the yield of 75 % bio-oil [ 35 ] and 10 % bio- 
char [ 35 ] is estimated to produce total revenue of 9.3 million. Appendix  4 ,  5,  and  6  
list all important assumption made for revenue calculation.  

5.4.4.4     Operating Costs 

•     Labor Costs: The wages were decided according to the personnel. A payroll 
burden of 33 % was included for calculations. It was assumed to require 16 
personnel for plasma arc gasifi cation process, 17 for fl uid bed reactor process, 
and 18 for circulating fl uid bed reactor process during all scheduled operating 
hours.  

•   Maintenance Costs: The maintenance costs for the plant are assumed to be 2 % 
of the total equipment cost.  

   Table 5.7    Capital costs   

 Description 

 Cost 

 Plasma arc 
gasifi cation 

 Fluidized bed 
reactor 

 Circulating fl uid 
bed reactor 

 Total equipment cost  $11,766,000.00  $2,704,000.00  $3,054,000.00 
 Site development cost/
warehouse 

 $0.00  $270,400.00  $305,400.00 

 Total installed cost (TIC)  $11,766,000.00  $2,974,400.00  $3,359,400.00 
 Installation cost 
(20 % of equipment cost) 

 $2,353,200.00  $594,880.00  $671,880.00 

 MISC start up cost 
(5 % of total installed cost) 

 $588,300.00  $148,720.00  $167,970.00 

 Project contingency 
(20 % of TIC) 

 $2,353,200.00  $594,880.00  $671,880.00 

 Total project investment 
(TPI) 

 $14,707,500.00  $4,312,880.00  $4,871,130.00 
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•   Insurance Costs: The insurance costs for the plant is assumed to be 11 % of total 
initial investment. Property insurance premiums were based on 0.4 % of asset 
value for buildings and 0.7 % of the building contents value.  

•   Taxes and Depreciation: For the biomass plant, taxes paid on net cash fl ow 
(minus depreciation) were incorporated to determine NPV, IRR, and payback 
period. The model developed for this project assumed that federal taxes are paid 
according to Internal Revenue Service (IRS) Form.    

 Double declining depreciation of capital over the useful operating life of 15 
years is assumed for the purpose of reporting taxable income to the IRS. No special 
fi nancing and grant programs or accelerated depreciation are used in the analysis, 
nor are production credits or employment credits. 

 To obtain the fi nal total expenses, we sum all of the operating costs represented 
above with the depreciation and loan interest for each technology. As a result, 
plasma arc gasifi cation by calculation has the most expensive operating costs 
($307,735), which are approximately twice as much as the other two technologies 
($139,564 and $152,947).  

5.4.4.5     Financial Analysis Results 

 The economic viability of all three technologies was evaluated based on cost–ben-
efi t analysis comparing Net Present Value (NPV), Payback Period, and IRR for all 
three technologies. Appendices  4 ,  5 , and  6  show the fi nancial analysis for all three 
technologies. A life of 15 years was considered for all three technologies. 

 Retrofi tting plasma arc gasifi cation technology at Green Tech Inc. shows total 
revenue of $6.8 million with a net profi t of $360K. However, the technology shows 
a longer payback period than 5 years with a negative 17 % internal rate of return. 
The NPV for the project is negative $10 million. 

 However going with the fl uidized bed reactor, pyrolysis technology involves a 
capital cost of $4.3 million producing a net profi t of $2.4 million including the 
revenue due to tipping fee. The time recovery period for the investment would be 
2.37 years with a 31 % rate of return, a value greater than hurdle rate of 7 %. The 
NPV is positive with a value of $2.5 million. The circulating fl uid bed reactor tech-
nology, on the other hand, shows similar results with a closer profi t of $2.7 million 
compared to the fl uidized bed reactor with a payback period of 2.34 years 
(Table  5.8 ).

   Due to the closeness in values between fl uidized bed reactor and circulating fl uid 
bed reactor technology, incremental cost analysis method was used to select the 
most suitable and feasible one. According to its results, circulating fl uid bed reactor 
was found to be a good option for Green Tech Inc. as the extra amount invested 
earns a return that exceeds the IRR (Table  5.9 ).
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   Table 5.8    Financial summary      

 Candidate technologies  NPV  Payback period  IRR 

 A  Plasma arc gasifi cation  ($10,252,291.82)  >5 years  −17.11 % 
 B  Fluidized bed reactor pyrolysis  $2,542,582.64  2.37 years  31.44 % 
 C  Circulating fl uidized bed 

reactor pyrolysis 
 $2,974,404.44  2.34 years  32.13 % 

   Table 5.9    Incremental cost analysis   

 Alt. B  Alt. C  Alt. C − Alt. B 

 Initial cost  −$4,312,800  −$4,871,130  −$558,250 
 Net annual income  $2,364,167  $2,772,185  $408,018 
 IRR on total cash fl ow  31.44 %  32.13 %  67.54 % 

5.5          Conclusion 

 The research process in this chapter suffi ciently helped Green Tech to establish a 
technology assessment method to select a technology that can be procured for imple-
mentation and provide a sound profi t for the organization. This paper outlines the 
steps in how Green Tech went from defi ning a problem to performing a gap analysis, 
defi ning requirements, identifying selection criteria, and fi nally performing a cost–
benefi t analysis on three technologies that met all or majority of the defi ned criteria. 

 It is important to note that in order to make a conclusion about what technology 
that was suitable, a hypothetical organization was needed to defi ne the research 
boundaries. Since boundaries were set, majority of the decision-making process 
focused on identifying a technology that was cost effective and met the technical 
requirements that were defi ned early on. Structuring research in this method had a 
positive output that allowed Green Tech to make a technology decision, but was 
limited to assessing technology from other perspectives. Using environmental, 
organizational, and other perspectives might have yielded different results. 

 After reviewing 16 different waste conversion technologies that process MSW, 
we were able to come up with 3 different technologies that are in the best interest of 
Green Tech. Further based on cost–benefi t analysis, circulating fl uid bed pyrolysis 
technology was proposed which is environmental friendly with a net zero CO 2  emis-
sion and has no ash as the by-product. Also, with minimal investment, the technol-
ogy can be easily retrofi tted to existed process. 

 Future research on this topic could be expanded to include the following:

•    Adding additional criteria for more granular defi nition of the technology.  
•   Use alternative models such as analytic hierarchy process (AHP) and compare 

the results. This would validate other important factor to selecting technology 
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and not only selecting a technology from a fi nancial perspective. Other perspec-
tives such as environment and political impacts can be taken into consideration.  

•   Perform a 15-year cost analysis rather than the current 5-year cost model. 
Expanding the cost analysis to 15 years might yield different results in the fi nal 
technology selection.    

 Identifying a suitable alternative to the current biomass technology at Green 
Tech is the fi rst step. In order to implement the technology selected through the 
technology assessment process, several additional steps need to be performed and 
need further evaluation:

    1.    Determine license fees for technology. Pyrolysis technology is a patented pro-
cess owed by Dynamotive [ 40 ] and needs to be evaluated and considered whether 
additional license fees need to be taken into consideration as an additional pro-
curement or operational cost.   

   2.    Identify vendors who manufacture the reactors. Research of all vendors who 
manufacture circulating fl uid bed reactors. Other components that were identi-
fi ed for replacement need vendors identifi ed.   

   3.    Get exact quote for equipment. The current cost estimates defi ned in Section 
 5.4.4  are based upon published papers and technology assessments done in vari-
ous locations throughout the US Establishing relationships with vendors and get-
ting exact quotes for the equipment is necessary to get an exact cost projection. 
The cost model needs to be adjusted accordingly.   

   4.    Identify strategic partners. It is necessary to develop the appropriate relationship 
for both feedstock inputs (MSW) and biomass process outputs. These partner-
ships are critical to Green Tech as there is a need for constant supply of MSW 
and the sale of output as bio oil has a limited shelf life.          

     Appendix 1: Baseline Evaluation Criteria 

    Plant and Financial Assumptions 

 C#  Criteria  Description 

 C1  Process MSW 
(heterogeneous 
feedstock)? 

 The current process currently only supports homogenous 
feedstock comprised of arboricultural activities, yard waste, 
processed wood, and wood from forest products. The need is 
to expand and retrofi t the plant to expand by processing MSW 
as MSW will be a source of revenue 

 C2  Generate electricity? 
If yes, >685 kWh/t 

 The current process supports the generation of electricity and 
is a current source of revenue for Green Tech. The new MSW 
technology should support additional electricity generation 

 C3  Produce bio-oil/
bio-char? 

 Current process output currently is only electricity. By 
diversifying output to bio-oil, and bio-char, Green Tech. will 
have additional revenue sources 
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 C#  Criteria  Description 

 C4  Technology proven 
for MSW? 

 Reactor designs should be able to support MSW. This criterion 
allows Green Tech to take advantage of a new revenue source 
(MSW) and diversify its feedstock 

 C5  Easily integrated to 
existing system 

 To minimize initial capital investment, procuring a system and 
that can be retrofi tted into the existing system is critical. 
Leveraging existing systems, like chillers, quencher, and other 
plant components will minimize overspending 

 C6  Need feedstock 
preparation? 

 Minimal or no feedstock preparation is critical to minimizing 
the investment in additional processing equipment and the 
space needed to process the feedstock. Since MSW can vary in 
size, this is critical factor to processing various feedstock sizes 

 C7  Can process medical 
waste, hazardous 
waste, etc. 

 This is not a critical must-have criterion, but might prove to be 
benefi cial as this may be a business differentiator and set 
Green Tech apart from competitors 

 C8  Carbon emission 
level less than or 
equal to current 
level? 

 Existing regulation does not specify a maximum carbon 
emission level, but rather than wait until regulation is imposed, 
Green Tech should select a technology that has minimal 
carbon emissions 

 C9  Minimum 
investment < $4 
million 

 Green Tech. is a small corporation with limited funds. 
Retrofi tting the existing plant will cut down on initial capital 
investment. Doing a cost–benefi t analysis will identify the 
most suitable technology for procurement and implementation 

          Appendix 2: General Assumptions 

    Plant and Financial Assumptions 

 Plant assumptions 
 Plasma arc 
gasifi cation 

 Fluidized bed 
reactor 

 Circulating fl uid 
bed reactor 

 Plant capacity (tpd)  100 
 Plant availability (85 %)  317 days/year 
 Dry feedstock consumed (t/year)  30,600 
 Yield (%electricity/%slag)  84/16 
 Plant operating fuel  Electricity  Pyrolysis oil 
 Plant life (years)  15 
 Study period (years)  5 
 Maintenance cost (% equipment cost)  2 % 
  Financial assumptions  
 Hurdle rate  7 % 
 Tax rate  30 % 
 Tipping fees ($/t)  $58 
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          Appendix 3: Equipment Cost 

 Equipment  Qty  Unit cost  Cost 

  Plasma arc gasifi cation  
 Plasma ARC  1  $9,000,000.00  $9,000,000.00 
 Heat exchanger  1  $2,266,000.00  $2,266,000.00 
 Utility interconnect  1  $500,000.00  $500,000.00 
 Total equipment cost  $11,766,000.00 
  Fluidized bed reactor pyrolysis  
 Feed stock handling and drying  1  $1,000,000.00  $1,000,000.00 
 Fluidized bed—pyrolysis system  1  $750,000.00  $750,000.00 
 Quench cooler  2  $352,000.00  $704,000.00 
 Heat recycle to gas heater  1  $250,000.00  $250,000.00 
 Total  $2,704,000.00 
  Circulating fl uidized bed reactor pyrolysis  
 Feed stock handling and drying  1  $1,100,000.00  $1,100,000.00 
 Fluidized bed—pyrolysis system  1  $1,000,000.00  $1,000,000.00 
    Quench cooler  2  $352,000.00  $704,000.00 
 Heat recycle to gas heater  1  $250,000.00  $250,000.00 
 Total equipment cost  $3,054,000.00 

           Appendix 4: Plasma Arc Gasifi cation—Financial Summary 
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           Appendix 5: Fluidized Bed Reactor—Financial Summary 

         

           Appendix 6: Circulating Fluidized Bed 
Reactor—Financial Summary 
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     Chapter 6   
 Bio-fuel Adoption: Can Best Practices 
from Brazil Be Applied in the United States? 

             Abrahim     Abdulsater    ,     Asem     Alluhibi    ,     Bahare     Saatchi    , and     Judith     Estep    

    Abstract     Bio-fuel energy can be defi ned as an alternative source of energy due to 
being sustainable in both producing energy at a lower price and avoiding exceeding 
carbon dioxide emission into the atmosphere. The most common worldwide types of 
bio-fuel are bio-diesel and ethanol. There are many methods to understand how and 
why technologies are accepted in a country. This report reviews bio-fuel adoption 
relative to political, cultural, technical, environmental, and economic perspectives for 
the two largest bio-fuel producers, Brazil and the United States. The research approach 
is to review the successful bio-fuel adoption in Brazil and ultimately to understand if 
any of these practices can be applied to the United States. The lessons learned from 
Brazil could be used by the United States to promote more widespread use of bio-
fuel, with the long- term objective of being an “oil-independent” nation in the future.  

     The need to switch energy strategies from oil to a less risky alternative is the result 
of a rise in fossil fuel cost, incremental increase of global energy demand, expand-
ing instability of regional policies that supply oil and the augmentation of carbon 
emission threat. Looking for such alternatives, scholars consider bio-fuel options as 
a promising substitution for oil [ 1 ].

  We can get fuel from fruit, from the shrub by the roadside, or from apples, weeds, sawdust, 
almost anything! There is enough alcohol in one year’s yield of an acre of potatoes to  cultivate 
that fi eld for a hundred years. And it remains for someone to fi nd how this fuel can be pro-
duced commercially—better fuel at a better price than we now know. (Henry Ford 1925) 
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   Regarding these alternatives, many developed countries consider expansion of 
bio-fuel production as a strategy not only to reduce the fossil fuel demand [ 2 ] but 
also as a signifi cant benefi cial choice to decision makers for several reasons which 
include:

    1.    It can be refi lled. Unlike oil that depends on exhaustible resources, bio-fuel is a 
reproducible agricultural resource.   

   2.    Decreases the carbon emission so it is a promising solution to air pollution.   
   3.    Increases farm income because farmers have an opportunity to produce different 

types of crops and consequently they may need fewer subsidies.   
   4.    Secures less reliance on importing sources for energy.   
   5.    Requires more labor in comparison with other technology so it is an opportunity 

for entrepreneurship.   
   6.    Its characteristics are quite similar to gasoline or diesel so it requires less adjust-

ment on engines.   
   7.    It is simple to use and produce for the customer and producers, respectively [ 1 ].    

  From this list it can be seen that there are many aspects which would affect 
adopting alternative fuels. These include the political, cultural, technological, envi-
ronmental, and economic (PCTEE) consequences [ 3 – 6 ]. This research reviews how 
bio-fuel has (or has not) been adopted in Brazil and the United States, against this 
criteria. 

 According to the history of bio-fuel adoption, Brazil is one of the fi rst countries 
that adopted renewable energy and could successfully employ bio-fuel energy 
throughout the entire nation, such that it is known as a leader of alternative energy 
production [ 4 ]. Although the United States has adopted an aggressive strategy to 
enhance the use of ethanol as a bio-fuel, the nation still debates the effi cacy of this 
fuel alternative among the politicians, the economists, and the environmentalists. 
The other debates are coming from the various interest groups and their lobbyists [ 5 ]. 
This research is about what best practices could be used, based on the successful 
adoption in Brazil. 

6.1     Bio-fuel Adoption in Brazil 

   Brazil will be the largest supplier of renewable energy in the twenty-fi rst century. We will 
no longer talk about prospecting petroleum; we will talk about planting petroleum. [ 3 ] 

   In 2006, Brazil ranked 35th among the world’s most competitive nations. Relatively 
speaking, this mediocre rating is not representative of how successful Brazil has 
been in the development and adoption of alternative fuels, specifi cally ethanol. 
Relative to the United States, Asian countries, and the European nations, who have 
debated the benefi ts and adoption methods of alternative fuels, Brazil has been very 
effective in developing and integrating this fuel source into their culture. They have 
been so successful that in 2007, over 83 % of the vehicles sold in Brazil were 

A. Abdulsater et al.



109

Flexible Fuel Vehicles (FFVs) [ 3 ]. Brazil’s success serves as a global model for the 
production, distribution, and use of ethanol fuel [ 4 ]. 

 Brazil’s alternative fuel development began in 1930 and incrementally increased 
to the level it is today. There were many PCTEE reasons that can be attributed to its 
success. In general, like most other agricultural nations, Brazil prescribed to the 
“energy farming” method as a way to improve the quality of life and the economy 
in a sustainable way [ 6 ]. Specifi cally, the objectives for their alternative fuel pro-
gram included:

•    Energy diversifi cation and security  
•   Mitigation of air pollution  
•   Minimize greenhouse effect  
•   Expansion of agribusiness  
•   Opportunities for rural workers    

 Provided are how the PCTEE elements infl uenced their ability to meet these 
objectives and achieve the illustrious title of an oil-independent country. 

6.1.1     Political Impact 

 The government relied heavily on incentives and subsidies to affect the develop-
ment and adoption of alternative fuel, with the fi rst policy established in 1931. This 
policy required the addition of ethanol to imported gasoline in an effort to reduce oil 
consumption. However, the government’s effort and infl uence intensifi ed in the 
1970s, with escalating oil prices the need to achieve oil independence was a top 
priority. The government established Proalcool (Brazilian National Alcohol 
Program) with the objective of supporting ethanol production. Notably, Proalcool 
provided the equivalent of US$11 billion in federal incentives. These incentives 
were directed at research institutions, private fi rms, and the general public in an 
effort to increase ethanol effi ciency, production, and adoption. In general, the basis 
of the incentives was to (1) create and maintain a market for ethanol, (2) increase 
production, and (3) foster technological development in the alternative fuel sector. 
These translated into cheaper credit for private fi rms, protection against ethanol 
imports, and tax breaks for the consumers. 

 For the consumer, the incentives were very attractive. Specifi cally, the price of 
ethanol was 59 % of gasoline; the government regulated gasoline prices so the abil-
ity to steeply cut the cost of ethanol in an effort to infl uence a consumer’s purchase 
was feasible. Also, the taxes on ethanol fueled cars were signifi cantly lower than 
gasoline powered (vehicles). In fact, the incentives were so attractive that by 1984, 
96 % of the cars sold in Brazil were fueled by ethanol [ 4 ]. Such a large fl eet of 
vehicles needed an infrastructure to support it—imagine having only a limited 
 number of fueling stations and the impact this would have on planning a trip. Brazil 
addressed consumer’s fueling concerns by ensuring that ethanol was available at 
every Petrobas station. Note: 64 % of Petrobas shares are owned by the Brazilian 
government [ 7 ]. 
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 However, beginning around 1985 it was becoming more costly to maintain the 
level of subsidies and incentives, relative to the cost of oil; oil prices fell to US$12–20 
per barrel. Fewer incentives, lower oil prices, and a subsequent reduction in ethanol 
production, but still a high demand for the product due the large number of ethanol 
cars that fl ooded the market, set up the perfect storm for an ethanol supply crisis. In 
1988, the Proalcool program lost credibility and was terminated. A new fuel was 
developed MEG—(methanol, ethanol, and gasoline) to handle the existing fl eet of 
passenger vehicles. Finally, in 1999 all ethanol government regulations ended, 
except for their ability to mandate gasohol blending rates [ 4 ]. The government also 
slowed research and development efforts which logically had an impact on realizing 
effi ciencies with the production of ethanol or related technological achievements 
(e.g., manufacturing of agricultural assets). 

 Then at the start of the twenty-fi rst century oil prices began to steadily increase, 
once again calling attention to the risks and issues of being dependent on foreign oil 
imports. The Brazilian government’s response was similar to that in the 1930—
regulating the ratio of ethanol to gasoline mix. 

 The infl uence of the government, associated policies, and specifi cally the infl u-
ence of former President Luis Ignacio Lula da Silva cannot be underestimated. 
During his presidency (2003–2010), Brazil witnessed signifi cant ethanol production 
and adoption. “…the biodiesel program demonstrates the Brazilian government’s 
capacity to coordinate policies that redirect resources and transform production and 
consumption across both the private and public sectors and within a broad set of 
government ministries and agencies” [ 8 ]. 

 (Note: There have been signifi cant changes which could redefi ne the future of 
bio-fuel in Brazil. The infl uences are mentioned but, because they are so new, both 
short- and long-term impacts have yet to be seen. Speculation on future impacts 
doesn’t necessarily support a lessons learned research approach. Therefore, the 
recent changes in Brazil may be outside the scope of this report. However, the 
authors chose to include this information to provide a more comprehensive picture 
of the bio-fuel landscape. Inferences are drawn on their potential to change the use 
of bio-fuel. Future research is suggested to understand how they have impacted bio- 
fuel in Brazil, as they inevitably will). 

 Fast forward into the future and consider if the newly elected (January 2011) 
President, Dilma Rousseff will maintain similar policies? If not, how could the dif-
ferences impact the continued use of bio-fuel in Brazil? Some articles suggest that 
since she was infl uential for bio-diesel adoption during President Lula’s term as the 
Minister of Mines and Energy, she will continue her pro bio-fuel policies during her 
term [ 8 ]. Only time will tell. Another signifi cant infl uence on the future of bio-fuel 
is a proven pre-salt hydrocarbon reserve off the coast of Brazil, discovered in 2007. 
As reported by the Brazilian National Petroleum Agency, the range of available oil 
reserves could contain between 50 and 80 billion barrels of crude equivalent [ 9 ]. 
Proven reserves have been reported by Brazil as 14 billion barrels of crude. To put 
this in perspective, this amount is equivalent to 3 years worth of global oil consump-
tion [ 9 ]. The impact on the future of bio-fuel could be signifi cant. Similar to when 
oil prices became competitive with bio-fuel in the 1980s, will Brazil revert to using 
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oil as its primary fuel source? Future research is suggested to see the impact of both 
President Rousseff’s bio-fuel policies and the reaction to the off shore reserve.  

6.1.2     Cultural Impact 

 Brazil is not considered one of the most technologically advanced nations. However, 
the Brazilians have been extremely successful at integrating alternative fuel technol-
ogy to the extent that they could be considered “oil independent.” Certainly, the 
political infl uence and other factors contributed to this success. However, when 
similar policies are implemented elsewhere, the adoption is not as pronounced. In 
fact, the gap is so big, it is estimated that it would take decades for the United States 
to achieve the level of adoption seen in Brazil [ 3 ]. Why? As suggested by the article, 
“Beyond a better mousetrap: A cultural analysis of the adoption of ethanol in Brazil,” 
Nardon, L; Aten, K.  Journal of World Business , vol 43 (2008) the answer lies in the 
Brazilian culture itself. More specifi cally, such a successful adoption can be attrib-
uted to the term jeitinho, or logics of action of fl exible adaptation used to deal with 
various problems. A brief historical perspective will help to clarify the term. 

 Brazil was original inhabited by the Portuguese, and they imported a large num-
ber of slaves to work in the sugarcane plantations. The combination of backgrounds 
developed into a unique cultural foundation. Historically, the population is described 
as “seeking for his soul in the dialectic profusion of his physical and spiritual com-
ponents, who has to develop a fl exible, labile, plastic personality in order to survive, 
live, and build a country” or a fl exibility of body and spirit, allowing deviation from 
obstacles [ 3 ]. As result of the fundamental need to adapt and be fl exible, the concept 
of jeitinho evolved. 

 Flexibility permeates every aspect of Brazilian lifestyle—from disputes on the 
soccer fi eld to providing an effective response to fuel scarcity [ 3 ]. Considering this 
perspective, it is not surprising that the FFV or ethanol in general was such a suc-
cess—it fi ts perfectly within the fundamental beliefs of their culture. Brazil’s 
response to fuel scarcity follows a logic principle of fl exible adaptation. The FFV is 
the ultimate legitimization of the logic of changing fuels to adapt to external cir-
cumstances. The power of deciding fuel mix has moved away from the government 
and into the fi nal consumer’s hands [ 3 ].  

6.1.3     Technology Impact 

 In addition to technology impacts on agriculture and harvesting equipment as well 
as contributing to the effi ciencies in sugarcane processing, by and large, one of the 
most signifi cant contributions to the adoption of alternative fuel was the develop-
ment of FFVs—vehicles that can run on ethanol, gasoline, or any combination of 
the two. This fl exibility allows the consumer to adapt to changing markets/prices. 
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In addition, the vehicle’s performance was comparable to a gas-only vehicle and 
similarly priced. It was unexpected how quickly this technology was accepted. 
Initial forecasts suggested that by 2006, the adoption rate would be ~60 %. However, 
Fig.  6.1  shows the actual market penetration in 2005 Q3 exceeded 60 % [ 3 ] and by 
2007, 83 % of the cars sold in Brazil used this technology!  

 The FFV was the result of a partnership between Germany-based Bosch and an 
Italian fi rm Magneti Marelli. From a technology management perspective, the FFV 
could not have come at a better time. The development of the vehicle was able to 
apply lessons learned from previous efforts to integrate alternative fuels and recog-
nized the benefi ts of providing a car that could run, effi ciently, on any fuel. Their 
solution empowered consumers and provided a long-term solution to the ebbs and 
fl ows of the oil industry.  

6.1.4     Environmental Impact 

 Sugarcane, for the production of ethanol, can be harvested either manually or 
mechanically; almost 80 % of the sugarcane harvested is done manually. In order to 
increase the yield by up to 30 % and lower transportation costs, the sugarcane is 
typically burnt prior to harvesting. The effects of the burn could negate the positive 
environmental impacts of using an alternative fuel—burning results in an increase 
in atmospheric pollution, accelerated soil degradation, pollution of the aquatic sys-
tem, and loss of biodiversity. Also, the impact to the most vulnerable citizens should 
be considered. Depending on the time of year, a signifi cant amount of smoke and 
suspended particles can remain in the air, posing a serious health threat to the elderly 
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and children. As an example, in municipalities with >50 % of the land dedicated to 
sugarcane production, there is a 15 % increase in elderly respiratory illness and a 
12 % increase in children. The respiratory illness is directly attributable to the sus-
pended particles resulting from a pre-burn [ 2 ]. 

 The article suggests a more comprehensive review of policy, rather than just the 
economic value of alternative fuels, and urges the government to restrict burning 
times or mandate complete mechanization of sugarcane harvesting. In response to 
public pressure, there have been some attempts to mitigate the impact of smoke and 
suspended air particles. Brazilian law 11,241 calls for a gradual increase of mecha-
nization; however, the law has not been rigorously enforced and pushback is com-
mon. The law also states that manual harvesting in areas that can be potentially 
mechanized has to be converted by 2020, and phasing out manual harvesting com-
pletely, by 2030. Some legislation is written to protect the aquatic areas and soil by 
restricting harvesting in areas close to rivers/streams, but if enforced, would elimi-
nate between 4 and 28 % of cultivation [ 2 ]. It remains to be seen if the legislation 
will have a positive impact on burning. As of 2006, based on the number of fi res, 
expansion of manual cultivation is proceeding faster than mechanization [ 2 ]. As 
well, in Sao Paulo the government has forbidden burning from July until the middle 
of October, as well as prohibiting burning if the relative humidity falls below 20 %, 
environmental conditions that are conducive to respiratory illness [ 3 ]. 

 Similar to adopting an ethanol policy, the government is implementing policy to 
minimize the negative effects on the environmental and health of its citizens.  

6.1.5     Economic Impact 

 In 2004, Brazil was responsible for producing more than one third of the total etha-
nol produced in the world and was one of the main exporters [ 6 ]. In addition to 
providing a profi table exportable commodity, the impact of the ethanol program 
resulted in an increase of higher quality jobs for rural populations and successful 
technology transfers which stimulate wealth among the private sector. 

6.1.5.1     Sugarcane as an Export 

 Sugarcane has two primary outputs—sugar production (as a food source) and ethanol. 
There is a signifi cant external market for raw sugar and a modest one for ethanol 
exports [ 4 ]. Specifi c to ethanol, Brazil can have a fl uctuating market. Figure  6.2  shows 
for the period 1990–1997, the increase in imports can be explained by remnants of the 
pure ethanol vehicles—as mentioned before during this period it was not cost-effec-
tive to produce ethanol due to competitive oil prices, yet there remained a supply due 
to the strong government ethanol policies and the public’s acceptance of ethanol-only 
vehicles. Conversely, there appears to be a consistent export potential—in most years 
Brazil provided some export of ethanol, except for those years where fuel had to be 
imported to address the ethanol supply crisis in the early to mid 1990s [ 6 ].  
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 In addition to the government policies which affect export and import trends, the 
climate also has an impact. Brazil is subject to the affects of El Nino and La Nina 
effects. These correspond to lower sugarcane yields and hence higher import trends.  

6.1.5.2     Increase in High-Quality Jobs for Rural Farmers 

 Referring to Dave Williams discussion, “Impact Your Community with your 
Technology,” if we defi ne community as the rural farm workers, then the development 
and adoption of ethanol had a signifi cant impact on the creation of sustainable com-
munities. Some references cite in excess of 800,000 rural jobs have been created as a 
result of ethanol adoption. In addition, there were 250,000 indirect jobs created [ 6 ]. 

 Once again we see the infl uence of government legislation. A portion of the net 
sugarcane and ethanol prices are reserved for the assistance in improving services 
for rural farm workers (e.g., improvements in medical, dental, pharmaceutical, sani-
tary conditions). 

6.1.5.3    Stimulating Wealth Through Successful Technology Transfers 

    Proalcool addressed the adoption of ethanol in two phases. The fi rst phase focused 
on adjusting ratio of alcohol to gasoline mix in an effort to curtail oil imports. Phase 
two introduced the use of ethanol fueled cars. These cars were made by Brazilian 
manufacturers who purchased the technology from public research centers; 
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investing in research was a primary objective of Proalcool. The technology for the 
ethanol- based vehicles was developed in the 1970s and sold to the automakers who 
then continued to develop the technology [ 6 ].     

6.2     Bio-fuel Adoption in the United States 

   …this is our generation’s Sputnik moment. Two years ago, I said that we needed to reach a 
level of research and development we haven’t seen since the height of the Space Race….
we’ll invest in…clean energy technology—an investment that will strengthen our security, 
protect our planet, and create countless jobs for our people. (President Obama, State of the 
Union Address, January 25, 2011) 

   The United States has been paying the price of ongoing industrialization and the 
incremental demand for energy sources. Increased energy demand can also be seen 
as a result of the growing and aging population. In addition, the general public and 
government agencies awareness and concerns about the climate changes and their 
associated impact to the environment and population have played a big role in the 
search for alternative energy sources, mainly bio-fuel products. 

 Ethanol, as shown in Table  6.1 , is not a totally new concept to the United States, 
over the past decades the nation has spent a great deal of effort in the area of bio-fuel 
research. The goal was and still is to limit its dependency on foreign oil, as well as 
control, and hopefully reverse the course of accelerated emissions of greenhouse 
gas (GHG). By-products of a national renewable energy sources would include 
increased employment as well as a lower level of GHG emissions, which both 
directly and indirectly impact the US population.

   In the United States, ethanol and biodiesel have been the main forms of bio-fuel 
focused on by researchers; in fact, the US ethanol production in 2010 accounted 
for 57.5 % of the total global production Table  6.2  [ 10 ]. The sources vary from 
corn and other feedstock to algae, a promising source, which will not only elimi-
nate the food vs. fuel competition but also minimize the need for arable land. 
Other product and by- products include biobutanol (with similar properties as gas-
oline), and alternative protein sources for aquaculture and livestock feed [ 11 ].

    Table 6.1    A summary of the major US ethanol timeline events [ 31 ,  32 ]   

 1826  Development of fi rst engine that uses ethanol and turpentine 
 1862  Taxation of ethanol by the Union Congress to cover the Civil War 

expenses 
 1896  First automobile for pure ethanol by Ford 
 1908  The Ford’s Model T as the world fi rst Flex-Fuel-Vehicle (FFV) 
 1920s  Gasoline became the major motor fuel with ethanol as a booster 
 1940s  First US Fuel ethanol plant was built by the US army 
 1940s–late 1970s  Low prices of gasoline fuel forced ethanol out of the market 
 1989–2000  Multiple regulations passed to control the US Motor gasoline 
 Late 1990s–present  US FFVs that can perform on a blend of up to E85 entered the market 
 2005–present  More regulations, subsidies, and research funding 
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6.2.1       Political Impact 

 As the leader of the modernized world, the United States has an obligation to be 
among the fi rst nations (if not the fi rst) to think about alternative fuel. Indeed, during 
the last decades of the twentieth century, both federal and states legislative bodies 
have translated the worries about the nation’s energy security and climate global 
changes into policies. The increasing energy demand, unpredictable crude oil prices, 
instability of oil-source regions, and the alarming rate of global warming have been 
among the main reasons why the United States is pursuing an aggressive investment 
in bio-fuel research and production. 

 According to a 2010 congressional research service, 22 programs and provi-
sions have been established between the years of 1975 and the year of 2009. As of 
November of 2011, seven programs have expired; 10 will reach their end of life 
between December of 2012 and 2019, while the remaining fi ve are not tied to an 
expiration date. Billions of dollars have been allocated for various programs sup-
ported by different governmental departments or agencies such as the 
Environmental Protection Agency EPA, the US Department of Agriculture DOA, 
the Department of Energy DOE, the Internal Revenue Service IRS, and the 
Customs and Borders Protection. To list few examples, we mention the 1975 
Manufacturing Incentive for FFVs to stimulate the production/sales of FFVs, the 
1980 Import Duty for Fuel Ethanol that imposed a tax on imported ethanol to 
promote and encourage national production. The 2005 Energy Policy Act, and the 
2008 Food, Conservation and Energy Act are considered to be the major ones; 
therefore, we will briefl y detail them [ 12 ]. 

 The 2005 Energy Policy Act was administered by the EPA and has multiple 
sections; The §1501 (P.L. 109-58) Renewable Fuel Standard (RFS) which was 
revisited by the 2007 Energy Independence and Security Act set up the rules for 
gasoline and bio-fuel products blending; starting with 4.0 billion gallons in 2006 
and reaching 36 billion gallons in 2022 with 21 billion gallons from a non-corn 
source [ 13 ]. Another section, Title XVII, or what is known as the DOE Guarantee 
Loan, was initiated to fund energy-related projects such as bio-fuel researches. The 
§942 (P.L. 109-58) Cellulosic Ethanol Reserve Auction allocated a total of $1 billion 
to the DOE spending in support of cellulosic bio-fuel production. The regulations 

   Table 6.2    2010 World fuel ethanol production [ 33 ]   

 Continent 

 North and 
Central 
America 

 South 
America  Europe  Asia  Australia  Oceania  Africa 

 Millions 
of gallons 

 13,720.99  7,121.76  1,208.58  785.91  66.04  66.04  43.59 

 Nation  Brazil  European union  China  Canada 
 Millions 
of gallons 

 6,921.54  1,176.88  541.55  356.63 
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were fi nalized in October 2009. Other sections were crafted too under the 2005 
Energy Policy Act. 

 Advanced bio-fuels were also supported by The 2008 Food, Conservation and 
Energy Act, better known as the 2008 Farm Bill, under the §15,321 (P.L. 110-246) 
Credit for Production of Cellulosic Bio-fuel. This IRS program allows the cellulosic 
bio-fuel producers to claim a maximum tax credit of $1.01 per gallon. As generous 
as it sounds, this regulation was tied to others that would lead to the reduction of the 
fi nal allowable claimed credit. 

 There are a wide range of benefi ciaries which include farmers, rural small busi-
ness, and bio-fuel producers. A complete list of the 22 programs can be found in the 
September 15, 2010 Congressional Research Service “Bio-fuels Incentives: A 
Summary of Federal Programs” by Brent D. Yacobucci [ 12 ]. 

 The second form of governmental infl uence on bio-fuel adoption came at the 
state level. Multiple states legislators were attracted to the concept of achieving a 
national self-sustained energy status and used their infl uence within their own 
states. Since these policymakers are more familiar with the landscape of their state, 
the overall interaction of the community and their surroundings, and their various 
resources as well as their stakeholders, they could be more innovative and creative 
than the federal government to establish effective policies. The initiatives were 
classifi ed and categorized under various policy labels which included the develop-
ment of sustainable feedstock guidelines, establishing minimum RFS, researching 
and developing locally appropriate feed stocks, and conversion technologies. 
Specifi cally, a few examples are noted [ 14 ]:

    1.    The Pennsylvania’s Alternative Fuels Incentive Grant assisted the funding of 
more than 50 projects valued at $17.8 billion since the start of 2006 and invested 
a yearly $5.3 million till 2011 in support of locally produced bio-fuel.   

   2.    In the “2007 California State Alternative Fuels Plan,” the Air Resources Board 
and Energy Commission realized the large unused biomass resource in the form 
of agricultural waste, forestry, and urban waste streams. California decided to 
benefi t from them in the energy production arena in order to reach a Low-Carbon 
Fuel Standard.   

   3.    In 2007, the “North Carolina’s Strategic Plan for Bio-fuels Leadership” was pub-
lished. The plan was drafted to reduce the annual fuel demand by 10 % and to 
replace it with local bio-fuels product by the year 2017.   

   4.    In 2008, the Maryland’s Agricultural Water Quality Cost-Share program was 
designed to pay landowners up to $85 per acre to plant their land for winter to 
minimize the soil erosion and nutrient runoff. The program aimed at two targets; 
increasing the harvest of feedstock and the carbon segregated in the soil.    

  A more comprehensive list of the state infl uenced legislatures can be found in the 
February 16, 2010 “Developing an Advanced Bio-fuel Industry: State Policy 
Options for Lean and Uncertain Times” published by the Environmental and Energy 
Study Institute [ 14 ]. 

 The bio-fuel adoption path was never obstacle free, related to government poli-
cies. Even though the giant oil companies, such as ExxonMobil and Chevron, 
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invested in some future bio-fuel technologies, their lobbyists’ actions suggested 
otherwise. In reality, they mostly opposed or delayed passing of any mandates for 
alternative fuels. Their thinking was that it would detract from short-term gains and 
control of the oil industry [ 15 ].  

6.2.2     Cultural Impact 

 The need for the creation of employment opportunities has perhaps the biggest 
impact on the population. Bio-fuels use has had a great impact on the US popula-
tion. Specifi cally, the transfer of land from local owners to investors for large-scale 
industrial plantations has created income for rural farmers. Also, others have 
migrated from their local establishments to seek employment in these new planta-
tions and associated agribusinesses [ 16 ]. These new job opportunities also affect the 
surrounding by creating ancillary services (medical, schools, and other social ser-
vices). As a result, employees at these farms have an opportunity at a more prosper-
ous livelihood. 

 Conversely, bio-fuel production may contribute to increasing the cost of food. 
The expected increase in corn prices is of particular concern, since more than 70 % 
of the corn grown in the United States is used to feed livestock [ 17 ]. Diverting corn 
into bio-fuel production may, as a consequence, increase the price of meat and grain 
products [ 17 ]. The increased use of bio-fuel energy carries many associated impacts, 
both positive and negative, related to social impacts. These effects need to be criti-
cally assessed to bring a more thorough understanding and formulate, the best suited 
strategies promoting positive development, creating jobs, while limiting the nega-
tive impacts such as an increase of food prices.  

6.2.3     Technology Impact 

 The bio-fuel history goes back to the 1880s (refer to Table  6.1 ) when the fi rst diesel 
cars were designed to run on peanut oil. Henry Ford produced bio-fuel cars as early 
as the 1908 T model. Hemp and peanut oil were the main resources of the bio-fuel 
sold by Standard oil, and it did account for 25 % of the total fuel sold. Unfortunately, 
the biodiesel industry collapsed in the 1930s under the massive and aggressive cam-
paign of the petroleum industry. It took the industry, and the world, some 40 years 
and a couple of oil crises to realize that nonrenewable energy sources would at one 
point be depleted, not to mention the inability to control the foreign oil sources. 
Recently, due to public awareness and demand for more environmentally friendly 
products, the auto industry is beginning to support the market with bio-fuel, fl ex- 
fuel, and hybrid cars. In fact, all the US passenger cars sold since 2000 are regulated 
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and designed to run on a mix of gas and bio-fuel [ 18 ]. The bio-fuel technology was 
kick-started in the 1970s to the present day with US Energy Secretary Chu’s latest 
position on bio-fuel research:

  …Using consolidated bioprocessing, a research team led by James Liao of the University 
of California at Los Angeles for the fi rst time produced isobutanol directly from cellulose. 
The team’s work, published online in Applied and Environmental Microbiology, represents 
across-the-board savings in processing costs and time, plus isobutanol is a higher grade of 
alcohol than ethanol… [ 19 ] 

   As of today, multiple processes to manufacture ethanol exist or are in their fi nal 
stages of development. A large number of private and governmental R&D laborato-
ries are working to decrease manufacturing costs and increase effi ciency. A typical 
cycle is represented by Fig.  6.3  [ 20 ].  

 The supply ranges from peanut oil, hemp, corn, panicum (switch grass) and 
all kind of plants and plant-derived materials. The processing and conversion 
could be biochemical, thermochemical (which may complement each other), or 
by gasifi cation [ 21 ]. 

 Another technological front, which is moving at a rapid rate, is biomass algae. 
This technology is signifi cant because it relies on non-food biomass. Using this 
technology would address the depletion of food sources (corn) for ethanol produc-
tion. Via a continuous harvest process, carbon dioxide (CO 2 ), the major GHG, emit-
ted by power plants, oil and gas refi neries, and cement factories provide high growth 
rates for the marine microalgae [ 22 ]. This bio-fuel production procedure, from pho-
tosynthetic microbes, started in the early 1980s and more than US$25 million was 
invested on various programs by the US National Renewable Energy Laboratory 
(NREL) and was terminated in the late 1990s by judging the program non- 
economical, non-feasible. But Cellana scientists, supported by the founders, man-
aged to attract investments for another US$20 million to refund the research of the 
Aquatic Species Program (ASP). In a 4-year period (1998–2001), the results were 
shocking and the conclusion that was based on a large-scale pilot operation proved 
the NREL wrong. In a very detailed article, the coauthors postulate a target of fossil- 
free independence by 2020 [ 23 ]. This accomplishment was fi nally recognized by 
the current administration on May 5, 2009. President Obama and Secretary of 
Energy announced a US$800 million investment in new research on bio-fuel, 
including the algae as an alternative and renewable source of biomass feedstock. 
A National Algal Bio-fuels Technology Roadmap Workshop was convened by the 
department of energy (DOE) in December 2008 [ 24 ]. 

  Fig. 6.3    Biomass-to-bioenergy supply chain [ 20 ]       
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 Two more technologies are worth mentioning for the very positive and promising 
results they display: The Hydrothermal Liquefaction (a thermochemical technique 
conducted by Professor Yuanhui Zhang at the University of Illinois) that success-
fully produced bio-crude oil from waste material mimicking the nature’s process 
beneath the earth’s crust. Professor Zhang is very optimistic about his process espe-
cially if algae are used as the feedstock [ 25 ]. 

 The second is the cellulosic technology [ 26 ]—this technology is in its fi nal stages 
of development. This technique, like the other advanced bio-fuel techniques, will 
not rely on food material as feedstock instead it will be using abundant agricultural 
wastes and any other wood-like material to generate about 60 billion gallons/year an 
approximate 30 % of 2030 gasoline consumption once commercialized [ 26 ]. 

 In parallel with the achievements of the advanced bio-fuels, the current technolo-
gies for the commercial corn ethanol production are improving on all fronts from 
the corn fi eld to the refi nery [ 27 ].  

6.2.4     Environmental Impact 

 The NREL was the fi rst body to venture into bio-fuel research, concentrating pri-
marily on cellulose ethanol. Environmental impacts associated with bio-fuels can 
be associated to the nature of its production. In recent years, there has been a lot of 
emphasis on the technology and challenges of bio-fuel systems and their relative 
effi ciencies with respect to energy and carbon dioxide emissions. This research 
has paid less attention to the impact on the environmental issues associated with 
the development of large-scale bio-fuel production [ 28 ]. The researchers sug-
gested that the average future GHG emission from corn ethanol and gasoline or 
diesel fuel could be similar, however, there is uncertainty associated in these esti-
mation [ 28 ]. In general, ethanol doesn’t provide any quality advantage in local air 
over gasoline [ 28 ]. 

 According to Kojima and Johnson 2005, the liquid bio-fuel production was a 
little over 1 % of the global renewable energy and a little shy of 1 % of the global 
crude oil. This statement suggests that nations started considering issuing policies 
that will encourage the involvement in alternative fuel research and the impact may 
be felt within a decade [ 1 ]. These policies fueled the concerns of environmentalists 
which feared a shift toward more corn-oriented farming to take advantage of these 
policies and realize more economic gain. To achieve a better crop, farmers may tend 
to increase the use of fertilizers and pesticides. The increased use of these chemicals 
may cause additional damage to the environment. Also, there is a fear that addi-
tional farmland will be needed. At what cost? Cellulosic ethanol requires wood-like 
biomass which would impact forestation and there are already debates about how to 
use corn crops—for food or ethanol production. The potential of expanding farm-
ing/forestation to manufacture ethanol directly affects the amount of GHG presence 
in the environment [ 28 ].  
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6.2.5     Economic Impact 

 The US government invested a signifi cant amount of money in domestic bio-fuels 
production hoping that they will one day be the primary source of energy. This way, 
a nonrenewable fuels independency will be possible—the diversifi cation of the 
energy market would be of a positive benefi t to the producers and consumers. This 
investment is a direct response to forecasted shortages and increased prices of fossil 
fuels. The Agro-biotechnology journal estimates that by 2015 the US corn market 
is expected to support 15 billion gallons of ethanol which will only be enough for 
less than a quarter of the overall US population fuel demand. Also, 12.3 billion 
bushels of corn would be available for the food industry and export market [ 29 ]. 
However, the economic potential associated with bio-fuel is dependent on energy 
prices and policies regulating the researches and production of renewable energy. 
Day-to-day fl uctuations of oil prices make it hard to predict ethanol’s economic 
potential in the United States [ 1 ].   

6.3     Discussion 

 Although Brazil is not as developed a nation as the United States, it still could suc-
cessfully adopt alternative fuel technology to the extent that it is known as an “oil- 
independent” nation. In comparison, the United States hopes to be fossil fuel 
independent by 2020, yet it is one of the prosperous countries in world. The research 
attempted to understand this paradox by examining the political, cultural, technical, 
economic, and environmental impacts surrounding bio-fuel adoption. In general, 
studying the history of alternative fuels in Brazil and the United States shows that 
the countries employed completely different policies at the same period of time. In 
the 1930s, Brazil established the fi rst policy of alternative fuel while the US con-
sumption of biodiesel collapsed due to a total absence of any marketing campaigns. 
Instead US investors pursued the petroleum industry. 

 Regarding the source of bio-fuel, each country uses a different source. Brazilian 
feedstock relies primarily on sugarcane while the United States cultivates corn to 
produce ethanol. By comparing sugarcane and corn characteristics (Table  6.3 ), it is 
understood how sugarcane characteristics help Brazil to produce ethanol through 
easier processes and increased yields vs. corn, which is used by the United States [ 30 ].

   However, in 2007, the United States surpassed Brazil in ethanol production. This 
can be the result of enforcing some environmental restrictions in Brazil—the gov-
ernment has forbidden burning from July until the middle of October, as well as 
prohibiting burning if the relative humidity falls below 20 %. These restrictions 
focus on environmental conditions that are conducive to respiratory illness [ 3 ,  27 ]. 

 One reason that Brazil could adopt alternative fuel relatively easy is Brazil’s 
historic ability to be fl exible. This cultural basis is known as Jeitinho. Brazil has a 
cultural reference of adaptability and willingness to change vs. the United States, 
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where people seem reluctant and resistant to changes. Related to the cultural adapt-
ability, this may not be an area where the United States can apply the lessons learned 
from Brazil. 

 Based on their previous bio-fuel experience, beginning in the 1930s, Brazil 
could largely develop the required technological infrastructures to use ethanol 
throughout the nation. Brazilian car manufacturers produced FFVs that can run on 
gasoline, ethanol, or any combination of the two. This fl exibility allows the con-
sumer to adapt to changing markets/prices. Also in Brazil all gas stations are well 
equipped for storing and distributing both gasoline and ethanol. In comparison, the 
United States does not use FFV in the same manner as in Brazil; US FFVs only run 
on E10, a mix of ethanol and gasoline, nor does the United States have an infra-
structure to support wide-scale production or distribution. It can be inferred that 
the inaccessibility of bio-fuel is causing less acceptance in the United States 
(as compared to Brazil). 

   Table 6.3    Sugarcane and corn characteristics comparison [ 30 ]   

 Brazil-sugarcane  The United States-corn 

 The sugar (source) in sugarcane can be 
converted directly into ethanol 

 The starch in corn is fi rst converted into sugar. 
Then the sugar is converted into ethanol 

 Sugarcane is planted every 6 years using 
cuttings 

 Corn is planted every year using seeds 

 Sugarcane provides fi ve cutting over 
6 years and then is replanted 

 Corn is harvested once each year 

 Sugarcane yields about 35 ton per acre 
(entire plant) per harvest acre 

 Corn yields about 8.4 ton per acre (entire plant) 
per harvested acre 

 Sugarcane yields about 4.2 ton of sources 
per acre (10–15 % of sugarcane yield) 

 Corn yields 4.2 ton of corn graph per acre 
(150 bushels) or 2.4 ton of starch 

 An acre of sugarcane produces about 
560 gallons of ethanol (35 ton yield) 

 An acre of corn produces about 420 gallons of 
ethanol (150 bushel yield) 

 Sugarcane feedstock is cheaper to grow 
than corn per gallon of ethanol 

 Corn feedstock is more expensive to grow than 
sugarcane per gallon of ethanol 

 Sugar-ethanol can be produced cheaper 
than corn-ethanol 

 Corn-ethanol is more expensive to produce than 
sugarcane-ethanol 

 The by-product of ethanol production is 
bagasse 

 The by-product of ethanol production is distillers 
grains with soluble that is used as livestock feed 

 The energy source for ethanol production 
is bagasse 

 The energy source for ethanol production is 
natural gas coal, coal, and diesel 

 About nine million acres are used for 
ethanol production 

 About 180 million acres are used for ethanol 
production 

 Brazil has great potential for expanding 
sugarcane acreage without limiting the 
acreage of other crops 

 US expansion of corn acreage will come at the 
expense of reduced soybean and other crop acres 

 No subsidies for ethanol  Subsidy reduction from $0.51 per gallon to 
$0.45 

 No import tariff on ethanol  A $0.54 per gallon import tariff 
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 Both Brazil and the United States have concerns about the environmental 
effects of bio-fuel, but in this respect both countries have taken different measures 
to deal with those concerns. In Brazil, as mentioned earlier, the government has 
legitimated some regulations for producing bio-fuel, while the United States is 
expanding research on algae as an alternative source for producing bio-fuel; the 
process of manufacturing alternative fuel from this source is less harmful to the 
environment. 

 In Brazil bio-fuel has proved to be economically benefi cial, both as an export and 
national fuel source. The United States is struggling with a wide-scale adoption so 
economic impacts are less certain. One economic impact that is readily seen in the 
United States is on the price of corn—it’s a balance between using corn as a food 
source and using it to manufacture bio-fuel.  

6.4     Conclusions 

 This research focused on bio-fuel adoption for the two largest ethanol producers—
Brazil and the United States. Both countries were well studied regarding political, 
cultural, technological, environmental, and economic issues. A summary of their 
response for each perspective is summarized in Table  6.4 . Each country had/has a 
strong political infl uence which encouraged research in alternative fuels. Similarly, 
each had supportive policies and regulations such as assigning tax credit and 
increasing investment.

   In general, this research identifi ed two areas where the United States might better 
understand the success in Brazil and determine how these technologies could be 
applied. Prior to the manufacturing process there does not appear to be signifi cant 
opportunities to utilize best practices. It can be inferred that the technologies used 
to harvest and manufacture ethanol from sugarcane are too disparate from those 
required to manufacture ethanol from corn—it would be like comparing apples to 
oranges. Also, the cultural foundation of jeitinho cannot be useful to the US adop-
tion. However, post production there appear to be opportunities to better understand 
the success in Brazil and apply to the United States. 

 Two areas where the United States can learn from Brazil involve technological 
and environmental (infrastructure) perspectives. It would appear that having a fully 
FFV, that is one that can operate on any ratio of ethanol to gasoline, was critical in 
the widespread adoption in Brazil. This technology accommodates adjustments to 
fuel blends as a result of fl uctuating prices or facilitates a more gradual transition 
from gasoline to ethanol. More specifi cally identifying the obstacles to manufactur-
ing and implementing FFVs in the United States is suggested for future research. 
Also, the United States does not have a suffi cient infrastructure to support the deliv-
ery and consumption of bio-fuel. Parallel to other bio-fuel research, the United 
States should consider the infrastructure success in Brazil and determine necessary 
steps to have one (infrastructure) in place to meet the objectives previously stated: 
to be oil independent by 2020.  
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   Table 6.4    Brazil and US comparison regarding bio-fuel approach   

 Aspects  Brazil  The USA 

 Political  Alternative fuel fi rst policy-1931  Tax credit 1.01$/gallon 
 Proalcool to support ethanol 
production 

 Adoption at the state level 

    Investing on developing ethanol 
(effi ciency, production, and 
adoption) 

 Biodiesel collapsed due to new 
petroleum industry-1930s 

 Cheaper credit for private fi rm  Support bio-fuel market by car 
manufacturers-1970s 

 Ethanol accessibilities gas station  800 million investment 
 Tax breaks for customer  Oil-independent-2020 
 Switch over to oil–oil price 
reduction in 1985 
 Switch back to bio-fuel-twenty-fi rst 
century 
 Strategy for Alternative fuel vehicle 
production (96 %) 
 Oil-independent-now 

 Cultural  Jeitinho-historical fl exibility in 
adopting change 

 Transferring lands from farmers to 
investors 
 Work for investors 
 Change rural life into more 
civilized life 

 Technological  Flexible Fuel Vehicle (FFV)- 100 % 
of either fuel 

 Use of peanut oil in diesel car-1880 

 Previous experience of alternative 
fuel 

 FFV-combination of gas and 
bio-fuel 

 Sugarcane supply [30]  Corn supply [30] 
 Algae for bio-fuel production 

 Environmental  Environmental damage due to 
burning sugarcane 

 Environmental damage due to 
excess of farming consequences 
like: 

 Health threat  Soil fertilizing 
 Prohibiting burning actions  Pesticides 

 Vegetable cleaning and burning 
 Economical  2004, 33 % ethanol production in 

the world 
 2010, 57 % ethanol production in 
the world 

 Profi table export  Increase food price 
 Two productions: sugar and 
ethanol 

 Increase hunger 

 High-quality jobs 
 Technology transfer—wealth 
among private sector 
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6.5     Future Research 

 Any one of the perspectives considered in this report could be developed further, to 
more specifi cally understand the issues. Often one perspective had an effect on 
another (e.g., mandating 100 % mechanized harvesting in Brazil would decrease the 
number of jobs for rural workers). Therefore, general future research could include 
a discussion on the interrelationships between the perspectives, as they pertain to 
bio-fuel adoption. 

 The report identifi ed potential areas for additional research, which if further 
understood, may facilitate a more widespread adoption in the United States.

•    FFV: Vehicles that can operate on 100 % ethanol, 100 % gasoline, or any combi-
nation of the two. This technology allows Brazil to respond to fl uctuating pricing 
policies. Analogous to this type of technology, the United States is researching 
the use of smart meters to be used in energy conservation. If the population is 
ready for fl exibility with their energy use, then perhaps they might be amenable 
to fl exibility with their vehicles?  

•   Assuming the United States will meet the 2020 target for oil independence, what 
alternative fuel source will be used? There are already signifi cant debates about 
corn and cellulosic ethanol. However, the report identifi ed algae as a promising 
substitute. Future research is recommended to more fully understand the poten-
tial of this fuel source. Could this be a golden opportunity to solve the bio-fuel 
answers for the United States?    

 Finally, while not directly related to applying lessons learned but discussed in 
this report, it will be very interesting to watch the impact of a new President and 
offshore oil reserves on the future of bio-fuel in Brazil.     
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Chapter 7
Assessing Alternatives for District Heating

Baraa Abudawod, Rupha Natarajan, Namitha Shetty, and Tugrul U. Daim

Abstract  In order to accommodate the growing demand for hot water and the 
possibility of using an alternative district heating source, Portland State University 
(PSU) was trying to identify and evaluate future fuel sources for its campus through 
an objective process. This paper is focused toward developing an evaluation model 
to identify the most feasible fuel option for PSU’s district heating purposes. The 
study evaluates three fuel alternatives using the Hierarchical Decision Model 
(HDM) together with the Technology Valuation (TV) Model. The three fuels evalu-
ated are natural gas, marine diesel oil, and pyrolysis oil. It is determined from the 
model using expert responses that natural gas is the preferred alternative. The high-
est weighting for the criteria was associated with cost while the lowest weighting 
was associated with environment.

This chapter demonstrates an assessment approach of fuel alternatives of 
commercial heating system. HDM and TV Model are used to evaluate three fuels 
for heating system of PSU’s campus. The campus consists of approximately 60 
buildings on 50 acres of land. The main heating system that PSU currently relies on 
consists of two heating plants with seven natural gas fired boilers. In addition, a 
2.5  MW diesel fired turbine was installed in the university’s newest building in 
2006. The campus also has seven small natural gas fired boilers that serve individual 
buildings in the area for PSU residents. On average, PSU’s heating system is 
required 8 months of the year for approximately 14 h a day, 6 days a week. The 
evaluation model utilizes different factors and expert’s subject judgments.
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7.1  �Assessment Tools

7.1.1  �Hierarchical Decision Model

The Hierarchical Decision Model (HDM) is a quantitative model that is used to 
evaluate different alternatives in order to make decisions. It is a four-level hierarchical 
model; those four levels are the objective level, criteria level, subcriteria level, and 
technology alternatives level [1]. The criteria are broken into a set of subcriteria/
factors and each of these subcriteria/factors contributes as a part of each criterion’s 
weight. Pairwise comparisons are completed for the criteria and subcriteria levels in 
order to find the contribution of the each criterion and subcriterion/factor to the 
overall objective. Then, the weights for the criteria and subcriteria are used to find 
the contribution of each technology alternative to the overall objective.

The HDM model is a robust model that facilitates the decision-making process. 
Calculating the weights for the criteria and subcriteria level makes it an easier pro-
cess to make the right decision. One disadvantage of this model is that it mostly 
follows a quantitative analysis to evaluate the technology alternative. However, 
some criteria or subcriteria are more qualitative, hence it would be difficult to apply 
that into a quantitative-based model.

7.1.2  �Technology Valuation Model

According to Gerdsri [2], one of the investors of the model, “The TV model enables 
the evaluation of emerging technologies though semi-absolute values instead of the 
relative values.” The model is a product of three matrices: the criteria priorities, the 
relative importance of technological factors on each criterion, and the semiabsolute 
value of emerging technologies on each technological factor.

The TV value or the Technology Value is calculated using the equation below. In 
order to find the relative priority values of the criteria and the factors (subcriteria), 
pairwise comparison input sheets were provided to experts both in the facilities 
department for PSU and other industry experts identified by us as a team.
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where:

TVn—technology value of technology, (n) determined according to a company’s 
objective

wk—relative priority of criterion (k) with respect of the company objective
f j kk ,

—relative importance of factor (jk) with respect of criterion (k)
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tn j kk, , —performance and physical characteristics of technology (n) along with factor 

( jk) for criterion (k)

V tn j kk, ,( )—desirability value of the performance and physical characteristics of 

technology (n) along factor (jk) for criterion (k)

7.2  �Methodology

In this chapter, the Hierarchical Decision Making Model is used to evaluate the 
three candidate fuels for Portland State University’s (PSU’s) district heating system 
(natural gas, marine diesel oil (MDO), and pyrolysis oil) in combination with the 
TV model (see Fig. 7.1). Therefore, the model quantifies the contribution of each 
fuel option to the overall objective, which is to find the best fuel option for PSU.

The first level in this model contains five criteria: cost, environment, availability, 
safety, and sustainability. For the criteria level, employees from the facilities and 
planning department at PSU were contacted in order to do the pairwise comparison 
for this level. Since the project was focused on PSU, employees from PSU had to be 
contacted in order to weigh the importance of each criterion for PSU. Three employ-
ees at PSU did pairwise comparisons in order to calculate the weights of the five 
criteria.

Fig. 7.1  HDM model
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Consequently, the weights for the subcriteria level were calculated by doing 
pairwise comparison for the subcriteria/factors. The subcriteria level required more 
understanding and knowledge in the topic. Therefore, four industry experts with 
technical backgrounds in the oil and gas industry were contacted in order to do the 
pairwise comparisons for the subcriteria/factors.

After figuring out the weights for the criteria and subcriteria levels using the 
PCM software, it was possible to find the contribution of each fuel alternative to the 
overall objective of this project using the TV equation.

In this chapter, we try to evaluate between alternative fuel sources for the PSU 
campus heating system. We used an HDM in order to structure the decision into an 
objective, criteria, subcriteria, and alternatives. The following methodology was 
therefore followed:

	1.	 Establish a HDM with criteria, subcriteria, and alternatives for the selection of 
the preferred fuel source (objective)

	2.	 Create a survey with pairwise comparisons and distribute to experts in this field
	3.	 Use the Pairwise Comparison (PCM) software to determine the weights for criteria 

and subcriteria from the expert responses
	4.	 Evaluate the weights of the criteria and factors to determine their importance. 

The criteria and subcriteria with the highest weights are seen as the most impor-
tant to the expert

	5.	 Calculate the technology value for each alternative and determine the best 
alternative

	6.	 Discuss the preferred alternative that should be pursued by PSU

7.3  �Hierarchical Decision Model

7.3.1  �Criteria and Factors

The criteria chosen for the HDM model were cost, environment, availability, safety, 
and sustainability. The description of each of these criteria and subcriteria is 
described below.

Cost

• Implementation: This is the cost of acquiring the fuel consisting of extraction, 
storage, and transpiration cost including processing, pipe construction, storage 
tank, import expenses, boiler adjustment, etc.

• Price per unit (BTU): This is the cost of delivery for the final consumer for usage 
as a fuel source. This might include some portions of the transportation cost 
embedded in them.
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Environment

• Emissions: This includes the various chemical components that the fuel contrib-
utes to the atmosphere on combustion such as COx, NOx, SOx, particulates, and 
mercury including greenhouse gases if any. This also evaluates the impact the 
fuel has on acid rain generation.

• Degradability: This evaluates the long-term negative impact on the environment 
due to spills into the soil and water. This specifically evaluates the oil spill that 
has devastating impact on the environment and the amount of time the fuel takes 
to naturally degrade.

Availability

• Short term: This refers to the capacity of local distributors to meet the needs of PSU’s 
boiler heating systems including local and external fuel resources. This includes 
the ability of the fuel option to support boiler heating for the next couple of years.

• Long term: This refers to the total volume of resources, including the estimated 
duration of time that these resources will be available in the long run. Special 
consideration should be given to fuel resources that can be defined as having a 
limited known quantity, i.e., fossil fuels.

• Accessibility: This refers to the ability and ease with which the distributor can 
meet the demands for PSU. Considers the rapidity and convenience of fuel deliv-
ery, as well as local storage versus distribution and feed systems. This capability 
to generate the fuel locally should be given higher preference.

Safety

• Flammability: This refers to the overall mixture of oxygen to material that can be 
ignited. A larger low to high concentration area should be considered more flam-
mable. Special consideration should be given to mixtures less likely to combust 
at standard PSU temperatures currently available.

• Degradability: Most materials biodegrade over time. This is a measurement of 
the amount of time that given substance will biodegrade within a standard period. 
Fuel substances with high degradability should be given higher preference.

• Toxicity: Fuels may be more or less likely to burn the skin or cause irritation of 
eyes when comes in direct contact. This considers toxicity in terms of a possible 
fuel leak into the environment, or fuel-handler exposure both in the short and the 
long term.

Sustainability

• Short term: This refers the degree to which system operation may deplete the 
fuel resources in the short term. In the case of boiler fuels, fossil fuels cannot be 
recreated in a timely fashion, and therefore would rank low.

• Long term: This refers the degree to which system operation may deplete the fuel 
resources in the long term. Boiler fuels with higher sustainability would be 
biomass-generated fuels such as pyrolysis oil generated from organic and renew-
able feedstock.
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7.3.2  �Available Alternatives

The three alternatives chosen in the study was natural gas, MDO, and pyrolysis oil. 
Each of these alternatives is described below:

7.3.2.1  �Natural Gas

Natural gas is a combustible mixture of hydrocarbon gases. While natural gas is 
formed primarily of methane, it can also include ethane, propane, butane, and pen-
tane. It is colorless, shapeless, and odorless in its pure form. It is a known fact that 
natural gas is a fossil fuel and it does bring along its own advantages and disadvan-
tages that are generic to any fossil fuel. This gas is colorless and odorless in its pure 
form but the final product delivered to the customers is highly processed to act as a 
usable fuel [3].

Analysts have projected that there is abundant availability of natural gas in North 
America. There is abundant availability for natural gas both in the short term as well 
as the long-term horizon [3]. Appendix 1 further projects the status of natural gas 
usage and availability for the State of Oregon [4].

The cost of natural gas is close to $12.5 per 1,000 cubic feet (including imple-
mentation and delivery costs), which is one of the lowest among its competitor  
fuel options. This has enabled natural gas to be a highly economic fuel option [5]. 
The prominent contributor to the cost of natural gas is the storage and transportation 
cost. The reasons being that; once the natural gas is extracted it has to be stored in 
large tanks underground before being processed for final use. The transportation of 
gas is done though pipelines laid underground which significantly increases the 
initial implementation cost while the delivery cost remains low as they are easy to 
transport and relatively safer as compared to other fuel options. Having that said, the 
US natural gas pipeline is highly integrated transmission and distribution grid that 
can transport natural gas to nearly any location including the Western Region. 
According to the US energy administration, ten interstate and nine intrastate natural 
gas pipeline companies provide transportation services to and within the Western 
Region. The largest capacity natural gas pipeline within the region is the El Paso 
Natural Gas Company system, which has the capability to transport up to 6.2 billion 
cubic feet (Bcf) per day [6].

Natural gas is lighter than air and its impact on the environment is minimalistic as 
it directly evaporates into the air without leaving any kind of residue behind. This 
makes natural gas 100 % degradable [7]. Natural gas is also nontoxic which makes 
it the safest fossil fuel when used by common people at home [7]. According to one 
of the recent research article published in 2012, the major commercial uses of natu-
ral gas include space heating, water heating, and cooling. According to the study, 
36 % of the usage of natural gas is toward space heating, 20 % is toward lighting, and 
8 % is used toward water heating. Natural gas is also used for infrared (IR) heating 
units, which are highly innovative and economic method of utilizing natural gas [8].
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7.3.2.2  �Marine Diesel Oil

Marine gas oil and MDO are manufactured when kerosene, light, and heavy gas oil 
fractions are added to distilled crude oil [9]. MDO is generally used as fuel in 
marine diesel engines, furnaces, boilers, etc. [10].

Below are the physical and chemical properties of marine diesel fuel [9]:

• Marine diesel is liquid in nature with clear, straw colored appearance with petro-
leum odor.

• It has sulfur content between 1 and 2 % along with 0.3 % water and ash content 
of 0.01 % m/m maximum.

• It has relative density of 81–92 at 150 °C and kinematic viscosity at 40 °C is  
11 cst (centistokes).

• It has high thermal stability with high resistance to oxidation.

The energy generation of MDO in BTU/gal is up to maximum of 133,781 to 
minimum of 132,311 [11]. The current price of MDO in Houston is $865/Metric 
Ton (06/08/2012) [12]. One of advantages of using MDO is it has lower mainte-
nance cost when compared to other fuels [10, 13].

MDO when burned emit large amount of toxic gases like carbon dioxide, nitro-
gen dioxide, sulfur dioxide, and harmful gases, which pollutes the atmosphere thus 
causing global warming and climate change. Appendix 5 shows the emission from 
MDO as compared to natural gas.

• SOx, COx—Sulfur dioxide and carbon dioxide are formed due to unburned parts 
of sulfur and carbon in combustion of MDO. Sulfur dioxide when combined with 
ozone layer forms smog and when combined with water vapor forms acid rain.

• CFC’s—Chlorofluorocarbons is a poisonous air pollutant.
• MDO emission is approximately 3,000–6,000  ton which is 1–3  % of global 

emission of gases [14].

Oil spills are major pollutants during water transportation. As MDO is not easily 
biodegradable [15], they form a thick, black layer on surface of water body thus 
poisoning the water and eventually leads to death of aquatic plants and organism. 
Eventually these oil spills as they are washed to the shore form tar balls thus con-
taminating coastal side [16].

MDO being fossil fuel has finite number of resources available for future [17]. 
Given the rapid growth of world economies, the supply of fossil fuels will cease 
after 30 years [18]. Hence short-term availability of fossil fuel (e.g., MDO) is 
possible, whereas long-term availability is not assured.

From a safety perspective, MDO is stable and safe when kept in a closed con-
tainer in normal room temperature and pressure [18]. It is highly flammable with 
0.5–5 % [19] but only 24–36 % degradable [20]. Upon decomposition, produces CO2 
and toxic oxides of hydrocarbons [21]. It is also one of the most toxic fuels on combus-
tion as it produces highly toxic gas like hydrogen sulfide that causes gastrointestinal 
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irritation with vomiting and diarrhea. High dose of MDO causes skin irritation and 
also leads to cancer [21].

Sustainability is questionable as fossil fuels like coal, oil, natural gas, petroleum 
products are not confined to extinction [22]. Fossil fuels could be made more sustain-
able in future for long- and short-term benefits by reducing harmful emission of gases 
like carbon dioxide, carbon monoxide, and sulfur dioxide into atmosphere [23].

7.3.2.3  �Pyrolysis Oil

Heating the biomass in the absence of oxygen creates the pyrolysis oil. Pyrolysis 
oil, also known as bio-oil, is a synthetic fuel under investigation as substitute for 
petroleum. It is a type of tar and normally contains too high levels of oxygen to be 
a hydrocarbon, and that’s why it is distinctly different from similar petroleum prod-
ucts [24].

Pyrolysis oil has some negative attributes for fuel applications. Those attributes 
are the high water content, high viscosity, poor ignition characteristics, corrosive-
ness, instability, and others. However, combustion tests performed in boilers, diesel 
engines, and turbines have demonstrated the ability of the existing or slightly modi-
fied equipment to operate using bio-oil/pyrolysis oil produced in existing pilot 
plants [25].

Pyrolysis oil can be used as a fuel in combustion applications. However, due to 
its heterogeneous chemical composition, pyrolysis oil is unsuitable for direct use in 
diesel engines regardless, in spite of the fact that trials in direct injection engines 
have been conducted. In addition, pyrolysis oil has achieved greater success in 
some industrial furnaces such as kilns and boilers [26].

Pyrolysis oil is considered to be expensive especially when compared to cheap 
fuels such as natural gas. The negative attributes of pyrolysis oil at present include 
pumping, storage, and transportation challenges that raise the price dramatically. 
This is one of the major reasons why pyrolysis oil has found little use until now.

We used the average plant size that produces 400 ton/day in order to estimate 
the  price per unit (BTU) and the implementation cost of pyrolysis oil (see 
Table  7.1). After doing the calculations, the price per unit (BTU) was found to  
be $6,000.63/1000CFT, and the implementation cost was $999,000.95/1000CFT. 
Apparently, pyrolysis oil is not an affordable fuel option. However, it is still under 
research in order to make it available for public at affordable prices [24].

When combusted, pyrolysis oil results in a null net contribution to CO2 emissions 
due to the fact that the carbon oxidized in the process is the carbon fixed by the 
vegetable biomass during its life [27]. The fuel quality of biomass pyrolysis oil is 
inferior to that of petroleum-based fuels. Pyrolysis oil has the advantage of being 
generated from renewable resources; hence it does not contribute to the net release 
of greenhouse gases [25].

On the other hand, there are some environmental issues that relate to the design 
and operation of the pyrolysis plant/biorefinery producing the pyrolysis oil. There 
might be some fugitive emissions from collecting, transferring, and processing 
the oils. Therefore, the oils must be controlled carefully to minimize the 
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emissions. Fugitive emissions from drying the biomass feed also need to be 
carefully controlled [28].

In terms of degradability, pyrolysis oil is found to be biodegradable with 41–50 % 
biodegradation rate over a period of 28 days. Since pyrolysis oil has a degradability 
rate of over 20 %, it is classified as inherently biodegradable [29]. Pyrolysis oil 
contains substantial amounts of organic acids, which are mostly acetic and formic 
acid. This results in pH of 2–3 and an acid number of 50–100 mg KOH/g. Thus, 
pyrolysis oil is corrosive to common construction materials like carbon steel and 
aluminum; however, it is noncorrosive to stainless steel [25].

As mentioned earlier in this report, the negative attributes of pyrolysis oil present 
transportation, pumping, and storage challenges. Up until this point in time, pyroly-
sis oil has found little practical use. However, the development of technologies to 
effectively stabilize pyrolysis oil and to overcome the storage and aging issues could 
substantially reduce barriers to use [24]. Canada, Ukraine, Brazil, South Africa, and 
Baltic have already started the production of pyrolysis oil. The roughly estimated 
supply of pyrolysis oil from these countries for 2012 was approximately 5 million 
tons [30]. Therefore, the short-term availability of pyrolysis oil is dependent on 
those countries since the production of pyrolysis oil for heating purposes is still 
under research in the United States. It is believed that it will take about 3 years to 
complete R&D and within 5 years pyrolysis oil fuel substitutes could be certified for 
public use [24].

Pyrolysis oil has been under research for a long period of time. Based on the 
research, pyrolysis oil was found to be highly flammable fuel with 0.9–5.9 % flam-
mability rate [31]. As mentioned earlier in this report, pyrolysis oil is biodegradable 
with 41–50 % biodegradability rate over 28 days, which is considered to be high.  
In terms of toxicity, pyrolysis oil was found to be irritating to the eyes, respiratory 
system, and skin. It is also harmful if swallowed, inhaled, or exposed to direct eye 
contact. The pyrolysis oil produced at temperatures higher than 600 °C can have 
mutagenic effects. However, environmentally pyrolysis oil is much less harmful 
than petroleum fuels [25].

Pyrolysis oil is considered to be a highly sustainable fuel source due to the fact 
that it is generated from renewable resources [25]. Since pyrolysis oil is still under 
research, it cannot be a reliable fuel option in the short term. However, as mentioned 
earlier, it is believed that it will take about 3 years to complete R&D and within  
5 years pyrolysis oil fuel substitutes could be certified for public use [24]. Thus, 
pyrolysis oil can be considered as a reliable fuel option that would substitute fossil 
fuels in the long term.

7.3.3  �Decision Model

Figure 7.1 illustrates the HDM for the selection of an alternative fuel for PSU’s 
district heating system. The model is structured with the objective (alternative heat-
ing fuel selection), criteria (cost, environment, availability, safety, sustainability), 
the subcriteria associated with each criterion, and finally all the fuel.
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7.3.4  �Expert Responses

The inputs for analysis process were performed in three different stages. The first 
stage included pairwise input sheet 1 for the criteria level. Three utility experts from 
the facilities department in PSU volunteered to provide us with the inputs. Among 
the three experts one of them is a manager for campus planning and design, the 
other one is a utilities manager at PSU, and the third one is the facilities mechanical 
engineer. Their years of experience at PSU helped us to understand the importance 
of resource allocation and the opportunity toward being a part of PSU’s process for 
identifying alternate district heating fuel.

The second stage included the pairwise input sheet 2 for the subcriteria/factors 
level. Four industry experts with over 20 years of experience in the field of oil and 
gas were contacted for the purpose of evaluating the 12 subcriteria. This stage 
involves the comparison of the subcriteria within each criterion. The three subcrite-
ria are compared in pairs with each other based on the percentage inputs provided 
by the industry experts using the PCM software.

The third and the final input stage were for the desirability values for each of 
the 12 subcriteria. The complete list is available in Appendix 3. The desirability 
values were rated by one expert between a scale of 10 and 100 % for the factor 
values ranging between the worst and the best scale provided to them for each of 
the 12 subcriteria. These values were later projected in the form of a line graph 
called the desirability graph to identify the metric values for the final TV 
calculation.

Besides providing us with the values necessary for our analysis purposes, the 
industry experts also provided us some valuable inputs. These inputs were provided 
to us based on the study and analysis performed by them as an expert and also based 
on their valuable experience in the field of oil and gas. One expert who is a Ph.D. in 
petrochemicals mentioned that “Natural Gas is a gas, hence the question of bio 
degradation does not arise. It will take substantial time for pyrolysis oil to be adapted 
regularly as an alternate fuel. Hence considering the cost, environment, availability, 
safety and sustainability, I feel you should as a group recommend natural gas as 
alternative heating fuel.” The second expert who is a senior consultant in oil and gas 
for a leading corporation had a very interesting view on the use of pyrolysis oil for 
PSU. He mentioned that “Natural Gas can be supplied though pipelines while the 
oils have to be stored in tankers locally. One option for PSU is to have a combina-
tion of Natural Gas and Pyrolysis Oil working together. This will slowly reduce the 
dependency on Natural Gas as a fossil Fuel.” The third and the fourth expert who are 
a senior executive at Bechtel Corp. and retired scientist from DNV energy, respec-
tively, also seem to agree with the first expert on natural gas being the winner. 
Expert three said that “Countries like Japan are completely moving on to Natural 
Gas as their primary fuel source as this is both safer and abundantly available. Its 
only major negative aspect is being a fossil fuel, this is the best fuel available by far. 
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The next best alternative can be Pyrolysis oil also called bio-fuel as it is renewable 
and can be produced locally.” While expert four’s input was “Considering all the 
factors, natural gas is the best energy alternative for today. More than 50  % of 
American houses and buildings are heated by natural gas today.”

7.4  �Results

7.4.1  �Criteria Weights

See Fig. 7.2.

Fig. 7.2  Weights of the criteria

Table 7.1  Highest and 
lowest factors for each 
criterion

Criteria Highest factor Lowest factor

Cost Cost per unit (BTU) Implementation cost
Environment Degradability Emission
Availability Accessibility Long term
Safety Flammability Toxicity
Sustainability Short term Long term

7.4.2  �Factor Weights

7.4.2.1  �Subcriteria Weight Under Criteria

See Table 7.1.
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7.4.2.2  �Subcriteria Weights to Objective

See Fig. 7.3.

Fig. 7.3  Weights of the subcriteria

Fig. 7.4  Evaluation scores of the alternatives

7.4.3  �Technology Value

See Fig. 7.4.
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7.5  �Discussion

Based on the pairwise comparisons from the three experts in the facilities and plan-
ning department at PSU, the weights for each criterion in the criteria level were 
found.

Looking at the inconsistency column, it is plausible to say that the three 
experts from PSU were consistent when doing the pairwise comparisons as the 
average inconsistency rate is 0.056, which is considered to be very consistent. 
The weights for the five criteria are shown Fig. 7.2. Apparently, cost and safety 
are the most important criteria for PSU. This project is focused mainly on finding 
the best fuel option for PSU; hence, it makes sense that cost is the most important 
criterion. Safety is inherently a big concern/issue in the oil and gas industry and 
that’s why it is the second most important criterion. The other three criteria have 
relatively smaller weights; therefore at PSU the attention is mostly focused on 
cost and safety.

After obtaining the results for the criteria level from PSU’s experts, the four 
experts in the oil and gas industry were contacted in order to do the pairwise 
comparisons for the subcriteria/factors level. Those pairwise comparisons were 
inserted into the PCM software in order to calculate the weights for the each 
subcriterion. The PCM software can calculate the weights when there are at least 
three items to compare. In the HDM model in this study, there are three criteria 
(cost, environment, and sustainability) which have only two subcriteria. Therefore, 
the weights of their subcriteria are calculated manually using MS Excel. The weights 
of the other subcriteria under availability and safety are calculated using PCM 
software because there are three items under each criterion. Therefore, the weights 
for the subcriteria under availability and safety were calculated using the PCM 
software. The weights for the other subcriteria were calculated manually using 
MS Excel.

Based on the pairwise comparisons, the weights for subcriteria under cost, envi-
ronment, and sustainability were calculated manually using MS Excel. The aver-
ages of the pairwise comparisons were calculated in order to find weights for each 
subcriterion. Figure 7.3 shows the weights for the subcriteria under cost, environ-
ment, and sustainability.

Inconsistency rates define rationality of experts’ judgement when there are more 
than two items to compare. Therefore, inconsistencies of the evaluation on the cri-
teria (availability and safety) which consist of three subcriteria in the HDM model 
were calculated. The ideal inconsistency rate is 0.1.

In terms of cost, the weights for the subcriteria are very close to each other. 
Therefore, price per unit (BTU) and implementation cost are both important when 
it comes to making a decision regarding the best fuel option. For environment, the 
degradability subcriterion is the most important one with a weight of 0.63, which is 
almost double the weight of the emission subcriterion. Degradability refers to the 
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impact on the environment and the amount of time the fuel takes to naturally 
degrade. For sustainability, short term is the most important subcriterion when 
choosing the best fuel option, and it refers to the degree to which system operation 
may deplete the fuel resources in the short term.

On the other hand, the weights of the subcriteria under availability and safety 
were calculated using the PCM software. For availability, the subcriteria are num-
bered as follows in the PCM software: short term (1), long term (2), and accessibil-
ity (3). It is obvious that accessibility is the most important subcriterion under 
availability followed by short term as the second most important criterion. In terms 
of inconsistency, even though the four industry experts were very consistent when 
doing the pairwise comparisons for the availability subcriteria, the overall inconsis-
tency rate was in the reasonable range but somehow relatively high (0.093).

In terms of safety, the subcriteria are numbered as follows in the PCM software: 
flammability (1), degradability (2), and toxicity (3). Based on the PCM results, flam
mability is the most important subcriterion under safety followed by degradability 
as the second most important subcriterion. In terms of inconsistency, experts 1, 2, and 
3 were very consistent when they did the pairwise comparisons for the subcriteria 
under safety. 

In order to arrive at the final technology value for each of the three fuel options, 
the desirability percentage values were potted on a graph for each of the 12 subcri-
teria (factors) as shown under evaluation procedure earlier. The team then identified 
the actual values for the subcriteria for the three fuel options as presented in Table 3. 
Please note that the complete table is available in Appendix 2.

For the purpose of this project, the cost values for each of the fuel options have 
been normalized using the sum for the cost values. For implementation cost, the 
values were normalized by 1/1,061,320 and price per unit was normalized by 
1/28,229. The original cost values are as shown in Appendix 1.

In order for the experts to provide us with the desirability values, the team put 
together a desirability metric table by choosing the worst and the best limits for each 
subcriteria/factors. Some of these metrics were quantitative while some of the 
metrics were qualitatively defined on a 5-point scale ranging from excellent to poor. 
Table  5 presents the 5-point scale for short-term availability based on various 
sources. A complete list of the 5-point scale is available in Appendix 6.

Based on the desirability graph the final metric values were identified as percent-
age of desirability to be used in the TV equation. For the purpose of calculating the 
TV value, the least among the three desirability percentages were used in the case 
of costs, emission, and toxicity, while the most among the three desirability percent-
ages were used for all the other subcriteria/factors. Appendices 2, 3 and 4 present 
our calculation of the TV value for each of the three fuel options.

In the above tables, the technology value is a product of columns 1, 2, and 4 that 
are the normalized pairwise weights for the criteria, the normalized pairwise weights 
for the subcriteria/factors, and the desirability value for the subcriteria/factors, 
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respectively. The desirability value is the Y-axis value from the graph and the metric 
value is the X-axis on the graph for each subcriteria. Refer to Appendix 5 for a list 
of desirability graphs.

7.6  �Conclusion

HDM model and TV model were used as a part this study to determine the best 
alternative district heating fuel among natural gas, MDO, and pyrolysis oil for 
PSU. This approach used in the study has provided a way to quantify both quantita-
tive (e.g., cost) and qualitative (e.g., sustainability). Hence making it easy to add and 
compare factors and subfactors affecting the selection criteria for fuels.

Considering factors like cost, safety, availability, sustainability, and environment 
along with their subfactors helped in the analysis to evaluate the technology values 
of each fuels alternative. The technology values for natural gas have highest score 
with 91 % followed by pyrolysis with 51 % and MDO with 42 %. The team also 
considered the fuel options with cost as a constant. This helped us analyze the three 
alternatives primarily based on its fuel properties in the broad sense without consid-
ering the economic impact on the decision. The technology value for the three fuel 
options with cost values constant was 65 % for natural gas, 31 % for MDO, and 
39 % for pyrolysis oil (Refer to Appendices 2, 3 and 4 for the details on the TV 
value calculations). If PSU were to make the decision on fuel today, we recommend 
natural gas as the best alternative among the three for use today but for future pur-
poses we recommend pyrolysis oil as the alternative fuel option considering the fact 
that pyrolysis oil is both renewable and has the least impact on the environment in 
terms of degradability. According to research natural gas resources available in U.S. 
would last till 118 years or 2,247 trillion cubic feet, and pyrolysis oil is an alterna-
tive provided enough research is done to reduce the acidity levels [9]. Our results 
were consistent when considering cost as a contributing factor as well as with cost 
factors constant as mentioned earlier.

The whole purpose of implementing HDM and TV model along with expert 
assistance was to provide a systematic and scientific approach to identify the best 
alternative fuel not only for PSU but also for any university in U.S. for today or any 
day in future also.

Implementation cost for all the three alternatives was assumed to be the same, 
whereas, in practice, they will differ depending on the available technology. 
Although sufficient research was done in identifying the factors used in this study, 
there is an opportunity to consider other factors that will make the study exhaustive. 
For example, ongoing maintenance costs, tolerance to impurities, and energy output 
of the fuel. Considering renewable energy sources like solar are also recommended 
as one of alternate heating fuel option in future.
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�Appendix 2: Criteria, Subcriteria Weights, Desirability 
Values, and Technology Values

�Natural Gas

Criteria

Wt.

Subcriteria

Wt. Metric
Desirability 
value

Technology 
value

(1) (2) (3) (4) =(1) × (2) × (4)

Cost 0.36 Implementation 0.45 5.98 30 4.86
Cost per unit 0.55 6.52 20 3.96

Environment 0.09 Emission 0.38 12.81 59 1.99
Degradability 0.63 100 100 5.63

Availability 0.13 Short term 0.33 E 100 4.29
Long term 0.23 VG 80 2.39
Accessibility 0.45 E 100 5.85

Safety 0.29 Flammability 0.45 12.5 80 10.44
Degradability 0.36 100 100 10.44
Toxicity 0.19 E 100 5.51

Sustainability 0.13 Short term 0.61 VG 80 6.37
Long term 0.39 A 60 3.02

64.75

�Appendix 3: Marine Diesel Oil

Criteria

Wt.

Subcriteria

Wt. Metric
Desirability 
value

Technology 
value

(1) (2) (3) (4) =(1) × (2) × (4)

Cost 0.36 Implementation 0.45 5.98 30 4.86
Cost per unit 0.55 6.52 20 3.96

Environment 0.09 Emission 0.38 18.3 20 0.68
Degradability 0.63 30 25 1.41

Availability 0.13 Short term 0.33 A 50 2.15
Long term 0.23 A 50 1.50
Accessibility 0.45 A 60 3.51

Safety 0.29 Flammability 0.45 3 30 3.92
Degradability 0.36 30 17 1.77
Toxicity 0.19 A 40 2.20

Sustainability 0.13 Short term 0.61 A 50 3.98
Long term 0.39 P 30 1.51

31.44
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�Appendix 4: Pyrolysis Oil

Criteria

Wt.

Subcriteria

Wt. Metric
Desirability  
value

Technology  
value

(1) (2) (3) (4) =(1) × (2) × (4)

Cost 0.36 Implementation 0.45 5.98 30 4.86
Cost per unit 0.55 6.52 20 3.96

Environment 0.09 Emission 0.38 0 100 3.38
Degradability 0.63 50 49 2.76

Availability 0.13 Short term 0.33 A 50 2.15
Long term 0.23 G 70 2.09
Accessibility 0.45 A 60 3.51

Safety 0.29 Flammability 0.45 3.85 35 4.57
Degradability 0.36 50 32 3.34
Toxicity 0.19 P 10 0.55

Sustainability 0.13 Short term 0.61 A 50 3.98
Long term 0.39 G 80 4.03

39.17
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�Appendix 6: Description of 5-Point Scale for Factors

Factors 5 Point Scale Descrip�on

Short Term 
Availability

Excellent Fuel available in surplus locally to fulfill short term demand in the United States

Very Good Adequate availability of fuel to fulfill majority of the short term demand in the United States

Good Adequate availability of fuel to fulfill partial demand in short term in the United States
Acceptable Adequate availability to fulfill peak scenarios of demand in the United States for the short 

term
Poor Inadequate availability to fulfill current demand in the United States

Long Term 
Availability

Excellent Fuel available in surplus locally to fulfill long term demand in the United States

Very Good Adequate availability of fuel to fulfill majority of the long term demand in the United States

Good Adequate availability of fuel to fulfill partial demand in long term in the United States
Acceptable Adequate availability to fulfill peak scenarios of demand in the United States for the long 

term
Poor Inadequate availability to fulfill future demand in the United States

Accessability Excellent The local suppliers can deliver and transport the fuel easily and on time. No wait time 
necessary as the fuel is locally available

Very Good The local suppliers can deliver and transport the fuel easily but might include some amount 
of transportation time.

Good The local suppliers can deliver and transport the fuel with added import cost and minimilistic 
time delays.

Acceptable The local suppliers can deliver and transport the fuel with added import cost and on a need 
basis. The fuel is made available based on the projected need though imports.

Poor The fuel is non accessable or requires considerable amount of time and efforts in the form of 
research and delivery. One example is the Pyrolysis oil although it looks promising for the 
future.

Toxicity Excellent Totally clean. No toxic treatment needed.
Very Good Toxicity within the safety allowance but may cause irritability and skin problems when 

exposed to the fuel on a large scale over an extended period of time. It is not life 
threatening.

Good Positive measures like reduction in acidity level and processing are needed that can reduce 
the impact of the fuel exposure to humans and animals. 

Acceptable Toxic if a spill happens or comes directly in contact with humans or animals over an extended 
period of time. Adequate care is necessary with storage and transportation. The is long term 
impact to the environment.

Poor Highly levels of toxic composition. Regarded unstable for usage as a fuel for general use.

5 Point Scale Measurement Descrip�on 
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     Chapter 8   
 Technology Adoption: Residential Solar 
Electric Systems 

             Kevin C.     van     Blommestein      and     Tugrul     U.     Daim    

    Abstract     The purpose of this study is to evaluate the adoption and aggregated dif-
fusion of solar electric systems in the residential sector. The goal of this paper is to 
try answer the following questions using an Agent-Based Model (ABM):

    1.    Is there evidence of a delay in the aggregate adoption of solar electric systems? 
If so, how can the adoption be improved?   

   2.    What is the relationship between increasing electricity prices, price preference, 
and rate of adoption?   

   3.    What impact does changing the incentive structure have on the overall electricity 
savings?    

  The model could be used by electric utility companies, energy program adminis-
trators, and government and state agencies for planning purposes.  

8.1         Aggregated Bass Diffusion Model 

 One approach followed in determining the impact of incentives is to predict the dif-
fusion of a technology using an s-curve (e.g., Bass model), and use a single param-
eter to model the impact of these incentives. The problem with this model is that the 
same characteristics are assumed for all consumers. For the Bass model [ 1 ], it is 
assumed that the    effect of advertising and the effect of word of mouth is the same 
for all consumers, and all consumers are well-mixed and homogeneous (Fig.  8.1 ). 
This is obviously not the case, since consumers all behave differently, each have 
their own characteristics, and interact differently with other consumers. The Bass 
model therefore does not take into account heterogeneous market dynamics.   
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8.2     Agent-Based Modeling and Diffusion 

 Rahmandad and Sterman [ 2 ] compare Agent-Based Modeling (ABM) and 
Differential Equation Modeling (DEM) by creating a contagious disease diffusion 
model with varying network structures and levels of heterogeneity. These types of 
models have also been used extensively in evaluating technology diffusion. The 
authors mention that both models have their own strengths and weaknesses, which 
should be aligned with the purpose of the model. The granularity of ABM increases 
computational requirements and it is diffi cult to link the behavior of a model with 
its structure as its complexity increases. However ABM can capture diverse rela-
tionships among individuals with heterogeneous attributes. For DEM, individuals in 
each stock (compartment) are assumed to be homogeneous and well mixed, which 
is not always an accurate assumption; however, it is more computationally effi cient. 
According to the authors, a trade-off needs to be made between keeping a model 
simple that can be analyzed thoroughly, or disaggregated to capture heterogeneous 
attributes and relationships of individuals. 

 The authors created an AB model of the deterministic Susceptible, Exposed, 
Infected, Removed (SEIR) model, with the same parameters. The AB model was 
created using fi ve network structures (fully connected, random, small world, 
scale- free, and lattice), and evaluated with both homogeneous and heterogeneous 
agents. It was determined that for a highly connected network (fully connected) 
diffusion for ABM was the closest to DEM, while networks with high clustering 
(lattice) had a slower rate of diffusion. This is understandable since connected 
networks allow diseases to spread easily to all other individuals, while for clus-
tered networks the disease can only spread easily to local individuals that are part 
of the same cluster. For heterogeneous individuals, the initial growth accelerated 
faster, however the total number of infected individuals reduced. This is because 
high-contact individuals become infected sooner but are also removed sooner, 
therefore the number of potential infected high-contact individuals reduce. This is 

  Fig. 8.1    Bass diffusion model       
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an important concept for technology diffusion that will be discussed under the 
analysis section. 

 Bohlmann et al. [ 3 ] made use of ABM to examine the effect of different network 
structures and interpersonal and intersegment communication on the diffusion of a 
technology. They considered two different types of agents, namely innovators and 
followers, and used four different network structures (random, cellular automata, 
small-world, and power-law networks). First, they examined the effect of different 
network structures and different adoption thresholds by using a fi xed amount of 
initial adopters (innovators), the same adoption thresholds for all agents per simula-
tion, and a fi xed external infl uence by initial adopters. The second part of the study 
examined relational heterogeneity by using a two-segment model, consisting of an 
innovators’ segment and followers’ segment. The heterogeneous relationships 
among innovators, innovators and followers, and followers and followers, were rep-
resented by weighted network links. From these two studies they managed to answer 
nine research questions affecting technology diffusion. First, they established that 
the initial location of innovators varied the rate of diffusion for different network 
structures. Second, the diffusion for high-adoption thresholds was more likely to 
occur with clustered networks, and varied signifi cantly between network structures. 
Finally and most interestingly, focusing on innovator adoption rather than innovator- 
follower communication can speed up diffusion. 

 Laciana and Rovere [ 4 ] utilized the Ising model to simulate technology adoption. 
The Ising model is suitable for social processes since it deals with the interaction 
between an object and its neighbors. The Isling model can be adapted for adoption, 
by taking into account the social infl uences from an agent’s social network and the 
contribution of an agent’s individual preference towards a technology. The model 
also allows for individual preferences between two alternative options (e.g., adop-
tion and disadoption, competing products, etc.). The authors used the model to 
evaluate two competing products and determined that a new product with a clear 
advantage diffuses quicker with a disperse distribution of early adopters, while 
when a new product is only slightly better, diffusion does not saturate. The authors 
also determined that when there was a hub agent with a large number of ties in the 
network, the rate of adoption accelerated. This type of person is commonly referred 
to as an opinion leader. 

 Zhang and Nuttall [ 5 ] used ABM to evaluate the effectiveness of the United 
Kingdom (UK) government policies for encouraging the adoption of smart meter-
ing devices. They used two types of agents, namely consumers and electricity 
suppliers. The consumers interacted with their direct neighbors and a random 
amount of remote consumers. Three indicators were examined as an output of the 
model, namely the impact of multiple scenarios on the diffusion of the technology, 
electricity suppliers’ market share, and the switching of consumers among elec-
tricity suppliers. Using real market data to determine initial parameters, the model 
produced the expected results of a stable market share, the s-curve pattern of typi-
cal technology diffusion, and the dynamic switching of consumers among electric-
ity suppliers. Based on the results of the model, the UK was pursuing the least 
effective scenario. 
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 All the agents, agent behaviors, and agent–agent relationships are summarized in 
Table 1 under appendix. 

 The articles discussed above all had different objectives in mind; however, they 
have a lot of similarities. Most of the reasoning behind using ABM is the require-
ment for heterogeneous populations and complex interaction among individuals. 
ABM was seen as a good representation of the complexities that exist within current 
markets. The main areas of focus in these articles were on the social network struc-
tures and the position of initial adopters. The outcome of using different network 
structures varied signifi cantly, which was represented well in these articles, and was 
not captured in previous aggregated approaches of evaluating technology diffusion. 
Additionally, the impact of the location of early adopters in the network was crucial 
to the rate of diffusion, which cannot be captured by an aggregated model. From all 
these fi ndings, it is understandable why ABM would be the preferred approach to 
researching technology adoption and diffusion. 

 Bohlmann et al. [ 3 ] mention that a phenomenon is emergent when it “arises 
from the heterogeneous and complex interactions among agents in a social system.” 
Based on this defi nition, all the above articles demonstrated emergent behavior. 
However, some of the outcomes from these studies were relatively self-explana-
tory. As an example, highly connected networks had the quickest rate of diffusion, 
which is expected. Only once the complexity of these systems was increased by 
adding additional parameters, or when two alternatives closely resembled one 
another, were the results more surprising. As an example, Bohlmann et al. varied 
the adoption threshold for multiple network structures and determined that for 
high-adoption thresholds, diffusion was more likely to occur for clustered net-
works. Rahmandad and Sterman [ 2 ] did not vary the threshold and determined that 
the rate of diffusion was the slowest for highly clustered networks. This coincides 
with what Bohlmann et al. determined using a low adoption threshold; however, 
Rahmandad and Sterman failed to capture the effect of higher thresholds. Therefore 
would the outcome of their study be different if they adjusted the threshold they 
used for the AB and DE models? Additionally, Laciana and Rovere [ 4 ] and 
Bohlmann et al. determined the effect of different initial positions of early adopters. 
If this was also taken into account by Rahmandad and Sterman, would their results 
still be the same? 

 Laciana and Rovere [ 4 ] were the only authors to include a hub in the social net-
work, to resemble an important agent with many connections. This increased the 
rate of diffusion substantially, and could be a good representation of advertising 
through online social networks. Their unique approach of using a physics model, 
Ising model, to representation of social interaction, added another dimension to the 
previous two studies. Their study was the only one to allow for disadoption of a 
technology and could represent more than one technology in a market. Even though 
this was the most unique approach, We did not fi nd the results the most compelling. 
As an example, an increase in the dispersion of initial adopters decreased the time 
required for market saturation, which is expected when adopters are interacting 
more with other non-adopters, instead of between themselves. Additionally, when a 
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hub agent was introduced, diffusion increased, which is again expected. There was 
no real surprising emergent behavior. 

 Zhang and Nuttall [ 5 ] were the only authors to actually apply ABM to a real 
world situation. They focused on one network structure and used a more compli-
cated but established model for technology adoption, known as the Theory of 
Planned Behavior (TPB) consumer acceptance model. This model included addi-
tional consumer parameters such as price sensitivity, motivation to comply with 
other agents, and enthusiasm towards the technology. They did not take into account 
different possible network structures; however, their study was based on the loca-
tion of households in a 2d environment. Their assumption of households communi-
cating only with neighbors and a few random remote households therefore seemed 
plausible. As Laciana and Rovere [ 4 ] mentioned, when physical proximity among 
nodes is important, a regular lattice network provides a good approach. Additionally, 
Beinhocker [ 6 ] mentions that people in social networks generally have a cluster of 
friends and some random friends, which is clearly demonstrated in this article. This 
was the only study where a surprising emergent behavior from the model was 
backed up by actual market observations. In the model, consumers moved from one 
electricity supplier to another, but the electricity suppliers’ market share remained 
constant, which was actually observed in the market. Also, this was the only study 
where there were central fi gures (electricity suppliers) that could infl uence multiple 
consumers by adjusting prices. 

 Of the eight attributes of agents introduced by Gilbert and Troitzsch in the 
“Simulation for Social Scientist” [ 7 ], all models only covered four of these attri-
butes, namely “knowledge and belief,” goals, “knowledge representation,” and 
inference. Agents in all models based their decision on the current status of the 
agents they were connected to, and inferred that if a certain amount of agents had 
adopted the technology, and they preferred the technology, then they should adopt 
it. This was clearly illustrated by Laciana’s and Rovere’s model that used social 
infl uence and individual preference to represent the relative utility of adopting the 
technology for a specifi c agent. The goal of agents in all models was to adopt a 
technology, and the knowledge representation was seen as each agent storing the 
current status of their connected agents and their own preferences. Based on the 
description by Gilbert and Troitzsch, none of the agents from the studies had social 
model attributes, since they did not build the social models while the simulation ran. 
There was also no representation of language between agents, since agents only 
determined the current status of their neighbors and there was no back-and-forth 
communication between them. Finally, there was no planning or emotions by any of 
the agents. 

 Epstein and Axtell [ 8 ] referred to how simple rules create surprising behavior in 
the Sugarscape model. Based on all the articles discussed, the rules and goals for 
each agent were relatively simple. The goal for each agent was simply to reach a 
certain threshold in order to adopt a technology or disease. The rules for each agent 
were to assess their neighbors’ states and in most cases, their own individual pref-
erences towards the technology, before adopting. However, unlike the Sugarscape 
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model, there were predefi ned structures specifying which agents could interact 
with one another. For the Sugarscape model, agents move around the landscape 
and interact with one another and the environment. It is therefore possible for an 
agent to interact with any other agent, similar to the fully connected network, how-
ever with a delay requirement for movement. From the articles discussed, there 
was no movement by the agents or any interactions with the environment. The 
models are purely based on agent behavior and agent–agent interaction for any 
changes in the overall behavior of the model. These models can therefore be 
extended to evaluate the infl uence of the environment on the behavior and interac-
tion of agents. A good example of this would be the adoption of renewable energy 
devices, where the solar intensity and wind speeds of an agent’s environment 
would infl uence the end decision. 

 Based on what has been identifi ed throughout these articles, and the fact that 
individuals in all types of markets have heterogeneous behaviors and interactions, 
ABM is an obvious approach to understanding technology adoption and diffusion. 
The only problem noticed from the articles is that the outcomes of the models are not 
used by themselves for decision making purposes, but mainly as a supplementary 
tool. As an example, Zhang and Nuttall [ 5 ] were the only authors to use ABM for a 
real market. These authors illustrate the concept of their model as an approach to 
evaluating policies, but do not go into detail when discussing the outcome. The 
model was presented more as a concept than an actual forecasting tool for evaluating 
future adoption. This coincides with Rahmandad and Sterman [ 2 ], where they state 
that a trade-off needs to be made between keeping a model simple that can be ana-
lyzed thoroughly, or disaggregated to capture heterogeneous attributes and relation-
ships of individuals.  

8.3     Methodology 

 The methodology for this paper is as follows:

    1.    Design the model by specifying the agents, environment, relationships among 
agents, and the decision-making process of each agent   

   2.    Build the model according to the variables and procedures specifi c under appen-
dix, in Table 2–4   

   3.    Test and debug the code, and verify the operation of the model using boundary 
values   

   4.    Determine the maximum interaction radius and number of random interactions, 
using BehaviorSpace, in order to determine the minimum number of links that 
create ≈100 % awareness   

   5.    Use actual values for electricity price and incentives in Oregon, and installed 
solar electric system costs in the United States   

   6.    Answer the questions previously mentioned under the paper purpose      
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  Fig. 8.2    Agents, environment, and relationships       

8.4     Model Development 

8.4.1     Agents, Environment, and Relationships 

 Figure  8.2  is a simple diagram depicting the agents, patches, and relationships in the 
solar electric system adoption model. A complete list with descriptions for the 
agents and the patches can be found under appendix, in Table 3 and 4. The basic 
idea is that the patches represent the land on which the houses are built. Patches are 
represented by sun hours, land cost, and land area. For this specifi c paper only sun 
hours for each patch is used, which is the amount of solar energy in kWh that can be 
delivered per day (kWh/day). This value is used to determine what size solar elec-
tric system would be required by a household to supply 100 % of the electricity 
consumption.  

 Households can infl uence their neighbors who are within a randomly assigned 
interaction radius, and infl uence remote households, also by a randomly assigned 
value. The interactions are directed, and when each household builds its own net-
work, undirected links form when infl uences can take place in both directions. 
When a household infl uences another household, the id of the infl uencer is added 
to a list of infl uencers of the infl uenced household. The length of this list is used 
to determine whether a household is above a certain threshold and should move to 
the next adoption stage. This will be described in more detail in the following 
section.  
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8.4.2     Agent’s Decision Making Process 

 Each household can be in four possible states; unaware of the technology, aware 
but not persuaded, persuaded but not decided, and fi nally decided. A fl ow dia-
gram showing the decision points for transitioning between stages is illustrated 
in Fig.  8.3 . All agents start off in the unaware stage, except for a few initial adopt-
ers who start off in the aware stage. For each tick, all agents not in the unaware 
stage select a randomly connected neighbor and add their id to the selected agent 
infl uencers list, with a probability of adoption stage × 10. The adoption stage is 
represented by 1 for unaware up until 4 for decided. The idea behind this proba-
bility is that the higher the infl uencing agent’s adoption stage is, the more infl u-
ential they will be. In other words, if the agent has already decided on the 
technology, then the agent is going be more infl uential than an agent who is only 
aware of the technology.  

  Fig. 8.3    Agent’s decision-making process       
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 In order for an agent to move from unaware of the technology to aware, the num-
ber of infl uencers needs to be greater than an awareness threshold. The awareness 
threshold is a randomly assigned value between 1 and 3 for each agent. Each agent 
needs at least 1 other agent in its infl uencers list to become aware. Once the agent 
becomes aware, all ids are removed from the infl uencers list. 

 For an agent to move from aware to persuaded, the number of infl uencers in the 
new list must be greater than a persuasion threshold. The persuasion threshold is a 
randomly assigned value between 0 and 10. Infl uencers are added to the list in the 
same manner as described above. In addition to this threshold, the monthly electric-
ity payments by the agent multiplied by a price preference must be greater than or 
equal to the monthly payments required to purchase a solar electric system. Since 
the lifespan of a solar electric system is generally assumed to be around 20 years, 
the total purchase cost of the system is divided by 20 years × 12 months = 240 
months, to determine the equivalent monthly payments (not taking into account 
infl ation and present value). The price preference was included to take into account 
the preference of the agent when making the decision, and is a randomly assigned 
value between 0 and a max price preference assigned by the user. If the price prefer-
ence is greater than 1, then the agent will not wait for the solar payments to drop 
below the electricity payments, and vice versa. 

 As an example of the above mentioned process, if an agent consumes 1,200 kWh 
of electricity per month at $0.1 per kWh, the monthly electricity cost would be 
1,200 × 0.1 = $120 per month. The size of the solar system required to supply 
1,200 kWh per month is calculated to be 8.54 kW using the equation specifi c under 
appendix, in Table 3. At $5/W for solar, an incentive of $1/W, and a 20-year pay-
ment duration, the monthly solar cost would be 8,540 × (5 − 1)/240 ≈ $142 per 
month. Therefore if the price preference was 1, then $120 × 1 is not greater than or 
equal to $142 and the agent will not become persuaded. If the price preference was 
2, then $120 × 2 is greater than $142, and the agent would become persuaded. The 
idea behind using a price preference is that not all agents would react the same to 
increasing or decreasing prices of electricity and/or solar electric systems. 
Additionally, the price preference can also take into account agents who are not 
basing their decision purely off price, but also other factors such as environmental 
concerns, etc. 

 Once an agent is persuaded, a decision is made to determine whether the 
agent has enough budget to pay for the monthly solar payments. If the agent’s 
monthly budget is greater than the solar payments, then the agent will change to 
decided and purchase the solar electric system. If the agent remains in the per-
suaded stage and the electricity monthly payments × price preference becomes 
less than the solar monthly payments, then an infl uencer is removed from the 
agent’s list for each tick that this is true. When the number of infl uencers 
becomes less than the persuasion threshold, then the agent moves back to the 
aware stage.  
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8.4.3     Communities 

 The Netlogo model world is divided into four neighborhoods, each with different 
levels of income. The quadrants represent low-income, medium-income, high- 
income, and a distribution of income-level households. The intention of creating 
multiple neighborhoods was to determine whether households joined together to 
purchase a larger shared solar electric system. However, due to time constraints, 
sharing of solar electric systems was not included as part of this paper, but can 
 easily be extended for future work.  

8.4.4     Assumptions 

 The following assumptions were taken into account when creating the model:

    1.    Electricity consumption, income, budget, and price preference for each agent 
remains constant throughout the simulation   

   2.    No new households are added to the model throughout the simulation   
   3.    Direct links are used to connect the households, assuming that the possibility of 

infl uencing another household would take place in one direction   
   4.    A household will only buy a solar electric system that will replace 100 % of its 

electricity consumption   
   5.    The solar price and electricity price will remain the same unless the user adjusts 

the sliders while the simulation is running   
   6.    All agents will compare the monthly solar costs against the monthly electricity 

costs when deciding to purchase a solar electric system   
   7.    The world does not wrap horizontally or vertically      

8.4.5     Netlogo Model 

 The Netlogo model for this paper is illustrated in Fig.  8.4 . The colors of the houses 
represent the current adoption stage of the household (red—unaware, blue—aware, 
orange—persuaded, green—decided). The color of the patches is scaled according 
to sun hours, with lighter yellow representing higher sun hours and vice versa. The 
user adjustable sliders are described in detail under appendix, in Table 2. The graph 
represents the number of households in each stage of adoption, which is also shown 
in the monitors below the graph. Additionally, the total electricity consumed, total 
electricity saved, and total incentives paid out are shown in the monitors below the 
sliders. Finally, the two switches next to the go button allow the user to hide the 
links representing the connections between households, and hide the patch colors 
representing the sun hours for each patch (Fig.  8.4 )   .    
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8.5     Model Verifi cation 

 In order to conduct a basic verifi cation of the model, beyond optimizing the code 
and debugging potential errors, a boundary test for each user adjustable variable 
was done. The idea of the boundary test was to set the variables to their extreme, and 
follow the agent’s decision-making process. The boundary test started by setting all 
variables to 0 except for the housing density. As a result there were no connections 
between households and no initial adopters, with all households remaining unaware 
of the technology. 

 The next test was to introduce a small amount of initial adopters and create a 
network connecting the households. This allowed the initial adopters to communi-
cate, resulting in all households becoming aware of the technology. None of the 
households could become persuaded since the maximum budget was set to 0 % and 
therefore no households could afford the solar system. The next test was to increase 
the maximum budget to 100 %, keep the solar hotspots at 0 %, and set the solar price 
to $0/Wdc. Households all became persuaded; however, because there were no solar 
hotspots (i.e., sun hours), no electricity could be produced by these solar systems 
and therefore no household ended up purchasing them. The next test set solar 
hotspots to 100 % resulting in all previously persuaded households to become 
decided. 

 Finally, by setting all variables to their maximum value, except housing density 
and initial adopters, households ended up in three adoption stages, namely aware, 
persuaded, or decided. This was expected since some households are not infl uenced 
by the increased electricity prices and remain aware, some households are infl u-
enced but cannot afford a solar electric system and remain persuaded, while the rest 
have decided to purchase the solar electric system. 

 BehaviorSpace was fi nally used to determine the minimum number of links 
required for ≈100 % awareness by adjusting the maximum interaction radius and 
maximum random interactions. The values obtained were, 3 for maximum interac-
tion radius, and 5 for maximum random interactions. These values were used for the 
remainder of this paper (Table  8.1 ).

  Fig. 8.4    Netlogo model       
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Adopters

693

0

0 620

  Fig. 8.5    Technology adoption life cycle and result ( red —unaware,  blue —aware,  orange —persuaded, 
 green —decided)       

8.6        Results and Discussion 

8.6.1        Delay in Aggregated Adoption 

 Is there evidence of a delay in the aggregate adoption of solar electric systems? If 
so, how can the adoption be improved? 

 It is common knowledge in marketing literature that a “Chasm” exists in the 
technology adoption life cycle of disruptive technologies [ 9 ] (Fig.  8.5 ). This is the 
diffi cult step of making the transition from early adopters to early majority. The idea 
for crossing this Chasm is to focus on each of the fi ve main segments of the adop-
tion life cycle, one at a time, and use each segment as a foundation for marketing for 
the next segment. By allowing agents to be in four different adoption stages in the 
model, it was possible to understand potential reasons why the early majority were 
not adopting the technology.  

 By using actual values for electricity price [ 10 ] and incentives in Oregon [ 11 ], 
and installed solar electric system costs for the United States [ 12 ], the output shown 
in Fig.  8.5  was obtained. The maximum price preference was set to 2 and the initial 
adopters were set to 2.5 %, as shown in the technology adoption life cycle as inno-
vators. The total number of adopters (green) is approximately 20 % of the total 
number of households, which is slightly more than the 16 % of adopters before the 
chasm in the technology adoption life cycle; however, 16 % is only an 
approximation. 

 It was possible to identify reasons why majority of households were still in the 
aware stage (blue) and very few households in the persuaded stage (orange). All 
households had more infl uencers than the persuasion threshold, therefore this was 
not restricting agents from moving to the following stage in the adoption process. 
The restriction was only based on the price of the solar electric system. Agents 
could not move from the aware to persuaded stage because the monthly payments 
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were too high, and if some agents did move to persuaded, they could not afford the 
solar electric system due to their budget. 

 There are two main methods of increasing the adoption, either by increasing the 
incentives offered to reduce the purchase cost of the system, or by increasing the 
price of electricity, thereby making the solar electric system the preferred alterna-
tive. These two methods are examined in the following two questions.  

8.6.2     Impact of Increasing Electricity Prices 

 What is the relationship between increasing electricity prices, price preference, and 
rate of adoption? 

 As was mentioned in the previous section, one way of increasing adoption is by 
increasing the price of electricity. Figure  8.6  illustrates the impact of increasing 
electricity prices on the adoption of solar electric systems, using the same param-
eters as the previous question. As expected, adoption increases with increasing 
electricity prices, for all maximum price preferences except 0. As was previously 
stated, each household is randomly assigned a price preference between 0 and the 
maximum price preference. The equation used in the agent’s decision making pro-
cess is: electricity monthly payments × price preference ≥ solar monthly payments. 
By selecting a price preference of 2, there is a 50 % chance that a household will 
wait after the solar monthly payment falls below the electricity monthly payment, 
before adopting the technology. There is also a 50 % chance that households will 
not wait for the cost to be less. The higher the price preference, the less the number 

  Fig. 8.6    Impact of increasing electricity prices       
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of households delaying their purchases, thereby increasing the number of adopters 
at lower electricity prices. It can be seen that the price preference has a large impact 
on  adoption and it is therefore important    to try determining what price preference 
most accurately represents the community of interest during a study.   

8.6.3     Impact of Incentives 

 What impact does changing the incentive structure have on the overall electricity 
savings? 

 Figure  8.7  illustrates the impact of increasing incentives on the overall electricity 
savings and the total investment made by the organization supplying the incentives. 
The total electricity savings was simply calculated by adding up all households’ 
electricity consumption who had already adopted the solar electric system. The total 
investment was simply calculated by adding up all incentives given to the house-
holds who had adopted the system.  

 As part of the current incentives offered by Energy Trust of Oregon for solar 
electric systems [ 11 ], $5,000 is the maximum incentive that can be offered. 
Therefore, for large consumers of electricity they will need to pay the remaining 
amount that is not covered by the incentive. At $5/W for a solar system [ 12 ], the 
average household would need a 8.5 kW system (based on the average monthly 
consumption in Oregon of 991 kWh and estimated sun hours of 5 kWh/day), which 
relates to $42,500 without incentives, and $37,500 with the maximum incentive. 
Even with the maximum incentive, this is still a substantial amount to pay for a solar 
electric system. As a result, only the small consumers of electricity see a benefi t in 
adopting with incentives. This is the reason why the electricity savings remain rela-
tively constant in the left graph in Fig.  8.7 . The right graph shows the result if the 
maximum limit is removed. The total investment is substantially more without a 
limit but so is the total savings.   

  Fig. 8.7    Impact of incentives of the overall adoption       
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8.7     Conclusion 

 Even though the model could not be validated using market data, patterns com-
monly referred to in technology adoption literature were identifi ed in the model. By 
separating the adoption process into stages allowed for the potential identifi cation 
of the “Chasm.” Also by observing which households were aware of the technology 
but did not adopt, can aid marketers in understanding how they can increase the 
adoption and overcome the “Chasm.” The two main methods of increasing adoption 
were analyzed by increasing the electricity price and increasing incentives. 

 The behavior of the model by increasing electricity prices was not really surpris-
ing. The higher the price preference, the quicker the number of adopters increased. 
Since the behavior of the model was easily described by the decision making of the 
individuals in the model, this does seem to me as an emergent behavior. In other 
words, we think the aggregated behavior can simply be broken down into the behav-
ior of the individuals. However, the outcome did show us that the price preference 
had to be heavily weighted towards the solar electric system in order to get house-
holds to adopt the technology. High prices for solar electric systems and very low 
prices for electricity make this decision very easy for the households. 

 The behavior of the model for increasing incentives was more interesting than 
the increasing electricity. At fi rst, we thought there was a problem with the model 
when the electricity savings remained relatively constant as incentives increased. 
You would think that increasing incentives would increase the adoption and thereby 
the electricity savings. The problem is, there is just too big of a gap between the cost 
of electricity and the cost of solar electric systems. Unless the upper limit is removed, 
it is diffi cult to see how adoption can increase. The model however does not take 
into account other motives why households would adopt these systems other than 
fi nancial reasons. 

 There are too many unknowns for the model to be used for decision making 
purposes; however, going through the process of creating the model defi nitely aids 
in obtaining a better understanding of the system. Even though this model seemed 
too “engineered,” it did give some valuable insight that possibly would have been 
overseen if looking at the system from the top–down. The best example of this was 
the effect of the incentive limit on the actual adoption. ABM is defi nitely a good 
match for understanding adoption, and with the right market research and under-
standing of the consumers, we think it can be used effectively for successful 
decision- making purposes. 

 The following is a list of improvements and extensions that could be done to this 
paper:

•    A sun hours per day map [ 13 ] can be imported into Netlogo if real world condi-
tions are required  

•   Market research can be conducted to understand the decision-making process of 
the households in more detail  

•   Actual sales data for solar electric systems can be obtained to determine whether 
the model represents what is actually happening in the market  
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•   Data from the Residential Building Stock Assessment [ 14 ] can be used to repre-
sent the households more accurately  

•   Different social network structures [ 2 ] can be modeled to determine the impact 
of each on the adoption process         

    Appendix: Model Parameters 

    Agents and Environment 

 The global variables, agents, and patches for the solar electric system adoption 
model.

 Global variables 
(user adjustable 
variables) 

 Housing density: The percentage of total patches that are occupied by 
houses 
 Incentives: The incentives offered by utility companies and others to 
encourage the adoption of the technology 
 Energy price: The price of electricity (kWh) 
 Solar price: The price of a solar electric system per kWh 
    Inequality: The distribution of wealth for one of the communities under 
evaluation. This distribution of wealth is defi ned by the equation min- 
income × exp(random − exponential(1/inequality)). The intention of this 
equation is to try creating the Pareto distribution 
 Solar hotspots: The percentage of patches that will have the highest solar 
intensity level. Random patches are chosen and the solar intensity diffuses 
to the neighborhood patches 
 Initial adopters: The percentage of households that will already have a 
solar electric system before the simulation starts 
 Maximum interaction radius: Each household can infl uence other 
households within a random radius between 0 and maximum interaction 
radius 
 Maximum random interactions: Each household can infl uence a random 
number of other households between 0 and maximum random interactions 
 Maximum budget: Each household has a random percentage of their 
income, between 0 and 100 %, which they can spend 
 Maximum price preference: A household will decide to move from aware 
to persuade if electricity monthly payments × price preference ≥ solar 
monthly payments. This is a random value between 0 and 3 
 Hide-links: Hide the links that are connecting the households 
 Show-solar: Show the sun hours by using a scaled yellow color for each patch 

 Procedures  Setup global: Initializes all the global variables 
 Update plot: Update the plots displaying the number of households in each 
stage of adoption, the distribution of in and out links, and the distribution 
of income 
 Update display: Observes the status of show-solar? and hide-links? to 
determine whether the display should be updated, even when the 
simulation is running 
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 Agent  Households: Houses are randomly placed on patches. The number of 
households is controlled by the global housing-density variable 

 Characteristics  Income: The total monthly income from all members of the household 
 Budget: Percentage of income which the households can spend per month 
 Electricity consumption: The amount of electricity consumed by the 
household per month (kWh). This is calculated by multiplying the average 
electricity consumption in Oregon with the ratio of the households income 
to the median income 
 Adoption stage: A household can be unaware, aware, persuaded, or 
decided on the technology 
 Price preference: A household will decide to move from aware to 
persuaded if electricity monthly payments × price preference ≥ solar 
monthly payments 
 Awareness threshold: How many households need to mention the 
technology to this household before they change their adoption stage from 
unaware to aware 
 Persuasion threshold: How many households need to mention the 
technology to this household before they change their adoption stage from 
aware to persuaded 
 Interaction radius: The radius of the circle in which a household can 
infl uence other households, or be infl uenced 
 Random interaction: How many random households outside the radius can 
be infl uenced? This resembles the random friends discussed by Beinhocker 
 Solar size-required: The size of the solar electric system required. This is 
calculated by electricity consumption × 12 × 1,000/(365 × [sun-hours] of 
patch-here × derate-factor). The derate factor for solar electric systems is 
generally assumed to be 0.77 
 Own incentives: The amount of incentives the household can obtain for 
their solar electric system. The maximum amount defi ned by Energy Trust 
of Oregon is $5,000 
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Chapter 9
Portfolio Optimization in the Electricity 
Market-Investor’s Perspective

Umit Kilic and Gulgun Kayakutlu

Abstract  International energy investors are interested in investing new markets 
where there is a possibility of constructing a portfolio composed of fossil and 
renewable energies. Capital allocation decision is to be made considering the socio-
political effects caused. Hence the market is analyzed in terms of production pos-
sibilities, price volatility, and social acceptance. The portfolio with maximum 
possible revenue is to be created with the least environmental effect and the smallest 
technological risks. This study offers a weighted goal programming (WGP) model, 
where the weights are calculated using Analytical Network Planning (ANP). Case 
study is realized in Turkey, because the Turkish electricity market is experiencing 
significant structural changes and a rapid transformation process. Liberalization and 
constantly increasing electricity demand in the country have drawn a lot of interest. 
The same model can be applied in any country by changing the energy resources 
and country-based criteria.

9.1  �Introduction

Strategic planning for the medium- to long-term expansion of the electricity gener-
ating capacity of a specific country has been an important issue in the past, when 
electricity markets were regulated. The major concerns in regulated markets were 
mainly the dependence from imported fuels, stability and reliability of the transmis-
sion grid, as well as quality and security of supply [1].

The electricity sectors of many countries have faced numerous changes in their 
structure and their business environment during the last years. First of all, the elec-
tricity markets have gone through a deregulation process, which has introduced 
competition in a formerly state-regulated economic sector. Therefore, the planning 
for new power plant additions and existing plant replacements has shifted its focus 
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from strategic fuel selection to economic considerations, such as the minimization 
of the production cost. This shift has also amplified the effects of uncertainty in fuel 
prices, since now its effects are even more crucial for an investment decision [2, 3].

Enactment of Kyoto Protocol is another factor that has a significant effect on 
investment decisions, since electricity generation based on conventional sources 
lead to additional costs in the developed countries. Although developing coun-
tries currently have no restrictions on greenhouse gas emissions, future uncer-
tainties on the scope of the agreements and volatility of greenhouse gas allowances 
make decision-makers of developing countries to take into consideration this 
factor as well.

The scope of this work is to incorporate all above-mentioned criteria in a math-
ematical model to help investors factor in different goals while establishing an 
optimum electricity generating portfolio. The remainder of this paper is organized 
as follows: in Sect. 9.2, a literature review is presented. In Sect. 9.3, an overview 
of methodology is given while in Sects. 9.4 and 9.5, details of mathematical model 
are provided through a case study. Section 9.6 contains the results of the imple-
mentation. Finally, in Sect. 9.7 a detailed analysis is presented with suggestions for 
further studies.

9.2  �Literature

The issue of the optimum electricity generating portfolio has long troubled research-
ers. Ref. [4] is among the first to introduce the portfolio analysis in the power sector. 
More recent research [5–7] has extended the analysis to various power expansion 
mixes. Mean-variance portfolio techniques have been applied in various instances 
[8, 9], presenting also various risk measures [10].

Along with mean-variance approach, large linear programming models have 
been used extensively over several decades to address Electricity Supply Industry 
(ESI) modeling [11–13]. Modeling with single objective functions has been a pow-
erful tool in optimizing power station expansion under specific environmental con-
straints, as well as for examining the economic feasibility of new options in the 
energy market. This type of analysis, done in partial equilibrium frameworks, has 
provided policy makers with the “perfect market” response to future scenarios that 
are valid for both regulated, centrally planned power markets, as well as for efficient 
fully deregulated markets. Although this type of modeling has enjoyed some suc-
cess for integrated resource planning in the past, resource planning today has 
become a far more complex task [12]. What such an approach fails to deliver is 
explicit consideration of trade-offs between different objectives and the need to 
address uncertainty in the modeling process [14]. Multiple-objective programming 
models are developed to handle this problem and analyze the trade-offs between 
different objectives [14, 15].
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9.3  �Methodology

9.3.1  �General Approach

A methodology is proposed for decision-making about establishing electricity gen-
erating portfolio when taking into account different technologies, profitability of 
portfolio, fuel price volatility, social acceptance, greenhouse gas emissions, and 
capital expenditures. A Weighted Goal Programming (WGP) model has been devel-
oped and weights of the goals calculated through Analytical Network Process 
(ANP). Profitability calculations are done based on Levelized Cost of Electricity 
(LCOE). The techniques embedded in the methodology are briefly explained in this 
section of the paper.

9.3.2  �Weighted Goal Programming

Goal Programming is a multiobjective programming technique. The ethos of GP 
lies in the Simonan [16] concept of satisfying of objectives. Simon conjectures that 
in today’s complex organizations the decision-makers do not try to maximize a 
well-defined utility function. In fact the conflicts of interest and the incompleteness 
of available information make it almost impossible to build a reliable mathematical 
representation of the decision-makers’ preferences. On the contrary, within this 
kind of decision environment the decision-makers try and achieve a set of goals (or 
targets) as closely as possible. Although Goal Programming was not originally con-
ceived within a satisfying philosophy it still provides a good framework in which to 
implement this kind of philosophy [17].

Goal Programming models can be classified into two major subsets. In the first 
type, the unwanted deviations are assigned weights according to their relative 
importance to the decision-maker and minimized as an Archimedean sum. This is 
known as WGP. The algebraic formulation of a WGP is given as:

	
min z u n v p

i

k

i i i i= +( )
=
å

1 	
(9.1)
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where fi(x) is a linear function(objective) and bi the target value for that objective. 
ni and pi represent the negative and positive deviations from this target value. ui and 
vi are the respective positive weights attached to these deviations in the achievement 
function z. These weights take the value zero if the minimization of the correspond-
ing deviation variable is unimportant to the decision-maker. Cs is an optional set of 
hard constraints as found in linear programming (LP) [17].
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9.3.3  �Analytical Network Process

The ANP was first introduced by Saaty to provide a framework for dealing with 
decision-making problems. Since the introduction, it has been applied to a large 
variety of decision-making and forecasting problems. The ANP is a general form of 
the well-known decision theory, Analytic Hierarchy Process (AHP). Similar to the 
AHP, the ANP is based on deriving ratio-scale measurement to be used to allocate 
resources according to their ratio-scale priorities. Whereas AHP models assume an 
unidirectional hierarchical relationship among decision levels, ANP does not 
require this strictly hierarchical structure and allows for more complex interrela-
tionships among the decision levels. ANP generalizes the pairwise comparison pro-
cess, so that decision models can be built as complex networks of decision objectives, 
criteria, stakeholders, alternatives, scenarios, and other environmental factors that 
all influence one another’s priorities. The key concept of the ANP is that influence 
does not necessarily have to flow only downwards, as is the case with the hierarchy 
in the AHP.  Influence can flow between any two factors in the network causing 
nonlinear results of priorities of alternative choices. The ANP can be described as a 
system of N components (which may be part of a cluster of components) that form 
a network, where every component (Cn) can interact with or have an influence on 
itself or some or all of the other components of the system. The network, N, equals 
{Ca,Cb,Cc,…, Cn} and {{Ca, Ca},{Ca, Cb},{Ca, Cc},…,{Cn, Cn}} represents the set 
of pairwise linkage within or between components of the network. This multicrite-
ria decision-making model derives priorities or weights for each of the “n” criteria 
or components, Cn, of the model based on their judged relative importance to the 
overall goal. The derivation of the ANP priority weights, which use pairwise assess-
ment based on statistical or judgmental relevance, is quite different from more tra-
ditional methods [18].

9.3.4  �Levelized Cost of Generating Electricity

The notion of levelized costs of electricity (LCOE) is a handy tool for comparing 
the unit costs of different technologies over their economic life. It would correspond 
to the cost of an investor assuming the certainty of production costs and the stability 
of electricity prices. In other words, the discount rate used in LCOE calculations 
reflects the return on capital for an investor in the absence of specific market or 
technology risks. Given that such specific market and technology risks frequently 
exist, a gap between the LCOE and true financial costs of an investor operating in 
real electricity markets with their specific uncertainties is usually verified. For the 
same reason, LCOE is also closer to the real cost of investment in electricity pro-
duction in regulated monopoly electricity markets with loan guarantees and regu-
lated prices rather than to the real costs of investments in competitive markets with 
variable prices.

Despite these shortcomings, LCOE remains the most transparent consensus 
measure of generating costs and remains a widely used tool for comparing the costs 
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of different power generation technologies in modeling and policy discussions. The 
calculation of the LCOE is based on the equivalence of the present value of the sum 
of discounted revenues and the present value of the sum of discounted costs. The 
LCOE is, in fact, equal to the present value of the sum of discounted costs divided 
by total production adjusted for its economic time value [19]. The formulation given 
below represents LCOE calculation:
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(9.3)

In this study, LCOE is only used for profitability calculations. Though it is an 
important factor affecting the results that can be get from our model, the decision-
making process doesn’t merely rely on the usage of this tool. The above-mentioned 
shortcomings of LCOE are compensated through incorporating environmental, fuel 
volatility, and social acceptance related goals in the model.

9.4  �Case Study

9.4.1  �Turkish Electricity Sector Status

Turkish electricity sector is chosen for the implementation of mathematical model 
developed because the Turkish electricity market has been considerably restruc-
tured in recent years. In order to open it further for private sector participation, the 
formerly vertically integrated companies have been unbundled, leaving only the 
transmission grid as a natural monopoly. During the last two decades, the Turkish 
electricity market has been rapidly growing, with an average annual growth rate of 
more than 6 % [20]. Rapidly growing demand and deregulation draw interests of 
international and local investors. Before and after entering the market, capital allo-
cation and electricity generating portfolio construction is one of the most important 
challenges that all players face, since there are lots of criteria that need to be taken 
into consideration and inherent uncertainties related to the market.

All data fed into the model is provided in this section of the study. The same 
model can be applied in any country by changing the energy resources, country-
based criteria, and relevant data.

9.4.2  �Levelized Cost of Electricity for Turkey

In 2010, International Energy Agency (IEA) and Organisation for Economic 
Co-operation and Development (OECD) published a detailed report on levelized 
costs of electricity on country and source basis. The study contains data on electricity 
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generating costs for almost 200 power plants in 17 OECD member countries and 4 
non-OECD countries.

The levelized costs and the relative competitiveness of different power genera-
tion technologies in each country are highly sensitive to the discount rate and 
slightly less, but still significantly sensitive, to the projected prices for CO2, natural 
gas, and coal. For renewable energy technologies, country- and site-specific load 
factors also play an important role [19]. In the report, there is no data provided for 
the electricity generating costs in Turkey. Since carbon prices for nonmember coun-
tries are zero as in Turkey and there are lots of similarities in terms of economy, 
gross domestic product per capita, and economic growth rate between Turkey and 
non-OECD countries (China, Russia, Brazil, South Africa) analyzed in report, 
LCOE for Turkey is assumed to be the arithmetic average costs of non-OECD coun-
tries. In many studies, China, Russia, Brazil, South Africa, and Turkey are classified 
in the same group as emerging countries and upper middle income economies [21, 
22]. The above-mentioned facts about Turkey and non-OECD countries justify the 
assumption made for the LCOE calculations. Table 9.1 presents the results of LCOE 
analysis for Turkey.

9.4.3  �Renewable Energy Policies and Wholesale Electricity 
Prices in Turkey

Turkey aims to utilize its energy potential, including from renewable sources in a 
cost-effective manner. In its efforts to promote renewable energy, the government 
has focused on electricity. The renewable energy-related legislation has been inten-
sified. The cornerstone of Turkey’s legislation on electricity from renewable sources 
is the Law on the Utilization of Renewable Energy Resources for the Purpose of 
Generating Electricity, enacted in May 2005, and its subsequent amendments. Also 
relevant are the 2001 Electricity Market Law, 2007 Energy Efficiency Law, and 

Table 9.1  Source-by-source data on electricity generating costs for Turkey at 5 % discount rate—
USD/MWh [19]

Technology Investment costs O&M Fuel and carbon LCOE CF (%)

Coal—PCC 15.24 11.29 20.19 46.72 85
Natural gas 10.46 4.7 38.3 53.46 85
On-shore wind 44.6 17.96 0 62.56 35
Off-shore wind 77.63 43.3 0 120.93 45
Hydro 18.08 3.93 0 22.01 50
Solar—PV 133.67 19.52 0 153.19 20
Biomass 32.26 26.25 19.13 77.73 85
Geothermal 34.02 5.47 0 39.48 85
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2007 Law on Geothermal Resources and Natural Mineral Waters. Together laws 
include the following instruments:

–– Feed-in tariffs and purchase obligation
–– Connection priority
–– Reduced license fees
–– Exemptions from license obligation for small-scale generators
–– Reduced fees for project preparation and land acquisition [23, 24].

The electricity generated from a fossil fuel source can either be sold through day-
ahead market or to retail and wholesale electricity companies. In line with Electricity 
Market Law, day-ahead electricity prices are decided to be taken as the basis for the 
average electricity wholesale prices [25]. Source-by-source electricity prices, which 
are fed in the model as well, are presented in Table 9.2.

9.4.4  �Gaseous Pollutants Emissions

During the last 20 years, half of all increases in energy-related CO2 emissions were 
from electricity generation [27]. In fact, no power source is entirely impact free. All 
energy sources require energy and give rise to some degree of pollution from manu-
facture of the technology. The environmental impacts can depend greatly on how 
energy is produced and used, the fuel mix, the structure of the energy systems, and 
related energy regulatory actions and pricing structures.

Measured gaseous pollutants emissions for various fuel types such as CO2, CH4, 
NOx, and SO2 are presented in Table 9.3. The figures shown in Table 9.3 are based 
on the life cycle assessment technique and indicate gaseous emissions emitted dur-
ing the whole process.

9.4.5  �Social Acceptance

Citizens’ preferences for different energy sources have come to play an increasingly 
central role in decisions about energy investments to be undertaken in the regions or 
the countries they live in even sometimes in their neighboring countries [31]. The 

Table 9.2  Electricity Prices 
based on different sources—
USD/MWh [24, 26]

Energy resources Prices

Hydro 70.3
Wind 70.3
Geothermal 105
Biomass 133
Solar 133
Fossil fuel—Wholesale price 79.7
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public resistance that escalated dramatically after the recent Fukushima accident, 
for instance, means that governments in a number of developed countries are no 
longer free to easily opt for nuclear energy. Germany is one such case where strong 
public pressure in favor of a nuclear phase-out, backed by the political pressure of 
the antinuclear Green Party, has forced the current government to reverse traditional 
German national policies on nuclear energy [32, 33]. The impact of citizens’ prefer-
ences on energy policies extends, albeit to a lesser degree, to developing countries 
as well. Strong local resistance in India, for example, led to the withdrawal of the 
World Bank from funding the Sardar Sarovar Dam project [34].

Given the above-mentioned concerns related to energy investments and the 
importance of the issue, social acceptance is taken into consideration while con-
structing our model too. A study based on data from a face-to-face survey of 2,422 
residents randomly drawn from urban Turkey is used for the social acceptance cal-
culations in this study. Table 9.4 shows the results reached through the survey.

9.4.6  �Fuel Price Volatility

High volatility in price returns often appears in deregulated energy markets. The 
market participants such as energy producers and distributors always face such high 
volatility risks from energy markets. Lots of volatility models both in continuous 

Table 9.3  Main gaseous pollutants—g/kWh [28–30]

Fuel type CO2 CH4 NOx SO2

Natural gas 386 1.076 0.351 0.125
Hydropower 32 0.135 0.056 0.055
Coal 838 4.716 0.696 0.351
Oil 760 4.216 0.622 0.314
Nuclear 17 − 0.047 0.072
Biomass − − 0.350 0.087
Geothermal 21 0.059 − −
Wind 38 0.169 0.055 0.071
Solar 319 0.083 0.408 0.494

Table 9.4  Opposition to and endorsement of energy investment alternatives [35]

Opposition Endorsement

Number of respondents (%) Number of respondents (%)
Coal 1,855 82.9 86 3.6
Natural gas 394 17.6 881 37.3
Dams 135 6 1,539 65.2
Renewables 90 4 1,414 60.4
Nuclear 1,399 62.5 170 7.2
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and discrete time were developed in financial markets, and they are directly applied 
to the volatility models in energy markets without any adjustment for the energy 
characteristics [36]. Both continuous and discrete time models can be found in 
abundance in the literature. In our model, a linear programming approach has been 
embraced for the minimization of fuel price volatility in the portfolio. The charac-
teristics of each energy source are defined through a volatility matrix and weights 
used in the model are given in Table 9.5.

9.5  �Mathematical Model

Nine different electricity generation methods have been included in the analysis, 
almost all of them with different fuel source. For each one of them, the best avail-
able technology has been selected. Goals that should be taken into consideration are 
defined in order to reach the optimum electricity generating portfolio. After defin-
ing the goals, weights attained to each goal are calculated and factored in the model.

9.5.1  �Goals

In order to determine the electricity generating portfolio capable of meeting the 
multiple-objectives market participant defined, the model will be developed with 
the following goals:

Goal 1: Maximize profit
Goal 2: Minimize carbon emissions
Goal 3: Minimize fuel volatility in portfolio
Goal 4: Maximize social acceptance or minimize social opposition

Mathematical expression of each goals is given as follows:
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Table 9.5  Average volatility for fossil fuels [37]

Fuel 1986–1990 1991–1995 1996–2000 2001–2005

Coal 0.0176 0,0182 0,0189 0,0158
Gas 0.1034 0,0702 0,1020 0,1251
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9.5.2  �Constraints

Hard constraints that no tolerance is given for deviations are commonly encoun-
tered in decision-making problems. Two constraints are decided as utmost impor-
tant factors to be considered from an investor’s point of view and incorporated in the 
model.

Constraint 1: Installed capacity limitations for each energy source
Constraint 2: Installed capacity limitation of portfolio

Turkey’s technical potential in renewable energy sources is high; however, once the 
feasibility and various technical constraints related to developing renewable energy 
projects are taken into consideration, the economic potential of renewable invest-
ments seems limited [38]. As for the fossil fuel sources, the country possesses rich 
lignite deposit with generally low in calorific values. In addition, there are also hard 
coal and asphaltite basins that most of them are currently in use. The aforemen-
tioned facts about the energy sources of country force decision-makers to apply 
constraints while making capital allocation. On the other hand, portfolio diversifica-
tion is another factor making capacity limitations significant in terms of source-
based risk aversion while constructing a portfolio.

In general, private investors have a maximum capacity horizon in a certain mar-
ket. Therefore, constraint 2 is applied to the model to simulate the capacity cap.

9.5.3  �Weights

ANP technique is used for defining the weights of the goals in the model. Hierarchical 
structure of the model is comprised of four subnetworks representing the goals of 
the model and subnetworks are composed of aforementioned criteria for choosing 
eight different alternatives.

Pairwise comparisons of the alternatives for criteria in each subnetworks are 
performed through questionnaires in order to take the judgments of 7 experts. The 
fundamental scale for pairwise comparison is given in Table 9.6. By taking into 
account the 1–9 Saaty scale, Tables 9.1, 9.2, 9.3, 9.4, 9.5 are used to construct the 
pairwise comparison matrix of the alternatives for criteria of all subnetworks. 
Super8 Decisions software was used for the analysis. Weights calculated through 
pairwise comparison is presented in Table 9.7.
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Table 9.6  Numerical ratings associated with pairwise comparison

Intensity of importance Definition

1 Equally important
3 Moderately important
5 Strongly important
7 Very strongly important
9 Extremely important
2,4,6,8 Intermediate values
Reciprocals of above If activity i has one of the above nonzero numbers assigned to it 

when compared with activity j, then j has the reciprocal value 
when compared with i

Table 9.7  Weights of the goals Goal Weights (0–100)

1 48.3
2 24.4
3 16.1
4 11.2

9.6  �Results and Discussions

The WGP is run in LINGO to apply Eqs. 9.4, 9.5, 9.6, 9.7. A hypothetical 2000 MW 
portfolio is constructed and the results are presented in Fig. 9.1. Although the most 
important criterion for an investor was chosen to be profitability factor by our ANP 
model, renewable energy sources hold the majority of the portfolio with 63.2 %. 
Contrary to general belief in the industry, renewable energy sources prove their 
competitiveness once appropriate incentive framework is provided.

Biomass, hydro and geothermal energy sources seem to get maximum possible 
capital allocation within constraints applied in the model. Current power generation 
mix of the country verifies that the importance and benefits of hydroelectricity is 
well understood by the investors. Since hydroelectricity is a well-developed tech-
nology that has a longer history comparing to other renewable power sources, the 
status of this source in the mix is not surprising. However, it seems that biomass and 
geothermal energy sources were unable to attract investors’ attention as it was indi-
cated by the results of the model. Geothermal energy has lots of advantages in terms 
of profitability, carbon emissions, and public acceptance; the main obstacles in the 
way of project development are high upfront investment and irrevocable capital 
expenditures at site development stage. Different kind of incentive mechanisms can 
be developed to overcome aforementioned challenges through modifications in the 
regulatory framework.

The share of biomass in the electricity generation of Turkey is less than even 
1 %. The results of our model show that an investor should exploit from all avail-
able potential that can be got from this energy source. The reason behind the lack 
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of usage of various types of biomass is technical, supply, and quality problems. 
Given the fact that the problems related to developing biomass energy projects can 
be easily handled, a significant increase in the share of this source is expected in the 
near future.

The developed model proposes no capital allocation to off-shore wind and solar 
power technologies. This is not an anticipated result, since the electricity sale prices 
for these technologies are considerably lower than their levelized costs. Feed-in 
tariffs for these technologies should be revised, if private investment is expected.

Interestingly, the share of on-shore wind power plants in the portfolio is low 
unlike the recent developments on wind energy in the country. Especially in the 
last 5 years, there has been an unprecedented increase in the wind energy invest-
ments due to the popularity of renewable energy in the world; however, the results 
generated by the model show that investment climate for wind is not better than 
many energy sources analyzed in this study. The electricity prices defined for wind 
energy in the feed-in tariff is very close to the levelized cost of this technology, 
therefore the investors should analyze on-shore wind energy consciously in a more 
quantitative way.

Fossil fuel power stations’ share in the portfolio is about 37 %. Although coal-
fired power plants are very competitive in terms of profitability, its high carbon 
emissions and low social acceptance drop its share lower in the portfolio. Usage of 
recently developed clean firing technologies can make coal-fired power station 
investments attractive from investor’s point of view. The increase in the investment 
costs once clean firing technologies used should be subsidized to offset the eco-
nomic losses of investors.

Almost 50 % of Turkey’s electricity generation comes from natural gas-fired 
power stations. There has been a long debate about the installation of natural 
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Fig. 9.1  Results generated 
by the model
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gas-fired power plants in the country due to the security of supply and rise in the 
natural gas prices. Our model suggests to allocate maximum share possible for 
the natural gas-fired power plants in the portfolio. Despite the aforementioned 
shortcomings of natural gas for policy makers, natural gas-fired power stations 
are still important alternatives from an investor’s point of view.

9.7  �Conclusions and Suggestions

This paper has developed a multiple criteria decision-making model to construct an 
electricity generating portfolio. Weights of the model are calculated according to 
the different perspectives by means of the ANP.

The mathematical model developed is implemented to Turkish electricity market 
as a case study for demonstration purposes, but it is applicable to any market by 
changing the energy resources and country-based criteria.

One of the major limitations of this model is that all data fed into the model rep-
resents today’s investment climate. It is widely known that the construction and 
production costs of all renewable energy technologies are decreasing. It would also 
be useful to compare future cost projections of renewable energy with cost projec-
tions for fossil fuels. However, predicting the price of oil and natural gas has proven 
even more difficult in the past few years than predicting the cost of renewable 
energy. Similarly, as technologies mature, they may improve on other critical per-
formance dimensions [39]. Prices of fossil fuels are country specific and for renew-
able energy technologies, country- and site-specific load factors play an important 
role, a more precise LCOE calculation can be done in the future for the country used 
in the case study. Moreover, model can be further developed through incorporation 
of uncertainties in carbon prices, country risks, exchange risks, security of supply 
risk, supply and demand projections of relevant market.

The model gives decision-makers a tool to use in making strategic decisions on 
matters related to energy investments. Clearly, private investors do not have to abide 
strictly by the results given by this, or any other model, but the present model pro-
vides quantitative results that can help improve the decision-making process.
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    Chapter 10   
 Energy Effi ciency Technologies: Pacifi c 
NW US Case 

             Ibrahim     Iskin      and        Tugrul     U.     Daim    

    Abstract     This chapter presents a number of energy effi ciency technologies    that 
currently make up energy effi ciency technology inventory of Bonneville power 
Administration (BPA). In Sect.  10.2 , you will be presented with regional efforts 
toward uncovering the next generation of energy effi ciency technologies along with 
a technology management framework that is currently being used in the region. In 
Sect.  10.3 , you will also be presented with a list of prior energy effi ciency technolo-
gies that has come out as an output of aforesaid framework and the full list of tech-
nologies that are currently being assessed.  

10.1         Energy Effi ciency Technologies Under Deployment 
in the Pacifi c Northwest 

 Energy effi ciency programs pursued by Bonneville Power Administration support 
diffusion of wide range of energy effi ciency technologies in the Pacifi c Northwest. 
These technologies can be grouped into eight service areas which are lighting, water 
heating, heating, ventilating and air conditioning (HVAC), commercial kitchen and 
food service, envelope, new home construction, industrial and agriculture, others. 
Each service area has multiple technologies or technology areas that are proven to 
be more effi cient than baseline alternatives. Please refer to Table  10.1  to see full list 
of technologies/technology areas that will be presented in this section.
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10.1.1       Energy Effi cient Lighting Technologies 

 Energy effi ciency programs pursued by Bonneville Power Administration has been 
supporting two lighting energy effi ciency technologies which are compact fl uores-
cent lamps (CFLs) and light emitting diode lamps. 

 BPA has been supporting the diffusion of CFLs in a variety of programs dedi-
cated for various market segments. For instance, BPA Change a Light program 
allows utilities to make bulk purchases and directly ship high-quality CFLs to resi-
dential customers. Specialty CFL and hard to reach CFL program supports distribu-
tion of specialty CFL bulbs by providing reimbursements whereas Direct Install 

   Table 10.1    Existing energy effi ciency technologies under respective focus areas   

 Focus area  Technology/technology area 

 Lighting  Compact fl uorescent lamps 
 Light emitting diodes 

 Water heating  Heat pump water heaters 
 Electric storage water heaters 
 Gravity fi lm heat exchangers 
 Pipe insulation materials 

 HVAC  Ductless heat pumps 
 Air source heat pumps 
 Geothermal heat pumps 
 Line voltage thermostats 
 Web-enabled thermostats 
 Duct sealing 

 Commercial kitchen and food service  Commercial refrigerators 
 Commercial freezers 
 Ice makers 
 Steam cookers 
 Hot food holding cabinets 
 Combination ovens 
 Convection ovens 
 Electric fryers 
 Dishwashers 
 Prerinse spray valves 
 Clothes washers 

 Envelope  Insulation materials 
 Air sealing materials 
 Window materials 

 New home construction 
 Industrial and agriculture  Variable frequency drives 

 Irrigation hardware 
 Other energy effi cient technologies  Low-fl ow shower heads 

 Smart power strips 
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Energy Star CFLs program provides reimbursements to Energy Star qualifi ed CFL 
bulbs and fi xtures. Industrial, commercial, and agricultural lighting efforts are pro-
vided through Commercial and Industrial lighting program which provide reim-
bursements for standard T8 fl uorescent lamps and custom projects. BPA also 
supports the diffusion of LED lighting in a number of market segments such as exit 
signs and retrofi t kits and traffi c lights. Moreover, there are several demonstration 
projects aiming to uncover potential of light emitting diodes (LEDs) in different 
market segments such as street lighting project by Seattle City Light, decorative 
lighting by Jordan Schnitzer Museum of Arts and Bonneville Power Administration 
Headquarters    [ 1 ]. 

10.1.1.1     Compact Fluorescent Lamps 

 CFLs have been accounting for signifi cant part of energy savings accomplishments 
in the Pacifi c Northwest region, and there still remains considerable amount of sav-
ings potential. 

 Fluorescent lamps produce light through fl uorescence using a mixture of argon 
and mercury gas stimulated by an electric current. Ultraviolet rays produced by the 
interaction strike a coat of fl uorescent phosphor coated on the interior surface of the 
bulb and produce visible light [ 2 ]. CFLs are smaller (size of a standard incandescent 
light bulb) versions of conventional fl uorescent lamps that have been used in offi ces, 
factories, stores, and schools for over 60 years. CFLs typically have 3–4 times more 
luminous effi cacy, saving around 75 % energy and approximately six times more 
lifetime compared to incandescent light bulbs. CFLs can function with both AC and 
DC electrical power and can easily be used with incandescent light bulb fi xtures, 
making it easier to install in old type fi xtures. Due to use of mercury in CFLs, envi-
ronmental concerns have been raised by the public. As a response, programs for 
disposal of CFLs have been established for environmental safety purposes.  

10.1.1.2     Light Emitting Diodes 

 LED applications have widely spread in electronic devices such as electronics signs, 
clocks, televisions, monitors, laptops, fl ashlights, etc. LED technology has recently 
started diffusing into other markets especially in the areas of street lighting, traffi c 
lights, automobiles, and decorative lighting. 

 LED technology in defi nition refers to a semiconductor diode that emits visible 
light when voltage is applied to it [ 3 ]. Typical LEDs can produce several colors 
which are red, green, and blue; however, recent developments have enabled them to 
produce white light as well. R&D efforts are still underway to exploit full potential 
of LED technology. A typical LED lamp has longer life span and lighting effi cacy 
than its substitutes. For instance, LED lamps have approximately six times longer 
lifetime and two times better lighting effi cacy than standard CFLs. LED lamps only 
work with DC electrical power and need special fi xtures of its own for operation, 
making it harder to replace older lighting technologies.   
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10.1.2     Energy Effi cient Electric Water Heating Technologies 

 There are four energy effi cient electric water heating technologies that Bonneville 
Power Administration has been providing incentives for. For instance, these tech-
nologies are heat pump water heaters, electric storage water heaters, gravity fi lm 
heat exchangers, and pipe insulation materials. 

 Deployment of heat pump water heaters is currently being supported through 
Energy Smart labeling programs; however, effi ciency gains through heat pump 
water heater technology have been falling behind the expectations due to lack of 
major US manufacturers. As of 2009, supply chain problems have been resolved 
and diffusion of heat pump water technology is expected to uptake [ 4 ]. Moreover, 
fi eld tests and demonstration projects are also underway to enable BPA reimburse-
ments. Since electric storage water heating units with low initial costs are more 
preferable by the end users, BPA has been providing reimbursements for more effi -
cient electric storage water heaters whose cost of ownership is cheaper in the long 
run. BPA has been providing reimbursements for qualifi ed electric water storage 
units with various tank sizes in both residential and commercial sectors. BPA pro-
vides reimbursements for installation of gravity fi lm heat exchangers in multifamily 
and single family end use in the residential sector. BPA also supports diffusion of 
insulation materials that have a minimum of R-3 rating in residential sector. 

10.1.2.1     Heat Pump Water Heaters 

 According to Energy Star, replacing standard water heaters with heat pump water 
heaters can save average households $300 per year on electric bills, having potential 
to avoid 19.6 million pounds of carbon dioxide (emission equivalent of 1.6 million 
cars) in case of full diffusion. 

 Heat pump water heaters work opposite way to the refrigerators do. Heat pump 
water heaters take heat from the surrounding air and use it to heat up water. Heat 
pump water heaters use liquid refrigerant that is vaporized by heat pump’s vaporizer 
and passed through the compressor. As the pressure is increased in the compressor 
chamber, refrigerant temperature is increased; heated refrigerant is sent through the 
condenser coil that circles around the storage tank. As the hot refrigerant completes 
its cycle, heat is transferred to the water and refrigerant cools down and condenses 
into liquid form again. By running the condensed refrigerant through the expansion 
valve, the pressure is reduced and the cycle is restarted again [ 5 ].  

10.1.2.2     Electric Storage Water Heaters 

 According to Energy Star [ 6 ], depending on the family size, heater location, and the 
size, high effi ciency water heaters can operate with 10–50 % less energy than base-
line models in the market. 
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 Storage water heaters can work on various fuel resources such as natural gas, 
propane, fuel oil, and electricity. Natural gas and propane-fueled water heaters oper-
ate similarly by using a gas burner that heats the water tank from below whereas 
oil-fueled water heaters use a mix of oil and air in a vaporizing mist and ignites the 
mixture with an electric spark. Electric water heaters use two electric resistance 
units. One of the units is kept at the bottom of the tank, maintaining the minimum 
temperature requirement, whereas the upper unit is used to provide hot water when-
ever demand occurs. Storage water heaters usually have tank size of 20–80 gal, 
operating by releasing hot water at the times of demand and refi lling the tank with 
cold water to reheat for the next use. Electric storage water heaters use thermostats 
to keep the water within the specifi ed temperatures. Since water is constantly heated 
in the tank ready for use, energy can be wasted in case of long duration hours. 
In order to eliminate the standby loss, insulation of the water storage tank becomes 
signifi cant. For instance, DOE recommends water tanks with thermal resistance of 
R-12 to R-25 [ 7 ].  

10.1.2.3     Gravity Film Heat Exchangers 

 Showers, tubs, sinks, dishwashers, and clothes washers are some of the use areas 
where hot water is required. According to DOE, every year 350 billion kWh worth 
of hot water is wasted through the drains whereas large portion of this energy could 
be reused. Gravity fi lm heat exchangers have been developed under a grant provided 
by the DOE Inventions Program, aiming to reclaim heat from waste water. Although 
savings differ depending on the hot water consumption patterns, installation speci-
fi cations, and other variables, it is expected that gravity fi lm heat exchangers can 
save 30–50 % energy from heat required from shower use [ 8 ]. 

 In simple terms, gravity fi lm heat exchanger is a vertical heat exchanger design 
that extracts heat from the drained water and applies the reclaimed heat to preheat 
cold water that is entering the building. The design consists of a central pipe and 
thinner copper pipes that are circling around it. As the hot waste water travels 
through the central pipe, cold water is circled through the copper coil and heated as 
a result of heat exchange. Due to inability to store waste water, gravity fi lm heat 
exchangers are not suitable for heating water that is to be used for later. This tech-
nology is the most effi cient where there is production of hot waste water and need 
for hot water simultaneously such as showers [ 8 ].  

10.1.2.4     Pipe Insulation 

 According to DOE [ 9 ], insulated pipes can reduce heat loss and increase water tem-
perature by 2–4° compared to an uninsulated pipes. Benefi ts of pipe insulation can 
be observed through a number of ways such as longer pipework lifetime due to 
improved condensation control, avoided pipe freezing, less noise, reduced health 
hazards, reduced water consumption, and energy loss. 
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 Pipes may operate at temperatures that are very different than ambient 
 temperature. Because of the temperature differences between the ambient air and 
the pipe, amount of heat loss might be signifi cantly high. Thermal pipe insulations 
are used to cover pipework in order to increase thermal resistance and reduce heat 
fl ow between the environment and the pipe. Depending on the environment the 
pipework is located, type and thickness of the insulation material need to be chosen 
carefully. For instance, there are a number of insulation methods that can be used 
such as spiral-wrap fi berglass, self-sealing foam tubing, fi berglass shell pipe covers, 
and asbestos insulation [ 10 ]. Performance of insulation materials is characterized 
with R values associated with them. For instance, the greater the R value the better 
effi ciency an insulation material can provide.   

10.1.3     Energy Effi cient Heating, Ventilating, and Air 
Conditioning Technologies 

 In the area of HVAC, there are fi ve technologies that BPA has been developing pro-
grams for. These technologies are ductless heat pumps (DHPs), air source heat 
pumps, geothermal heat pumps, duct sealing materials, electronic line voltage ther-
mostats, and web-enabled programmable thermostats. 

 BPA has been providing reimbursements for ductless heat pump units in both 
residential and commercial sectors. BPA has completed a couple of research efforts 
focusing on fi eld testing of DHPs in single family homes and laboratory test of 
some commercial ductless heat pump products. Current research efforts have been 
focused on fi eld tests of DHPs in residences and small commercial buildings, and 
evaluation of pilot incentives program for DHPs in single family homes [ 11 ]. BPA 
also provides incentives for a number of different air source heat pump applica-
tions in residential sector. BPA’s completed research efforts consist of two fi eld 
tests for cold climate heat pumps with staged compressor in an attempt to under-
stand potential of this technology in the Pacifi c Northwest [ 12 ]. Another HVAC 
technology in promotion is geothermal heat pumps whose one of the drawbacks is 
its high initial costs which can be several times more expensive than air source 
heat pump systems. In order to mediate the high initial cost barrier, BPA has been 
providing reimbursements for installation of geothermal heat pump units in the 
residential sector single family homes end use. BPA has completed a fi eld test 
assessing potential of web- enabled thermostats in classrooms and started provid-
ing  reimbursements. Accordingly, BPA is providing reimbursements for increasing 
the diffusion web- enabled programmable thermostats in modular classroom end 
use. In addition to that, BPA also provides reimbursements for use of line voltage 
electronic thermostats in residential sector end use as well. Duct sealing is also an 
area of BPA’s energy effi ciency efforts. BPA provides reimbursements for duct 
sealing efforts in residential sector manufactured homes, existing and new single 
family homes end uses. 

I. Iskin and T.U. Daim



191

10.1.3.1     Ductless (Mini Split) Heat Pumps 

 DHPs have been installed in existing commercial buildings for over 20 years in 
 different parts of the world, and recently diffusing into the US market. In simple 
terms, a ductless heat pump system is a heating and cooling unit that functions with-
out using conventional ducts. Thus, DHPs are reported to be 25–50 % more effi cient 
than baseline technologies due to eliminated heat loss from ducts and on/off cycling 
losses [ 13 ]. 

 Conventional heat pumps usually have a single indoor unit consisting of a refrig-
erant coil and an air handler, and a single outdoor unit consisting of a condenser and 
a compressor. Conventional heat pumps serve an entire house by cooling the air at 
the evaporator coil and distribute it using ductwork. Ductless heat pump systems 
usually have one outdoor unit serving multiple indoor units, each containing a 
refrigerant coil and blower. Refrigerant is distributed around the place using a small 
diameter insulated refrigerant lines which are linked to each zone. Each individual 
evaporator unit blows the cooled or heated air through a fan [ 14 ]. Moreover, DHPs 
use variable speed (frequency) drives which align the pump speed with the demand, 
optimizing the energy use. Variable frequency drive technology is discussed more 
in detail in the following sections due to its various applications. 

 One of the biggest nonenergy benefi ts of DHPs is its ability to provide simulta-
neous heating and cooling at the same time for multiple zones, increasing occupant 
comfort levels. DHPs also do not require as invasive ductwork as the baseline tech-
nologies, making it cheaper and easier to install in both existing and new construc-
tions. DHPs also provide more fl exibility in interior design considerations through 
its modern looking design and ability to be mounted on different parts of the houses 
such as ceilings, walls, etc. Furthermore, DHPs operate at lower noise levels than 
the baseline technologies and can be operated using a remote controller [ 15 ].  

10.1.3.2     Air Source Heat Pumps 

 Technological developments such as more precise refrigerant control, variable 
speed blowers, improved coil design, electric motor and dual speed compressors, 
and better copper tubing design have enabled new generation air source heat pump 
units to operate one-and-a-half to two times more effi cient than those technologies 
available 30 years ago. For instance, when installed properly, air source heat pumps 
can provide one-and-a-half to three times more heat energy than the electricity it 
consumes [ 16 ]. (Please note that, aforementioned statement is scientifi cally correct 
since heat pumps do not convert energy, but they move energy from one place to 
another.) 

 There are two common types of heat pumps which are air source heat pumps and 
geothermal heat pumps. Air source heat pumps work using the same principle as the 
refrigerators do. An air source heat pump system consists of a compressor and two 
copper coil units enhanced with aluminum fi ns for greater heat transfer. One of the 
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coils remains inside and the other one remains outside. Air source heat pumps force 
liquid refrigerant to outside coils in order to extract heat from the air. As the liquid 
temperature increases it turns into gas which is forced toward the indoor coil where 
heated refrigerant gas releases heat and condenses into liquid form again. Using a 
reversing valve the refrigerant is sent back to outside coil and the cycle is restarted. 
In the cooling mode; refrigerant fl uid is evaporated in the indoor coil, extracting 
heat from the indoor environment. Refrigerant gas is compressed to increase its 
pressure in order to allow the gas to condense at high outside temperatures. 
Pressurized gas is passed through the outside coil where it releases heat to outside 
air and condenses into liquid form again. Similar to heating mode, the cycle is 
repeated. Using the same principles there are a number of advanced technologies 
which are under development. These technologies are named as reverse cycle chill-
ers, cold climate heat pumps, and all climate heat pumps [ 16 ]. 

 Technically, there is always heat available in the space as long as the temperature 
is above absolute 0 K. Air source heat pump effi ciency has been observed to decrease 
in cold climates where extracting heat from the environment starts requiring more 
energy. For instance, as the outside temperature goes below 40 °F, less effi cient 
electric resistance coils are set functional to provide indoor heating. Although air 
source heat pump technology can be used in most part of the United States, it is the 
most effi cient in milder climates where summers are not extremely hot and winters 
are not extremely cold [ 17 ].  

10.1.3.3     Geothermal Heat Pumps 

 Geothermal heat pumps have been available in the market since 1940s. Working 
principle of geothermal heat pumps is very similar to that of air source heat pumps 
with a slight difference in heat exchange medium. Geothermal heat pumps use earth 
as the heat exchange resource whose temperature fl uctuations are relatively negli-
gible compared to outside air. For instance, depending on the latitude ground tem-
peratures range between 45 and 75 °F; this is usually warmer than a regular winter 
day and colder than a summer day. This feature allows geothermal heat pump effi -
ciencies to be signifi cantly high in cold environments. For instance, geothermal heat 
pumps can reach 300–600 % effi ciency levels whereas the effi ciency of air source 
heat pumps ranges between 175 and 250 % [ 18 ]. 

 Geothermal heat pumps are also referred as geoexchange, earth coupled, ground 
source, or water source. It should be noted that geothermal heat pumps are different 
than conventional geothermal power which uses high temperature as heat source to 
generate electricity. Similar to air source heat pumps, geothermal heat pumps extract 
heat from the outside environment and transfer it to a specifi ed place, giving it both 
cooling and heating capability. Depending on the climate and soil conditions differ-
ent types of geothermal heat pump technologies are available. It is also possible to 
combine different types of geothermal heat pumps as well as air source heat pumps 
for improved effi ciency. 
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 Benefi ts of geothermal heat pumps are that they operate quieter and more 
 effi ciently along with having longer lifetime (20+ years) and need for little mainte-
nance compared to air source heat pumps. Furthermore, less dependency on outside 
air also makes them more reliable in terms of performance and energy savings. 
Ground source heat pumps are also effective in maintaining humidity levels of 
places, making it a very effective choice in humid areas [ 19 ].  

10.1.3.4     Line Voltage (Electronic) and Web-Enabled 
Programmable Thermostats 

 Rooftop HVAC units, mostly operated by single zone thermostats, are currently 
operational in around 40 % of the commercial building spaces. Field tests have 
shown that most of the existing thermostats provide minimum energy control fea-
tures which waste energy due to poorly executed fan scheduling, and cooling and 
heating setpoints. Web-enabled smart thermostats are believed to have 10–60 % 
savings potential in the Pacifi c Northwest. 

 A thermostat is a device that controls heating and cooling units in order to main-
tain a constant temperature specifi ed by the end users. BPA is currently supporting 
diffusion of two different types of thermostats which are line voltage electronic and 
web-enabled programmable thermostats. 

 Conventional thermostats were simple electromechanical devices intended to 
capture heating and cooling orders manually by the users. As a result of techno-
logical developments in communication technologies and electronics, manufac-
turers have started integrating better control and communication features. For 
instance, web-enabled thermostats use internet, mobile, land lines, and similar 
communication protocols to establish remote access and allow multiple zones to 
be monitored and controlled from a single controller unit. This feature is believed 
to be very useful in small commercial buildings with split systems where heat-
ing and cooling needs of multiple zones can be managed from a remote place 
leading to reduced onsite maintenance staff cost. Web-enabled thermostats are 
also proven to be useful in supporting utility demand-side management pro-
grams by enabling utilities to reduce cooling loads of participating buildings at 
peak load times [ 20 ]. 

 Line voltage thermostats are the most commonly used thermostat types with 
electric baseboard heating units. Line voltage thermostats are wired to the heating 
and cooling units giving them ability to switch the devices on and off. While con-
ventional line voltage systems were mostly mechanically operated, recently 
 electronically controlled thermostats became widely available in the market. 
Different than mechanical substitutes, electronically controlled line voltage thermo-
stats can be programmed by the users to match variable heating and cooling needs 
throughout the day.  
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10.1.3.5     Duct Sealing 

 According to National Association of Home Builders, repairing poorly functioning 
ductwork may save 15–30 % of total energy spent on heating and cooling houses, 
having savings potential of fi ve billion dollars annually in the United States [ 21 ]. 
Furthermore, on the user level, well insulated ductwork can save an average house 
several hundred dollars. 

 Duct systems are branching network of tubes that carry air from furnaces and 
central air conditioners to each room. Duct systems are made of sheets of metal, 
fi berglass, and other materials [ 22 ]. Due to aging and environmental conditions, 
ducts may start functioning poorly in various ways such as leaking, broken parts, 
misaligned joints, etc. Depending on the problem with the ducts system, there are 
different ways of sealing ducts such as tapes, mastic, and a recently developed aero-
sol sealants. Tapes are effi cient in repairs where mechanical strength is required 
whereas mastic sealants are useful in situations where fl exibility is critical such as 
joint points. 

 Invented by Lawrence Berkeley National Lab in 1987, aerosol sealants are rela-
tively newer than the previous alternatives. Aerosol sealant is in the form of gas 
which is pumped through the duct systems, fi xing open spots up to an inch in diam-
eter. Principle of aerosol sealing technology is that the gas mixture contains both air 
and sealant particles. As the mixture is pushed through the ductwork, air speeds up 
and turns sharply from the leaky points where it is forced out; however, bigger seal-
ant particles cannot change direction as fast as air and end up clumping around these 
points. As the process is continued for enough time, duct system is sealed without 
leaving leaky points. Aerosol sealants are found to be cost effective than the other 
methods due to its ease of application, reducing labor-intensive nature of the duct-
work repairs [ 23 ]. 

 Apart from energy savings and indirect impacts on reduced carbon dioxide emis-
sion, duct sealing also provide a number of benefi ts. Well insulated ductworks can 
improve comfort problems such that some of the rooms cannot be heated or cooled 
easily. Duct sealing can also improve indoor air quality and reduce health hazards 
by preventing pollutants such as insulation particles, chemicals from entering duct 
system. Furthermore, poorly functioning ducts may cause backdrafting problem 
which is referred to the situation when combustion gases such as carbon monoxide, 
carbon dioxide, etc., are drawn back to the living space rather than outside. Sealing 
ducks can prevent such incidents from happening and reduce health risks [ 24 ].   

10.1.4     Commercial Kitchen and Food Service Energy 
Effi cient Technologies 

 Bonneville Power Administration supports a number of commercial kitchen and 
food service measures. These measures include commercial refrigerators, freezers, 
ice makers, steam cookers, hot food holding cabinets, combination and convection 
ovens, electric fryers, dishwashers, prerinse valves, and clothes washers. 
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 It should be noted that it is diffi cult to classify these energy effi ciency measures 
using technologies, but end-use areas, performance levels, and metrics   . Thus, in this 
section there will be brief explanation of what each end use means and what perfor-
mance levels are qualifi ed for reimbursements. For instance, BPA uses Energy Star 
and Consortium for Energy Effi ciency (CEE) ratings for defi ning measure 
specifi cations. 

10.1.4.1     Commercial Refrigerators 

 Commercial refrigerator is defi ned as “a refrigeration cabinet designed for storing 
food products at temperatures above 32 °F but no greater than 40 °F and intended 
for commercial use” [ 25 ]. Commercial refrigerators are distinguished into three 
main types which are vertical solid door refrigerators, vertical glass door refrigera-
tors, and chest refrigerators. BPA reimburses commercial refrigerators that have 
performance levels equal or greater than Energy Star 2.0 performance level.  

10.1.4.2     Commercial Freezers 

 According to defi nition of ASHRAE, commercial freezer is defi ned as “a refrigera-
tion cabinet designed for storing food products at temperatures of 0 ° F and intended 
for commercial use” [ 25 ]. Commercial freezers have three main types which are 
vertical solid door freezers, vertical glass door freezers, and chest freezers. BPA 
reimburses for commercial freezers that have performance levels equal or greater 
than Energy Star 2.0 performance level.  

10.1.4.3     Ice Makers 

 According to defi nition of AHRI, commercial ice maker is defi ned as “factory-made 
assembly, including a condensing unit and ice-making section operating as an inte-
grated unit, with means for making and harvesting ice. It is an assembly that makes 
no less than 50.0 lb of ice per day and up to 4,000.0 lb of ice per day” [ 26 ]. Technology 
basically turns water into ice by removing heat through condenser units. Air cooled 
and water cooled freezers are the two main types of ice makers available in the mar-
ket. BPA reimburses air cooled commercial ice makers that have performance levels 
equal or greater than Energy Star 2.0 or CEE Tier 3 performance levels.  

10.1.4.4     Steam Cookers 

 A commercial steamer is defi ned as “a device with one or more food steaming com-
partments in which the energy in the steam is transferred to the food by direct con-
tact. Models may include countertop models, wall-mounted models and fl oor-models 
mounted on a stand, pedestal or cabinet-style base” [ 27 ]. Steam cookers are split 
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into two main categories which are, namely, pressureless/convection steamers and 
pressure steamers. BPA reimburses commercial steamers that have performance 
levels equal or greater than CEE Tier 1A and 1B performance levels.  

10.1.4.5     Hot Food Holding Cabinets 

 Defi ned by CEE, commercial hot food holding cabinet is “an appliance that is 
designed to hold hot food at a specifi ed temperature, which has been cooked using 
a separate appliance” [ 28 ]. There is a number of hot food holding cabinets available 
in the market with different sizes and mobility features. BPA reimburses commer-
cial hot food holding cabinets that have performance levels equal or greater than 
CEE Tier 2 performance level.  

10.1.4.6     Combination Ovens 

 A commercial combination oven is defi ned as “an oven that combines the function 
of hot air convection (oven mode) and saturated/superheated steam heating (steam 
mode), or both (combi mode), to perform steaming, baking, roasting, rethermaliz-
ing, and proofi ng of various food products” [ 29 ]. BPA reimburses electric combina-
tion ovens that have cooking effi ciency of 70 % or greater and an idle energy rate of 
3.5 kW or less.  

10.1.4.7     Convection Ovens 

 According to defi nition of CEE, convection oven is defi ned as “a general-purpose 
oven that cooks food by forcing hot dry air over the surface of the food product. The 
rapidly moving hot air strips away the layer of cooler air next to the food and enables 
the food to absorb the heat energy” [ 29 ]. BPA reimburses commercial electric con-
vection ovens that have performance levels equal or greater than Energy Star perfor-
mance level.  

10.1.4.8     Electric Fryers 

 An electric fryer is defi ned as “an appliance, including a cooking vessel, in which 
oil is placed to such a depth that the cooking food is essentially supported by dis-
placement of the cooking fl uid rather than by the bottom of the vessel. Heat is 
delivered to the cooking fl uid by means of an immersed electric element or band-
wrapped vessel (electric fryers), or by heat transfer from gas burners through either 
the walls of the fryer or through tubes passing through the cooking fl uid” [ 30 ]. 
There are four main types of fryers available in the market. These are open pot fry-
ers, fl at bottom fryers, pressure/kettle fryers, and large vat fryers. BPA reimburses 
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commercial electric fryers that use less than 10,000 kWh per year and have been 
approved by Regional Technical Forum (RTF).  

10.1.4.9     Dishwashers 

 A dishwasher is defi ned as “A machine designed to clean and sanitize plates, glasses, 
cups, bowls, utensils, and trays by applying sprays of detergent solution (with or 
without blasting media granules) and a sanitizing fi nal rinse” [ 31 ]. There are many 
different types of commercial dishwashing machines; however, four main types are 
undercounter, door type, conveyor, and fl ight type dishwashers. BPA reimburses 
commercial dishwashers that meet or exceed RTF effi ciency standards.  

10.1.4.10     Prerinse Spray Valves 

 Defi ned by CEE, a prerinse spray valve is “a handheld device that uses a spray of 
water to remove food waste from dishes prior to cleaning in a commercial dish-
washer. Pre-rinse spray valves consist of a spray nozzle, a squeeze lever that controls 
the water fl ow, and a dish guard bumper” [ 32 ]. BPA supports diffusion of prerinse 
spray valves with fl ow rate of 0.65 gal per minute or lower in electrically heated 
dishwashing water facilities where there are ten or more meal shifts per week.  

10.1.4.11     Clothes Washers 

 A washing machine is defi ned as a machine designed to wash laundry using water 
as the primary cleaning solution. Washing machines are primarily categorized in 
two types which are front loaded and top loaded. Conventional washing machines 
which are also referred as top loaded use a large vertical drum to soak and wash the 
laundry; however, it has been reported that horizontal axis (front loaded) washing 
machines use 50 % less energy and 18 gal less water [ 33 ]. BPA reimburses com-
mercial clothes washers that have performance levels equal or greater than Energy 
Star performance level and are used in multifamily or commercial laundry areas.   

10.1.5     Energy Effi cient Envelope Technologies 

 Similar to commercial kitchen and food service measures, envelope measures are 
referred with the application areas and performance levels. Envelope measures sup-
ported by BPA can primarily be split into three categories which are insulation, air 
sealing, and windows measures. 

 BPA provides reimbursements for insulation projects in low income, single fam-
ily, multifamily, manufactured homes, small offi ce, and retail end uses. Projects can 

10 Energy Effi ciency Technologies: Pacifi c NW US Case



198

include attic, wall, and fl oor insulation. Air sealing projects are also qualifi ed for 
BPA reimbursements. Qualifi ed applications need to be in standard and low income 
housing end uses. For residential end use, BPA provides reimbursements for replace-
ment of metal framed, single or double pane prime windows with substitutes rated 
by National Fenestration Rating Council. BPA also provides reimbursements for 
windows replacement projects in small commercial end uses with electric heating. 
Replacing windows need to be rated with U value of 0.30 or lower, and patio doors 
need to be rated with 0.35 or lower. 

10.1.5.1     Insulation Materials 

 Heat naturally moves from warmer to cooler spaces. For instance, in winter, heat 
fl ows from heated spaces to adjacent unheated spaces such as attics, garages, base-
ments, ducts, walls, fl oors, etc. Similarly, in summers, outside heat fl ows inside the 
cooler living spaces where cooling units are in operation. Both of the aforemen-
tioned situations cause decrease in effi ciency and increase in energy consumption. 
Insulation materials increase resistance to heat fl ow in places, lowering heating and 
cooling costs [ 34 ]. Performance levels of insulation materials are referred with R 
values; the higher the R value an insulation material has, the greater the heat resis-
tance it shows. Depending on what part of the house to be insulated, there are vari-
ous forms of insulation materials available such as blanket, concrete block, foam 
board, insulating concrete forms, loose fi ll, refl ective, rigid fi ber board, sprayed 
foam, and structured insulated panels. 

10.1.5.1.1    Blanket Insulation 

 Blanket insulation is the most common insulation type that is in the form of batts 
and rolls. Blanket batts and rolls may be made of various materials such as fi ber-
glass, mineral wool, plastic, and natural fi bers. They are the most useful in applica-
tions such as unfi nished walls, foundation walls, fl oors, and ceilings [ 35 ].  

10.1.5.1.2    Concrete Block Insulation 

 Insulated concrete blocks consist of two attached concrete blocks which have insu-
lation material in between. Insulation material in between the concrete walls may be 
made of polystyrene, polyisocyanurate, and polyurethane. Concrete block insula-
tion is suitable for insulating unfi nished walls, foundation walls, new construction 
projects, and major renovations [ 35 ].  
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10.1.5.1.3    Foam Board Insulation 

 Foam board/rigid panel type insulation is a block of insulation material that can be 
used to insulate any part of the house. Foam board insulation materials have good 
thermal resistance that can reduce heat conduction through structural elements. Foam 
board insulation may be made of polystyrene, polyisocyanurate, and polyurethane. 
Foam board insulation materials are the most effi cient in applications such as unfi n-
ished walls, foundation walls, fl oors and ceilings, and unvented low slope roofs [ 36 ].  

10.1.5.1.4    Insulating Concrete Forms 

 Insulating concrete forms are made of insulation foam structure with a hallow inside 
which is fi lled with concrete. Insulating concrete forms have high thermal resistance 
and are easy to interconnect with other panels. Insulating concrete forms can be in 
the form of foam board and blocks. Best application areas for this type of insulation 
are unfi nished walls, foundation walls, and new construction projects [ 37 ].  

10.1.5.1.5    Loose Fill Insulation 

 Loose fi ll insulation is a material that is a mix of cellulose, fi berglass, mineral wool, 
and other materials. Loose fi ll insulation’s advantage is that it can be applied to any 
space without disturbing the structural unity, making it a good alternative for retrofi t 
applications. This type of insulation material is the best in fi lling cavities of enclosed 
or open new walls, unfi nished attic fl oors, and hard to reach places [ 38 ].  

10.1.5.1.6    Refl ective Insulation 

 Refl ective insulation systems consist of aluminum foils which are supported by a vari-
ety of materials such as kraft paper, plastic fi lm, polyethylene bubbles, and cardboard. 
Refl ective insulation systems’ heat resistance depends on the direction of the heat 
fl ow. For instance, they are the most effective in preventing downward heat fl ows. 
They are most useful in applications such as unfi nished walls, ceilings, and fl oors [ 39 ].  

10.1.5.1.7    Rigid Fiber Board Insulation 

 Rigid fi ber board insulation materials are made of resin bonded inorganic glass 
fi bers and mineral wool. Rigid fi ber board insulation is mostly used in insulating air 
ducts and areas where there is exposure to excess heat [ 40 ].  

10 Energy Effi ciency Technologies: Pacifi c NW US Case



200

10.1.5.1.8    Sprayed Foam Insulation 

 Sprayed foam insulation can be sprayed, injected, or poured in place when the 
application takes place. This type of insulation has ability to fi ll in smaller cavities 
and open areas with better insulation resistance than batt insulation types. Sprayed 
foam insulation can be made of variety of materials such as cementitious, phenolic, 
polyisocyanurate, and polyurethane. They are the most effi cient when applied to 
cavities of enclosed or open new walls and unfi nished attic fl oors [ 41 ].  

10.1.5.1.9    Structural Insulated Panels 

 Structural insulated panels are made of two oriented strand boards or similar struc-
tural materials which have thick foam boarding in between. Most common types of 
insulation materials are made from expanded polystyrene or polyisocyanurate. 
Structural insulated panels are reported to be better than most of the conventional 
insulation methods and also reduce outside noise as well. Unfi nished walls, ceil-
ings, fl oors, and new construction applications are some of the best areas for use of 
this insulation material [ 42 ].   

10.1.5.2     Air Sealing Materials 

 Air sealing methods and materials aim to prevent air leaks around the house such as 
windows, cracks, doors, etc. Air sealing can provide signifi cant savings as well as 
increasing comfort and durability of homes. Materials for air sealing can be divided 
into two main categories such as caulking and weatherstripping. Below, you will be 
provided brief information about each of the methods. 

10.1.5.1.1    Caulking 

 Caulking materials and methods are suitable for places where there is need for fl exibil-
ity. For instance, these methods are suitable for sealing cracks, gaps, or joints that are 
smaller than one quarter inch in diameter. If applied around the faucets, ceiling fi xtures, 
water pipes, drains, bathtubs, etc., caulking can also prevent water damage as well. 
Depending on the application area, material type, strength tolerance, etc., there are many 
types of caulking materials available. For instance, there are silicone, polyurethane 
spray foam, water-based foam, butyl rubber, latex and oil, or resin-based sealants [ 43 ].  

10.1.5.1.2    Weatherstripping 

 Weatherstripping materials and methods are suitable for places where there are 
movable joints such as windows and doors. Depending on the application area, 
weather, friction, temperature changes, mechanical resistance, visibility, etc., there 
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are different types of weatherstripping materials available. For instance, these are 
tension seal, felt, tape, rolled or reinforced vinyl, door sweep, magnetic, tubular rub-
ber and vinyl, reinforced silicone, door shoe, bulb threshold, frost brake threshold, 
and interlocking metal channels [ 44 ].   

10.1.5.3     Window Insulation 

 Energy fl ow through windows can happen in three different ways which are nonso-
lar heat losses and gains (convection and conduction), solar heat gains in the form 
of radiation and airfl ow. Nonsolar heat fl ow occurs due to temperature differences 
between outside and inside of the buildings. Resulting heat fl ow causes energy loss 
and ineffi cient use of heating or cooling resources depending on the season. Energy 
effi ciency performance of windows is rated with U factor which is a measure of the 
rate of nonsolar heat fl ow through a window. For instance, the lower U factor (higher 
R value) a window has the more heat fl ow resistant it is [ 45 ]. 

 There are fundamentally three ways to increase energy effi ciency of window 
products. For instance, fi rst method involves in changing the chemical and physical 
composition of the glass material or use of coating materials on the surface of the 
windows; second approach is to use less conductive gases between layers of win-
dow panes; whereas the third option is to reduce heat conductivity properties of the 
window frames [ 46 ]. 

10.1.5.1.1    Low-E Coatings 

 Low emittance technology is relatively a new coating technology which con-
tains invisible, very small metal or metallic oxide deposited on a glazing sur-
face. Low emittance technology reduces the U factor by refl ecting radiative heat 
fl ow. Depending on the amount of light to be led through the windows surface 
and energy effi ciency performance, intensity of the low-e coatings can be deter-
mined. For instance, there are three main types of low-e coatings which are 
named as low, medium, and high solar gain windows in an order of increasing 
R values [ 47 ].  

10.1.5.1.2    Gas Fills 

 Another improvement that can be done to increase energy performance of the win-
dows is the gas fi lling technology. Principle of this technology depends on the char-
acteristics of the gas between the panes. For instance, by fi lling the space with gases 
which are less conductive, more viscous, or slow moving, conduction through the 
gas is minimized and heat transfer is reduced. For instance, there are two main types 
of gasses which are argon and krypton as well as mix of two. In applications where 
the thickness of the windows is important krypton is preferred, whereas argon 
proves inexpensive solutions in conventional uses of windows [ 48 ].  
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10.1.5.1.3    Frame Types 

 Frames account for 10–30 % of the total surface area of the windows, thus they 
constitute signifi cant potential in improving energy effi ciency. Material used to con-
struct the structure of the window not only impacts the physical characteristics and 
look of the windows, but also thermal resistance of the windows as well. Due to 
structural properties of aluminum, it has become an important frame material since 
1970s; however, its high conductive feature reduces the energy effi ciency of win-
dows. In order to address similar issues associated with windows frames, a number 
of technologies have been developed. One technological approach is to replace alu-
minum or similar highly conductive materials with nonmetal materials such as 
wood, wood clad, vinyl, and hybrid. In order to further enhance energy effi ciency 
properties of the nonmetal window frames, fi berglass, thermoplastics, composite 
materials, thermally improved wood, and vinyl are used as well [ 49 ].    

10.1.6     Energy Effi cient New Home Construction Technologies 

 There is no specifi c technology associated with energy effi cient homes, but combi-
nation of individual technologies. Majority of these technologies have widely been 
mentioned earlier. According to Energy Star website, Energy star qualifi ed houses 
are at least 15 % more energy effi cient than homes built in compliance with 2004 
International Residential Codes [ 50 ]. Effi ciency areas associated with energy effi -
cient homes can be grouped under fi ve categories which are effective insulation, 
high performance windows, tight construction and ducts, effi cient heating and cool-
ing equipment, and energy effi cient lighting and appliances [ 51 ]. Energy effi cient 
homes are promoted through labeling programs such as Energy Star. In order for an 
energy design to be labeled as energy effi cient, Energy Star conducts energy tests on 
homes that are submitted for accreditation. 

 BPA supports a number of energy effi cient new home construction designs. For 
instance, BPA provides reimbursements for electrically heated manufactured homes 
which are certifi ed by Northwest Energy Effi cient Manufactured Homes Program 
(NEEM), Eco-Rated Homes, or Energy Star. BPA also provides reimbursements for 
site built homes which are certifi ed by Northwest Energy Star Home Standards, 
electrically heated homes compliant with Montana House specifi cations, as well as 
new residential multifamily constructions compliant with RTF specifi cations.  

10.1.7     Energy Effi cient Industrial and Agriculture 
Technologies 

 Most of the industrial energy effi ciency efforts at BPA are carried out through cus-
tom projects approach due to diffi culty of developing deemed or calculated mea-
sures. Custom project approach requires data collection before and after energy 
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effi cient equipment implementation, and base savings between the two. Furthermore, 
depending on the industry end use, there are many types of technologies which can 
be applied. As a result, it has been observed that energy effi ciency efforts are most 
of the time not based on the technologies, but the savings and specifi c projects 
which involve implementation of multiple technologies. In this section, two of the 
most signifi cant industrial energy effi ciency technologies, variable frequency drives 
(VFD) and irrigation hardware will be presented. 

10.1.7.1     Variable Frequency Drives 

 Conventional motor driven systems are most of the time designed to handle peak 
work demands in order to ensure safety and reliability. This situation often leads to 
ineffi cient use of energy during the operations of low work demand [ 52 ]. VFD is an 
electronic controller unit that adjusts the power that is being supplied to a motor 
based on the work demand [ 53 ], optimizing the energy consumption based on the 
nature of the work. VFD are also known as adjustable frequency drives, variable 
speed drives, microdrives, or inverter drives. VFD have wide range of applications 
areas such as pumps, fans, hoists, conveyors, etc. 

 VFD also have nonenergy benefi ts which are, namely, extended equipment life 
and reduced maintenance requirement due to elimination of abrupt motor starts. This 
is achieved by reduced voltage soft starters which gradually increase the speed of the 
motor, decreasing deteriorating mechanical forces; whereas single speed motors 
would start with high constant speeds, creating greater mechanical stress [ 54 ].  

10.1.7.2     Irrigation Hardware 

 BPA supports diffusion of a number of irrigation-related mechanical improvements 
that are in compliance with the specifi cations. These improvements may not be 
considered as technologically highly complicated, however they are proven to be 
more water effi cient than baseline systems. For instance, BPA provides reimburse-
ments for water sprinklers, nozzles, wheel lines, wheel line hubs, wheel line level-
ers, drain gaskets, pressure regulators, drop tubes, gooseneck elbows, and pivot 
bases. Apart from irrigation hardware, BPA also provides reimbursements for 
freeze-resistant livestock water tanks as well.   

10.1.8     Other Energy Effi cient Technologies 

 Some of the energy effi ciency measures do not bundle up to address a particular 
focus area, thus those measures will be presented under this section. For instance, 
these technologies are low-fl ow showerheads and smart power strips. 
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10.1.8.1     Low-Flow Showerheads 

 Since Bonneville Power Administration is signifi cantly dependent on its hydro 
 system along the Columbia River System, low-fl ow showerheads have signifi cant 
energy savings potential both in saving water and electricity through reduced water 
heating need. BPA have been supporting diffusion of Energy Star low-fl ow shower-
heads in both residential and commercial sector. 

 Showers are the largest water consuming fi xtures in most of the residential sector 
and have signifi cant potential to save energy through reduced water heating require-
ments. In order to capture this potential, U.S. Department of Energy has passed a 
standard in 1994 forcing residential showerheads to have maximum fl ow rate of 
2.5 gal per minute. There are two types of low-fl ow showerheads which are distin-
guished by whether air is mixed with the water stream or not. For instance, aerating 
showerheads achieve effi cient use of water by mixing air with the water stream to 
alter nozzles through advanced fl ow principles whereas the nonaerating type shower-
heads use less water through high oscillation of the spray stream. According to stan-
dards, a low-fl ow showerhead is a showerhead that has fl ow rate of equal or less than 
2.5 gal per minute compared to standard showerheads with 4.5 gal per minute [ 55 ].  

10.1.8.2     Smart Power Strips 

 Consumer electronics sector is signifi cantly growing in the recent years, due to 
addition of new and more electricity demanding appliances such as fl at TVs, moni-
tors, smart phones, etc., increase energy savings potential from plug load. It is 
expected that each qualifi ed power strip has potential 100 kWh annual savings [ 56 ]. 

 Smart power strips are improved version of conventional power strips, achieving 
energy savings through switching off the appliances that are in standby mode. Smart 
power strips are able to detect whether an appliance go in standby mode by con-
stantly monitoring level of current in each socket. Smart strips also allow users to 
defi ne time duration after standby mode until switching off feature becomes func-
tional. More advanced models have an arrangement of master and slave sockets, 
cutting down the current to whole strip when the appliance on the master socket 
goes into standby mode. There is also another type of smart power strip which 
detects existence of occupants through motion sensors and trigger energy saving 
feature whether occupant is in place or not. 

 Bonneville Power Administration has been providing reimbursements for power 
strips in commercial sector for offi ce applications. Due to end of measure life, BPA 
is currently running a pilot program to gather data for redeeming this measure. BPA 
is also working with NEEA toward providing reimbursements for energy effi cient 
monitors and TVs in the coming years. More information regarding the program 
considerations can be found in the Question 1C.    
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10.2      Regional Perspective on Importance 
of Emerging Technologies 

 Please note that the term “Emerging technology” in the context of energy effi ciency 
may be used to refer two difference cases. First case may occur when a technology 
is not commercialized yet meaning that it is still in the R&D development phase. 
Second case may occur when a technology is currently available in the market; 
however, it has never been promoted through an energy effi ciency program, mean-
ing that there is not much known about its energy savings potential. The sixth power 
plan requires regional energy effi ciency actors to meet aggressive energy conserva-
tion targets. In order to meet these targets, importance of emerging technologies has 
been highly emphasized. It is noted that many of the current successfully diffused 
energy effi ciency technologies were resulted from research projects completed in 
the 1980s and 1990s. 

 These technologies are CFLs, resource-effi cient clothes washers, super effi cient 
windows, and premium effi ciency motors. Due to deregulations taken place in the 
mid-1990s, emerging technologies efforts have halted signifi cantly. Impacts of 
deregulations are felt today in a way that there is no technology that has a promising 
potential as CFLs. In order to fi ll this gap, public power, investor-owned utilities, and 
other energy effi ciency organizations have decided to create a consortium which will 
guarantee the region’s energy effi ciency technology pipeline will be fi lled and main-
tained. Accordingly, Northwest Energy Effi ciency Alliance (NEEA) and BPA were 
given the responsibility to identify and track wide range of energy effi cient technolo-
gies that could have potential for the region [ 57 ]. An initiative named E3T Emerging 
Technologies group within the BPA energy effi ciency group has been started in 
2008. Collaborating with NEEA, BPA has taken the lead to collaborate with univer-
sities, national labs, and other experts from the utilities in developing a portfolio of 
technologies which have potential to address regional needs. Inventory of emerging 
technologies is created and maintained through extensive technology roadmapping 
efforts that cover wide range of energy end uses in the Pacifi c Northwest. 

10.2.1     Northwest Energy Effi ciency Technology 
Roadmap Portfolio 

 As mentioned before, to address the challenges of increasingly ambitious energy 
savings and climate change mitigation goals, BPA and partner organizations have 
been working toward developing a technology inventory that will enable reaching 
medium- and long-term energy effi ciency goals. Accordingly, 30+ region wide 
technology, market and utility program specialists from 20 organizations have par-
ticipated in a number of expert panels to provide input for creation of a regional 
technology roadmap. Role of this technology roadmap has been set to defi ne a 
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research agenda for the Pacifi c Northwest in order to both drive technological 
development toward addressing regional needs and eliminate duplication of similar 
efforts underway elsewhere. First roadmap has been developed in 2010 and is being 
updated yearly considering the evolving emerging technologies and drivers in the 
region. For instance, initial roadmap has been developed by focusing on the energy 
effi ciency technologies in residential and commercial sectors. Recent efforts in 
2012 have included industrial energy effi ciency technologies in food processing 
industry as well as combined heat and power technologies [ 58 ]. 

 With the addition of industrial section, regional energy effi ciency technology 
roadmap portfolio has diversifi ed into eight sections, with 45 product and service 
level roadmaps within each section. For instance, these sections are:

   Retrofi t Building Design/Envelope  
  New Construction Building Design/Envelope  
  Lighting  
  Electronics  
  Heating, Ventilation, and Air Conditioning  
  Sensors, Meters, and Energy Management Systems  
  Food Processing Industry  
  Combined Heat and Power    

 Service level roadmaps within each section consist of several layers of informa-
tion which are interconnected within each other. These layers provide information 
with respect to the following contexts:

   Driver layer: This layer consists of list of drivers associated with environmental, 
global, market, policy and regulatory, and technology innovation-related issues. 
Key drivers set the strategic directions of energy effi ciency efforts in the Pacifi c 
Northwest US.  

  Gap layer: This layer converts identifi ed drivers into product and service perfor-
mance gaps which are needed to be addressed.  

  Goal layer: This layer sets the threshold performance levels required for the gaps 
identifi ed.  

  Technology layer: This layer includes a number of technological solutions that have 
potential to address the gaps and goals identifi ed. Technologies may either be 
existing in the market or need to be developed in order to bring nonexisting prod-
ucts to market  

  R&D program gaps layer: This layer attempts to identify what the required R&D 
programs are in order to match technology performance levels with required 
performance levels in the goal layer.    

 Currently, Northwest Energy Effi ciency Technology Roadmap Portfolio con-
tains hundreds of energy effi ciency technologies as well as R&D program needs   . 
Fifteen out of identifi ed R&D program needs have been selected as high priority 
due to their potential in enabling next generation of high effi ciency technologies.  
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10.2.2     Energy Effi ciency Technology Management 
Framework at BPA 

 E3T program operates within BPA and leads regional efforts to identify and assess 
new energy effi ciency technologies for measuring development. The goal of E3T is 
to provide a robust pipeline of energy effi ciency technologies for BPA and its cus-
tomers, aiming to contribute to the region’s medium- and long-term energy savings 
targets. In order to successfully manage the energy effi ciency technology portfolio, 
emerging technologies group uses a framework that consists of several phases of 
assessment efforts. For instance, the framework consists of fi ve stages with decision 
points for effi ciently moving potential technologies from detection to program 
development. Framework stages include technology identifi cation, technology ben-
efi ts, technology potential, action plan and assessment, and new offer. You can see 
the aforementioned framework in Fig.  10.1 .  

 E3T program identifi es emerging energy effi ciency technologies through a num-
ber of channels which are technology considerations from technical advisory 
groups, Northwest energy effi ciency technology portfolio, and energy effi ciency 
programs within BPA. E3T emerging technologies group has assessed a number of 

  Fig. 10.1    E3T energy effi ciency technology management framework       
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energy effi ciency technologies, each of them being in different stages along the 
 funnel. For instance, E3T group has:

   Identifi ed over 371 emerging energy effi ciency technologies  
  Reviewed 150 technologies  
  Produced 55 technology summary reports  
  Produced reports on potential of seven technologies  
  Selected nine measures, eight of which have moved to fi eld assessments or directly 

into programs    

 In the following section, you will be provided further information about the 
energy effi ciency technology inventory of the Pacifi c Northwest along with a num-
ber of high priority technologies.   

10.3      Emerging Energy Effi ciency Technologies 
in the Pacifi c Northwest 

 As mentioned earlier, E3T group has developed an electronic database to where 
qualifi ed experts can make technology suggestions. Accordingly, E3T team cur-
rently has 371 technology alternatives under review in its portfolio. These technolo-
gies spread across multiple focus areas such as HVAC, lighting, energy management, 
industrial agriculture, consumer electronics, envelope, water heating, commercial 
kitchen, and integrated design. Breakdown of these technologies under focus areas 
can be seen from Table  10.2 . (Please refer to Appendix  1  for list of all emerging 
technologies with respect to focus areas.) Accordingly, it is easily observed that 
there is big emphasis on HVAC, lighting, and energy management technology areas. 
One of the biggest reasons for this situation is that sixth Power Plan emphasizes 
these areas as having the biggest energy savings potential. This topic will be dis-
cussed in greater detail in Question 1C.

   Since the number of all emerging technologies is too large to handle, author has 
decided to present only those technologies which have been identifi ed as high prior-
ity and moved to offer stage. There are 13 high priority technologies, falling under 

  Table 10.2    Emerging energy 
effi ciency technologies under 
respective focus areas  

 Focus area  Number of technologies 

 HVAC  147 
 Lighting  84 
 Energy management  75 
 Industrial/agriculture  29 
 Consumer electronics  19 
 Envelope  11 
 Water heating  4 
 Commercial kitchen  1 
 Integrated design  1 
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three major focus areas such as HVAC, lighting, and energy management. Please 
refer to Table  10.3  for breakdown of high priority energy effi ciency technologies 
with respect to each focus area. In the following section, you will be briefl y informed 
about these high priority technologies with respect to corresponding focus areas.

10.3.1       High Priority Technologies in HVAC Focus Area 

 There are six high priority technologies under HVAC focus area. These technolo-
gies are demand-controlled ventilation systems, high occupancy buildings, variable 
capacity compressors, air side economizers, variable refrigerant fl ow (VRF) sys-
tems with heat recovery, advanced design rooftop HVAC units, and evaporative 
cooling. 

10.3.1.1     Demand-Controlled Ventilation Systems 

 Demand-controlled ventilation technology has promising energy effi ciency poten-
tial in two applications which are commercial kitchens and high occupancy build-
ings. Below, you can fi nd further information about each application. 

 Commercial kitchen ventilation: BPA currently considers this technology pro-
moting in commercial kitchen ventilation. According to the American Gas 
Association, commercial kitchen has two billion dollars worth of energy savings 
potential annually due to excess ventilation that runs at constant speeds for long 
hours [ 59 ]. Demand-controlled ventilation systems, combination of VFD, and opti-
cal and thermal sensors, adjust speed of the fans by detecting the amount of heat and 

   Table 10.3    High priority emerging energy effi ciency technologies under respective focus areas   

 Focus area  Technologies 

 HVAC  Demand-controlled ventilation systems 
 Variable capacity compressor 
 Air-side economizers 
 Variable refrigerant fl ow systems with heat recovery 
 Advanced design rooftop HVAC units 
 Evaporative cooling systems 

 Lighting  Bi-level lighting controls 
 Integrated lighting systems 
 Wireless control systems 

 Energy 
management 

 Advanced rooftop unit controls with remote access and energy monitoring 
 Low-cost building energy management and control systems 
 Building energy performance analytics software 
 Non intrusive load monitoring 
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smoke in the kitchen environment. Fan energy savings from this technology is 
expected to range 30–60 %. Apart from energy savings these systems also provide 
improved comfort by eliminating excess fan noise, heat, and smoke [ 60 ]. 

 High occupancy buildings: For over a decade, demand-controlled ventilation units 
have been preferred in high but varied occupant density places such as conference 
rooms, auditoriums, etc. Due to improved carbon dioxide censor technology, demand-
controlled ventilation units are believed to have potential in other places with less 
varied occupant density such as classrooms, restaurants, offi ce areas, etc. This tech-
nology promises solutions to those places where it is diffi cult to meet code standards 
requiring certain amount of outside air to be used in ventilation. Demand- controlled 
ventilation systems make use of carbon dioxide censors to adjust its ventilation speed 
and meet code standards in an optimized manner. Depending on the occupant density, 
ventilation speed is adjusted and energy effi ciency savings are realized [ 61 ].  

10.3.1.2     Variable Capacity Compressor 

 BPA considers promoting variable capacity compressors in packaged rooftop HVAC 
units. Manufacturer claimed energy effi ciency savings for the technology are around 
40 %. Variable capacity compressors use a technology called “Digital Scroll” which 
achieves variable capacity with constant rate motors by using a pair of loading and 
unloading scrolls. Savings are stated to occur due to the fact that the motor runs at 
constant speeds in an optimized manner, but the scrolls are engaged and disengaged 
to achieve required demand. This technology is stated to be as effi cient as and sig-
nifi cantly cheaper than VFD which works on the principle of variable speed [ 62 ].  

10.3.1.3     Air-Side Economizers 

 Air-side economizers are currently an interest of BPA in for reducing cooling loads 
in data centers. Although there is no savings data currently available, American 
Society of Heating, Refrigerating and Air-Conditioning Engineers and Lawrence 
Berkeley National Laboratory have demonstrated successful results. The technol-
ogy is based on 100 % use of outside air which is circulated around the units that 
need cooling whereas the current practices use mechanical cooling without econo-
mizers and benefi t from outside air at a minimum level. Accordingly, in order to 
process the outside air suitable for cooling electronics equipment, air-side econo-
mizer systems need additional ductwork, dampers, additional fi ltration, and humid-
ity management equipment [ 63 ].  

10.3.1.4     Variable Refrigerant Flow Systems with Heat Recovery 

 VRF systems are capable of adjusting its operation levels to the changing load 
requirements by using VFD. Compared to baseline systems, VRF systems oper-
ate more efficiently due to their part load efficiency and reduced duct loss. 
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Basic principle of this technology is that it uses a hot or cold refrigerant created 
by an outside unit and distributes it around the space using refrigerant lines. 
VRF systems have very wide range of application types, thus energy savings 
vary greatly depending on the baseline and installed system, occupant and 
building characteristics, climate zone, etc.; however, modeled savings propose 
20–30 % savings compared to air to air heat pump units [ 64 ]. 

 Technology can be used as a single unit which is also referred as DHPs or split 
heat pumps. DHPs are considered as easier to install in homes with electric resis-
tance zonal heating systems. It is expected that this technology can provide approxi-
mately 200 average megawatts of savings at a cost less than 60 dollars per megawatt 
hour by 2030. Furthermore, DHPs have widely been used in other parts of the world 
such as northern Europe, Asia, Australia, and New Zealand; however, it has just 
been introduced to US market. NEEA, BPA, and Energy Trust of Oregon (ETO) 
have developed market transformation programs to support diffusion [ 4 ]. 

 A number of units can also be connected with each other via ventilation ducts 
and heat recovery system can be activated with the help of a control system. System 
enables transfer of heat from one place to another place depending on the occupant 
preferences. Ability to provide heating and cooling function enables this technology 
to provide savings in large buildings with different temperature needs. Variable 
refrigerant systems also promise nonenergy benefi ts such as quieter operation, low 
space requirements, and less or eliminated ductwork [ 64 ].  

10.3.1.5     Advanced Design Rooftop HVAC Units 

 Advanced design rooftop HVAC units use the same technology as the standard 
units; however, the components have been redesigned to enable the systems operate 
more effi ciently. For instance, enhancements can be applied to a number of compo-
nents such as fans, coils, fi lters, dampers, compressors, condensers, controls, and 
airfl ow path. Advanced design rooftop units are stated to be signifi cantly more effi -
cient than its rooftop substitutes; however, the fi rst cost is considerably high [ 65 ].  

10.3.1.6     Evaporative Cooling Systems 

 Evaporative cooling systems work on the principle that water takes heat from the 
environment as it evaporates. The heat transferred from air to water is called latent 
heat which is the amount of heat needed to evaporate the water. Heat drawn during 
the process is basically the source of cooling. Shortly, evaporative cooling systems 
work in a two-stage manner using the aforementioned principle. In the fi rst stage, 
warm air is precooled by passing it through a heat exchanger that is cooled by 
evaporation on the outside. In the second stage, precooled air is sent trough a water 
soaked pad and picks up humidity as it cools down and reaches it maximum cooling 
potential. Conditioned air then is ventilated into the specifi ed environment [ 66 ]. 

 Evaporative cooling technologies have varying energy savings potential depend-
ing on the difference between dry and wet bulb temperatures. This technology has 
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been stated to be promising for the Western Oregon and Washington regions since 
the weather is considerably dry in the summer season. For instance, the saving 
potential is estimated to be around 60 % throughout the BPA region. It is believed 
that this technology may have potential to spread widely, and it has already been 
proven cost effective in many applications such as industrial plants, commercial 
kitchens, laundries, dry cleaners, greenhouses, loading docks, warehouses, facto-
ries, construction sites, athletic events, workshops, garages, kennels, poultry 
ranches, hog, and dairy. One of the drawbacks with this technology has been 
reported to be causing disturbances to occupants in wet climates due to increased 
humid in the air [ 66 ].   

10.3.2     High Priority Technologies in Lighting Focus Area 

 There are three high priority technologies under lighting focus area. These tech-
nologies are bi-level lighting controls, integrated lighting systems, and wireless 
lighting control systems. 

10.3.2.1     Bi-Level Lighting Controls 

 Bi-level light fi xtures and controls are used to combine a lighting source with occu-
pancy censors. Typical lighting technologies are T5 and T8 type fl uorescent lamps; 
however, similar control technologies are expected to be developed for LED light-
ing as well. This combination allows lighting systems to be more energy smart by 
adjusting illumination to a lower level or higher level depending on the need. This 
technology is the most suitable for stairwells, emergency exits, and elevators which 
are mandated by building codes to be illuminated at all times although they are not 
always occupied. Furthermore, it can also be used in store rooms, restrooms, corri-
dors, and laundry rooms where illumination requirement varies throughout the day. 
Bi-level lighting controls technology typically sets illumination level to 50 % of full 
lighting potential if the place is unoccupied and, goes up to 100 % in case of occu-
pation. According to studies conducted in California, bi-level lighting control sys-
tems have 40–80 % more effi ciency depending on the occupancy characteristics of 
the place. A nonenergy benefi t of this technology is stated to be longer lamp life and 
reduced maintenance costs. BPA is currently assessing potential of bi-level lighting 
technology in stairwell, offi ce, and parking space lighting applications [ 67 ].  

10.3.2.2     Integrated Lighting Systems 

 Integrated lighting system is a combination of effi cient light fi xtures, fl uorescent light 
sources, and lighting control which allows users to set the illumination level based on 
their preferences. BPA is assessing potential of this technology in classroom 
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applications where need for illumination varies during lecture  presentations and 
 student tasks. Lighting control system allows teachers to manage light level distribu-
tion in any part of the classroom. Case studies have shown that these systems can 
provide 30–50 % energy effi ciency savings. Nonenergy benefi ts of this technology 
have been stated to be its contribution to performance of the students due to less glar-
ing and increased attention. Integrated lighting controls can also be combined with 
daylighting systems which allow them to operate more effi ciently by taking daylight 
levels into consideration [ 68 ].  

10.3.2.3     Wireless Lighting Control Systems 

 Wireless controls systems use radiofrequency signals to communicate between light 
units and controller units. Lighting levels can be controlled at both single and mul-
tiple unit level with respect to a number of sensor inputs that would increase occu-
pant comfort. These systems can provide better control options than the wired 
systems by enabling controlling of multiple zones from a single controller unit. 
Furthermore, this technology does not require wiring, thus making it easier and less 
invasive to implement in both existing and new construction projects. Wireless con-
trol systems are also more fl exible than wired systems in case of structural changes 
in an environment by enabling reconnection of lighting and controller units on a 
web-based platform. 

 Use of wireless technology has some important opportunities for future 
improvements. For instance, wireless technology allows communication to be 
made two ways which allow room for integration of lighting systems with energy 
management systems. Wireless control systems are also promising with regard to 
meeting constantly improving building codes such as ability to harvest daylighting 
opportunities more effi ciently and ability to integrate with utility demand response 
system. 

 Wireless systems are observed to be more flexible, easy to install, and less 
invasive in both existing and new construction projects. It is also verified that 
these systems increase occupants’ comfort level by offering wide control 
options [ 69 ].   

10.3.3     High Priority Technologies in Energy 
Management Focus Area 

 There are four high priority technologies under energy management focus area. 
These technologies are advanced rooftop unit controls with remote access and 
energy monitoring, low cost building energy management and control systems, 
building performance analytics software, and nonintrusive load monitoring. 
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10.3.3.1     Advanced Rooftop Unit Controls with Remote Access 
and Energy Monitoring 

 A total of 60–80 % of the economizers in the Pacifi c Northwest have been found to 
work improperly. This situation is believed to waste signifi cant amount of electric-
ity. Advanced rooftop unit controls with remote access and energy monitoring tech-
nology is a combination of rooftop HVAC unit controls and energy monitoring 
which is accessible via web interface. Web interface allows users to manage sched-
uling, setpoint adjustments, energy and performance monitoring, fan control, and 
demand-controlled ventilation operations. Advanced rooftop unit controls with 
remote access and energy monitoring systems are projected to provide 50–75 % 
energy savings in the Pacifi c Northwest along with side benefi ts such as improved 
equipment life, quieter operation, and reduced maintenance costs. BPA is currently 
considering this technology for small commercial building and big box stores [ 65 ].  

10.3.3.2     Low Cost Building Energy Management and Control Systems 

 In terms of functionality, low cost building automation systems are very similar to 
advanced rooftop unit controls with remote access and energy monitoring systems; 
however, these systems are also able to provide a whole energy management solu-
tion by integrating with fi re, safety, lighting, and security systems. Majority of 
small- and medium-sized commercial buildings do not have building automation 
systems which would turn off all unnecessary operations during unoccupied hours 
such as nights, holidays, and weekends. It is projected that such systems can provide 
10–30 % energy effi ciency savings; however, in order to capture this potential, 
building energy management and control systems need to be low cost and easy to 
implement. Currently, a number of manufacturers are working on improving the 
existing technology for wider adoption [ 70 ].  

10.3.3.3    Building Energy Performance Analytics Software 

 Building energy performance analytics software collects energy consumption data 
of buildings and uses real time analytics, fault diagnosis, and reports to provide sug-
gestions for improved energy performance. These software packages are referred 
with a variety of names such as building analytics software, energy information 
systems, building dashboards, fault detection and diagnostics, ongoing commis-
sioning, and smart building systems. 

 Building performance analytics software has wide range of functions that can be 
implemented in buildings. For instance, this technology can provide energy saving 
suggestions by benchmarking energy consumption of similar buildings using 
hourly utility bill and weather data. Similarly, it is also possible to collect other data 
types such as temperature and humidity to track and identify incidents where there 
is excess energy consumption for improved energy management. Currently, this 
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technology is almost not in use in the market although, it has been found to improve 
energy effi ciency 1–30 % depending on the application area [ 71 ].  

10.3.3.4    Nonintrusive Load Monitoring 

 Nonintrusive load monitoring technology monitors buildings’ energy consumption 
from a single point and provides consumption information about individual compo-
nents residing inside. One of the most important benefi ts of this technology is that 
it eliminates submetering requirement which is invasive and costly. In simple terms, 
technology works by capturing signals with special hardware equipment and 
uploading the data on a platform where the data can be analyzed using pattern 
matching algorithms. These algorithms help identify and specify individual loads 
which are later fed into energy management systems for fi nal presentation and anal-
ysis. Potential applications of nonintrusive load monitoring are providing data to 
energy effi ciency research organizations, energy auditing tool, and work in parallel 
with energy management systems. 

 Although this technology has signifi cant potential in all end-use sectors, BPA is 
currently interested in assessing the potential of this technology in residential sec-
tor. Currently, this technology is still in commercialization phase, development 
efforts are toward reducing the cost of the applications, increasing accuracy of 
 measurements, ability to integrate with home energy management systems, and 
decreasing intrusiveness. Energy savings potential of this technology remains 
unknown as of now [ 72 ].    

10.4     Energy Effi ciency Conservation Achievements 
in the Pacifi c Northwest US 

 Northwest Conservation and Electric Plan is a regional utility resource planning 
activity that is dedicated for addressing the electricity need of Pacifi c Northwest 
within 20 years of time horizon. Plan is updated periodically by the Northwest 
Power and Conservation Council by taking constantly changing variables into con-
sideration. This section will mostly be based on the analyses and fi ndings that have 
been included in the most recent conservation plan which is also referred as the 
sixth Power Plan. 

 Energy conservation programs have achieved savings of 4,000 average mega-
watts of electricity, meeting the half of the demand growth in Pacifi c Northwest 
between 1980 and 2008. Conserved amount of electricity is expressed as being 
enough to power state of Idaho, Western Montana, and city of Eugene for 1 year. 
Conservation programs helped keep electricity rates decrease, avoiding 8–10 new 
coal or gas fi red power plants and saving ratepayers $1.8 billion   . Please see Figs.  10.2  
and  10.3  for further information about the historical accomplishments [ 4 ].    
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  Fig. 10.2    History of cumulative electricity savings Pacifi c Northwest (1978–2008), Figure 
adapted from NWPCC [ 4 ]       

  Fig. 10.3    History of electricity savings in the Pacifi c Northwest (1978–2008), Figure adapted 
from NWPCC [ 4 ]       
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10.5     Motivations for Energy Effi ciency Conservation 
in the Pacifi c Northwest US 

 In the sixth Power Plan, it is stated that increasing cost of energy resources, rapidly 
developing renewable energy generation technologies, and concerns about the cli-
mate change have increased the value of energy conservation. For instance, it is 
emphasized that meeting most of the electricity demand growth in the next 20 years 
by nongeneration alternatives will provide the necessary time until risks involved in 
fuel prices, climate change policies, deployment, and development of emerging 
technologies are reduced. Apart from mediating the uncertainties stemmed from 
macro environment, energy conservation is stated to stand out as important piece of 
energy portfolio due to its potential to address a number of challenges and drivers 
that electric utilities will face in the coming years. In this section, you will be pre-
sented about those drivers and challenges and how they motivate regional actors 
toward considering energy effi ciency as signifi cant part of the solution. For instance, 
drivers and challenges for deployment of energy effi ciency technologies in the 
Pacifi c Northwest are as follows [ 4 ].

    1.    Cheapest and least risky resource: energy conservation stands out as the cheapest 
and the least risky resource option compared to all available generation 
technologies.   

   2.    Carbon policies: energy conservation helps reducing potential carbon costs by 
reducing carbon dioxide emission through more effi cient use of electricity.   

   3.    Increasing and changing electricity demand: according to analyses, energy effi -
ciency potential in the Pacifi c Northwest is large enough to meet the increasing 
energy demand as well as mitigate load shape changes due to various reasons 
such as impacts of aging population on energy use, diffusion of new technolo-
gies, and population growth.   

   4.    Reduced operating capacity, fl exibility, and reliability: BPA is hugely dependent 
on its hydropower system to balance supply and demand load fl uctuations. 
Energy effi ciency technologies help BPA maintain its balancing operations with-
out requiring additional generation capabilities. Currently, two major issues are 
considered to limit operating capacity, fl exibility and reliability of hydropower 
system in the region.

 –    Impacts of renewable energy portfolio standards: renewable energy portfolio 
standards dictate integration of wind farms to the BPA transmission grid; 
however, intermittent nature of wind resource pushes BPA’s operating fl exi-
bility to its limits and risk service reliability. Energy effi ciency programs can 
help reducing peak load and improve system reliability.  

 –   Impacts of fi sh and wildlife programs: fi sh and wildlife programs require 
BPA to maintain specifi c amount of water fl ow through the dams for reducing 
detrimental impacts on local fi sh fauna. This situation reduces operating fl ex-
ibility at the times when power generation needs to reserve/fl ow water for 
peak demand times. Energy effi ciency programs can reduce use of electricity 
and conserve water through the hydrosystem.      
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   5.    Uncertainties in fuel prices and growing cost of energy: uncertainties in fuel 
prices create an unstable environment for making cost-effective decisions in the 
long run. For instance, volatility of oil prices have been experienced to be detri-
mental on keeping electricity rates low. Energy effi ciency programs can mini-
mize negative impacts of price volatilities by reducing ineffi cient energy use.   

   6.    Regional development and nonenergy benefi ts: some of the nonenergy benefi ts 
gained through more effi cient technologies are included in cost–benefi t ratio cal-
culations since avoided costs are contributing to regions’ residents.    

  In the following sections, you will be provided with greater detail of information 
about each of the aforesaid motivations for deployment of energy effi ciency tech-
nologies in the case of Pacifi c Northwest. 

10.5.1     Cheapest and Least Risky Resource 

 Considering the amount of available energy effi ciency potential at reasonable costs 
in the region, energy conservation has become one of the most important pieces of 
energy portfolio. For instance, it has been proposed in the sixth Power Plan that 
energy conservation programs are viewed as the least cost and risky resources com-
pared to generation alternatives. Furthermore, cost-effective energy effi ciency pro-
grams are reported to have potential to meet 85 % of the region’s electricity growth 
in the next 20 years. This estimated conservation potential equals to almost 6,000 
average megawatts, saving 17 million tons of carbon emission per year by 2030, 
and can be captured by measures which cost under $100 per megawatt hour. 
Moreover, 4,000 MW out of the total potential is stated to be captured with mea-
sures costing under $40 per megawatt [ 4 ]. 

 In the sixth power plan it has been stated that existing generation technologies 
are mature and cost effective in short to medium terms. For instance, wind resource 
is expected to provide considerably cheap electricity in the short term along with 
some small-scale local renewable generation alternatives such as geothermal. It is 
also considered that natural gas fi red generation alternatives are also cost competi-
tive and may be utilized as a resource in the coming years. It is further emphasized 
that new coal fi red generation units are diffi cult to site due to new plant emission 
standards forced by many states and do not stand as strong alternatives in the future 
unless there are signifi cant technological developments on carbon separation and 
sequestration technologies. According to the analysis by Northwest Energy 
Conservation and Power Council, if carbon dioxide emission costs are included, 
cost of the majority of the generation resources in the Pacifi c Northwest would 
range between $70 and $105 per megawatt hour (levelized to $2,006). Generation 
cost for each alternative is presented below    [ 73 ] (Fig.  10.4 ).   
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10.5.2     Potential to Mitigate Carbon Policies 

 A total of 38 % of the nationwide carbon dioxide emissions are related to electricity 
generation whereas this share is 23 % for the Pacifi c Northwest. This rate is observed 
to be lower in the case of Oregon due to big share of electricity generation through 
hydroelectric system. In order to address carbon emission issues, there have been 
ongoing discussions on implementing carbon tax or carbon trade policies. Purpose 
of such initiatives is to internalize cost of environmental impacts caused by emis-
sion of carbon dioxide which constitutes to the highest share of greenhouse gas 
emissions. Since fossil fuels are signifi cant part of the existing electricity generation 
operations, potential impacts of carbon policies are crucial. As the debate goes on, 
uncertainties regarding the cost of carbon dioxide remain; however, scenario studies 
approach the issue by considering carbon mitigation costs from a range of 0 to $100 
per ton. It is further expected that carbon costs will climb up from $0 to $47 per ton 
by 2030. Accordingly, impact of carbon policies is expected to increase wholesale 
electricity prices from $30 to $74 per megawatt-hour by 2030 ($2,006) [ 4 ]. 

  Fig. 10.4    Estimated levelized cost of new resource options       
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 Although there is no national level carbon policy yet, regional policies have 
started to be formed. Western Climate Initiative has been established in 11 US states 
and Canadian provinces in an attempt to set greenhouse gas emission goals. Defi ned 
goals are to be achieved using a market-oriented cap and trade processes, aiming to 
force 40 % reduction from 2005 levels of emission by 2030 horizon [ 4 ].  

10.5.3     Impacts of Increasing and Changing 
Electricity Demand 

 Electricity demand in the Pacifi c Northwest region has changed due to a number of 
reasons in the last 30 years and is expected to continue to change in the coming 
decades. For instance, in the following paragraphs you will be provided with major 
historical demand changes caused by energy price hikes as well as projected changes 
stemmed from increasing population and changes in age distribution, diffusion of 
new appliances, and new construction projects. 

 Historically, Pacifi c Northwest region has been more electricity intensive than 
the rest of the US states due to relatively low electricity rates. Reasons behind high 
electricity intensity is that the region has hosted a number of electricity intensive 
industries such as aluminum smelting, lumber, food processing industries, etc., and 
needs of residential and commercial sector have mostly been supplied by electricity. 
As a result, historical electricity consumption per capita in the region has always 
been above US average [ 4 ]. Due to recent events, gap between national and regional 
electricity consumption per capita is shrinking, although the region still provides 
some of the lowest electricity rates in the nation. Reason behind the changing trend 
is related to two major price hikes that occurred in 1979s and 2001. Both of the 
events were observed to shift end-use energy choices toward natural gas from elec-
tricity, especially in space and water heating end uses. 

 Projections show that if the current trend goes on, electricity load is going to 
grow by about 7,000 average megawatts from 2009 to 2030. This growth accounts 
for 335 average megawatts per year which accounts for 1.4 % yearly increase. Much 
of this demand increase is expected to occur in residential and commercial sectors 
as there is no expected increase in industrial output throughout the region. Electricity 
consumption growth in residential sector is believed to be caused by the fast diffu-
sion of air conditioning and consumer electronics products. Especially, air condi-
tioning units are diffusing in the region at a very high pace; since these systems 
reach their peak consumption in summers, they constitute signifi cant implications 
on utility operations [ 4 ]. 

 There are a number of drivers that cause increases and changes in demand load 
in the Pacifi c Northwest region. For instance, these are population increase and 
changes in age distribution, new residential and commercial construction projects, 
and diffusion of new appliances. 
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10.5.3.1    Population Increase and Change in Age Distribution 

 Over the next 20 years, the Pacifi c Northwest is expected to develop and expand. 
Regional population is expected to increase from 12.7 million in 2007 to 16.7 mil-
lion by 2030. While the regional population is expected to increase by 28 %, older 
population (65 and older) is expected to increase by 50 %. Such signifi cant shift in 
population distribution is expected to impact electricity consumption behavior and 
have implications on utility operations. For instance, such impacts are expected to 
occur as construction of elder care facilities and smaller sized homes as well as 
increased leisure activities [ 4 ].  

10.5.3.2    New Residential and Commercial Construction Projects 

 Annual growth rate for residential units in the Pacifi c Northwest is expected to be 
around 1.4 % annually between 2010 and 2030. Based on the building stock 
research, 5.7 million homes exist in the region as of 2008 and this number is 
expected to reach 7.6 million by 2030 with the addition of 83,000 new homes every 
year [ 4 ]. 

 Annual growth rate of commercial footage in the Pacifi c Northwest is expected to 
be around 1.2 % annually between 2010 and 2030. Building stock research in 2007 
has revealed that existing commercial square footage is about 2.9 million square feet 
and expected to grow to 3.9 million square feet by 2030. This forecast implies yearly 
addition of 40 million square feet of space that needs lighting, air conditioning, and 
similar electricity consuming services. Most of the growth is expected to occur due 
to aging population and potential need for elder care facilities [ 4 ].  

10.5.3.3    Diffusion of New Appliances 

 Technological improvements directly impact people’s life styles and electricity 
demand. As the internet, personal electronic devices, and air conditioning units 
become widespread, residential electricity demands increase. For instance, during 
the last 12 years, diffusion rate of electronics appliances such as smart phones, large 
screen televisions, personal computers, etc., has been 6 % per year. This growth is 
expected to go on at the rate of 5 % per year in the coming years. Moreover; although 
Pacifi c Northwest has quite mild summers and did not have major summer peak 
issues, it has been reported that 80 % of all new residential places have air condi-
tioning units. Taking new home constructions into consideration, this situation has 
important implications on both load growth and shape [ 4 ]. 

 Northwest hydropower system has traditionally been a winter peaking system 
due to decreased water run in the winter time. As mentioned before, widespread dif-
fusion of air conditioning units in the residential and commercial sectors implies 
potential changes in summer load shape. For instance, summer peak demand is 
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expected to grow from 29,000 MW in 2010 to 40,000 MW by 2030, corresponding 
to 1.7 % annual growth whereas; winter peak demand is expected to grow from 
about 34,000 MW in 2010 to 43,000 MW by 2030, corresponding to 1 % annual 
growth. Projections show that although the hydrosystem will still remain a winter 
peaking system, gap between winter and summer peaks will shrink overtime. 
Summer peaks will start creating more stress over the system considering the shrink-
ing operating fl exibility in summer due to fi sh and wildlife regulations. As a result, 
sixth power plan suggests that next generation of resource planning needs to be more 
focused on required meeting of peak load capacity and operational fl exibility [ 4 ].   

10.5.4     Reduced Operating Capacity, Flexibility, and Reliability 

 Power generation systems need to be synchronized with annual, seasonal, hourly, 
and subhourly scale demand in order to function reliably. If Pacifi c Northwest’s gen-
eration history is analyzed it is observed that different generation resources have 
been favored throughout the history due to changing favorable resource options. 
As a result, existing generation system in the region has become quite diverse in 
resource options as of now whereas hydropower was the only main resource in 1960s. 

 Early capacity extensions were focused on coal power plants which were the 
least cost alternative at the time; whereas in late 1990s and 2000s, natural gas was 
the most favorable resource option. Recently, due to renewable energy portfolio 
standards and incentives, wind energy has become favorable and been aggressively 
included in the energy portfolio. Please refer to Fig.  10.5  for changing energy port-
folio of Pacifi c Northwest in the last 50 years.  

 Electricity rates in the Pacifi c Northwest remain remarkably low compared to the 
rest of the nation. For instance, it was reported that, as of 2007 Idaho ranked as the 
lowest, Washington as the seventh, Oregon as the 15th, and Montana as the 22nd 
lowest states based on average retail electricity prices. Although electricity prices in 
Pacifi c Northwest are below US average, California’s average electricity rate was 
signifi cantly higher. Important factor behind this is the fact that peak loads in 
California are about 70 % higher than average annual electricity use whereas it is 
25 % in the Pacifi c Northwest. Accordingly, California has to bear high costs of 
fossil-based peak load generation units which are signifi cantly underutilized due to 
very short peak demand load hours. Contrary to California, peak load hours in the 
Pacifi c Northwest are supplied by hydropower which is an inexpensive and non-
carbon- emitting alternative. As a result, hydropower stands out as one of the keys in 
keeping region’s rates low due to its unique feature. 

 As the electricity portfolio of the region expanded, capacity planning became 
more complex due to special conditions involved with each resource. For instance, 
in order to eliminate misleading assessment of electricity supplies, Pacifi c 
Northwest Power and Conservation Council adopted an adequacy standard in 2008. 
For instance, aforementioned standard is used as an early warning system for 
detecting when a specifi c power supply can no longer meet the annual or peak load 
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requirements reliably. Accordingly, importance of two metrics, dependable and 
installed capacity, is emphasized in the standard. Dependable capacity refers to 
capacity that can be used from an energy source during peak demand hours whereas 
installed capacity refers to generation potential of a given resource at full capacity. 
For example, dependable capacity of wind resource is only 5 % of the actual 
installed capacity since it cannot be used as a reliable resource due to intermittency 
of wind. 

 Hydroelectric power system has historically been used as a balancing authority 
to meet peak loads and provide fl exibility as long as there was available water 
stored. Recently, existing system is coming close to its ancillary service limitations 
due to several reasons such as growing and changing seasonal electricity needs 
(caused by large-scale diffusion of air conditioning units), shrinking share of 
hydroelectricity in meeting total demand, growing gap between average load and 
peak load, reducing generation capacity and fl exibility due to compliance with fi sh 
and wildlife regulations, and growing share of variable electricity generation 
caused by integration of wind generation. It should be kept in mind that if the 
regional demand characteristics goes beyond hydropower’s peak capacity limita-
tions, more and more fuel-based peaking resources might need to be added to the 
system. As observed from the case of California, this may result in signifi cantly 
higher electricity rates. 

 Considering the aforementioned reasons, there is an increasing need for creat-
ing additional capabilities that can increase capacity and fl exibility of power gen-
eration system. Accordingly, energy effi ciency, energy storage technologies, and 
demand response are some of the potential areas that solutions can be created 
within. In the following sections, you will be briefl y informed about two of the 
major factors that are likely to cause capacity, fl exibility, and reliability issues in 
the medium term. 
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  Fig. 10.5       Electricity resource diversifi cation in the Pacifi c Northwest [ 75 ]       
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10.5.4.1    Impacts of Renewable Energy Portfolio Standards 

 Although there is an ongoing debate on causes of climate change, it is evident that 
greenhouse gas emissions caused by combustion of fossil fuels is a signifi cant con-
tributor. Concerns on climate change have resulted in variety of policies throughout 
the world. One of the most signifi cant one of all in the USA is renewable energy 
portfolio standards which are designed to impact resource choices of utilities. 
Although timing and goal levels for each state vary, it is clear that movement toward 
integration of environmentally more friendly resources will have signifi cant impacts 
on utility operations. In the Pacifi c Northwest region, renewable energy portfolio 
standards in Montana, Oregon, and Washington will require signifi cant part of the 
utilities’ energy portfolio to be supplied by renewable energy resources. For instance, 
15 % and 25 % of electricity load needs to be met with renewable energy alterna-
tives in Montana and Oregon respectably by 2025. Similarly, by 2020 15 % of 
Washington’s electricity load must be coming from renewable alternatives as well. 

 Analyses show that there is readily accessible wind power potential of 5,300 
average megawatts in the Pacifi c Northwest region [ 4 ]. Currently, there is more than 
3,000 MW of wind power connected to the BPA’s grid, and this amount is expected 
to double by 2013 [ 74 ]. Although these statistics provide favorable information for 
compliance with renewable energy portfolio standards, they also bring out new inte-
gration problems. Energy effi ciency programs may reduce the need for costly solu-
tions by reducing demand load where system reliability is in danger.  

10.5.4.2    Impacts of Fish and Wildlife Programs 

 Pacifi c Northwest Electric Power Planning and Conservation Act of 1980 recog-
nized that region’s hydropower dams had negative impacts on migratory fi sh and 
wildlife. Accordingly, the Columbia River Basin Fish and Wildlife Program is by 
law incorporated into the power planning operations in the Pacifi c Northwest aim-
ing to assure minimizing impacts on fi sh and wildlife. Fish and wildlife program has 
sizeable impact on the Columbia River power system operations. For instance, 
since 1980s, hydroelectric generation has been reduced about 1,200 average mega-
watts compared to the system operations without any fi sh and wildlife constraints. 
BPA has managed to address the impact by making secondary power purchases, 
promoting conservation programs, adding new generation resources, and develop-
ing resource adequacy standards. All the fi sh and wildlife program costs across the 
Columbia River Basin are absorbed by BPA ratepayers and it is estimated to account 
for $750–$900 million per year. 

 In the sixth power plan, it is stated that there will be evident challenges in meet-
ing both new power and fi sh and wildlife program requirements. Considering the 
other challenges such as fl exibility reserves for wind integration and other renew-
able resources, potential changes of water supply to hydrosystem due to climate 
changes, and confl icts between fi sh and wildlife operations and climate change poli-
cies, it might be impossible for existing hydrosystem to meet all needs of power, 
fi sh, navigation, irrigation, recreation, and fl ood control.   
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10.5.5     Uncertainties in Fuel Prices and Growing Cost 
of Electricity 

 Throughout the history energy prices have been subject to cycles due to macroeco-
nomic events. For instance, one of the biggest events has been OPEC policies that 
caused dramatic oil price increases in 1973. A more recent price hike for natural gas 
prices has been experienced between late 1990s and early 2000s when price of natu-
ral gas has risen from $2 to $6 per million Btu. Since then, energy prices have 
become more volatile and its detrimental impacts are felt at greater levels due to 
increasing reliance on coal and natural gas in the region. Energy price trends are 
presented in the Fig.  10.6  for further information.  

 Cost of electricity generated from fossil fuels is expected to be signifi cantly 
higher than the price levels in 1990s. Although energy prices have dropped as of 
2008 due to economic downturn and increased use of nonconventional natural gas 
production, cost of extraction has increased slightly. With the recovering world 
economies in mind, this situation is expected to contribute to fuel price increases in 
the medium term. Considering the fact that natural gas and coal sourced power 
plants account for 23 % and 17 % of the total electricity generation respectably, 
potential disturbances or price hikes in supply may have signifi cant implications in 
the Pacifi c Northwest region [ 75 ]    (Fig.  10.7 ).  
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  Fig. 10.6    Energy price trends between 1970 and 2008, Figure adapted from NWPCC [ 4 ]       
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 Detrimental consequences of rapidly increasing electricity prices in the region 
were fi rst experienced 30 years ago. For instance,between 1960 and 1980, electric-
ity demand growth had been around by 5 % each year. In order to meet the highly 
growing demand, large-scale coal and nuclear power plants were put in operation; 
however, cost of electricity generation from the newer capacity extensions was sig-
nifi cantly higher than existing hydroelectric power system. As the cost of capacity 
extensions was refl ected on the electricity rates, aluminum smelting plants in the 
region, which accounted for 20 % of the demand, lost their competitiveness around 
the global market. At the same time, other users also reacted to the price increases 
by changing their consumption behavior. As a result, expected rate of demand 
growth for the following decades, 1980–2000, dropped from 5 to 1 % per year, 
causing nuclear facilities to be abandoned at very high costs which are still incurred 
to electricity rates. In 2000 and 2001, the region experienced a second round of 
price increase which was caused by underinvestment in generation resources. 
Moreover, failure of power market design in California and poor water year 
 experienced by the hydrosystem strengthened the negative impacts. Price increase 
caused closure of majority of the aluminum smelting plants and cutback of other 
energy intensive industries in the region. As a result, regional demand load dropped 
16 % between 1999 and 2001, regressing back to 1980s demand load [ 4 ]. 

 As the Pacifi c Northwest energy portfolio becomes more dependent on the fos-
sil fuel-based resources, electricity rates will be affected more by the national and 
global energy price volatilities. Especially, development of active trading markets 
for energy commodities has strengthened this relationship to a greater extent. For 
instance, oil prices have become a global commodity and price levels are reluctant 
to global events such as diplomatic frictions, wars, sanctions, supply disturbances, 
etc., whereas coal tends to be a regional commodity due to relatively more diffi -
cult logistics involved. Due to prohibiting legislations, possibility of oil and new 

  Fig. 10.7    Electricity generating capacity of Pacifi c Northwest by resources, Figure adapted from 
NWPCC [ 75 ]       
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coal- based power plant investments remains very low in the region, thus natural 
gas attracts special focus in energy planning. As of now, natural gas stands as a 
North American commodity; however, statuesque is expected to change as use of 
natural gas reaches higher levels. For instance, expected energy prices tend to be 
between 3.5 and 10 dollars per million Btu for natural gas, $55 and $120 per barrel 
for oil, and $0.52 and $1.05 per million Btu by 2030 ($2,006) [ 4 ].  

10.5.6     Regional Development and Nonenergy Benefi ts 

 It has been reported that in the last 30 years of Pacifi c Northwest history, two major 
electricity price hikes have been experienced to damage energy intensive local 
industry. First price hike has occurred between 1979 and 1981 due to overinvest-
ment on nuclear facilities that were not utilized to its full potential. Price increases 
have been felt notably by the local electricity intensive industries that were pushed 
to their limits in competing with producers in the world market. The second electric-
ity price hike has occurred between 2000 and 2001 due to underinvestment in elec-
tricity generation and caused permanent closure of many of the aluminum plants. 
For instance, number of operating aluminum plants in the region has dropped from 
ten to three which are actually partially functioning. In addition to aluminum plants, 
there have been permanent closures in other electricity intensive industries in the 
last 10 years. Moreover, it has further been emphasized that some of the energy 
intensive industries are provided with low rate electricity in order to keep local 
industry competitive and keep local jobs remaining. 

 Value of energy conservation does not solely come from the savings associated 
with the power and transmission system, but also the residents of the region as well. 
For instance, sixth power plan has considered avoiding cost of detergents, water, 
and waste water treatment savings as benefi ts in cost–benefi t calculations of conser-
vation resources. This perspective is supported by the statement that not all of the 
costs and benefi ts are paid or received by the region’s power system, but it is the 
consumers where ultimately the costs and benefi ts end up.   

10.6     Regional Energy Effi ciency Collaboration 
in the Pacifi c Northwest 

 Energy conservation potential in the Pacifi c Northwest region is assessed within the 
power plans that are conducted periodically. These plans are prepared taking whole 
region into perspective and set the planning goals for the next 20 years. Based on 
these goals, roles and responsibilities are split up among the regional energy effi -
ciency actors in an attempt to coordinate the workload. For instance, Bonneville 
Power Administration, NEEA, RTF, and ETO, and other public utilities take the 
outcome of the power plans and align their operations accordingly. 
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 In order to better understand conservation potential in the Pacifi c Northwest 
region and roles and responsibilities of the regional organizations, it would be ben-
efi cial to mention about conservation resource types. Accordingly, there are three 
primary conservation sources that can be utilized to meet the specifi ed targets set in 
the sixth power plan. For instance, these conservation resources are nonprogram-
matic savings, market transformation, and programmatic savings. 

10.6.1     Nonprogrammatic Savings 

 Nonprogrammatic conservation approaches are maintained by the actors outside of 
BPA and its participating utility programs. For instance, nonprogrammatic savings 
may come from market-induced adoption, and codes and standards. Savings from 
market-induced adoption may come from tax credits, social and environmental 
pressures, infl uence of utility activities, and end user economic considerations. 
Savings from codes and standards occur due to changing their energy codes that 
require more building effi ciency performance levels. BPA accounts for energy effi -
ciency savings through nonprogrammatic approach, however does not provide 
reimbursements.  

10.6.2     Market Transformation 

 As fulfi llment of regional collaboration; NEEA, funded by BPA, is responsible for 
market transformation activities in the region. Market transformation programs use 
variety of tools such as marketing; training and outreach; upstream activities to 
infl uence manufacturers, contractors, dealers, retailers, consumers, and similar 
entities.  

10.6.3     Programmatic Savings 

 Programmatic savings are achieved through the programs supported by BPA and its 
customer utilities; and accordingly, funding for the programs might either come 
from BPA and participating utilities. Programmatic savings can be delivered through 
various ways based on energy savings measurement and verifi cation processes asso-
ciated with energy effi ciency measures. For instance, these are deemed savings, 
calculated measures, custom projects, and third-party programs. In the next section, 
you will be presented each of delivery mechanisms in greater detail.   
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10.7     Energy Effi ciency Delivery Mechanisms Pursued 
by Bonneville Power Administration 

 BPA energy effi ciency department delivers energy effi ciency services to six 
 distinct sectors. Each sector has a lead that is responsible for developing and 
implementing a strategy in order to meet the energy saving targets set by the sixth 
power plan. Each sector collaborates with marketing, planning, and engineering 
departments to deliver these programs. Furthermore, they also collaborate with 
customer utilities, third-party contractors, NEEA, and other stakeholders as neces-
sary. Energy effi ciency reimbursements can be delivered through fi ve distinct 
ways which are deemed measure reimbursement, deemed calculating savings, cus-
tom projects, third-party programs, and upstream incentives (market transforma-
tion). Appropriateness of each delivery mechanism for each measure depends on 
the generalizability of the savings. For instance, generalizability of delivery mech-
anisms, deemed measure reimbursement, deemed calculated savings, and custom 
projects decreases, respectively. RTF is the responsible organization for verifi ca-
tion of savings and incremental costs associated with energy effi ciency measures. 
It should be noted that each energy effi ciency measure has a useful lifetime which 
is also referred as measure life. If a measure’s lifetime ends it needs to be redeemed 
by RTF process again. 

10.7.1     Deemed Measure Reimbursement 

 Deemed measure reimbursements are the most generalizable reimbursement type 
without requiring any specifi c information about the application. BPA offers these 
reimbursements to its customer utilities which can determine their own incentive 
levels by mixing and matching multiple measures. This way they can create pro-
grams that best meet their interests and end users.  

10.7.2     Deemed Calculated Savings 

 Energy savings estimations for some measures need to be determined by using site- 
specifi c information. In such cases, BPA develops calculators and provides them to 
its customer utilities for their use. For instance, savings estimations for commercial 
lighting projects are determined through a lighting calculator. Reimbursement lev-
els through this delivery method mainly depend on a number of measures installed 
rather than kWh savings.  
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10.7.3     Custom Projects 

 In some cases it is not possible to provide deemed or calculated reimbursements due 
to excess variability associated with energy savings in each site. Such projects are 
considered custom project offerings. Custom project proposals can come from both 
BPA’s customer public utilities and end users. BPA selects among the submitted 
proposals and has the authority to approve or disapprove the results. Each project is 
kept subject to measurement and verifi cation process for savings determination, 
thus custom projects are resource intensive.  

10.7.4     Third-Party Programs 

 BPA also works with third-party contractors to deliver energy effi ciency programs. 
Third-party contractors maintain all activities required for program delivery such as 
marketing, technical support, installation, and savings analyses.  

10.7.5     Upstream Incentives (Market Transformation) 

 Funded by BPA, market transformation activities are mainly managed by NEEA in 
the Pacifi c Northwest region. BPA works with NEEA, public utilities, and other 
stakeholders to decide on prioritization of market transformation projects. Upstream 
incentives may focus on manufacturers, dealers, retailers, and end users.   

10.8     Energy Conservation Potential in the Pacifi c Northwest 

 Sixth power plan has identifi ed electricity conservation potential for each of the 
end-use sectors which are residential, commercial, industrial, agriculture, and dis-
tribution effi ciency. In addition to those, consumer electronics have been given spe-
cial attention due to its increasing energy savings potential. Identifi ed energy 
savings resources have scattered over wide range of energy conservation measures 
which are available in a variety of applications. To name a few, new and existing 
residential and commercial buildings, commercial and residential appliances, street 
lighting, sewage treatments, industrial and irrigational processes are some of them. 

 As mentioned before, by 2030, there are around 7,000 average megawatts of 
energy effi ciency potential in the region. Although not all of the conservation poten-
tial is cost effective for now, around 5,900 average megawatts of conservation can be 
captured at the cost of $200 or less per average megawatt. To breakdown the poten-
tial across sectors, residential sector has 2,600 average megawatts of potential where 
most of the savings are expected to come through energy effi ciency improvements 
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on water heating and heating, ventilation, and air conditioning units. Commercial 
sector has around 1,400 average megawatts of potential where majority of the sav-
ings are from improvements on lighting systems such as LEDs, improved lighting 
fi xtures, and controls. Around 800 average megawatts worth of potential is expected 
to be exploited from electronics appliances such as televisions, set top boxes, desk-
top computers, and monitors. Agriculture sector has almost 100 average megawatts 
of energy conservation potential through irrigation system effi ciency improvements, 
water management, and dairy milk processes. Energy effi ciency savings potential in 
the industrial sector is projected to be around 800 average megawatts which can be 
achieved through equipment and system optimization measures. Lastly, utility distri-
bution systems also promise signifi cant energy  conservation potential which is 
around 400 average megawatts that can be captured through better distribution man-
agement practices [ 4 ]    (Fig.  10.8 ).  

 In Fig.  10.9 , you can see a more precise breakdown of energy effi ciency resources 
that have been revealed in the sixth Power Plan.  

 In the following sections, you will be presented about the programmatic energy 
effi ciency programs for each sector which are residential, commercial, industrial, 
agriculture, federal, distribution system effi ciency sectors, and consumer electronics. 

10.8.1     Conservation Potential in the Residential Sector 

 A total of 2,600 average megawatts worth of conservation potential is projected to 
be exploited through energy effi ciency programs in the residential sector. Majority 
of the conservation potential is to come from three major areas which are water 
heating, HVAC, and lighting. There is also signifi cant amount of energy effi ciency 
savings potential available from more effi cient building shells and residential appli-
ances [ 4 ] (   Fig.  10.10 ).   
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  Fig. 10.8    Conservation potential in the Pacifi c Northwest by sectors       
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  Fig. 10.9    Conservation resources in the Pacifi c Northwest in the sixth Power Plan, Figure adapted 
from NWPCC [ 4 ]       
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  Fig. 10.10    Residential sector conservation potential in the Pacifi c Northwest, Figure adapted from 
NWPCC [ 4 ]       
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10.8.2     Conservation Potential in the Commercial Sector 

 Developments in lighting technology have enabled signifi cant increases in energy 
effi ciency potential. These developments are improvements on fl uorescent lights, 
fi xture effi ciency, lighting controls, and improved lighting design practices. 
Moreover, availability of LEDs and ceramic metal halide lighting also has increased 
savings potential. As a result, streetlights, parking lots, and outdoor area lighting 
areas have become new areas of improvement that can provide between 25 and 
50 % energy savings. In the sixth power plan, energy effi ciency potential through 
the lighting effi ciency improvements has become the top ranked priority in com-
mercial sector. Apart from lighting improvements, there is signifi cant area of 
improvement in HVAC applications; however, it is reported that available conserva-
tion potential in this area has been dropping since the previous power plan. It is 
projected that 1,200 average megawatts of energy effi ciency savings is available at 
a cost of $40 per megawatt hour. The remaining energy effi ciency savings, however, 
are hard to capture due to complex nature of decision making in the commercial 
sector. Moreover, some of the technologies require upfront design requirements, 
constant maintenance or control in order to ensure energy savings occur as planned. 
Such requirements are mainly signifi cant in the area of HVAC systems and process- 
related improvements [ 4 ]    (Fig.  10.11 ).   
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  Fig. 10.11    Commercial sector conservation potential in the Pacifi c Northwest, Figure adapted 
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10.8.3     Conservation Potential in the Industrial Sector 

 Total conservation potential in the industrial energy sector is around 800 average 
megawatts at a cost of almost $50 per megawatt hour whereas 400 average 
megawatts of this potential can be captured at a cost of $20 per megawatt hour. 
Energy effi ciency improvement areas are quite diverse such as improved  business 
management practices, system sizing and optimization, demand reduction, and 
use of more effi cient equipment. Around a quarter of the projected potential is 
expected to be captured through improvements within specifi c subsectors such 
as refi ner plate improvements in mechanical pulping and refrigeration improve-
ments in frozen food processes. Pulp and paper and food processing industries 
promise the biggest energy effi ciency savings which are 300 and 400 average 
megawatts of savings respectably. The rest of the savings are expected to be 
captured across all industry subsectors such as pump, fan, compressed air, light-
ing, and material handling systems [ 4 ]. 

 It is worth noting that most of the industrial energy effi ciency improvements are 
subject to human factors, require upfront design requirements, and need continuous 
control in order to make sure savings occur as planned. Furthermore, industrial 
decision makers are more risk averse than the rest of the sectors due to criticality of 
process continuity. These are some of the important considerations in further pro-
gram design approaches    (Fig.  10.12 ).   
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10.8.4     Conservation Potential in the Agriculture Sector 

 In the sixth power plan, it is reported that there are three major improvement areas 
in the agricultural sector. These are improvements on irrigation management prac-
tices, irrigation hardware, and dairy processes. Hardware improvements promise 
75 average megawatts of conservation potential at a cost of less than $100 per 
megawatt hour. Potential energy effi ciency programs are suggested focusing on 
effi ciency improvements such as pump effi ciency, leak reduction, promotion of 
lower pressure irrigation applications, and better sprinkler management practices. 
Better irrigation management practices are expected to contribute around 15 aver-
age megawatts energy effi ciency savings. This amount is stated to be limited due to 
existence of state specifi c water laws. Lastly, it has been reported that there is sig-
nifi cant dairy milk production growth within the last decade. As a result small 
amount of energy effi ciency savings remain in dairy processes. Potential energy 
effi ciency programs are expected to provide ten average megawatts of energy sav-
ings through effi cient lighting, variable speed drives on milking machine vacuum 
pumps, and fl at plate heat exchangers for precooling milk [ 4 ]    (Fig.  10.13 ).   

10.8.5     Conservation Potential in the Utility 
Distribution Systems 

 Energy effi ciency savings can also be realized from optimization of utility distribu-
tion systems. For instance, this set of measures is called conservation voltage reduc-
tion and attempts to lower acceptable voltage levels to 114–120 V range without 
harming customer. Typical improvements reduce primary and secondary line losses, 
optimize reactive power management on substation feeders and transformers, as 
well as balance feeder voltage and current. NEEA’s pilot project has demonstrated 
that there is also 2–5 % reduction in peak load demand which has positive implica-
tions for system reliability matters. Overall, voltage reduction system improve-
ments promise 10–40 % savings for utilities whereas the rest of the savings benefi t 
consumers. Potential savings are projected to be about 400 average megawatts by 
2030 at a cost of $30 per megawatt hour [ 4 ]. 
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  Fig. 10.13    Agriculture sector conservation potential in the Pacifi c Northwest, Figure adapted 
from NWPCC [ 4 ]       
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 Important considerations with regard to this measure are that there are regulatory 
disincentives, need for technical assistance, lack of verifi cation methods and orga-
nizational challenges within the utilities in the region. A potential energy effi ciency 
program may go beyond BPA’s service and require a regional participation over the 
issue    (Fig.  10.14 ).   

10.8.6     Conservation Potential in Consumer Electronics 

 In the last decade, there is huge market growth in consumer electronics in the Pacifi c 
Northwest region. Since energy savings through consumer electronics scatter across 
all sectors with a variety of products, sixth power plan has placed a special focus on 
consumer electronics as a conservation resource. Energy effi ciency improvements 
in consumer electronics are expected to provide 800 average megawatts of energy 
savings by 2030 at a cost of less than $60 per megawatt hour. Energy savings in the 
consumer electronics is projected to be achieved through labeling programs such as 
Energy Star. For instance, these programs cover commercial and residential desktop 
computer monitors, commercial and residential desktop computers, set top boxes, 
and televisions. Effi ciency of consumer electronics can be realized through embed-
ding power management systems into products or using technologies that use less 
electricity. For example, monitors using LEDs are reported to be 40 % more effi -
cient than same sized alternatives using LCDs or plasma screens. 

 It has been reported that average size of the televisions has been increasing and 
the biggest energy savings potential can be captured through labeling programs on 
televisions. It is expected that approximately 90 % of the televisions are going to 
exceed 32 in. in size and there is around 400 average megawatts of energy savings 
potential. Similarly, second highest potential is expected to be exploited through 
diffusing more effi cient residential desktop computers which promise around 200 
average megawatts of savings [ 4 ].   
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  Fig. 10.14    Distribution effi ciency sector conservation potential in the Pacifi c Northwest, Figure 
adapted from NWPCC [ 4 ]       
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10.9     Energy Conservation Plan for the Pacifi c Northwest 
for 2010–2014 Period 

 In the sixth power plan, energy conservation has been identifi ed as the one of the 
least risky and cheapest resource in meeting the regions increasing demand. Sixth 
power plan has identifi ed total of 1,200 MWa of savings targets in total for 2010–
2014 planning period. A total of 42 % of this target corresponds to public’s power 
share which is around 504 MWa and almost one and half times more than previous 
achievements between 2005 and 2009. It is recognized there are multiple ways of 
achieving these targets which fall under three major categories: programmatic con-
servation, market transformation, and nonprogrammatic conservation. Targets set 
for the new planning period are very challenging due to increased savings expecta-
tions in each sector. For instance, total savings targets for 2010–2014 have been 
determined as 670 MWa for residential sector, 254 MWa for commercial sector, 
212 MWa for industrial sector, 46 MWa for agriculture sector, 25 MWa for federal 
sector, and 67 MWa for distribution effi ciency [ 76 ]. 

 BPA accounts for the savings gained through nonprogrammatic measures such 
as codes and standards and tax credits driven by the federal or state governments, 
however does not offer incentives. Apart from nonprogrammatic measures, BPA, 
NEEA, and other public utilities in the region are the major drivers behind program-
matic energy effi ciency efforts. NEEA, funded by BPA, carries out the majority of 
the market transformation programs, and it is expected that nonprogrammatic and 
market transformation-related energy effi ciency activities will cover 26 % of the 
conservation target (133 MWa) for 2010–2014 period. Programmatic activities 
account for the rest of the energy conservation target which is approximately 
371 MWa, and it will require BPA and its customers to increase their historical pro-
grammatic savings achievement by 68 % [ 76 ]. 

 In the following section, you are going to be presented existing programmatic 
energy effi ciency efforts pursued by Bonneville Power Administration as well as 
new program and emerging technology considerations.  

10.10     Energy Effi ciency Programs Pursued by Bonneville 
Power Administration 

 Bonneville Power Administration pursues a number of energy effi ciency programs 
in variety of sectors which are residential, commercial, industrial, agriculture, dis-
tribution effi ciency, and federal. In the following sections, existing and new pro-
gram considerations will be presented with respect to each sector. 
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10.10.1     Residential Energy Effi ciency Programs 

 BPA’s energy effi ciency savings target for the residential sector is 132 MWa for the 
next 5 years. This target corresponds to 110 % increase from 2005 to 2009 achieve-
ment level. Overall strategy for this sector has been identifi ed as improving existing 
programs in the areas of residential lighting, appliances and electric water heaters, 
consumer electronics, weatherization, HVAC, Energy Star new homes, and low 
income programs. New activities have been identifi ed as development of new resi-
dential measures and programs for manufactured homes. For the long term, BPA 
will focus on new measures in the areas of lighting and showerhead for multifamily 
housing, consumer electronics, heat pump water heaters, and DHPs [ 77 ,  78 ]. Please 
refer to Table  10.4  for breakdown of existing and new energy effi ciency program 
efforts in residential sector.

10.10.1.1      Existing Residential Energy Effi ciency Programs 

 Existing residential energy effi ciency programs pursued by BPA cover areas of light-
ing, showerheads, weatherization, heating ventilation and air conditioning, refrig-
eration and water cooling, and manufactured homes. Please refer to Appendix  2  
for all existing residential sector program components and measures with corre-
sponding reimbursement levels [ 77 ]. 

   Table 10.4    Existing and new energy effi ciency program efforts in residential sector   

 Focus area  Opportunity 

 Nature of program efforts 

 Existing efforts  New efforts 

 Residential lighting 
and shower heads 

 ENERGY STAR CFL fi xtures  x 
 LEDs  x 

 Showerheads  x  x 

 Appliances & water 
heaters 

 Appliance (deemed)  x 
 Electric resistance water heater  x 

 Heat pump water heater  x 

 Fridge/freezer decommissioning  x 

 Consumer electronics  TVs 30 % above ENERGY STAR  x 
 Computers and other  x 

 HVAC  Air source and geo heat pump  x  x 
 Ductless heat pump  x  x 

 PTCS installation  x 

 Weatherization  x  x 

 ENERGY STAR New Homes  x 

 Low-income weatherization  x 

 Manufactured homes  x  x 

 Multifamily program  x 
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10.10.5.1.1    Residential Lighting Program 

 Over the recent years, residential lighting programs have focused on promoting 
both standard and specialty screw in CFLs. With the new standard in place which 
will increase the baseline performance levels, potential savings from CFLs will 
slightly reduce. Despite the detrimental effects of the standard, CFLs will still be 
cost effective. In the next 5-year plan for 2010 through 2014, BPA is planning to 
increase distribution of all types of CFLs among low income and rural markets. 
BPA will also continue maintaining its efforts with ENERGY STAR qualifi ed fi x-
tures and LEDs in its lighting program offerings. Program continues its operations 
by focusing on retail promotion, direct mail, and direct installation efforts [ 78 ].  

10.10.5.1.2    Simple Steps, Smart Savings Program 

 BPA carried out a regional CFL promotion program named “Change-a-light” 
between 2006 and 2010 and extended its operations under a new program named 
“Simple Steps, Smart Savings.” Simple steps, smart savings program is promoting 
the market penetration of CFLs, lighting fi xtures, LEDs, and showerheads by col-
laborating with other public utilities. Program focuses on retail promotions, builder 
channel development, training and infrastructure support, and direct mail and instal-
lation models [ 79 ].  

10.10.5.1.3    Weatherization Program 

 Residential weatherization measures have considerable energy effi ciency savings 
potential throughout the region. BPA has been focusing on weatherization programs 
over multiple decades now and continues the initiative by working with other public 
utilities and third-party supporters. Focus of this program is to improve energy effi -
ciency standards of residential houses in the areas of insulation, windows, and air 
sealing. Program employs incentive approach for window replacement and custom 
project approach for air sealing and weatherization projects. In the next operational 
period, BPA is planning to change its existing custom project approach to a more 
streamlined approach in order to reduce procedural complexity of savings calcula-
tions and increase customer participation [ 78 ].  

10.10.5.1.4    Heating, Ventilation, and Air Conditioning Programs 

 BPA has two major programs in HVAC focus area in order to improve effi ciency of 
heating and cooling systems in the residential sector. These programs are ductless 
heat pump systems, and duct sealing and ducted heat pumps. For instance, residen-
tial HVAC measures include Performance Tested Comfort Systems (PTCS), high 
effi ciency air source heat pump upgrades and conversions, PTCS ground source 
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heat pumps, duct sealing with PTCS protocols and, DHPs in single family homes 
with zonal electric heat. 

 PTCS, sponsored by BPA and public utilities, is a regional program aiming to 
make sure residential ducted systems perform at the optimum level. Program focuses 
on training technicians on sealing leaky ductwork, installation specifi cations, per-
formance testing, and adjusting for improved operating performance and life. 

 In the coming years, opportunities from air source heat pumps and DHPs will be 
exploited further by identifying new applications for program offerings [ 80 ].  

10.10.5.1.5    Refrigeration and Water Heating Appliances 

 Water heating constitutes more than 15 % of the electric energy use in the residential 
sector. BPA offers incentives for ENERGY STAR qualifi ed clothes washers, refrig-
erators, and freezers, as well as refrigerator decommissioning, resistance storage 
water heaters, and heat pump water heaters. BPA is also improving its connections 
with major retailers and increase diffusion of high effi ciency water heater technolo-
gies. Moreover, BPA will extended its existing decommissioning program by help-
ing solid waste removal companies build capacity for waste removal services in 
rural areas. Program will be extended to include clothes washers as well [ 81 ].  

10.10.5.1.6    Manufactured Homes Program 

 BPA has been heavily involved in promoting energy effi cient homes through num-
ber of programs such as Manufactured Home Acquisition Program, Super Good 
Cents, and Northwest Energy Effi cient Manufactured Homes. Due to economic 
downturn in the recent years, diffusion of energy effi cient manufactured homes has 
slowed down. Currently, BPA is working toward improving energy effi ciency of 
lighting fi xtures and heating systems in manufactured housing as well as developing 
measurement and verifi cation protocols. Over the recent years, BPA worked with 
NEEA to expand the scope of ENERGY STAR Homes program by incorporating 
Built Green and LEED homes which meet required effi ciency standards. Similar to 
this effort, BPA will also look for opportunities in an electric home model named as 
Montana House (MVP Home).  

10.10.5.1.7    Tribal and State Low Income Public Purpose Program 

 Community Action Program implements Federal Weatherization Assistance 
Program and Low Income Energy Assistance Program. BPA’s Public Purpose 
Program funds qualifying low income households in its service territory through 
Community Action Program. In addition to that, local tribes in the region are trained 
on low income weatherization in order to equip them knowledge skills to start their 
own weatherization programs. Some of the funding is also used to support energy 
effi cient measures such as refrigerators, clothes washers, and CFLs.   
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10.10.1.2    Residential Energy Effi ciency Program Considerations 

 New residential program considerations in the next 5 years are identifi ed as extend-
ing the existing programs to also serve multifamily end use and develop reimburse-
ments for electronics measures. Furthermore, long-term program considerations are 
focused on exploiting energy savings from heat pump water heaters and DHPs [ 77 ]. 

10.10.5.1.1    Multifamily Program Considerations 

 Sixth power plan has indicated that multifamily sector has 5.4 MWa of weatheriza-
tion energy savings potential in the next 5 years. Although savings are signifi cant, it 
is very challenging to exploit these opportunities. In the next 5-year period, BPA has 
developed plans that will gradually allow for more savings realizations. For instance, 
initially residential CFL lighting and showerhead measures are going to be sup-
ported through direct installation programs. Additionally, savings potentials of new 
multifamily measures will be assessed for program consideration. These measures 
are identifi ed as weatherization, space heating, water heating, lighting, and plug 
load measures [ 76 ].  

10.10.5.1.2    Consumer Electronics Program 

 As of 2008, BPA, ETO, and NEEA have started working toward transforming con-
sumer electronics market. NEEA has started an initiative to provide upstream mar-
ket incentives to manufacturers for development of more effi cient televisions. 
Initially, the program is focused on televisions which are 30 % or above ENERGY 
STAR performance levels [ 82 ]. 

 For the next 5 years, BPA is going to maintain its existing initiative with NEEA 
on energy effi cient televisions. Under the same initiative, BPA and NEEA will 
develop more measures such as personal home computers, computer monitors, set 
top boxes, game consoles, and DVD players [ 76 ].  

10.10.5.1.3    Heat Pump Water Heaters 

 Energy effi cient electric storage water heaters and heat pump water heaters are 
interests of water heating program at BPA. It is stated that heat pump water heaters 
are almost 50 % more effi cient than conventional electric storage water heaters; 
however, its effectiveness in the cold climate regions has not been fully understood. 
For instance, collaborating with Electric Power Research Institute (EPRI), water 
heating program focuses on coordinating lab testing and technology demonstration 
efforts which started in 2009. Furthermore, supported by NEEA, program efforts 
also focus on development of manufacturer specifi cations that will ensure the next 
generation of products will meet or exceed ENERGY STAR standards [ 76 ].  
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10.10.5.1.4    Ductless Heat Pumps 

 Almost 50 % of the residential energy use belongs to heating and cooling systems 
which constitute signifi cant importance. For instance, DHPs have been identifi ed as 
superior to wall heaters, base boards, and other forms of zonal electric resistance 
heating units. Moreover, since DHP applications do not require expensive and inva-
sive ductwork, and work quietly, they have potential to diffuse in most of the resi-
dential end use in the region. Many utilities in the region have started providing 
incentives for these systems in their own program initiatives. 

 NEEA and BPA have started a pilot study for single family homes with zonal 
heat and forced air furnaces in 2009. Pilot study is going to help collect data for 
developing deemed savings offer for DHPs. Currently, BPA’s emerging technolo-
gies group is looking for more applications where DHP can create savings. Areas of 
research have been identifi ed as manufactured houses with electric forced furnaces 
and small commercial buildings [ 76 ].    

10.10.2     Commercial Energy Effi ciency Programs 

 BPA’s energy effi ciency savings target for the commercial sector is 100 MWa for the 
next 5 years. Strategies identifi ed on improving existing programs are in the areas 
of commercial lighting, Trade Ally Network, and Energy Smart Grocer program. 
BPA is going to continue investing its lighting program in order to cope with federal 
standard changes which are to increase baseline performance levels and shrink 
energy savings potential. Energy Smart Grocer program is stated to reach a satura-
tion point; BPA will put more effort toward HVAC and new construction measures 
in order to capture remaining potentials in this area. 

 Strategies on new activities have been identifi ed as new and improved savings 
calculators, PC power management, commercial kitchens, and commercial elec-
tronics. Long-term research initiatives have been identifi ed as analysis of a similar 
industrial program for a more streamlined commercial program design; and 
 emerging technologies such as demand-controlled ventilation, and smart monitor-
ing and diagnostic systems for rooftop HVAC systems [ 77 ,  83 ]. Please refer to 
Table  10.5  for breakdown of existing and new energy effi ciency program efforts in 
commercial sector.

10.10.2.1      Existing Commercial Energy Effi ciency Programs 

 Existing commercial energy effi ciency programs cover areas of lighting, shower-
heads, plug load, kitchen and food services, heating, ventilation and air condition-
ing, new construction, and weatherization. Please refer to Appendix  3  for all existing 
commercial sector program components and measures with corresponding reim-
bursement levels [ 77 ]. 
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10.10.5.1.1    Commercial Lighting Program 

 BPA has been maintaining commercial lighting program for several years now, and 
it has become the sector’s largest initiative. With the participation of customer utili-
ties, 6 MWa electricity savings have been realized in 2008. BPA runs the program 
with Northwest Trade Ally Network (NTAN) and helps utilities design and imple-
ment programs through providing trainings. Program also provides end users with 
necessary information and tools to detect potential ways of reducing energy con-
sumption in a cost-effective way. Due to changing lighting standards, emergence of 
new technologies and growing interests in large-scale retrofi t projects, BPA has 
decided to extend its program offerings. In the next 5 years, BPA is planning to 
improve its Commercial Lighting Program and Trade Ally Network by simplifying 
its commercial lighting calculator tool for increased participation. Lighting program 
will also start promoting a limited selection of LED lighting units. Moreover,  exterior 
lighting opportunities are considered as an area of emerging technologies [ 84 ].  

10.10.5.1.2    Grocery Refrigeration Program 

 Supported by a third-party contractor named Portland Energy Conservation Inc., 
BPA maintains its refrigeration conservation efforts under a program named Energy 
Smart Grocer. This program has been in place since 2007 and has delivered 16 MWa 
of savings. Energy Smart Grocer program offers incentives for more than 50 mea-
sures to grocers and other entities with commercial refrigeration loads. Program 
also supports interior and exterior lighting, new construction, building commission-
ing, and HVAC-related energy effi ciency improvements as long they are affi liated 
with a refrigeration project [ 85 ,  86 ].  

   Table 10.5    Existing and new energy effi ciency program efforts in commercial sector   

 Opportunity 

 Nature of program efforts 

 Existing efforts  New efforts 

 Commercial lighting and TAN  x 
 Grocery refrigeration  x 
 Custom projects  x 
 Small commercial  x 
 Network PC power management  x 
 Hospitality and commercial kitchens  x 
 Commercial electronics  x 
 Commissioning  x 
 New construction  x 
 New fast-track measures  x 
 Emerging technologies research  x 
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10.10.5.1.3    Hospitality and Commercial Kitchen Program 

 Commercial kitchens in restaurants, hospitals, and similar facilities have been 
reported to be the most energy intensive areas per square foot and account for almost 
60 % of the total energy use. Potential savings from more effi cient appliances and 
practices is expected to be around 10–30 %. BPA has included energy effi cient com-
mercial kitchen measures into its portfolio as of 2010. These measures cover appli-
ances such as refrigerators, freezers, ice makers, steamers, hot food holding cabinets, 
prerinse spray wash valves, convection and combination ovens, electric fryers, and 
commercial dishwashers. BPA provides reimbursement for these measures as long 
as they satisfy the energy effi ciency performance levels determined by CEE tier 2 
standards. For instance, list of these appliances can be found in ENERGY STAR 
Commercial Kitchen package [ 87 ,  88 ].  

10.10.5.1.4    Heating, Ventilation, and Air Conditioning Program 

 BPA offers reimbursements for HVAC measures through its custom project incen-
tive process. Custom project process requires technical staff to determine savings 
by conducting measurement and verifi cation procedures at actual place. Thus, 
amount of reimbursements is determined based on the savings performance. HVAC 
program has started providing incentives for rooftop AC units since 2010 and 
DHPs in small commercial spaces as of 2011. Despite the recent progress, measure 
development is still considered in progress. For instance, in the next operation 
period, BPA is planning to simplify its custom project procedures starting with its 
HVAC measures. Simplifi cation will be toward developing standardized evalua-
tion, measurement, and verifi cation process in order to increase participation. In the 
longer time period, BPA is planning to develop new measures such as demand-
controlled ventilation, premium ventilation for rooftop packaged units, rooftop unit 
servicing and upgrades, and smart monitoring and diagnostic systems for rooftop 
HVAC systems [ 89 ].  

10.10.5.1.5    Commercial Custom Projects 

 Many of the HVAC systems projects, building shell projects, and some small com-
mercial applications are given reimbursements under custom project proposals due 
to complexity and variability associated with each project. As a result, participation 
in custom projects is rather slow. In order to obtain faster realization of savings, 
BPA is going to create alternate ways of providing reimbursements. For instance, 
these alternatives will be more standardized approaches as long as they are cost 
effective.  
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10.10.5.1.6    Commercial Building Shell Program 

 Existing BPA program offerings for commercial building shell area are for retrofi t 
insulation projects and small commercial window retrofi ts. This measure is aimed 
at commercial buildings with less than 5,000 sq. ft. with specifi ed window charac-
ters. BPA aims to improve the existing program by adding more robust measure 
offerings which will support customer utilities to capture more of building shell 
opportunities [ 90 ].  

10.10.5.1.7    New Construction Program 

 Due to economic downturn, there is no signifi cant new construction expectation in 
the region. New construction program aims to capture design-related energy effi -
ciency opportunities in commercial buildings by providing incentives and custom 
project offerings. Since custom projects are time and resource intensive, BPA staff 
is working toward streamlining the existing approach for reaching wider participa-
tion. Moreover, BPA will also look into LEED accreditation process and align its 
programmatic approaches accordingly.   

10.10.2.2    Commercial Energy Effi ciency Program Considerations 

 Energy effi ciency program considerations in the commercial sector are electronics 
equipment and commercial commissioning projects. Currently, E3T program is 
evaluating a number of applications for commercial sector. These applications are 
control commissioning, demand-controlled ventilation, premium ventilation pack-
ages for rooftop packaged units, rooftop unit servicing/upgrades, smart monitoring 
and diagnostic systems for rooftop HVAC systems, VRF systems, energy manage-
ment, integrated building design, and daylighting controls [ 77 ]. 

10.10.5.1.1    Commercial Electronics Program 

 Commercial electronics program aims to exploit energy effi ciency opportunities 
from idle offi ce equipment such as scanners, computers, monitors, printers, and 
desk lighting. It is estimated that smart power strips have potential to reduce energy 
consumption in an offi ce at around 100 kWh per year. Program provides reimburse-
ment for smart power strips which monitor and actively manage plug load usage 
from electrical equipment, turning off the power supply when devices are idle. 
Currently, BPA is collecting data for deeming this measure in order to enable wider 
diffusion throughout the region. In the next 5 years, BPA is planning to start a new 
initiative to capture energy savings from computers which are idle. Network PC 
Power Management initiative will focus on direct installation of a power supply 
control software package. This program will be delivered from the same marketing 
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channel as smart power strips. Similarly, BPA will also promote new initiatives 
toward promoting more effi cient offi ce equipment such as computers, monitors, 
servers, and data centers. In order to deliver the best savings, BPA is carrying on 
emerging technologies effort to exploit opportunities from computer servers for 
data servers [ 91 ].  

10.10.5.1.2    Commissioning Program 

 Sixth power plan has indicated that building commissioning has signifi cant energy 
savings potential; however, commissioning projects are diffi cult to implement due 
to excess staff time requirement. In the next 5-year operation period, BPA is plan-
ning to incorporate building commissioning for commercial sector by learning les-
sons from its industrial commissioning program. In the long run, BPA will work 
with NEEA on improving codes and standards for existing commercial new con-
structions in order to increase savings potential.    

10.10.3     Industrial Energy Effi ciency Programs 

 BPA’s energy effi ciency savings target for the industrial sector is 74 MWa for the 
next 5 years. Energy Smart Industrial program is an initiative established in 2009 
and designed to replace a previous custom project initiative by providing one-on- 
one relationship with utility customers and end users. This approach is experienced 
to be more streamlined than the earlier program design. New activities will be 
focused on expanding available measures such as energy management pilot studies, 
trade ally for small industrial measures, and technical service providers. Long-term 
industrial energy effi ciency research initiatives will be focused on energy manage-
ment pilots [ 77 ,  92 ]. Please refer to Table  10.6  for breakdown of existing and new 
energy effi ciency program efforts in industrial sector.

10.10.3.1      Existing Commercial Energy Effi ciency Programs 

 Existing commercial energy effi ciency programs cover areas of lighting, shower-
heads, plug load, kitchen and food services, heating, ventilation and air condition-
ing, new construction, and weatherization. Please refer to Appendix  3  for all existing 
commercial sector program components and measures with corresponding reim-
bursement levels [ 77 ]. 

10.10.5.1.1    Commercial Lighting Program 

 BPA has been maintaining commercial lighting program for several years now, and 
it has become the sector’s largest initiative. With the participation of customer utili-
ties, 6 MWa electricity savings have been realized in 2008. BPA runs the program 
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with Northwest Trade Ally Network (NTAN) and helps utilities design and 
 implement programs through providing trainings. Program also provides end users 
with necessary information and tools to detect potential ways of reducing energy 
consumption in a cost-effective way. Due to changing lighting standards, emer-
gence of new technologies and growing interests in large-scale retrofi t projects, 
BPA has decided to extend its program offerings. In the next 5 years, BPA is plan-
ning to improve its Commercial Lighting Program and Trade Ally Network by 
simplifying its commercial lighting calculator tool for increased participation. 
Lighting program will also start promoting a limited selection of LED lighting 
units. Moreover, exterior lighting opportunities are considered as an area of emerg-
ing technologies [ 84 ].  

10.10.5.1.2    Grocery Refrigeration Program 

 Supported by a third-party contractor named Portland Energy Conservation Inc., 
BPA maintains its refrigeration conservation efforts under a program named Energy 
Smart Grocer. This program has been in place since 2007 and has delivered 16 MWa 
of savings. Energy Smart Grocer program offers incentives for more than 50 mea-
sures to grocers and other entities with commercial refrigeration loads. Program 
also supports interior and exterior lighting, new construction, building commission-
ing, and HVAC-related energy effi ciency improvements as long they are affi liated 
with a refrigeration project [ 85 ,  86 ].  

10.10.5.1.3    Hospitality and Commercial Kitchen Program 

 Commercial kitchens in restaurants, hospitals, and similar facilities have been 
reported to be the most energy intensive areas per square foot and account for almost 
60 % of the total energy use. Potential savings from more effi cient appliances and 

   Table 10.6       Existing and new energy effi ciency program efforts in industrial sector   

 Opportunity 

 Nature of program efforts 

 Existing efforts  New efforts 

 Commercial lighting and tan  x 
 Grocery refrigeration  x 
 Custom projects  x 
 Small commercial  x 
 Network PC power management  x 
 Hospitality and commercial kitchens  x 
 Commercial electronics  x 
 Commissioning  x 
 New construction  x 
 New fast-track measures  x 
 Emerging technologies research  x 
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practices are expected to be around 10–30 %. BPA has included energy effi cient 
commercial kitchen measures into its portfolio as of 2010. These measures cover 
appliances such as refrigerators, freezers, ice makers, steamers, hot food holding 
cabinets, prerinse spray wash valves, convection and combination ovens, electric 
fryers, and commercial dishwashers. BPA provides reimbursement for these mea-
sures as long as they satisfy the energy effi ciency performance levels determined by 
CEE tier 2 standards. For instance, list of these appliances can be found in ENERGY 
STAR Commercial Kitchen package [ 87 ,  88 ].  

10.10.5.1.4    Heating, Ventilation, and Air Conditioning Program 

 BPA offers reimbursements for HVAC measures through its custom project incen-
tive process. Custom project process requires technical staff to determine savings 
by conducting measurement and verifi cation procedures at actual place. Thus, 
amount of reimbursements is determined based on the savings performance. 
HVAC program has started providing incentives for rooftop AC units since 2010 
and DHPs in small commercial spaces as of 2011. Despite the recent progress, 
measure development is still considered in progress. For instance, in the next oper-
ation period, BPA is planning to simplify its custom project procedures starting 
with its HVAC measures. Simplifi cation will be toward developing standardized 
evaluation, measurement, and verifi cation process in order to increase participa-
tion. In the longer time period, BPA is planning to develop new measures such as 
demand-controlled ventilation, premium ventilation for rooftop packaged units, 
rooftop unit servicing and upgrades, and smart monitoring and diagnostic systems 
for rooftop HVAC systems [ 89 ].  

10.10.5.1.5    Commercial Custom Projects 

 Many of the HVAC systems projects, building shell projects, and some small com-
mercial applications are given reimbursements under custom project proposals due 
to complexity and variability associated with each project. As a result, participation 
in custom projects is rather slow. In order to obtain faster realization of savings BPA 
is going to create alternate ways of providing reimbursements. For instance, these 
alternatives will be more standardized approaches as long as they are cost 
effective.  

10.10.5.1.6    Commercial Building Shell Program 

 Existing BPA program offerings for commercial building shell area are for retrofi t 
insulation projects and small commercial window retrofi ts. This measure is aimed 
at commercial buildings with less than 5,000 sq. ft. with specifi ed window charac-
ters. BPA aims to improve the existing program by adding more robust measure 
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offerings which will support customer utilities to capture more of building shell 
opportunities [ 90 ].  

10.10.5.1.7    New Construction Program 

 Due to economic downturn, there is no signifi cant new construction expectation in 
the region. New construction program aims to capture design-related energy effi -
ciency opportunities in commercial buildings by providing incentives and custom 
project offerings. Since custom projects are time and resource intensive, BPA staff 
is working toward streamlining the existing approach for reaching wider participa-
tion. Moreover, BPA will also look into LEED accreditation process and align its 
programmatic approaches accordingly.   

10.10.3.2    Commercial Energy Effi ciency Program Considerations 

 Energy effi ciency program considerations in the commercial sector are electronics 
equipment and commercial commissioning projects. Currently, E3T program is 
evaluating a number of applications for commercial sector. These applications are 
control commissioning, demand-controlled ventilation, premium ventilation pack-
ages for rooftop packaged units, rooftop unit servicing/upgrades, smart monitoring 
and diagnostic systems for rooftop HVAC systems, VRF systems, energy manage-
ment, integrated building design, and daylighting controls [ 77 ]. 

10.10.5.1.1    Commercial Electronics Program 

 Commercial electronics program aims to exploit energy effi ciency opportunities 
from idle offi ce equipment such as scanners, computers, monitors, printers, and 
desk lighting. It is estimated that smart power strips have potential to reduce energy 
consumption in an offi ce at around 100 kWh per year. Program provides reimburse-
ment for smart power strips which monitor and actively manage plug load usage 
from electrical equipment, turning off the power supply when devices are idle. 
Currently, BPA is collecting data for deeming this measure in order to enable wider 
diffusion throughout the region. In the next 5 years, BPA is planning to start a new 
initiative to capture energy savings from computers which are idle. Network PC 
Power Management initiative will focus on direct installation of a power supply 
control software package. This program will be delivered from the same marketing 
channel as smart power strips. Similarly, BPA will also promote new initiatives 
toward promoting more effi cient offi ce equipment such as computers, monitors, 
servers, and data centers. In order to deliver the best savings, BPA is carrying on 
emerging technologies effort to exploit opportunities from computer servers for 
data servers [ 91 ].  
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10.10.5.1.2    Commissioning Program 

 Sixth power plan has indicated that building commissioning has signifi cant energy 
savings potential; however, commissioning projects are diffi cult to implement due 
to excess staff time requirement. In the next 5-year operation period, BPA is plan-
ning to incorporate building commissioning for commercial sector by learning les-
sons from its industrial commissioning program. In the long run, BPA will work 
with NEEA on improving codes and standards for existing commercial new con-
structions in order to increase savings potential.    

10.10.4     Industrial Energy Effi ciency Programs 

 BPA’s energy effi ciency savings target for the industrial sector is 74 MWa for the 
next 5 years. Energy Smart Industrial program is an initiative established in 2009 
and designed to replace a previous custom project initiative by providing one-on- 
one relationship with utility customers and end users. This approach is experienced 
to be more streamlined than the earlier program design. New activities will be 
focused on expanding available measures such as energy management pilot studies, 
trade ally for small industrial measures, and technical service providers. Long-term 
industrial energy effi ciency research initiatives will be focused on energy manage-
ment pilots [ 77 ,  92 ]. Please refer to Table  10.7  for breakdown of existing and new 
energy effi ciency program efforts in industrial sector.

10.10.4.1      Existing Industrial Energy Effi ciency Programs 

 BPA hosts an industrial energy effi ciency program which is referred as “Energy 
Smart Industrial Program” and maintains industrial energy effi ciency projects. 
Industrial energy effi ciency projects are mostly custom project based, thus Energy 
Smart Industrial program provides a number of services. Please refer to Appendix  4  
for all existing industrial sector program components and measures with corre-
sponding reimbursement levels [ 77 ]. 

10.10.5.1.1    Energy Smart Industrial Program 

 Energy Smart Industrial program has recently been launched in 2009 and delivered 
12 and 15 MWa in 2010 and 2011, respectively. According to sixth power plan, this 
amount needs to be doubled in the coming years. Maintained by a third-party pro-
gram delivery parent, Cascade Engineering, Energy Smart Industrial program offers 
a wide range of support for BPA utility customers and their industrial end users. 
Program has been designed in a way that it will have a one-on-one contact with end 
users and BPA engineering service. This structure has been so far experienced to be 
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more streamlined in a way that it functions more effectively. Energy Smart Industrial 
Program has fi ve components which are named as Energy Smart Industrial Partner 
(ESIP), Energy Management, small industrial measures, enhanced lighting, and 
technical service provider.

 –    Energy smart industrial partner 
 ESIP is an industrial energy effi ciency expert who acts as a contact person 
between utility and industrial customer. Partner helps customers in identifying 
energy effi ciency goals and meeting them. In addition to those, ESIP also facili-
tates development and implementation of industrial projects. Cascade  engineering 
fulfi lls this program component.  

 –   Energy management pilot 
 Energy management is a pilot component of Energy Smart Industrial program 
which attempts to improve energy management practices of the customers. 
Energy management pilot program provides cofunding for energy effi ciency 
projects in order to make them more competitive against other facility specifi c 
projects, provides ways of tracking energy consumption and optimized solu-
tions, as well as training on how to implement energy management practices.  

 –   Trade ally delivered small industrial measures 
 Majority of the energy effi ciency improvements in the industrial sector are cus-
tom projects which require constant measurement and verifi cation for assuring 
savings. Small industrial measures component attempts to identify measures that 
may provide small savings, however can be streamlined to a wider population. 
BPA has been offering incentives for compressed air measures which contain 
variable frequency drive air compressors, load and unload air compressors, zero 
loss drains, cycling refrigeration dryers, increased air storage, and effi cient 
fi lter.  

 –   Northwest trade ally network (nonresidential lighting) 
 Industrial lighting projects are supported through NTAN. Program assigns indus-
trial energy effi ciency specialists to help customers with related lighting projects. 
As described earlier, specialists work one on one with the customers in order to 
effectively manage the projects.  

      Table 10.7    Existing and new energy effi ciency program efforts in industrial sector   

 Opportunity 

 Nature of program efforts 

 Existing efforts  New efforts 

 Energy smart industrial  x 
 Energy smart industrial partners  x 
 Energy management pilot  x 
 Trade ally delivered small industrial measures  x 
 Northwest trade ally network (C&I lighting)  x 
 BPA-funded technical service providers  x 
 Target segment strategies  x 
 Emerging technologies research  x 
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 –   Technical service provider 

 BPA also assists its customers with project scoping, measurement and verifi ca-
tion analyses, specifi c assessments, completion reports, and similar tasks.      

10.10.4.2    Industrial Energy Effi ciency Program Considerations 

 BPA is working in collaboration with Cascade engineering that has developed a strat-
egy for exploiting energy effi ciency savings from wastewater treatment facilities. As 
a result, IT data center efforts in this sector have been pushed to a later stage [ 77 ].   

10.10.5     Agriculture Energy Effi ciency Programs 

 BPA’s energy effi ciency savings target for the agriculture sector is 20 MWa for the 
next 5 years. Agriculture end users reside across the rural areas widespread within 
BPA’s service territory. In order to capture these savings, BPA will focus on market-
ing and regional coordination services as well as improving the existing programs 
and activities such as variable frequency drivers (VFDs) and irrigation and hard-
ware system measures. In the long term, BPA is going to evaluate available tech-
nologies in the area of pump impeller and adjustment, and sprinkler heads for 
landscaping. Moreover, new measures such as impeller optimization and computer-
ized sprinkler heads are going to be developed as well. BPA will also deliver a 
program named Turf Irrigation program which will exploit energy and water sav-
ings from commercial landscaping, golf courses, and properties owned by govern-
ment and local municipalities [ 77 ,  93 ]. Please refer to Table  10.8  for breakdown of 
existing and new energy effi ciency program efforts in agriculture sector.

10.10.5.1      Existing Agriculture Energy Effi ciency Programs 

 Existing agriculture energy effi ciency programs pursued by BPA provides services 
in the areas of scientifi c irrigation, wineries, and diaries as well as high effi ciency 
motors and irrigation hardware. Please refer to Appendix  5  for all existing agricul-
ture sector program components and measures with corresponding reimbursement 
levels [ 77 ]. 

10.10.5.1.1    Scientifi c Irrigation Scheduling Program 

 BPA supports use of scientifi c methods in farming through its programs called 
Scientifi c Irrigation Scheduling (SIS) and Scientifi c Irrigation Scheduling Light 
(SISL). These programs help BPA save water and energy along with some side 
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benefi ts such as labor, fertilizer, increased crop yield, and quality to participating 
customers. Both SIS and SISL are applicable to irrigation systems where there is 
excess pumping capacity than required crop needs. Under the program, participants 
are asked to provide data about the amount of water applied, moisture level in the 
soil, etc., that can potentially help regions’ water management efforts. BPA is also 
developing an online tool which will integrate all data gathered from farmers and 
utilities for better water management planning. In the next 5 years, BPA is going to 
extend its scientifi c irrigation program by providing incentives to smaller and fed-
eral irrigation districts. Existing programs will be further extended through identifi -
cation of end users types and specifi c offerings for them [ 93 ].  

10.10.5.1.2    Irrigation Hardware and Systems Program 

 BPA’s existing program offers incentives for irrigation system upgrades such as 
irrigation piping, sprinklers, regulators, nozzles, and green motors.  

10.10.5.1.3    Wineries and Diaries 

 Wineries constitute signifi cant energy conservation potential in the agriculture sec-
tor. For instance, there are almost 1,000 wineries and vineyards in the Pacifi c 
Northwest, and it has been the fastest growing of all segments in agriculture sector. 
BPA provides incentives on energy savings enhancements for wineries. These 
incentives are provided in the areas of lighting, HVAC, pipe insulation, compressed 
air, VFDs, and refrigeration. 

 BPA has been supporting energy conservation activities in diaries through more 
effi cient barn area lighting, fl at plate chiller improvements, and variable frequency 
drive applications in milking processes [ 93 ].  

   Table 10.8    Existing and new energy effi ciency program efforts in agriculture sector   

 Opportunity 

 Nature of program efforts 

 Existing efforts  New efforts 

 Irrigation hardware  x 
 Irrigation systems  x 
 Scientifi c irrigation scheduling light  x 
 Federal irrigation districts  x 
 Custom projects  x 
 BPA-funded TSP  x 
 Pump testing  x 
 Scientifi c irrigation scheduling  x 
 Turf pilot  x 
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10.10.5.1.4    Premium Effi ciency Motors Program 

 Premium effi ciency program focuses on replacing older rewound agriculture motors 
with rewind motor alternatives.  

10.10.5.1.5    Pump Testing Program 

 Pump testing program focuses on performance evaluation of pumping motors. 
In case of an upgrade need detected and implemented, BPA supports the qualifying 
projects by reimbursing the cost of pump testing.   

10.10.5.2    Energy Effi ciency Program Considerations 

 Agricultural energy effi ciency programs in consideration are dedicated to capture 
energy effi ciency savings in irrigation districts as well as small-sized irrigation 
applications, variable frequency drive, and low-energy precision applications [ 77 ]. 

10.10.5.1.1    Irrigation Districts 

 BPA’s customer utilities are servicing considerable amount of irrigation districts 
which have signifi cant energy savings potential. Since the nature of irrigation dis-
trict projects requires large and long-term funding, savings realizations have been 
rather low. BPA has recently added couple of irrigation district projects in its port-
folio and will focus on identifi cation and elimination of program diffusion barriers 
for further program considerations.  

10.10.5.1.2    Variable Frequency Drives for Hardware 

 VFDs can control operation performance of a motor or pump and provide energy 
effi ciency savings. Energy effi ciency improvements under this area are mainly 
regarded as custom projects; however, BPA plans to provide more streamlined 
approach for faster diffusion. Currently, BPA has been gathering data in order to 
create VFD deemed measures.  

10.10.5.1.3    Low-Energy Precision Applications 

 Low-energy precision applications aim to support market for agriculture energy 
effi ciency opportunities in the region. Particularly, the initiative will focus on both 
human and animal food producers that use irrigation services. First step of the pro-
gram is to assess viability of such applications in the region for further program 
considerations.  
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10.10.5.1.4    Turf Pilot 

 In order to address capacity issues at peak irrigation season between May and 
September, BPA is running a pilot study to fi nd out proper residential and commer-
cial irrigation applications. For instance, these applications include residential and 
commercial landscaping, gold courses, and government and municipality proper-
ties. Currently, BPA is collecting data in an attempt to assess savings potential and 
cost effectiveness.    

10.10.6     Distribution System Effi ciency Programs 

 Electric utilities are having big issues with respect to maintaining system reliability 
and performance due to aging infrastructure. In order to address the issue, BPA has 
recently started a new program called Energy Smart Utility Effi ciency. Through the 
program BPA is planning to achieve 20 MWa of energy savings in the next 5 years. 
Aforementioned program aims to improve distribution system effi ciency in a vari-
ety of ways such as high effi ciency transformer replacements, load balancing, line 
reconductoring, and voltage optimization [ 77 ]. Please refer to Table  10.9  for break-
down of existing and new energy effi ciency program efforts in distribution effi -
ciency sector.

10.10.6.1      Existing Distribution System Effi ciency Programs 

 Currently, there are a number of distribution effi ciency related programs pursued by 
BPA. These programs mostly provide technical trainings, educations, and pilot 
studies [ 77 ]. 

   Table 10.9    Existing and new energy effi ciency program efforts in distribution effi ciency sector   

 Opportunity 

 Nature of program efforts 

 Existing efforts  New efforts 

 Simplifi ed voltage optimization M&V protocols  x 
 Stability thresholds  x 
 Calculator improvements/enhancements  x 
 Business case model  x 
 Education and training workshops  x  x 
 Utility effi ciency technical work group  x 
 Expanded technical services pool  x 
 TrakSmart  x 
 Program implementation  x 
 Utility effi ciency technical work group  x 
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10.10.5.1.1    System Improvement Program 

 Distribution infrastructure becomes less effi cient as it becomes older. BPA delivers 
a program to help utilities’ renew some of the distribution hardware. For instance, 
program offers power transformer replacements, service conductor replacement, 
higher distribution primary voltage, transformer load management, balancing loads 
and phases, adding parallel feeders, operation improvements, deenergizing season-
ally unloaded transformers, and service of distribution transformers [ 77 ].  

10.10.5.1.2    Voltage Optimization Program 

 In simple terms, voltage optimization program attempts to keep voltage between 
114 and 120 V which does not hurt customers, but saves utilities energy due to 
reduced line loss. Voltage optimization methods have been in use for almost 30 
years. Due to perceived cost, negative customer impacts, and complex design and 
operation issues, utilities have been hesitant about exploiting effi ciency savings in 
this sector. In order to address the issue, BPA has been working on simplifying 
measurement and verifi cation process for enabling rapid diffusion. 

 In order to make voltage optimization program successful, BPA is going to 
develop a set of system reliability procedures for reducing low voltage problems. 
BPA will also deliver a calculator for easier analysis of distribution system savings. 
Moreover, BPA is also planning to provide education services for the utilities’ staff 
in order to address knowledge-related barriers [ 77 ].  

10.10.5.1.3    Education and Training Workshops 

 BPA has started offering education and training workshops to distribution engineers 
in its service territory as of 2009. The workshops aims to provide information about 
voltage optimization design principles, effective approaches, and impacts on equip-
ment. Further education and training workshops will focus on modeling and map-
ping for voltage optimization analyses [ 77 ].  

10.10.5.1.4    Distribution System Studies and Program Partner 

 As of 2010, BPA has started working with 15 of its public utility customers on 
assessing distribution system energy effi ciency potential. Based on the assessment 
results, custom project proposals have been received and fi ve of the utilities have 
been selected for implementation. BPA has also brought in a third-party contractor 
to manage the projects’ scopes, performance, and required documentation neces-
sities [ 77 ].   

I. Iskin and T.U. Daim



257

10.10.6.2    Distribution System Effi ciency Program Considerations 

 BPA is planning to extend its existing programs to smaller utilities as well; in order 
to do that number of technical service providers will be increased. Through the 
workshops and training programs, awareness about the effi ciency potential in distri-
bution systems will be outreached [ 77 ].   

10.10.7     Federal Energy Effi ciency Programs 

 BPA provides federal facilities with energy effi ciency-related services in the areas 
of energy auditing, project scoping, engineering, project fi nancing and manage-
ment, and implementation and verifi cation. End use in this sector is usually military 
bases or other large federal facilities. BPA’s energy effi ciency savings target for the 
federal sector is 25 MWa for the next 5 years. Plans for the next period have been 
identifi ed as whether to focus on large custom projects or small measures that can 
be provided to a larger group of end users [ 77 ]. 

 BPA has been carrying out energy effi ciency efforts with federal facilities under 
custom projects. Since custom projects are site specifi c and procedurally costly and 
complex, BPA is planning to focus its effort on developing small measures that can 
be streamlined easily over wider range of participants. 

10.10.7.1    Existing Federal Energy Effi ciency Programs 

 BPA will continue working with a number of federal agencies in meeting their stra-
tegic energy management plans, accessing fi nancing opportunities, and managing 
implementation projects. For instance, BPA is about to complete a multimillion 
dollar projects with Puget Sound Naval Bases and Joint Base Lewis McChord. BPA 
will continue working toward exploiting energy effi ciency savings by targeting key 
federal subsectors which are utility served federal, direct served federal, and reserve 
power federal [ 77 ].  

10.10.7.2    Federal Energy Effi ciency Program Considerations 

 Majority of the federal energy effi ciency projects are custom projects which require 
signifi cant amount of resources to implement. Currently, BPA is screening a number 
of energy effi ciency measures that can provide energy effi ciency savings without 
requiring large amount of resources. Accordingly, BPA is working with a number of 
agencies to uncover additional federal energy saving opportunities [ 77 ].        
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     Appendix 1: List of Emerging Technologies 
Under Review at BPA 

 This list has been acquired from Bonneville Power Administration Energy Effi ciency 
Group website. Link:   http://www.bpa.gov/energy/n/emerging_technology/pdf/
E3TNW_TechList_2012_01_30.pdf    

 No  Emerging technology  Focus area 

 1  Food cooking  Commercial kitchen 
 2  Computer power supply ET  Consumer electronics 
 3  High power density in data centers  Consumer electronics 
 4  Intelligent power strip  Consumer electronics 
 5  Advanced network power management  Consumer electronics 
 6  High-effi ciency set-top boxes  Consumer electronics 
 7  Appliance power monitoring device  Consumer electronics 
 8  OLED screens  Consumer electronics 
 9  Effi cient offi ce equipment  Consumer electronics 
 10  Flash memory for hard drives computers  Consumer electronics 
 11  Copier of the future  Consumer electronics 
 12  ENERGY STAR standby in electronics  Consumer electronics 
 13  Integrated processor chips  Consumer electronics 
 14  Effi cient power supplies  Consumer electronics 
 15  Heat pump dryer  Consumer electronics 
 16  Low swirl combustion  Consumer electronics 
 17  Smart grid  Consumer electronics 
 18  Best-in-class effi cient equipment  Consumer electronics 
 19  Youlet glowing wall outlet  Consumer electronics 
 20  Smart charger controller  Consumer electronics 
 21  Indoor plants to improve indoor air quality  Energy management 
 22  Ceramment (TM) ceramic cement-based concrete replacement  Energy management 
 23  ASHRAE Advanced energy design guides (AEDG)  Energy management 
 24  Building energy performance analytics software and services  Energy management 
 25  Nonintrusive load monitoring  Energy management 
 26  Meter each building on university campuses  Energy management 
 27  Wireless pneumatic thermostat  Energy management 
 28  Advanced rooftop unit controls with remote access and energy 

monitoring 
 Energy management 

 29  Air fl ow management for data centers  Energy management 
 30  Effective customer engagement programs for home energy 

management 
 Energy management 

 31  Innovative behavior change techniques  Energy management 
 32  On-bill fi nancing of energy effi ciency projects  Energy management 
 33  Continuous energy improvement (CEI)  Energy management 
 34  Flower pod  Energy management 

(continued)
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 No  Emerging technology  Focus area 

 35  Utility-to-building connection  Energy management 
 36  Hotel room automation  Energy management 
 37  Home displays  Energy management 
 38  Server virtualization  Energy management 
 39  Continuous energy management  Energy management 
 40  Advanced metering  Energy management 
 41  Wireless building automation  Energy management 
 42  Dashboard systems and continuous monitoring-based 

commissioning 
 Energy management 

 43  Smart circuit controllers  Energy management 
 44  Residential occupancy based HVAC energy management  Energy management 
 45  Meter each space in multitenant leased property  Energy management 
 46  Home energy automation with interface to the smart grid  Energy management 
 47  Creative fi nancing for emerging technology projects  Energy management 
 48  EnergyCAP energy management software  Energy management 
 49  Master control for residential electrical appliances  Energy management 
 50  Home energy wireless controls  Energy management 
 51  Wastewater treatment best practices trainings  Energy management 
 52  National sharing of custom project lessons learned  Energy management 
 53  Energy saving competitions among businesses  Energy management 
 54  Promote ASHRAE 100  Energy management 
 55  Piggyback on other programs for program outreach  Energy management 
 56  Infrared drive-by building envelope assessments  Energy management 
 57  Energy tracking and cost accounting software  Energy management 
 58  Internet-based refrigeration system monitoring system  Energy management 
 59  Training on energy effi cient product selection  Energy management 
 60  Increased use of key performance indicators in HVAC system 

optimization 
 Energy management 

 61  ASD trainings  Energy management 
 62  Integration of technologies  Energy management 
 63  Techniques associated with technologies for success  Energy management 
 64  Wireless, web-enabled monitoring  Energy management 
 65  Integrated and turnkey energy management and control solutions  Energy management 
 66  Data center energy management tools  Energy management 
 67  Nonintrusive load monitoring  Energy management 
 68  Zero-based benchmarking tools  Energy management 
 69  Web-enabled thermostats  Energy management 
 70  ISO 50,001  Energy management 
 71  Home energy use displays  Energy management 
 72  Handheld audit devices  Energy management 
 73  Programs supporting energy savings indirectly  Energy management 
 74  Energy use benchmarking tool using utility meter data  Energy management 

(continued)
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 No  Emerging technology  Focus area 

 75  Regression analysis of utility bills to identify savings 
opportunities 

 Energy management 

 76  High-performance window value purchase program  Energy management 
 77  Prorated tenant energy billing  Energy management 
 78  Incentivizing use of energy star’s portfolio manager  Energy management 
 79  Whole-building energy monitoring  Energy management 
 80  Integrate industrial energy management systems into existing 

equipment tracking systems 
 Energy management 

 81  Increased feedback from vendors to building managers  Energy management 
 82  Data translators for energy management system inputs  Energy management 
 83  List of low/no-cost measures  Energy management 
 84  Logic fl ow diagrams for sequence of operations  Energy management 
 85  Enterprise information systems  Energy management 
 86  Incorporate energy management into continuous improvement 

programs 
 Energy management 

 87  Guidelines for building energy management  Energy management 
 88  Shared savings with commercial leasing  Energy management 
 89  Innovative behavior change techniques  Energy management 
 90  Noninvasive energy meter  Energy management 
 91  Passive house  Energy management 
 92  Web-enabled thermostat for small commercial application  Energy management 
 93  Smart residential thermostat  Energy management 
 94  Low-cost energy management and control system for small to 

medium commercial buildings 
 Energy management 

 95  Vacancy sensors  Energy management 
 96  Biobased window foam  Envelope 
 97  Cool roofs  Envelope 
 98  Smart garage  Envelope 
 99  Thin buildings  Envelope 
 100  Low cost, stable switchable mirrors: lithium ion mirrors with 

improved stability 
 Envelope 

 101  DOE high performance windows volume purchase program  Envelope 
 102  Window fi lms  Envelope 
 103  Aerogel insulation—piping, ducts, and buildings  Envelope 
 104  Smart windows  Envelope 
 105  Super windows  Envelope 
 106  Insulated vinyl siding  Envelope 
 107  Reverse cycle chiller application in multifamily dwelling  HVAC 
 108  Advanced design rooftop HVAC unit  HVAC 
 109  Pressure independent fl ow control valves  HVAC 
 110  Retrofi t roof top HVAC w/ heat recovery economizer  HVAC 
 111  Ductless mini-split heat pump for small commercial applications  HVAC 

(continued)
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 No  Emerging technology  Focus area 

 112  Super energy saver heat pump  HVAC 
 113  Desiccant dehumidifi ers for grocery and cold storage  HVAC 
 114  Active and multiservice chilled beams  HVAC 
 115  Sewage heat recovery  HVAC 
 116  Variable-speed pool pumps  HVAC 
 117  Advanced refrigeration control  HVAC 
 118  Variable capacity compressor in packaged rooftop units  HVAC 
 119  Hybrid DX packaged RTU, staged compressors  HVAC 
 120  Domestic water heating from ac condensing unit  HVAC 
 121  Prevention of overventilating (during noneconomizer times)  HVAC 
 122  Economizer modifi cation via VFD on blower  HVAC 
 123  PAX Principle fl ow technology  HVAC 
 124  Ultraviolet germicidal irradiation  HVAC 
 125  Passive options for heating and ventilation  HVAC 
 126  Ductless heat pump with OSA ventilation  HVAC 
 127  Underfl oor air distribution  HVAC 
 128  Low pressure duct design  HVAC 
 129  Displacement ventilation: underfl oor, etc.  HVAC 
 130  CO 2  sensor control (instead of heat exchangers)  HVAC 
 131  Heat recovery ventilator for commercial application  HVAC 
 132  Direct–indirect evaporative cooler  HVAC 
 133  Freezer defrost controller  HVAC 
 134  Field vacuum precooling (for produce storage)  HVAC 
 135  District system well water with WSHP  HVAC 
 136  HRV need low pressure considerations in sizing  HVAC 
 137  Improving thermal distribution systems for small commercial 

buildings 
 HVAC 

 138  AHU designed for low pressure  HVAC 
 139  Variable refrigerant fl ow (VRF) w/o internal/external heat 

recovery 
 HVAC 

 140  Commercial heat pump water heaters  HVAC 
 141  Potential worse performance at peak load, optimized controls  HVAC 
 142  Vapor injection for scroll compressors in air conditioning 

(subcool refrigerant to get below ambient) 
 HVAC 

 143  Premium ventilation package for rooftop units  HVAC 
 144  Hotel/motel room PTACs with key card or occupancy sensors  HVAC 
 145  Thermal displacement ventilation  HVAC 
 146  Coolerado cooler 5-t rooftop unit (RTU)  HVAC 
 147  Natural-gas-fi red heat pump, toyota ecovaire  HVAC 
 148  Integral-collector-storage (ICS) solar water heater  HVAC 
 149  Reuse of heat from server  HVAC 
 150  Use lighting occupancy sensors for offi ces to control HVAC  HVAC 

(continued)
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 No  Emerging technology  Focus area 

 151  Commercial ECM motors on series VAV for speed control on 
terminal units 

 HVAC 

 152  Set residential and/or commercial HVAC equipment tightness 
requirements per ASHRAE Std 193 MOT 

 HVAC 

 153  UVC treatment of HVAC coils  HVAC 
 154  Hybrid direct expansion with evaporative cooling  HVAC 
 155  Air fl ow management in high density data centers  HVAC 
 156  eCube temperature sensor  HVAC 
 157  Direct server cabinet cooling  HVAC 
 158  Solar preheater for ventilation air  HVAC 
 159  Micro-CHP  HVAC 
 160  Radiant heating and cooling with dedicated outside air (OSA) 

ventilation system 
 HVAC 

 161  Operation and maintenance rating system for commercial 
buildings 

 HVAC 

 162  Smart defrost kits  HVAC 
 163  Self-commissioning using building diagnostic software  HVAC 
 164  Retrocommissioning major equipment such as chillers  HVAC 
 165  Residential water cooled condenser  HVAC 
 166  Verifi ed air conditioner refrigerant charge and air fl ow  HVAC 
 167  Motor by nova torque 1/3 to 10 HP, super effi ciency  HVAC 
 168  Integrated night ventilation cooling  HVAC 
 169  Premium HVAC equipment  HVAC 
 170  Centrifugal compressors with magnetic bearings and speed 

control 
 HVAC 

 171  Spray cooling for CPUs  HVAC 
 172  Occupancy sensor HVAC controls  HVAC 
 173  Ultrasonic humidifi cation  HVAC 
 174  Fleet ventilation  HVAC 
 175  Air conditioning for climates with high or low sensible heat 

ratios 
 HVAC 

 176  RTU economizer embedded diagnostics with anomaly detection  HVAC 
 177  Variable refrigerant fl ow (VRF) heat pumps with internal/

external heat recovery 
 HVAC 

 178  Airblade hand dryer  HVAC 
 179  Single-phase motor speed control  HVAC 
 180  Antifog fi lm  HVAC 
 181  Frigitek evaporator fan controller  HVAC 
 182  Insulated heat tape for freeze protection for water pipes  HVAC 
 183  Aqua chill/cool 3–5 t water cooled DX  HVAC 
 184  Water treatment strategies for evaporative cooling systems  HVAC 
 185  Ducts in the conditioned space  HVAC 
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 No  Emerging technology  Focus area 

 186  Demand-controlled ventilation for commercial kitchens  HVAC 
 187  Function heat pump: hot water, radiant fl oors, and cooling  HVAC 
 188  Drain-water heat recovery  HVAC 
 189  In-rack data center cooling  HVAC 
 190  Desiccant cooling  HVAC 
 191  Embedded diagnostics  HVAC 
 192  Demand control on item for morning warm-up  HVAC 
 193  Demand-controlled ventilation  HVAC 
 194  Heat pump water heater-residential integrated units  HVAC 
 195  FANWALL technology  HVAC 
 196  Aerosol-based duct sealing for residential and commercial 

buildings 
 HVAC 

 197  Heat pump maximizer  HVAC 
 198  Combined heat and power  HVAC 
 199  Low-lift cooling technology option set  HVAC 
 200  Effi cient laboratory hoods  HVAC 
 201  HRV for common spaces in multifamily  HVAC 
 202  Evaporation-cooled ceiling tiles  HVAC 
 203  Air to water and water to water heat pumps, turbo loop  HVAC 
 204  Low energy comfort using solar, night cooling, etc.  HVAC 
 205  Thermal energy storage (to reduce peak load)  HVAC 
 206  Premium effi ciency motor for furnace PSC vs. ECM motors 

change-outs 
 HVAC 

 207  Duct design with ECM motors as a package  HVAC 
 208  Filter effi ciency requirements: set static pressure limit for fl ow 

(lower pressure ventilation) 
 HVAC 

 209  Integrated design strategies: duct sizing, coils, number of zones, 
fi lter sizing; a package of design measures; keep it simple 

 HVAC 

 210  Heat home with dehumidifi er  HVAC 
 211  Condensing dryers, hp water heater, water heater extracts heat 

from dryer for DHW 
 HVAC 

 212  Ductless heat pumps, low temperature, for residential 
application 

 HVAC 

 213  Variable speed compressors  HVAC 
 214  Integrated bldg. systems  HVAC 
 215  Absorption chiller with solar hw and digital controls  HVAC 
 216  Low temp supply air to reduce volumetric fl ow rate  HVAC 
 217  RTU simplifi ed energy meter and embedded diagnostics with 

anomaly detection 
 HVAC 

 218  ECM for exhaust fans and terminal units  HVAC 
 219  Cromer under ASHRAE review  HVAC 
 220  Microchannel evaporator  HVAC 

(continued)
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 No  Emerging technology  Focus area 

 221  Phase-change drywall  HVAC 
 222  Solid state economizer controller and sensor  HVAC 
 223  Diagnostic software for HVAC systems  HVAC 
 224  Dedicated outside air system (DOAS) for VAV HVAC systems  HVAC 
 225  Single zone VAV  HVAC 
 226  Tighter HVAC boxes  HVAC 
 227  High effi ciency chiller  HVAC 
 228  High-performance indirect evaporative cooler  HVAC 
 229  Improved duct sealing standards  HVAC 
 230  Partial OSA economizer for loop-type systems  HVAC 
 231  Ground heat exchanger  HVAC 
 232  Low pressure drop piping system  HVAC 
 233  Low temperature air for airside economizer  HVAC 
 234  Packaged CHP  HVAC 
 235  Cooling tower slab cooling  HVAC 
 236  Desiccant-enhanced evaporative air conditioner (DEVap)  HVAC 
 237  Differential enthalpy control of economizers, not dry bulb or 

simple enthalpy 
 HVAC 

 238  Energy enhancing controller for constant volume rooftop units  HVAC 
 239  Microheater microchannel combustor  HVAC 
 240  Circulating pumps with variable speed permanent magnet 

motors 
 HVAC 

 241  Ductless mini-split heat pumps with variable speed compressors 
for residential application 

 HVAC 

 242  Ductless mini-split heat pump for multifamily housing  HVAC 
 243  Ductless mini-split heat pump for manufactured homes  HVAC 
 244  Low temperature VRF with simultaneous heating and cooling 

for large commercial applications 
 HVAC 

 245  Low temperature VRF without simultaneous heating and cooling 
for large commercial 

 HVAC 

 246  DualCool evaporative cooler to precool ventilation air  HVAC 
 247  Ground source variable refrigerant fl ow systems  HVAC 
 248  Quiet climate 2: effi cient heat pump for portable classrooms  HVAC 
 249  Variable-speed compressor single-zone ducted heat pump  HVAC 
 250  Modular HVAC equipment  HVAC 
 251  Nanotechnology membrane-based dehumidifi er  HVAC 
 252  Air-side economizers for data centers  HVAC 
 253  Smart thermostat  HVAC 
 254  Variable volume dust collection system  Industrial/agriculture 
 255  Energy effi cient motors  Industrial/agriculture 
 256  Heat pump water heaters using CO 2  for commercial and 

industrial applications 
 Industrial/agriculture 
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 No  Emerging technology  Focus area 

 257  Heat-of-compression desiccant dryers (replacing existing 
desiccant compressed air dryers that use electric resistance heat) 

 Industrial/agriculture 

 258  Ultrananocrystalline diamond (UNCD®) mechanical seals  Industrial/agriculture 
 259  Wireless sensors  Industrial/agriculture 
 260  Electrodialysis for wine industry  Industrial/agriculture 
 261  Replacing desiccant compressed air dryers with refrigerated 

dryers 
 Industrial/agriculture 

 262  Compressors with variable speed drives  Industrial/Agriculture 
 263  New variable speed drives  Industrial/agriculture 
 264  Industrial pumps and fans  Industrial/agriculture 
 265  System optimization  Industrial/agriculture 
 266  Positive displacement pump and control for injection molding  Industrial/agriculture 
 267  Automatic reset of dryer dewpoint setpoint  Industrial/agriculture 
 268  Thermosorber for food processing  Industrial/agriculture 
 269  Conversion of industrial equipment from compressed air to 

direct drive 
 Industrial/agriculture 

 270  Clean-on-demand compressed air controls for baghouses  Industrial/agriculture 
 271  Variable speed die casting machine  Industrial/agriculture 
 272  Near net-shape casting  Industrial/agriculture 
 273  Interlock of pulsation unit with dairy milking vacuum system  Industrial/agriculture 
 274  Advanced industrial controls  Industrial/agriculture 
 275  Emissivity sensors  Industrial/agriculture 
 276  Moisture sensors  Industrial/agriculture 
 277  Power electronics  Industrial/agriculture 
 278  Smart controllers—sensorless  Industrial/agriculture 
 279  Temperature sensors  Industrial/agriculture 
 280  Low-energy precision application (LEPA) irrigation  Industrial/agriculture 
 281  On-demand ventilation controls for dust and fume collection 

systems 
 Industrial/agriculture 

 282  Add pumps to reduce block heater loads  Industrial/agriculture 
 283  Offi ce of the future technologies  Integrated design 
 284  New technology education and awareness  Lighting 
 285  LED high-bay lighting fi xture with built-in daylight dimming  Lighting 
 286  LED task lighting  Lighting 
 287  Mesopic lighting for low light visibility  Lighting 
 288  High-bay fl uorescent lighting  Lighting 
 289  Modular CFL downlights  Lighting 
 290  High color temperature lighting  Lighting 
 291  HID electronic ballast  Lighting 
 292  Lighting occupancy sensors for linear fl uorescent, hid, and solid 

state lighting 
 Lighting 

 293  Lighting fi xtures with advanced local lighting controls  Lighting 
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 No  Emerging technology  Focus area 

 294  Metal halide retail lighting ceramic  Lighting 
 295  Reduced wattage, high color temperature T5 lamps  Lighting 
 296  Level lighting with occupancy sensors in parking lots 

and garages 
 Lighting 

 297  SSL display lighting  Lighting 
 298  Scotopic lighting  Lighting 
 299  Daylighting solar canopy  Lighting 
 300  LED street lighting  Lighting 
 301  Solid state outdoor area lighting  Lighting 
 302  Solid state plasma lighting  Lighting 
 303  Fluorescent dimming controls  Lighting 
 304  CFL downlights  Lighting 
 305  LED refrigerated and freezer case lighting  Lighting 
 306  Induction lighting  Lighting 
 307  Advanced occupancy controls for lighting and HVAC  Lighting 
 308  OLED lighting  Lighting 
 309  LED downlights for residential retrofi t applications  Lighting 
 310  Continuous dimming with daylight harvesting  Lighting 
 311  Electron-stimulated luminescence lighting  Lighting 
 312  Level stairwell lighting control  Lighting 
 313  Directional solid state lighting for interior spaces  Lighting 
 314  LED linear signage lighting  Lighting 
 315  Circadian lighting color tuning  Lighting 
 316  LEDs for commercial signs (other than linear)  Lighting 
 317  Integral LED nightlight/occupancy sensor control for hotel 

bathroom lighting 
 Lighting 

 318  Wireless lighting controls  Lighting 
 319  Mirrored light pipes  Lighting 
 320  5/T-8 HO wall packs for 12/7 or 24/7 outdoor applications  Lighting 
 321  Advanced lens fl uorescent fi xtures  Lighting 
 322  Integrated classroom lighting system  Lighting 
 323  LED elevator lighting  Lighting 
 324  Lighting control commissioning  Lighting 
 325  Nondaylight sensors for outdoor lighting  Lighting 
 326  Dimmable fl uorescent lighting  Lighting 
 327  Personal lighting system  Lighting 
 328  Photoluminescent exit signs  Lighting 
 329  Fiber optic daylighting  Lighting 
 330  Simplifi ed daylight controls  Lighting 
 331  Street sign lighting  Lighting 
 332  LED for covered parking lots  Lighting 

(continued)
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 No  Emerging technology  Focus area 

 333  LED under-cabinet lighting  Lighting 
 334  LED luminaires, residential  Lighting 
 335  Improved CFLs  Lighting 
 336  Hotel room lighting  Lighting 
 337  Intelligent hotel bathroom lights  Lighting 
 338  LED directional replacement lamps  Lighting 
 339  LED A-lamp replacement  Lighting 
 340  LED testing  Lighting 
 341  Low wattage metal halide  Lighting 
 342  Increased task lighting, reduced ambient lighting  Lighting 
 343  Bi-level offi ce lighting with occupancy sensors, auto-on 50 %  Lighting 
 344  Cold-cathode lighting dimmable  Lighting 
 345  Lighting controls for outdoor lighting  Lighting 
 346  LED T8 lamp replacement  Lighting 
 347  Cold cathode compact fl uorescent lamps for general illumination  Lighting 
 348  Cold cathode fl uorescent sign lighting  Lighting 
 349  Street lighting using t5 fl uorescent lamps  Lighting 
 350  Microplasma lighting  Lighting 
 351  Sulfur plasma lighting  Lighting 
 352  LED high bay with wireless control  Lighting 
 353  Highly effi cient incandescent light bulbs  Lighting 
 354  Hybrid halogen-CFL light bulb  Lighting 
 355  Skylights and windows with aerogel fi lling  Lighting 
 356  LED retrofi t kits for outdoor lighting applications  Lighting 
 357  LED outdoor wall packs  Lighting 
 358  LED bollards  Lighting 
 359  LED outdoor wall wash luminaires  Lighting 
 360  LED parking garage lighting  Lighting 
 361  LED track lighting  Lighting 
 362  LED display case lighting  Lighting 
 363  LED linear panels (troffers)  Lighting 
 364  LED interior high bay and low bay lighting  Lighting 
 365  LED canopy lighting  Lighting 
 366  LED indoor wall wash luminaires  Lighting 
 367  LED downlights (recessed cans) for commercial applications  Lighting 
 368  High temperature water and space heating for peak demand 

management 
 Water heating 

 369  Heat pump water heaters for commercial kitchens  Water heating 
 370  Pump controls  Water heating 
 371  EcoCute carbon-dioxide-based heat pump water heater  Water heating 

(continued)
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        Appendix 2: BPA Residential Sector Energy Effi ciency 
Program Reimbursements 

 Program component or measure  Reimbursement level 

  Lighting  
 Specialty CFLs  $2.25–$5.50 
 Standard twister CFLs  $1.00–$4.00 
 CFL fi xtures  $10.00 
 Showerheads  $12.00–$20.00/unit 
  Appliances (new)  
 ENERGY STAR clothes washers  $20.00–$70.00/washer 
 ENERGY STAR freezers  $15.00/freezer 
 ENERGY STAR refrigerators  $15.00/refrigerator 
 Refrigerator and freezer decommissioning  $100.00/unit 
  Electric water heating  
 Electric storage water heaters  $25.24–$105.77 
 Gravity-fi lm heat exchangers  $159.77–$228.24 
 Pipe insulation  $4.31–$12.92 
  HVAC measures  
 Ductless heat pumps  $1,500.00/unit 
  Ducted systems with PTCS  
 PTCS air-source heat pump upgrade  $500.00–$1,00,000/unit 
 PTCS air-source heat pump conversions  $1,400.00–$1,900.00/unit 
 PTCS heat pump commissioning and controls  $300.00/unit 
 PTCS geothermal (ground-source) heat pump systems (new)  $2,400.00–$3,000.00/unit 
 PTCS duct sealing  $400.00–$500.00/unit 
 Line voltage electronic thermostats  $115.00–$160.00/unit 
  New construction  
 New ENERGY STAR manufactured homes  $850.00–$1,450.00/unit 
 New ENERGY STAR/built green site-built homes  $200.00–$1,800.00/unit 
 Montana house (v 2.0)  $200.00–$1,500/unit 
 New multifamily construction  $80.00–$140.00/unit 
  Weatherization (standard income)  
 Insulation  No info available 
 Prime window replacement  $6.00/square foot 
 Air sealing  No info available 
 Low-income weatherization and duct sealing  <$20.00/ square foot for prime 

window replacement 
 Residential custom projects  Subject to custom project 

reimbursements 
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         Appendix 3: BPA Commercial Sector Energy Effi ciency 
Program Reimbursements 

 Program component or measure  Reimbursement level 

 Commercial custom projects—existing buildings  Subject to custom project 
reimbursements 

 Commercial lighting  Subject to multisector reimbursements 
 LED traffi c signals  $50.00–$115.00 
  Commercial HVAC  
 Unitary air-conditioning  No info available 
 Commercial ductless heat pump  $750.00–$1,000.00/unit 
 Web-enabled programmable thermostats in modular 
classrooms 

 $100.00–$275.00/unit 

  Commercial shell measures  
 Insulation in existing small offi ce or retail  $0.13 per kWh 
 Small commercial retrofi t windows  $3.00–$6.00/square foot 
  Commercial refrigeration  
 BPA Energy Smart Grocer Program  No info available 
 Deemed refrigeration retrofi t measures  No info available 
  Commercial kitchen and food service equipment  
 Commercial food service reach-in refrigerators and 
freezers 

 $50.00–$350.00/refrigerator or freezer 

 Commercial ice makers  $100.00–$300.00/ice maker 
 Commercial kitchen steamers  $100.00–$200.00/steamer 
 Commercial kitchen hot food holding cabinets  $200.00–$400.00/cabinet 
 Combination ovens  $1,750.00/oven 
 Convection ovens  $200.00/oven 
 Electric fryers  $125.00/installation 
 Dishwashers  $100.00–$750.00/dishwasher 
 Prerinse spray wash valves  $100.00/installation 
 Refrigerator/freezer recycling  $100.00/unit 
  Additional deemed offerings  
 Network computer power management  $10.00/workstation 
 ENERGY STAR commercial clothes washer  $25.00–$200.00/washer 
 Electric storage water heaters  $25.00/unit 
 Smart power strips  $20.00/strip 
 Commercial showerheads  $30.60/showerhead 
  Commercial new construction  
 Energy smart design—offi ce and trade-offs  $0.25–$0.50/square foot 
 New commercial construction/major renovation  Subject to custom project 

reimbursements 
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        Appendix 4: BPA Industrial Sector Energy Effi ciency 
Program Reimbursements 

 Program component or measure  Reimbursement level 

  Energy management pilot  
 Energy project manager  Subject to custom project reimbursements 
 Track and tune projects  Subject to custom project reimbursements 
 High performance energy management  Subject to custom project reimbursements 
 Trade ally delivered small industrial measures  Subject to custom project reimbursements 
 Northwest trade ally network (nonresidential 
lighting) 

 Subject to custom project reimbursements 

 BPA funded technical service providers (TSP)  Not applicable 
 Variable frequency drives in spud and onion 
storage facilities 

 $200.00/hp 

        Appendix 5: BPA Agriculture Sector Energy Effi ciency 
Program Reimbursements 

 Program component or measure  Reimbursement levels 

 Freeze-resistant stock water tanks/fountains  $140.00–$225.00/tank or fountain 
  Irrigation-related measures  
 Irrigation system upgrades  $0.75–$175.00/sprinkler equipment 
 Irrigation system motors replacement  $75.00–$7,500.00/unit 
 Scientifi c irrigation scheduling  $5.20/acre 
 Irrigation pump testing and system analysis  $50.00–$300.00/test or analysis 
  Variable frequency drives  
 Small milking machines in dairies and other 
approved applications 

 $2,200.00/verifi ed installation 

 Agricultural turbine pump applications  $80.00/hp 
 Transformer deenergization  $0.15/kWh or 70 % of project cost 
 New agricultural construction  Subject to custom project 

reimbursements 
 Other agricultural measures  Subject to custom project 

reimbursements 
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Chapter 11
Evaluating Energy Efficiency

Ibrahim Iskin and Tugrul U. Daim

Abstract  Nature of resource planning has changed dramatically since 1970s due to 
increased diversity in resource options such as renewable alternatives, demand-side 
management, space conditioning, cogeneration of heat and electricity in industrial 
applications, and deregulation of the energy market. Along with that new objectives 
have been added to the utilities’ decision-making processes beyond cost minimization 
(Hobbs, Eur. J. Oper. Res., 83:1–20, 1995). Moreover; technological development, 
instability in fuel markets, and government regulations are taking place faster than 
ever before and as a result complexity and uncertainty involved in decision-making 
practices have become increasingly significant. This chapter provides an approach 
based on hierarchical decision modeling to consider new factors in evaluating energy 
efficiency technologies.

As mentioned, energy efficiency programs have been considered as a resource and 
part of integrated resource planning since 1970s; however, its value role as a resource 
has been approached from a limited point of view. Current approaches, employing 
cost–benefit ratio method, have been observed to take only the quantifiable variables 
such as avoided peak demand, increased reliability, avoided investment costs, 
program implementation costs, etc., into consideration and miss taking some of the 
other variables that cannot be easily quantified, but have important impacts on utility 
operations. Moreover, due to nature of cost–benefit ratio-based methods decision 
makers are not provided with enough information to enable decision analysis at the 
variable level, but rather given single data point. This gap has also been supported by 
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Gellings and Smith [8] who claim that energy efficiency programs need to be assessed 
considering their implications on utility operational objectives such as operational 
flexibility, use of critical fuels, environmental damage, job creation, public and 
employee health, etc.

Although there is significant amount of cost-effective energy efficiency opportu-
nities, exploitation of these has been rather slow due to various barriers. One of the 
significant and mainly studied barriers is associated with user heterogeneity. User 
heterogeneity impacts the relevancy of adoption barriers and drivers associated with 
an energy-efficient technology in different end uses. This point has also been sup-
ported by the studies: Iskin [11] in the case of wider energy efficiency literature and 
Iskin et al. [12] in the case of an energy efficiency program development for variable 
capacity heat pumps in Pacific Northwest US.  Thus, user heterogeneity prevents 
energy efficiency program planning from making accurate judgments about program 
success. As a result, energy efficiency programs’ use as a resource in integrated 
resource planning cannot be exploited to its full potential. Moreover, since user het-
erogeneity is not considered as a market failure, but a normal market phenomenon, 
potential policy solutions through market interventions cannot be justified. As a 
result, energy efficiency program planning needs to address potential impacts of user 
heterogeneity in decision-making practices.

11.1  �Research Approach and Methodology

Objective of proposed research is to develop an energy efficiency program assess-
ment model for energy efficiency program planning in electric utilities. Proposed 
model will expand the existing assessment models by incorporating utility opera-
tional goals and objectives rather than just financial metrics. Incorporation of oper-
ational goals and objectives is expected to enable trade-off analysis at the utility 
goal level and provide a more comprehensive decision analysis. Decision alterna-
tives used in the model will be developed by incorporating technology- and -related 
variables together in order to decrease uncertainties associated with user heteroge-
neity. Such an approach is expected to create decision alternatives homogeneous 
enough to enable more accurate assessment. Overall, proposed improvements are 
expected to contribute to existing level of knowledge by enabling a more accurate 
energy efficiency technology evaluation and planning approach that can provide 
better understanding of the potential implications of the program decisions at the 
utility goal and objective level.

First contribution of the proposed research effort is to enable assessment of 
energy efficient technologies with respect to their impacts on utility objectives 
and goals. Having looked at the current literature, it has been observed that there 
is no research study taking utility objectives and goals into account in DSM 
decision-making practices although quite a few research studies have identified 
these points as potential improvement areas. Accordingly, Gellings and Smith [8] 
have suggested that evaluation of DSM technologies in utility planning operations 
needs to be conducted by considering their implications on operational objectives. 
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The reason behind aforementioned suggestion is based on the fact that given the 
variables associated with an energy efficiency program and service area of a util-
ity, impact of the aforementioned given program on utility operations would vary 
to a great extent. By utilizing utility objectives and goals as decision variables; 
proposed assessment model is proposed to enable trade-off analysis and contribute 
to decision-making practices in the field.

In the literature, user heterogeneity has often been considered as a significant 
barrier to diffusion of energy efficiency technologies. Accordingly, Sanstad and 
Howarth [27] have suggested that in order to increase accuracy of decision-making 
practices an approach that can link technology parameters with diffusion parame-
ters. Accordingly, second contribution of the proposed model is to enable better 
assessment of energy efficiency programs through more accurate understanding of 
interactions between energy efficiency technologies and diffusion-related variables. 
Such an approach taking end use heterogeneity into consideration will make deci-
sion alternatives to be more homogeneous. A more precisely developed decision 
alternatives are proposed to provide better linkage between technology alternatives 
and their implications from perspective of utility operational objectives and enable 
decision makers to give better decisions.

Overall, proposed improvements are expected to contribute to existing level of 
knowledge by enabling a more accurate energy efficiency technology evaluation 
and planning approach that can provide better understanding of the potential impli-
cations of the strategic decisions.

Proposed approach consists of several phases which involve multiple techniques 
and methodologies. Proposed research approach starts with development of a case 
study through literature reviews and semistructured interviews with subject matter 
experts. Second and third phases involve in development of hierarchical decision-
making model and model validation with respect to construct and content validity. 
Fourth phase deals with data collection and validation followed with the fifth phase 
where results and sensitivity analyses are presented. Lastly, case study is validated 
with respect to criteria validity with subject matter experts. In Fig. 11.1, major steps 
of the proposed research approach can be observed.

Fig. 11.1  Comprehensive approach for assessment of energy efficiency technologies from a util-
ity perspective
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11.2  �Case Study Development

Proposed research approach is going to be demonstrated through a case study in 
the Pacific Northwest USA region. In order to develop the case study, the following 
steps have been fully or partially completed.

11.2.1  �Literature Review

Assessment variables used in the proposed hierarchical decision model have been 
identified from a number of literature reviews. These literature reviews have been 
conducted on the following topics: multiperspective energy technology assessment 
(please refer to Independent study 1) and adoption of energy efficient technologies 
from utility demand-side management (DSM) perspective (please refer to 
Independent study 2 and 3). For the purpose of this analysis, you will be presented 
a brief literature review on multicriteria assessment models for utility DSM and 
energy generation technologies below.

Literature review has revealed that multicriteria decision-making models have 
been widely used in the utility DSM decision-making literature due to existence of 
wide range of objectives associated with utility operations. For instance, specific areas 
covered in the literature are value-focused objectives in electric utilities [13, 14] 
integrated resource planning [18], assessment of lighting energy efficiency measures 
[24], prioritization of energy efficiency barriers [30, 19], assessment of DSM pro-
grams [16, 17, 9] and strategies [10, 29].

Keeney and McDaniels [13] have attempted to identify hierarchy of objectives in 
the electric utilities by employing a value-focused perspective. Developed hierarchy 
has been proposed to address all major assessment issues that a utility organization 
would face due to assessment criteria’s coverage of high level objectives. 
Accordingly, you can see the complete list below. This list gives a quick glimpse at 
wide range of utility objectives; however, more comprehensive studies can also be 
found in the literature [14].

	1.	 Maximize contribution to economic development

	(a)	 Minimize cost of electricity use
	(b)	 Maximize funds transferred to government
	(c)	 Minimize economic implications of resource losses

	2.	 Act consistently with the public’s environmental values

	(a)	 About local environmental impacts

• To flora
• To fauna
• To wildlife ecosystems
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• To limit recreational use
• To esthetics

	(b)	 About global impacts

	3.	 Minimize detrimental health and safety impacts

	(a)	 To the public

• Mortality
• Morbidity

	(b)	 To employees

• Mortality
• Morbidity

	4.	 Promote equitable business arrangements

	(a)	 Equitable pricing to different customers
	(b)	 Equitable compensation for concentrated local impacts

	5.	 Maximize quality of service

	(a)	 To small customers

• Minimize outages
• Minimize duration of outages

	(b)	 To large customers

• Minimize outages
• Minimize duration of outages

	(c)	 Improve new service
	(d)	 Improve response to telephone inquiries

	6.	 Be recognized as public service oriented

Hobbs and Horn [9] have employed multicriteria decision-making method to 
develop an energy portfolio at BC Gas. One of the significant contributions of the 
model has been stated to be its ability to provide significance analysis and provide 
better communication with the stakeholders. Alternatives assessed in the study are 
programs that are not necessarily related to energy efficiency programs, thus assess-
ment criteria used in the study have been kept rather general in order to be able to 
assess wide range of program alternatives.

A more energy efficiency specific decision model has been developed by 
Ramanathan and Ganesh [24] who have developed an energy efficiency measure 
selection model by combining analytic hierarchy process with goal programming. 
AHP has been used to find relative weights of assessment criteria as can be seen in 
the table below and goal programming has been used to optimize decision-making 
model by minimizing life cycle cost, use of petroleum products, use of fuelwood 
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products, emission of carbon, sulfur, and nitrogen oxides and maximize system 
efficiency, employment generation, and use of locally available resources. Based on 
the results, suggestions regarding weak points of the measured alternatives have 
been proposed. Authors have indicated that a follow-up model could improve the 
existing model by incorporating issues faced during the implementation of the 
energy efficiency programs such as adoption barriers, market penetration-related 
variables [26, 28]. At this point it would be beneficial to mention about related vari-
ables that Reddy [26] has mentioned in his study. Reddy [26] has proposed that four 
essential factors that would enable better facilitate diffusion of energy efficient tech-
nologies. These are using combinations of energy efficiency measures at a strategic 
level, employing policy-assisted or market-oriented mechanisms, and promoting 
technological innovation for reaching improved energy efficiency.

A complementary study, to understand how different energy efficiency barriers 
affect diffusion of energy efficient technologies, has been conducted by Wang et al. 
[30]. Study has attempted to explore the interactions between 13 energy efficiency 
barriers identified in Chinese industry by employing interpretive structural model-
ing (ISM). ISM has been observed to provide information in exploring influential 
relationship between various barriers based on expert judgments. Accordingly, 
barriers such as lack of strategic planning, lack of awareness, and limited policy 
framework have been identified as being driving power to the rest of the barriers 
without any dependencies. Thus, they are suggested to be treated as strategic issues 
and root of the barrier problem. Barriers such as lack of funding or finance difficul-
ties, lack of research personnel or trained manpower, and inadequate data and infor-
mation have been identified as strong drivers with less dependency on other barriers. 
Moreover, barriers such as lack of experience in technology and management, 
reluctance to invest due to high risk, lack of appropriate production technologies, 
objections from different interest groups, lack of public participation, and inappro-
priate industrial framework have been identified as highly dependent barriers whose 
solutions lay behind more driving barriers. Aside from ISM, MICMAC analysis has 
been conducted and identified barriers have been clustered into four categories [25]. 
These clusters are named as autonomous, dependent, linkage, and independent 
barriers [30]. This method has been claimed to provide valuable information in 
strategizing development of policy tools for removing market barriers. Another 
complementary study has been conducted by Nagesha and Balachandra [19] who 
have utilized analytic hierarchy process to prioritize some of the previously deter-
mined market barriers among small-sized foundry and brick and tile manufacturing 
industrial firms in India. Model consists of three levels of which are objective as the 
first level, assessment factors as the second level, and barriers as the third level. For 
instance, assessment factors are stated as intensity of the barrier, easiness of removal, 
impact of barrier removal on energy efficiency, impact of barrier removal on eco-
nomic performance. Barriers that were studied are awareness and information bar-
riers, financial and economic barriers, structural and institutional barriers, policy 
and regulatory barriers, behavior and personal barriers. Firm owners from 44 orga-
nizations, representing 25 and 50 % of the brick and tile and foundry organization 
population in the case study, have been identified as experts for data acquisition. 
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Pairwise comparison method has been used to quantify expert judgments on energy 
efficiency barriers with respect to assessment factors and assessment factors with 
respect to objective. Interestingly, in order to make judgment process more accurate, 
experts have been provided with data that describe the important dimension of each 
barrier [19].

Lee et al. [16, 17] have employed analytical hierarchy process method to manage 
planning, execution, and assessment of DSM investment programs. Proposed model 
consists of four main criteria which are proposed to address planning, implementa-
tion, effectiveness, and usefulness of a given DSM program. Proposed criteria 
address some of the potential improvement areas pointed out by Ramanathan and 
Ganesh [24], such as incorporation of program implementation-related variables; 
however, diffusion-related variables still remain missing.

A complementary study to Lee et al. [16, 17] has been carried out by Vashishtha 
and Ramachandran [29] who have attempted to develop a model for selecting DSM 
implementation strategies, policy tools, by employing analytic hierarchy process. 
Decision model has been applied to experts from three stakeholder perspectives 
which are utilities, regulators, and consumers. Similarities and differences in imple-
mentation strategy desires have been observed by using Spearman’s correlation 
coefficient and it has been indicated that certain DSM programs were favored by all 
three stakeholders. A weakness of the model has been indicated by the authors as 
that the model cannot help utilities transform into energy efficiency service providers 
due to potential high transactions costs, necessity of establishing new functions, and 
developing procedures for continuous operations.

In the case of generation technologies, there have been considerable amount of 
multiperspective assessment studies in the literature. For instance, these studies are 
generic assessment framework for power plant assessment [4], assessment of hydro-
gen and natural gas power plants [22, 23], evaluation of CHP systems [21], assess-
ment of natural gas supply options [1, 2], and evaluation of liquid biofuels [20]. 
Furthermore, a few studies have been identified to assess impact of power plants on 
living standards [5, 6] and nonradioactive waste emission [3].

11.2.2  �Semistructured Interview

In order to uncover assessment criteria that might have been missed from the lit-
erature review, semistructured interviews have been conducted with three energy 
efficiency program design and implementation experts. As part of the examina-
tion, results extracted from the interviews have been integrated into further analy-
sis. Please note that final model needs to be modified with the suggestions from 
the expert interviews. Briefly, these changes involve in separation of existing vari-
able “Reduce/postpone capital investments” into two distinct variables such that 
“Reduce capital investments” and “Postpone capital investments.” Also, separation 
of an existing variable “Create or retain job opportunities” into two distinct vari-
ables such as “Create job opportunities” and “Retain job opportunities.” In addition 
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to new variable additions, one of the experts suggested eliminating the variable 
“Improve life standards (non energy benefits)” claiming that the variable is useful 
for determining programs’ diffusion to the market, but not contribution to the utility 
objectives. Moreover, it was further suggested that the model could be strengthened 
by adding diffusion and program development-related variables since those are also 
significant considerations from a utility standpoint. Lastly, it has been stated that 
objective “Minimize adverse effects on public” and utility goals under it do not have 
direct contribution to utility missions in the context of energy efficiency. Moreover, 
it has been further emphasized that it would be difficult to find sufficient expertise 
to assess impact of energy efficiency programs with respect to aforementioned 
variables.

11.3  �Hierarchical Decision Model Development

As part of the research approach, assessment variables in the decision model have 
been kept subject to a content validity test. Accordingly, objectives “Increase oper-
ating flexibility and reliability” and “Reduce system costs” have been selected due 
to their relatively high content validity scores. Furthermore, objective “Promote 
regional development” has been selected since it has received one of the lowest 
content validity scores among the proposed utility objectives. By selecting mix 
objectives with high and low content validity scores, author has aimed to compare 
and contrast the results, and how content validity scores impact the local contribu-
tion values and final results. You will be presented with more information regarding 
how content validation was conducted in the following sections.

Proposed demonstrative hierarchical decision model is presented in Fig. 11.2. 
Following sections will briefly provide information about the hierarchical levels and 
assessment variables used in the model.

• Level 1 Mission: Identify the energy efficiency programs (measures) which have 
the highest contribution potential to overall goals and objectives of a utility

• Level 2 Objectives: Utility objective k supporting the mission: Ok, k = 1, …, K
• Level 3 Goals: Utility goal j under objective k: Gjk j = 1, …, J
• Level 4 Alternatives: Energy efficiency program alternative i supporting goal j 

under objective k: Aijk, i = 1, …, I

11.3.1  �Mission Statement

Proposed hierarchical decision model is intended to identify energy efficiency measures 
which have the highest contribution potential to overall goals and objectives of a 
utility. Proposed research model attempts to reach its goal by expanding existing 
assessment models by employing a multiperspective view allowing trade-off analysis 
at the utility objective and goal levels.
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11.3.2  �Assessment Variables in the Objectives Level

Variables at this hierarchy level are utilized to understand the relative importance 
of utility objectives in achieving the mission. These objectives are treated as the 
general roles and responsibilities of utilities and help understand trade-off at the 
utility strategy level.

• Promote regional development: New job opportunities emerging from utility 
operation supply chain, maintenance of existing infrastructure as well as new 
infrastructure additions, strengthening local industry by providing low rate energy, 
helping diffusion of better technology alternatives are some of the examples of 
utilities contributions to regional development. Variable “Promote regional devel-
opment” is intended to capture importance of improving quality of life in their 
area of operation.

• Increase operating flexibility and reliability: Due to increasing load demand and 
changing load shapes, generation variability of renewable energy alternatives, 
aging generation and distribution systems, volatilities in supply of conventional 
energy resources, utilities are looking for new opportunities that would enable 
them to respond rapidly to changing environments faster and accurately without 
compromising quality of utility operations. Variable “Increase operating flexibil-
ity and reliability” is intended to capture the importance of maximizing system 
reliability in general.

• Reduce system cost: Given the challenges such as increasing population, season-
ality in both off peak and peak demands, generation variability in renewable 

Fig. 11.2  Hierarchical decision model constructed for demonstration purpose
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energy alternatives, and aging generation and transmission systems, utilities 
need to sustain their operations by making minimum cost decisions. Variable 
“Reduce system cost” is intended to capture importance of providing the least 
cost rate within the range of sound business practices.

11.3.3  �Assessment Variables in the Goals Level

Variables at this hierarchy level are utilized to understand the relative importance of 
utility goals with respect to corresponding utility objectives. These variables are 
treated as goals which help align utility operations with higher level utility objectives. 
Variables at the goals level can be achieved through capacity extensions as well as 
more efficient use of existing resources through energy efficiency programs. 
Accordingly, energy efficiency programs are going to be assessed with respect to their 
potential contribution to each of these goals.

Promote regional development: Utility objective “Promote regional development” 
is defined with following utility goals.

• Create or retain job opportunities: Energy efficiency programs directly and indi-
rectly impact magnitude of economic activity through promotion of newer tech-
nologies to the market. For instance, various actors throughout the supply chain 
such as manufacturers, designers, contractors, retailers, etc., have chance to partici-
pate in development and delivery of energy efficiency programs and position them-
selves in growing markets. Variable “Create or retain job opportunities” is intended 
to capture magnitude of all these direct and indirect job opportunities created or 
retained through delivery of an energy efficiency program alternative.

• Keep local industry competitive: Energy efficiency programs can enable rapid 
diffusion of some of the new manufacturing technologies by eliminating imple-
mentation and operation-related concerns through demonstration projects. 
Variable “Keep local industry competitive” is intended to capture degree of both 
energy savings and competitive advantages provided to local industrial actors 
through delivery of an energy efficiency program alternative.

• Improve life standards (nonenergy benefits): New technology alternatives provide 
not only energy savings, but also improve life standards of public through newly 
added functions embedded in new products such as programs for replacing less 
efficient heating units with more efficient heating and cooling units in residential 
end use. Variable “Improve life standards (nonenergy benefits)” is intended to 
capture degree of improved life standards of public through delivery of an energy 
efficiency program alternative.

Increasing operating flexibility and reliability: Utility objective “Increasing 
operating flexibility and reliability” is defined with following utility goals.

• Reduce need for critical resources: Significant percentage of world’s energy 
generation is supplied from fossil fuel resources whose supply chain has been 
subject to disturbances due to political instabilities. Consequences of such events 
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have had negative impacts on both developed and developing countries around 
the globe. Variable “Reduce need for critical resources” is intended to capture 
degree of energy resource diversity gained by reducing need for some of the criti-
cal resources (oil, water, etc.) through delivery of an energy efficiency program.

• Increase power system reliability: Utilities can make use of energy efficiency 
programs to reduce/alter loads on critical pieces of power generation systems in 
order to cope with some of the challenges such as increasing population, season-
ality in magnitude off peak load and peak loads, generation variability in renew-
able energy alternatives, and aging power generation systems. Variable “Increase 
power system reliability” is intended to capture degree of reliability improve-
ment over the power generation systems through delivery of an energy efficiency 
program.

• Increase transmission and distribution system reliability: Utilities can make use of 
energy efficiency programs to reduce/alter loads on critical parts of power trans-
mission systems in order to cope with some of the challenges such as increasing 
population, seasonality in load and peak demands, and aging transmission and 
distribution systems. Variable “Increase power system reliability” is intended to 
capture degree of reliability improvement over the power transmission and distri-
bution systems through delivery of an energy efficiency program.

Reduce system cost: Utility objective “Reduce system cost” is defined with the 
following utility goals.

• Reduce/postpone capital investments: One of the most important factors taken 
into consideration in utility energy planning operations is the projection of peak 
load demand which sets the minimum generation capacity for reliable services. 
Energy efficiency programs can be utilized to reduce magnitude of peak loads in 
order to reduce or postpone some of the capital investments which require high 
upfront capital requirements. Variable “Reduce/postpone capital investments” is 
intended to capture magnitude of new construction investments avoided through 
delivery of an energy efficiency program alternative.

• Reduce operating costs: Depending on the efficiency rate of generation technology 
in operation, unit price of energy output varies. For instance, marginal cost of 
generation increases as the demand load increases and reaches peak load where 
less efficient, but more responsive generation units become operational. Variable 
“Reduce operating costs” is intended to capture degree of high cost generation 
units avoided through delivery of an energy efficiency program alternative.

11.3.4  �Energy Efficiency Program Alternatives 
in the Alternative Level

For demonstration purposes, following energy efficiency program alternatives have 
been selected from a list posted on Regional Technical Forum’s (RTF) website. 
These programs have already been undertaken and supported by utilities and public 
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organizations operating in the Pacific Northwest U.S.A. region. Motivation behind 
picking existing energy efficiency programs is to test the proposed assessment 
model with alternatives that experts have readily available information and get 
feedback for criteria validation purposes.

• Alternative 1: An energy efficiency program for promoting ductless heat pump 
technology for replacing electric baseboard heating technology in single family 
residential end use.

• Alternative 2: An energy efficiency program for promoting light emitting diodes 
technology for replacing compact fluorescent technology in grocery commercial 
end use.

• Alternative 3: An energy efficiency program for promoting variable frequency 
drive ventilation fan systems for replacing nonvariable frequency drive ventilation 
fan systems in agricultural potato onion shedding end use.

11.4  �Model Validation

Constructed model has been validated using two distinct validity types which are 
construct and content validity.

11.4.1  �Content Validity

Content validity refers to the degree to which the content of the items reflects the 
domain of interest. In the context of hierarchical decision modeling, researcher uses 
content validity to refer to each decision variable’s degree of appropriateness to 
measure a higher level decision variable it is proposed for.

In this research, group disagreements in content validity are proposed to be 
resolved by using the Delphi technique. The Delphi technique is selected by the 
researcher since it allows for data collection through questionnaires eliminating 
scheduling conflicts among various participants. For demonstration purposes, the 
Delphi process is limited to only one round; however, results are discussed with an 
expert selected as Delphi decision maker for further articulation. Selected expert 
works as a supervisory engineer in energy efficiency group at Bonneville Power 
Administration.

For each level of the hierarchical model, relevant experts have been identified 
and assigned as panel respondents. For instance, for the second level of decision 
hierarchy where utility objectives are validated against the mission, researcher has 
made sure the respondents have a higher level of perspective on utility-specific 
objectives. Accordingly, these experts are currently employed as vice president, 
supervisory engineer, and program implementation manager in energy efficiency 
groups, as well as academic scholars that have relevant experience in energy 
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technology assessment. Expertise from wide range of utility operations would be 
needed for validation of third level decision hierarchy, where utility goals are validated 
against corresponding utility objectives. For the purpose of this analysis, experts 
who are currently employed as project managers, program managers, and planning 
specialists in energy efficiency groups.

A survey has been constructed to gather data for content validity analysis. 
Necessary definitions and instructions have been attached to the survey and sent to 
experts via e-mails. As described earlier, questions were developed in a way that 
each decision element in the hierarchy is validated against a higher level corre-
sponding variable. Experts were asked to state their judgment on each variable 
using a Likert scale of 1–3. (1 indicating that proposed decision variables were 
“Essential,” 2 indicating that proposed decision variables were “Not essential but 
useful,” and 3 indicating that proposed decision variables were “Not necessary”). 
Please see Appendix 1 for the content validation survey.

Please note that variables in the demonstrative model are relevant to expertise of 
the aforementioned expert group; however, as mentioned earlier complete research 
model will require experts from other fields. For instance, in order to validate goal 
variables under utility objective “Minimize adverse effects on public,” experts from 
public affairs. Similarly, experts from environment, fish, and wildlife service might 
be a good fit for validating utility goals under utility objective “Minimize environ-
mental impacts.” For validation of the complete research model, experts that 
researcher does not have connections to will be identified through the expert sug-
gestions. Expert identification and selection will go on until there is sufficiently 
enough expertise covering all the decision variables in the research model.

11.4.1.1  �Content Validity Ratio

In order to detect disagreement among experts, content validity ratio, developed by 
Lawshe [15], will be used. Content validity ratio will be calculated for each decision 
variable based on the formula below. This formula yields values between +1 and −1; 
positive values indicate that at least half of the experts have indicated that the item 
in question as essential.

	
CVR e=

-n N

N

/

/

2

2 	

ne: number of experts in the panel indicating “essential”
N: total number of panelists

Calculated CVR values are going to be compared to a threshold value that is a 
function of the number of participants [15]. Please see below for the threshold values 
for statistical significance at P < .05 with respect to size of panel (Table 11.1).

Using the formula stated earlier, content validity ratios for each of the decision 
variables are calculated.

11  Evaluating Energy Efficiency



290

Survey responses and CVR values for each decision element are presented in 
Table 11.2.

Values obtained from the CVR formula are compared against the threshold value 
of 0.75 which corresponds to panelist number of 8. Accordingly, as observed from 
Table 11.1, only utility goals “Increase power system reliability,” “Increase trans-
mission and distribution system reliability,” and utility objective “Reduce/postpone 
capital investments” have CVR ratio greater than or equal to the threshold value. 
In  addition to those, utility objective “Reduce system cost” and utility goal 
“Reduce operating costs” have received CVR value of 0.5 which is relatively close 
to the threshold value.

It is observed that majority of the decision variables have received very low scores 
using the CVR ratio method. Author acknowledges this as a potential improvement 
area which needs to be resolved. Reasons behind the low content validity ratio with all 
the other variables may emerge from multiple stems. Based on the content validity 
results, it is observed that experts have consistently emphasized the importance of 
finance-related variables which are widely used by the current practices. For instance, 
since it is the first time this type of multicriteria assessment model is proposed for 
assessment of energy efficiency measures, experts might have been biased toward 
conventional assessment criteria. Second, as the evaluation was only conducted for 
only a single round, potential feedback between the experts is missing. Two or more 
rounds of evaluation might create better convergence among the panel participants 
and increase CVR values. Third reason might be because of the nature of the method 
employed. For instance, CVR ratio has mainly been used in survey research studies 
where the number of respondents is relatively greater than the number of respondents 
required for the Delphi technique. As realized from the table where the threshold 
values with respect to number of panelists are presented, threshold values decrease as 
the number of respondents increase. Thus, researcher believes inclusion of more 
experts might provide better CVR ratio results. This perspective is also in parallel to 
the earlier notification that the original research approach will not be limited to experts 
within energy efficiency group, but also with experts from other utility departments. 
This will both increase the number of participants and balance potential bias.

Table 11.1  Threshold values 
for CVR ratio testing

Number of panelists Min value

5 0.99
6 0.99
7 0.99
8 0.75
9 0.78

10 0.62
11 0.59
12 0.56
13 0.54
14 0.51
15 0.49
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Please note that since this process was limited to only one round of evaluation, 
researcher decided to conduct further analyses which will not necessarily be 
conducted the same way in the original research approach. For instance, using 
chi-square test, each variable has been tested whether there is any significant expert 
disagreement in the expert panel or not. Second, using one sample T-tests, aggre-
gated expert responses have been characterized. For instance, each decision variable 
was tested whether they came from normal distributions with mean values of 1, 2, 
or 3. If aggregated response for a particular variable is proven to come from a nor-
mal distribution with mean value of 1, 2, or 3, then respectively the variable is 
considered as “Essential,” “Useful but not essential,” and “Not necessary.” Although 
there is no expert agreement on the aggregated results, utility objective “Minimize 
environmental impacts” and utility goals “Reduce emission of soil, air and water 
contaminants” and “Avoid property damage and impacts on lifestyles” have passed 
the T-tests for mean values of both 1 and 2. Accordingly, they were considered to 
have values between “Essential” and “Useful but not essential.”

Results are presented in Table 11.3. Please refer to Appendix 2 with details of 
the analyses.

As observed from Table  11.3, there are about eight decision elements that the 
experts have reached an agreement on. Considering these, one of the key findings of 

Table 11.3  Further analysis of content validity and expert disagreements

Chi-square 
agreement (Yes/No) One sample T test

Promote regional development No Useful but not essential
Create or retain job opportunities No Useful but not essential
Keep local industry competitive Yes Useful but not essential
Improve life standards (nonenergy benefits) No Useful but not essential
Minimize environmental impacts No Essential-useful
Reduce GHG emissions No Essential
Reduce emission of soil, air, and water 
contaminants

No Essential-Useful

Avoid flora and fauna habitat loss No Useful but not essential
Increase operating flexibility and reliability No Essential
Reduce need for critical resources No Essential
Increase power system reliability Yes Essential
Increase transmission and distribution system 
reliability

Yes Essential

Reduce system cost Yes Essential
Reduce/postpone capital investments Yes Useful but not essential
Reduce operating costs Yes Useful but not essential
Minimize adverse effects on public No Useful but not essential
Avoid noise and odor Yes Useful but not essential
Avoid visual impacts Yes Useful but not essential
Avoid property damage and impact on 
lifestyles

No Essential-Useful
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the analysis is that there is no variable that experts have judged as “Not necessary.” 
Discussions with the identified expert and findings of the content validity analysis also 
reveal that utility experts consider variables as “Essential” if only they are critical in 
complying with the regulations. For instance, these variables are reported to be related 
to system reliability, electricity rates, and environmental regulations. Another impor-
tant finding is that most of the variables associated with “Promote regional develop-
ment” and “Minimize adverse effects on public” are considered as “Useful, but not 
essential.” Interview with the selected expert provides insight to this situation stating 
that these variables are taken into consideration in decision-making practices if only 
the aforementioned critical decision variables comply with regulations.

11.4.2  �Construct Validity

In the context of this research, construct validity refers to the extent to which 
proposed hierarchical decision model complies with its theories. For instance, 
issues of independency among decision variables on the same level, unidirectional 
relationships between decision levels are some of the important ones.

Construct validity of the proposed research model was conducted using nominal 
group technique with the PhD students in Engineering and Technology Management 
Department at Portland State University. Expert group was selected from those 
students who have interest in energy-related decision-making research. It was made 
sure that the panel had enough level of expertise in the area of hierarchical decision 
modeling. The number of experts participated in the activity was three.

Proposed research model was presented on a visible screen and each panel par-
ticipant was asked to provide their feedback on the construct validity of the model. 
Researcher made sure there was special focus on that the proposed hierarchical 
decision-making model complied with its theories. For instance, issues of indepen-
dency among decision variables on the same level, unidirectional relationships 
between decision levels were some of the most important aspects to be elaborated. 
While a panel expert proposed his/her feedback, panel facilitator took notes on a flip 
chart which all panel experts were able to see. Please note that nominal group tech-
nique requires feedback generation to be carried out in a sequential order without 
any intervention by the rest of the panelists. Accordingly, it was made sure each 
participant got to state their feedback without being intervened. After feedback 
generation phase was completed, each of the proposed feedback was presented by 
its owner and this time the rest of the panelists were given chance to state their own 
comments as well. This phase was kept open to face-to-face discussions in order to 
stimulate critical thinking. After discussions around the proposed feedbacks were 
completed, panelists were asked to vote whether each particular feedback needed to 
be incorporated into the model or not.

It has been confirmed with the experts that proposed research approach comply 
with the theories of hierarchical decision modeling. Accordingly, no change has 
been proposed to be incorporated into the model.
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11.5  �Data Collection and Validation

In this section you are going to be informed about the expert panel design and survey 
instrument development.

11.5.1  �Expert Panel Design and Expert Selection

For demonstration purposes, each level of hierarchy in the proposed model has been 
considered as one expert panel; however, researcher acknowledges that it is often very 
hard for an expert to comprehend importance of variables outside their field. For 
instance, this issue becomes significantly clear on goals and alternatives levels where 
there are diverse range of utility operations and technologies. It has been observed that 
experts in energy efficiency tend to neglect the fact that utility operations are not 
entirely providing reliable service at reasonable costs, but also protect environment, 
comply with public interests, and promote regional development. In order to eliminate 
this issue, researcher has realized that it would be more accurate to evaluate goals 
under each objective in different panels where panelists are invited from more relevant 
departments such as environment fish and wild life, corporate strategy, planning and 
asset management, system operations, agency compliance, and governance. Since this 
is outside the scope of the demonstration discussion will be kept rather short.

11.5.1.1  �Objectives Level: Expert Panel 1

As mentioned earlier, demonstrative model has only three variables on the objectives 
level. These objectives are “Promote regional development,” “Increase operating 
flexibility and reliability,” and “Reduce system cost.” While selecting the experts for 
panel 1 it was made sure that the experts had general understanding of wide range of 
utility operations. In order to achieve that, both practitioner and academic perspec-
tives were taken into consideration. Researcher made sure selected experts from aca-
demic backgrounds had research interests in energy efficiency and published in 
related journals. Furthermore, it was also made sure that experts had significant 
amount of experience in energy efficiency field. Since the experts were selected only 
from energy efficiency groups it was also made sure that they have had different 
skill sets such as engineering, management, planning, and finance. For instance, 
expert panel 1 consisted of three experts from academia and four experts from 
energy efficiency groups.

11.5.1.2  �Goals Level: Expert Panel 2

Although evaluation of utility goals requires more specialized experts than utility 
objectives, experts selected for expert panel 1 were also selected for expert panel 2 
due to time limitations. Impacts of this issue were somewhat realized to a 
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significant degree on the evaluation of utility goals under objective “Promote 
regional development.”

11.5.1.3  �Alternatives Level: Expert Panel 3

Evaluation of energy efficiency programs with respect to utility goals requires 
significantly different skill sets than the expert panels 1 and 2. For instance, experts 
in this panel were required to have understanding of utility and measure loads, and 
the interaction between them. For instance, expert panel 3 consisted of four experts, 
three of which were industry experts who have engineering backgrounds, and one 
field engineer from an academic institution. All of the industry experts work in 
energy efficiency group at Bonneville Power Administration as program and project 
managers, whereas the fourth expert works at Washington State University Energy 
Extension Program. It should be noted that experts in this group had good under-
standing about the issues that fall under objectives “Increase operating flexibility 
and reliability” and “Reduce system cost”; however, they did not have as much 
understanding with objective “Promote regional development.”

11.5.2  � Survey Construction and Validation

For each of the expert panels, a pairwise comparison survey has been constructed 
and tested with students from ETM program. Special focus has been placed to make 
sure language of the surveys was clear and they did not take more than 15 min to 
complete. Definitions of the terms used have been included in each survey along 
with the instructions on pairwise comparison method. Furthermore, a sample ques-
tion and an answer have been included in order to strengthen the instructions 
(please refer to Appendix 3–5 for surveys used in the study). Survey has been sent 
to experts and received back via e-mail; however when required, researcher called 
the experts and provided necessary instructions about the survey and research 
model in particular.

11.6  �Case Study Results and Sensitivity Analysis

This section is going to present judgment quantification, expert inconsistency, and 
group disagreement results for each hierarchy level. Please note that if you need 
further information about data and analysis output please refer to Appendix  6. 
Appendix 6 includes outputs of judgment quantification, group disagreement, and 
hierarchical clustering analyses performed. You may see more than one result in 
cases where second round of expert judgment was required due to data validation 
purposes.
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11.6.1  �Objectives Level: Expert Panel 1

Expert panel 1 consisted of seven experts who were asked to evaluate selected utility 
objectives. Evaluation was based on the relative importance of utility objectives in 
achieving overall utility mission.

11.6.1.1  �Expert Panel 1 Results

According to experts “Reduce system cost” (0.48) and “Promote regional development” 
(0.42) have the highest relative contributions to overall utility mission whereas 
“Promote regional development” (0.10) is weighted relatively lower. The summary 
of the results is presented in Table 11.4.

11.6.1.2  �Analysis of Expert Judgment Inconsistencies

Experts reflected their judgment without showing significant degree of inconsistency. 
Accordingly, all expert judgment was accepted. The summary of consistencies with 
respect to each expert is presented in Table 11.5.

Table 11.4  Summary of local contributions of objectives to the mission

Objectives (Ok) Local contributions of objectives to mission (Ck
O)

Promote regional development 0.10
Increase operating flexibility and reliability 0.42
Reduce system cost 0.48

Table 11.5  Inconsistencies and relative contributions of objectives to the mission

Mission

Expert

Promote 
regional 
development

Increase operating 
flexibility and 
reliability

Increase operating 
flexibility and 
reliability Inconsistency

Expert 1 0.16 0.38 0.46 0.014
Expert 2 0.16 0.49 0.35 0.001
Expert 3 0.14 0.50 0.36 0.004
Expert 4 0.09 0.24 0.67 0.007
Expert 5 0.09 0.27 0.64 0.015
Expert 6 0.00 0.67 0.32 0.036
Expert 7 0.05 0.41 0.54 0.005
Mean 0.10 0.42 0.48
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11.6.1.3  �Analysis of Group Disagreements

It was observed that there was no significant group disagreement among the panel 
members. Accordingly, all expert judgment was aggregated without requiring 
second round of judgment quantification. Summary of group disagreement test is 
presented in Table 11.6.

11.6.2  �Goals Level: Expert Panel 2

Expert panel 2 consisted of seven experts who were asked to evaluate utility goals 
under selected utility objectives. Accordingly, evaluation was based on the relative 
importance of utility goals in contributing to corresponding utility objectives.

11.6.2.1  �Expert Panel 2 Results

It was observed that contributions of all utility goals “Keep local industry competi-
tive” (0.36), “Improve life standards” (0.32), and “Create or retain job opportunities” 
(0.31) under “Promote regional development” are quite close. Utility goals “Increase 
power system reliability” (0.37) and “Increase transmission and distribution system 
reliability” (0.36) under objective “Increase operating flexibility and reliability” have 
quite similar relative contributions whereas “Reduce need for critical resources” 
(0.27) has been perceived to have less contribution. Utility goal “Reduce operating 
costs” (0.60) is scored higher than “Reduce or postpone capital investments” (0.40) 
in contributing to objective “Reduce system cost.” The summary of the results is 
presented in Table 11.7.

Table 11.6  Final intraclass correlation coefficient and F-value of utility objectives

Utility objectives under

ric

F-value F-critical at 0.05 level F-test result0 < ric < 1

Mission 0.717 12.830 3.8853 Reject H0

Table 11.7  Summary of local contributions of goals to corresponding objectives

Objectives (Ok) Goals (Gjk)
Local contributions of 
goals on objectives Cjk

G O-

Promote regional 
development

Create or retain job opportunities 0.31
Keep local industry competitive 0.36
Improve life standards (nonenergy benefits) 0.32

Increase operating 
flexibility and 
reliability

Reduce need for critical resources 0.27
Increase power system reliability 0.37
Increase transmission and distribution 
system reliability

0.36

Reduce system cost Reduce operating costs 0.60
Reduce postpone capital investments 0.40
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11.6.2.2  �Analysis of Expert Judgment Inconsistencies

Expert inconsistencies in evaluation of utility goals were analyzed with respect to 
each utility objective. You can see each of the analyses below.

Expert Inconsistencies in Evaluation of Utility Goals Under Objective “Promote 
Regional Development”

Experts reflected their judgment without showing significant degree of inconsistency. 
Accordingly, all expert judgment was accepted. The summary of consistencies with 
respect to each expert is presented in Table 11.8.

Expert Inconsistencies in Evaluation of Utility Goals Under Objective “Increase 
Operating Flexibility and Reliability”

Experts reflected their judgment without showing significant degree of inconsistency. 
Accordingly, all expert judgment was accepted. The summary of consistencies with 
respect to each expert is presented in Table 11.9.

Table 11.8  Inconsistencies and relative contributions of goals under objective “Promote regional 
development”

Expert
Create or retain 
job opportunities

Keep local industry 
competitive

Improve life standards 
(nonenergy benefits) Inconsistency

Expert 1 0.31 0.38 0.31 0.012
Expert 2 0.27 0.42 0.31 0.002
Expert 3 0.33 0.33 0.33 0.000
Expert 4 0.38 0.31 0.31 0.000
Expert 5 0.25 0.38 0.38 0.000
Expert 6 0.39 0.39 0.21 0.000
Expert 7 0.27 0.33 0.40 0.000
Mean 0.31 0.36 0.32

Table 11.9  Inconsistencies and relative contributions of goals under objective “Increase operating 
flexibility and reliability”

Expert
Reduce need for 
critical resources

Increase power 
system reliability

Increase transmission and 
distribution system reliability Inconsistency

Expert 1 0.27 0.35 0.38 0.001
Expert 2 0.33 0.33 0.33 0.000
Expert 3 0.25 0.38 0.38 0.000
Expert 4 0.25 0.38 0.38 0.000
Expert 5 0.25 0.45 0.30 0.012
Expert 6 0.33 0.33 0.33 0.000
Expert 7 0.21 0.39 0.39 0.000
Mean 0.27 0.37 0.36
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Expert Inconsistencies in Evaluation of Utility Goals Under Objective “Reduce 
System Cost”

Since there is only two utility goals associated with objective “Reduce system cost” 
inconsistency analysis could not be performed. Accordingly, only expert prefer-
ences are presented in Table 11.10.

11.6.2.3  �Analysis of Group Disagreements

There were three group disagreements observed in expert panel 2. These group 
disagreements occurred while assessment of utility goals with respect to objectives 
“Promote regional development,” “Increase operating flexibility and reliability,” 
and “Reduce system cost.” Details about the process undertaken to cope with the 
aforesaid group disagreements are presented below.

Group Disagreements in Evaluation of Utility Goals Under Objective “Promote 
Regional Development”

Results from the first round of expert evaluations revealed that there was a significant 
degree of group disagreement on relative contributions of utility goals under 
objective “Promote regional development.” Prior results of intraclass correlation 
coefficient (ICC) and F-tests are presented in Table 11.11.

As observed from the results of hierarchical clustering analysis (please refer to 
“Analysis and Data Validation of Utility Goals with Respect to “Promote Regional 

Table 11.10  Inconsistencies and relative contributions of goals under objective “Reduce system 
cost”

Expert Reduce operating costs Reduce postpone capital investments Inconsistency

Expert 1 0.5 0.5 N/A
Expert 2 0.6 0.4 N/A
Expert 3 0.7 0.3 N/A
Expert 4 0.5 0.5 N/A
Expert 5 0.7 0.3 N/A
Expert 6 0.5 0.5 N/A
Expert 7 0.7 0.3 N/A
Mean 0.60 0.40

Table 11.11  Intraclass correlation and F-test result of promote regional development

Utility goals under objective

ric

F-value
F-critical at 0.05 
level F-test result0 < ric < 1

Promote regional development −0.252 0.061 3.8853 H0 cannot be rejected
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Development”” in Appendix 6), judgment reflected by Expert 4, Expert 6, and 
Expert 7 stand out as outliers. Accordingly, these experts were contacted and 
requested to reconsider their responses. Expert 4 stated that his judgment toward 
putting the greatest value on “Create or retain job opportunities” was due to ongoing 
economic downturn in the recent years. In order to be more objective, he has decided 
to change his judgment and consider a more general view on utility missions. 
Similar to Expert 4, Expert 6 stated that he was confident about his judgment and 
added that relative value of variable “Improve life standards” could be increased a 
little, but it cannot be any greater than the other two variables. Expert 6 agreed to 
make small adjustments. Different from Expert 4, Expert 7 considered “Improve 
life standards” as the highest priority goals in promoting regional development. 
After discussing with Expert 7 it was understood that relative weight of variable 
“Create or retain job opportunities” was too small. Expert 7 decided to rearrange his 
judgment allocations based on the feedback. Accordingly, new judgment was incor-
porated; calculation of relative weights, inconsistency, and group disagreement 
analyses was conducted.

Group Disagreements in Evaluation of Utility Goals Under Objective “Increase 
Operating Flexibility and Reliability”

Results from the first round of expert evaluations revealed that there was a significant 
degree of group disagreement on relative contributions of utility goals under objective 
“Increase operating flexibility and reliability.” Prior results of ICC and F-tests are 
presented in Table 11.12.

As observed from the results of hierarchical clustering analysis (please refer to 
“Analysis and data validation of utility goals with respect to “Increase operating flex-
ibility and reliability”” in Appendix 6), there appears to be two groups that reflect 
slightly different opinions. Group 1 consists of Expert 1, Expert 2, and Expert 6, and 
Group 2 consists of Expert 3, Expert 4, Expert 5, and Expert 7. Since Group 2 has a 
larger size and more experienced people, experts from Group 1 were asked to reevalu-
ate their judgment. Accordingly, Expert 6 stated that all three variables were very 
important in running utility operations reliably and wanted to keep his previous judg-
ment. Expert 1 did not make significantly different changes, but decreased the relative 
importance of “Reduce need for critical resources” slightly. A similar behavior was 
observed from Expert 2, but the magnitude of change was observed to be greater. 
It was observed that all the experts put more value on “Increase power system 
reliability” and “Increase transmission and distribution system reliability.”

Table 11.12  ICC and F-test of increasing operating flexibility and reliability

Utility goals under objective

ric

F-value F-critical at 0.05 level F-test result0 < ric < 1

Increase operating flexibility and 
reliability

−0.139 1.757 3.8853 H0 cannot 
be rejected
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In group 2, since Expert 4 had significantly different opinion than the rest of the 
experts he was requested to reevaluate his judgment as well. Through the discussions 
with Expert 4 it was observed that meaning of “Reduce need for critical resources” 
was not fully understood. The issue was communicated to the expert through a case 
study at BPA which emerged due to conflicting interests of environment, fish and 
wildlife, and power services departments. Accordingly, Expert 4 decided to increase 
relative weight of variable “Reduce need for critical resources.” Accordingly, new 
judgment was incorporated; calculation of relative weights, inconsistency, and 
group disagreement analyses was conducted.

Group Disagreements in Evaluation of Utility Goals Under Objective “Reduce 
System Cost”

Results from the first round of expert evaluations revealed that there was a signifi-
cant degree of group disagreement on relative contributions of utility goals under 
objective “Reduce system cost.” Prior results of ICC and F-tests are presented in 
Table 11.13.

As observed from the results of hierarchical clustering analysis (please refer to 
“Analysis and data validation of utility goals with respect to “Reduce system cost”” 
in Appendix 6), Expert 7 reflects significantly different opinion than the rest of the 
experts. For instance, from the discussion with Expert 7 it has been observed that 
there had been a mistake while responding to the survey. Accordingly, new judg-
ment has been incorporated; calculation of relative weights, inconsistency, and 
group disagreement analyses is conducted.

Final Group Disagreement Analyses Results

Final group disagreement results were calculated based on the modifications made 
in the second round of expert evaluations. Results are presented in Table 11.14.

Table 11.13  ICC and F-test of reduce system cost

Utility goals under 
objective

ric

F-value F-critical at 0.05 level F-test result0 < ric < 1

Reduce system cost −.108 0.659 5.9874 H0 cannot be rejected

Table 11.14  Final intraclass correlation coefficient and F-value of utility goals

Utility goals under objective

ric

F-value
F-critical  
at 0.05 level F-test result0 < ric < 1

Promote regional development 0.031 1.148 3.8853 H0 cannot be rejected
Increase operating flexibility and 
reliability

0.617 8.574 3.8853 Reject H0

Reduce system cost 0.632 7.000 5.9874 Reject H0
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It should be noted that although table above shows that there was evident group 
disagreement for the case of “Promote regional development,” final results were 
accepted since one of the experts decided not to change prior judgment with logical 
reasoning.

11.6.3  �Alternatives Level: Expert Panel 3

Expert panel 3 consisted of four experts who were asked to evaluate energy efficiency 
program alternatives with respect to utility goals under selected utility objectives. 
Accordingly, evaluation was based on the relative importance of energy efficiency 
program alternatives in contributing to corresponding utility goal.

11.6.3.1  �Expert Panel 3 Results

It is interesting to observe that, “Ductless heat pump program in residential family 
end use” has the highest, “Light emitting diodes program in grocery end use” has 
the second highest, and “Variable frequency drive ventilation program in potato 
shedding use” has the least amount of contributions with respect to all utility goals. 
The summary of the results is presented in Table 11.15.

Table 11.15  Summary of local contributions of energy efficiency program alternatives to 
corresponding utility goals

Objectives (Ok) Goals (Gjk)

Local contributions of alternatives on goals Cij
A G-

DHP Program 
in single 
family end 
use

LED Program 
in grocery 
end use

VFD Program in 
potato onion 
shedding end use

Promote 
regional 
development

Create or retain job 
opportunities

0.63 0.21 0.16

Keep local industry 
competitive

0.58 0.24 0.18

Improve life standards 
(nonenergy benefits)

0.70 0.26 0.04

Increase 
operating 
flexibility and 
reliability

Reduce need for 
critical resources

0.76 0.19 0.05

Increase power system 
reliability

0.75 0.16 0.08

Increase transmission 
and distribution system 
reliability

0.69 0.25 0.07

Reduce system 
cost

Reduce operating costs 0.69 0.22 0.08
Reduce postpone 
capital investments

0.58 0.29 0.13
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11.6.3.2  �Analysis of Expert Judgment Inconsistencies

Expert inconsistencies in evaluation of measure alternatives were analyzed with 
respect to each utility goal. You can see each of the analyses below.

Expert Inconsistencies in Evaluation of Energy Efficiency Programs Under 
Utility Goal “Create or Retain Job Opportunities”

Experts reflected their judgment without showing significant degree of inconsistency. 
Accordingly, all expert judgment was accepted. The summary of consistencies with 
respect to each expert is presented in Table 11.16.

Expert Inconsistencies in Evaluation of Energy Efficiency Programs Under 
Utility Goal “Keep Local Industry Competitive”

Experts reflected their judgment without showing significant degree of inconsistency. 
Accordingly, all expert judgment was accepted. The summary of consistencies with 
respect to each expert is presented in Table 11.17.

Table 11.16  Inconsistencies and relative contributions of alternatives under goal “Create or retain 
job opportunities”

Expert

DHP program in 
single family  
end use

LED Program in 
grocery end use

VFD program  
in potato onion 
shedding end use Inconsistency

Expert 8 0.58 0.07 0.34 0.005
Expert 9 0.69 0.23 0.08 0.000
Expert 10 0.71 0.29 0.00 0.051
Expert 11 0.54 0.26 0.20 0.005
Mean 0.63 0.21 0.16

Table 11.17  Inconsistencies and relative contributions of alternatives to goal “Keep local industry 
competitive”

Expert
DHP program in 
single family end use

LED program in 
grocery end use

VFD program  
in potato onion 
shedding end use Inconsistency

Expert 8 0.58 0.07 0.34 0.005
Expert 9 0.69 0.23 0.08 0.000
Expert 10 0.56 0.43 0.01 0.006
Expert 11 0.48 0.24 0.28 0.006
Mean 0.58 0.24 0.18
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Expert Inconsistencies in Evaluation of Energy Efficiency Programs Under 
Utility Goal “Improve Life Standards”

Experts reflected their judgment without showing significant degree of inconsistency. 
Accordingly, all expert judgment was accepted. The summary of consistencies with 
respect to each expert is presented in Table 11.18.

Expert Inconsistencies in Evaluation of Energy Efficiency Programs Under 
Utility Goal “Reduce Need for Critical Resources”

Experts reflected their judgment without showing significant degree of inconsistency. 
Accordingly, all expert judgment was accepted. The summary of consistencies with 
respect to each expert is presented in Table 11.19.

Expert Inconsistencies in Evaluation of Energy Efficiency Programs Under 
Utility Goal “Increase Power System Reliability”

Experts reflected their judgment without showing significant degree of inconsistency. 
Accordingly, all expert judgment was accepted. The summary of consistencies with 
respect to each expert is presented in Table 11.20.

Table 11.18  Inconsistencies and relative contributions of alternatives under goal “Improve life 
standards”

Expert
DHP program in 
single family end use

LED program in 
grocery end use

VFD program in potato 
onion shedding end use Inconsistency

Expert 8 0.69 0.23 0.08 0.000
Expert 9 0.69 0.24 0.08 0.000
Expert 10 0.71 0.29 0.00 0.051
Expert 11 0.71 0.29 0.00 0.051
Mean 0.70 0.26 0.04

Table 11.19  Inconsistencies and relative contributions of alternatives under goal “Reduce need 
for critical resources”

Expert
DHP program in 
single family end use

LED program in 
grocery end use

VFD program in potato 
onion shedding end use Inconsistency

Expert 8 0.70 0.19 0.11 0.020
Expert 9 0.73 0.19 0.08 0.000
Expert 10 0.63 0.36 0.00 0.023
Expert 11 0.98 0.01 0.01 0.000
Mean 0.76 0.19 0.05
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Expert Inconsistencies in Evaluation of Energy Efficiency Programs Under 
Utility Goal “Increase Transmission and Distribution System Reliability”

Experts reflected their judgment without showing significant degree of inconsistency. 
Accordingly, all expert judgment was accepted. The summary of consistencies with 
respect to each expert is presented in Table 11.21.

Expert Inconsistencies in Evaluation of Energy Efficiency Programs Under 
Utility Goal “Reduce Operating Costs”

Experts reflected their judgment without showing significant degree of inconsistency. 
Accordingly, all expert judgment was accepted. The summary of consistencies with 
respect to each expert is presented in Table 11.22.

Table 11.20  Inconsistencies and relative contributions of alternatives under goal “Increase power 
system reliability”

Expert

DHP program  
in single family  
end use

LED program in 
grocery end use

VFD program  
in potato onion 
shedding end use Inconsistency

Expert 8 0.67 0.24 0.09 0.007
Expert 9 0.82 0.1 0.08 0.062
Expert 10 0.79 0.21 0 0.088
Expert 11 0.74 0.11 0.16 0.018
Mean 0.75 0.16 0.08

Table 11.21  Inconsistencies and relative contributions of alternatives under goal “Increase 
transmission and distribution system reliability”

Expert

DHP program  
in single family 
end use

LED program in 
grocery end use

VFD program  
in potato onion 
shedding end use Inconsistency

Expert 8 0.58 0.30 0.12 0.009
Expert 9 0.69 0.23 0.08 0.000
Expert 10 0.79 0.21 0.00 0.088
Mean 0.69 0.25 0.07 –

Table 11.22  Inconsistencies and relative contributions of alternatives under goal “Reduce 
operating costs”

Expert

DHP program  
in single family 
end use

LED program in 
grocery end use

VFD program  
in potato onion 
shedding end use Inconsistency

Expert 8 0.56 0.29 0.15 0.001
Expert 9 0.69 0.23 0.08 0.000
Expert 10 0.81 0.18 0.01 0.001
Expert 11 0.71 0.19 0.10 0.097
Mean 0.69 0.22 0.08
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Expert Inconsistencies in Evaluation of Energy Efficiency Programs Under 
Utility Goal “Reduce or Postpone Capital Investments”

Experts reflected their judgment without showing significant degree of inconsistency. 
Accordingly, all expert judgment was accepted. The summary of consistencies with 
respect to each expert is presented in Table 11.23.

11.6.3.3  �Analysis of Group Disagreements

There were three group disagreements observed in expert panel 3, and all of the 
disagreements occurred on the utility goals under objective “Increase operating 
flexibility and reliability.” For instance, these group disagreements occurred while 
assessment of alternatives with respect to utility goals “Reduce need for critical 
resources,” “Increase power system reliability,” and “Increase transmission and dis-
tribution system reliability.” Details about the process undertaken to cope with the 
aforesaid group disagreements are presented below.

Group Disagreements in Evaluation of Energy Efficiency Program Alternatives 
Under Utility Goal “Reduce Need for Critical Resources”

Results from the first round of expert evaluations revealed that there was a significant 
degree of group disagreement on relative contributions of energy efficiency 
program alternatives to “Reduce need for critical resources.” Prior results of ICC 
and F-tests are presented in Table 11.24.

Table 11.23  Inconsistencies and relative contributions of alternatives under goal “Reduce or 
postpone capital investments”

Expert

DHP program  
in single family 
end use

LED program in 
grocery end use

VFD program  
in potato onion 
shedding end use Inconsistency

Expert 8 0.49 0.40 0.11 0.013
Expert 9 0.69 0.23 0.08 0.000
Expert 10 0.79 0.21 0.00 0.088
Expert 11 0.33 0.33 0.33 0.000
Mean 0.58 0.29 0.13

Table 11.24  ICC and F-test of reduce need for critical resources

Energy efficiency program 
alternatives under utility goal

ric

F-value
F-critical at 
0.05 level F-test result0 < ric < 1

Reduce need for critical resources 0.520 3.884 5.1433 H0 cannot be rejected
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As observed from the results of hierarchical clustering analysis (please refer to 
“Analysis and data validation of alternatives with respect to “Reduce need for 
critical resources”” in Appendix 6), there were two different opinions; however, 
agreement between Expert 8 and Expert 11 is greater than the one between Expert 
9 and Expert 10. Accordingly, Expert 9 and Expert 10 were asked to reevaluate their 
judgment. It was observed that Expert 9 did not interpret the meaning of variable 
“Reduce need for critical resources” comprehensive enough. Expert was provided 
with the definition of the variable and presented a related case study at BPA. Based 
on the information, Expert 9 decided to allocate more weights on variable “DHP 
Program in Single Family End Use” which significantly decreases winter and sum-
mer peak loads, contributing to BPA’s load balancing objectives. Expert 10 decided 
to increase relative weight of “DHP Program in Single Family End Use” due to its 
greater contribution to reducing winter peak load issue at BPA. It should further be 
stated that Expert 10 is the responsible project manager for LED energy efficiency 
program at BPA, thus his prior judgment might have been biased due to aforemen-
tioned reason. Accordingly, new judgment was incorporated; calculation of relative 
weights, inconsistency, and group disagreement analyses was conducted.

Group Disagreements in Evaluation of Energy Efficiency Program Alternatives 
Under Utility Goal “Increase Power System Reliability”

Results from the first round of expert evaluations revealed that there was a signifi-
cant degree of group disagreement on relative contributions of energy efficiency 
program alternatives to “Increase power system reliability.” Prior results of ICC and 
F-tests are presented in Table 11.25.

As observed from the results of hierarchical clustering analysis (please refer to 
“Analysis and data validation of alternatives with respect to “Increase power system 
reliability”” in Appendix 6), there were two groups which reflect different opinions. 
Accordingly, Group 1 consists of Expert 8 and Expert 9, and Group 2 consisted of 
Expert 10 and Expert 11. Furthermore, experts in any of the groups had quite similar 
expert judgment, thus it was hard to pinpoint which of the groups would be treated 
as the base. Researcher carefully looked at the other responses of each expert and 
found out that Expert 9 had tendency of rating all technologies equal. This situation 
was considered as an indication of misjudge and researcher decided to contact 
Group 1. Expert 8 works as a contractor with BPA and affiliated with WSU energy 
program. It was observed that Expert 8 had a good understanding of what the alter-
native measures were capable of in terms of reducing loads, however not very 

Table 11.25  ICC and F-test of increase power system reliability

Energy efficiency program 
alternatives under utility goal

ric

F-value
F-critical at 
0.05 level F-test result0 < ric < 1

Increase power system reliability 0.223 1.767 5.1433 H0 cannot be rejected
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knowledgeable about BPA-specific generation loads. Having received the feedback, 
he stated that he acquired related information and modified prior judgment. Expert 
9 indicated that she had difficulty in interpreting variable “Increase power system 
reliability.” She had been provided with the detailed explanation of the aforesaid 
variable. Further information regarding how energy efficiency technologies could 
impact power system reliability was provided as well. Accordingly, new judgment was 
incorporated; calculation of relative weights, inconsistency, and group disagreement 
analyses was conducted.

Group Disagreements in Evaluation of Energy Efficiency Program Alternatives 
Under Utility Goal “Increase Transmission and Distribution System Reliability”

Results from the first round of expert evaluations revealed that there was a significant 
degree of group disagreement on relative contributions of energy efficiency pro-
gram alternatives to “Increase transmission and distribution system reliability.” 
Prior results of ICC and F-tests are presented in Table 11.26.

As observed from the results of hierarchical clustering analysis (please refer to 
“Analysis and data validation of alternatives with respect to “Increase transmission 
and distribution system reliability”” in Appendix 6), Expert 8 reflected significantly 
different opinion than the rest of the group. One of the experts stated that he did not 
have much knowledge on BPA’s transmission and distribution loads, so opted to 
respond the survey for only this part. Expert 8 was contacted and requested to 
reconsider his relative weights. As mentioned earlier, Expert 8 works as a contractor 
with BPA and affiliated with WSU energy program. It was observed that Expert 8 
had good understanding of what the alternative measures were capable of in terms 
of reducing loads, however not very knowledgeable about BPA-specific transmis-
sion and distribution loads. Having received the feedback, he stated that he acquired 
related information and modified prior judgment. Accordingly, new judgment was 
incorporated; calculation of relative weights, inconsistency, and group disagree-
ment analyses was conducted.

11.6.3.4  �Final Group Disagreement Analyses Results

Final group disagreement results were calculated based on the modifications made 
in the second round of expert evaluations. Final results are presented in Table 11.27.

Table 11.26  ICC and F-test of increase transmission and distribution system reliability

Energy efficiency program alternatives 
under utility goal

ric

F-value
F-critical  
at 0.05 level F-test result0 < ric < 1

Increase transmission and distribution system 
reliability

0.356 2.108 6.9444 H0 cannot 
be rejected
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11.6.4  �Synthesis of Priorities

Synthesis of priorities was analyzed with respect to three sections which are global 
contributions of goals to utility mission, global contributions of decision alterna-
tives to the utility objectives, and global contributions of decision alternatives to the 
mission. You can find related analyses below.

11.6.4.1  �Global Contribution of Utility Goals to the Mission

It has been observed that utility goal “Reduce operating costs” (0.288) has the high-
est global contribution to the mission whereas the second highest weighted utility 
goal is “Reduce or postpone capital investments” (0.192). It is also worth mention-
ing that “Increase transmission and distribution system reliability” (0.151) and 
“Increase power system reliability” (0.155) have relatively very close contribution 
scores which are slightly greater than utility goal “Reduce need for critical resources” 
(0.113). Lastly, it is observed that utility goals under objective “Promote regional 
development” have very low contribution scores compared to the rest of the utility 
goals. Global contributions of each utility goal to the mission are presented in 
Table 11.28.

11.6.4.2  �Global Contributions of Decision Alternatives  
to the Utility Objectives

It is clear that alternative “DHP Program in Single Family End Use” is weighted 
significantly higher than the rest of the decision alternatives. If carefully analyzed, 
it will be realized that alternative “LED Program in Grocery End Use” dominates 
alternative “VFD Program in Potato Onion Shedding End Use” with respect to all 

Table 11.27  Final intraclass correlation coefficient and F-value of energy efficiency program 
alternatives

Energy efficiency program alternatives under 
utility goal

ric

F-value
F-critical  
at 0.05 level

F-test 
result0 < ric < 1

Create or retain job opportunities 0.830 13.983 5.1433 Reject H0

Keep local industry competitive 0.686 6.826 5.1433 Reject H0

Improve life standards (nonenergy benefits) 0.990 274.726 5.1433 Reject H0

Reduce need for critical resources 0.898 24.368 5.1433 Reject H0

Increase power system reliability 0.967 79.426 5.1433 Reject H0

Increase transmission and distribution system 
reliability

0.946 35.906 6.9444 Reject H0

Reduce operating costs 0.948 49.451 5.1433 Reject H0

Reduce postpone capital investments 0.642 5.791 5.1433 Reject H0
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utility objectives. The same relationship can be observed between variable “DHP 
Program in Single Family End Use” and “LED Program in Grocery End Use.” 
Global contributions of decision alternatives to each utility objective are presented 
in Table 11.29.

11.6.4.3  �Global Contributions of Decision Alternatives to the Mission

Synthesis of the earlier results shows that alternative “DHP Program in Single 
Family End Use” is ranked as the best alternative with the score of 0.68, alternative 
“LED Program in Grocery End Use” is ranked as the second alternative with the 

Table 11.28  Global contributions of utility goals to the mission

Objectives (Ok)

Local 
contributions  
of objectives on 
mission (Ck

O) Goals (Gjk)

Local 
contributions 
of goals on 
objectives 
Cjk

G O-( )

Global 
contributions 
of goals on 
mission 
Cjk

G M-( )
Promote 
regional 
development

0.10 Create or retain job 
opportunities

0.31 0.031

Keep local industry 
competitive

0.36 0.036

Improve life standards 
(nonenergy benefits)

0.32 0.032

Increase 
operating 
flexibility and 
reliability

0.42 Reduce need for critical 
resources

0.27 0.113

Increase power system 
reliability

0.37 0.155

Increase transmission 
and distribution system 
reliability

0.36 0.151

Reduce system 
cost

0.48 Reduce operating costs 0.60 0.288
Reduce postpone 
capital investments

0.40 0.192

Table 11.29  Global contributions of decision alternatives to the utility objectives

Objectives (Ok)

Global contributions of alternatives to the objectives Cik
A O-

DHP program in 
single family end use

LED program in 
grocery end use

VFD program in potato 
onion shedding end use

Promote regional 
development

0.06 0.02 0.01

Increase operating 
flexibility and reliability

0.31 0.08 0.03

Reduce system cost 0.31 0.12 0.05
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score of 0.23, and “VFD Program in Potato Onion Shedding End Use” is ranked as 
the third with the score of 0.09. Global contributions of decision alternatives to the 
mission are presented in Table 11.30.

11.6.5  �Sensitivity Analysis

In this section, sensitivity analysis of the case study is illustrated using two scenarios. 
First scenario helps demonstrate how changes in relative importance of a utility objec-
tive may impact the ranking order of the optimum solution. This analysis is useful in 
cases where there is only one decision alternative that can be invested on due to 
resource limitations. Second scenario helps capture how changes in relative impor-
tance of utility objectives may impact the ranking order of all decision alternatives. 
This case provides insight when there are decision alternatives which are very closely 
weighted, and decision makers may want to keep a close eye on all decision alterna-
tives. Both sensitivity analyses are conducted by observing impacts of perturbations 
on utility objective “Reduce system cost.” Reduce system cost has been selected for 
demonstration purposes since it is ranked as the most important utility objective.

Method used for the sensitivity analysis is developed by Chen [7] and the formula 
used is shown below. Please refer to Question 3D in case you needed more informa-
tion about the procedures and notations used. You can also see the data used in the 
analyses in Tables 11.31, 11.32, and 11.33.
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Table 11.30  Global contributions of decision alternatives to the mission

Alternatives (Ai)
Global contributions of alternatives  
to the mission Ci

A

DHP program in single family end use 0.68
LED program in grocery end use 0.23
VFD program in potato onion shedding end use 0.09
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11.6.5.1  �Case 1: Keep Ranking Order of the Optimum Decision 
Alternative

This case is going to analyze the sensitivity of the objective “Reduce system cost” 
while keeping the current ranking order of the best decision alternative.

In order to keep the current ranking of the best decision alternative, the formula 
presented earlier is solved for all r = 1 and n = 1,…, I−1

	
- £ £ - ® - £ £C P C P

k

O

K

O

k

O O
* * * *. .1 0 48 0 52

1 	

r = 1, n = 1

	 = - = - = - =+C C C Cr
A

r n
A A A

1 2 0 68 0 23 0 45. . . 	

Table 11.32  Global contributions of alternatives to the mission

Ci
A

DHP program in 
single family end use

LED program in 
grocery end use

VFD program in potato 
onion shedding end use

Global contributions of 
alternatives to the mission

0.68 0.23 0.09

Ranking 1 2 3

Table 11.33  Global contributions of alternatives to the objectives

Cik
A O-

Global contributions of alternatives to the objectives

DHP program in 
single family end use

LED program in 
grocery end use

VFD program in potato 
onion shedding end use

Reduce system cost 0.31 0.12 0.05
Increase operating 
flexibility and reliability

0.31 0.08 0.03

Promote regional 
development

0.06 0.02 0.01

Table 11.31  Contributions of objectives to the mission

Ck
O

Reduce 
system cost

Increase operating 
flexibility and reliability

Promote regional 
development

Contributions of objectives to 
the mission

0.48 0.42 0.10
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Combining all the inequalities leads to no feasible solution. Accordingly, it can be 
said that any magnitude of perturbation on “Reduce system cost” is not going to 
change the ranking order of the best decision alternative. Therefore, allowable range 
of perturbations on CO

1*
 is [−0.48, 0.52] to preserve the current ranking of the best 

program alternative.
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11.6.5.2  �Case 2: Keep the Current Ranking Order of All Decision 
Alternatives

This case is going to analyze the sensitivity of the objective “Reduce system cost” 
while keeping the current ranking order of all decision alternatives.

In order to keep the ranking of the best decision alternative, the formula presented 
earlier is solved for all r = 1,…, I−1 and n = 1.
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Combining all the inequalities leads to no feasible solution. Accordingly, it can be 
said that any magnitude of perturbation on “Reduce system cost” is not going to 
change the ranking order of all decision alternatives. Therefore, allowable range of 
perturbations on CO

1*
 is [−0.48, 0.52] to preserve the current ranking of the best 

program alternative.

11.6.5.3  �Results of the Sensitivity Analyses

Results from both of the cases could also be obtained by observing that decision 
alternative “DHP Program in Single Family End Use” which is the best alternative, 
has always received the highest relative scores with respect to all utility goals. 
Similarly, decision alternative “LED Program in Grocery End Use” has always been 
weighted higher than the alternative “VFD Program in Potato Onion Shedding End 
Use” with respect to each of the utility goals. As a result, it is expected that any 
change in relative importance of utility objectives is not going to impact neither the 
best alternative’s nor all the alternatives’ current ranking orders. Due to special 
condition of this case, study researcher is not going to conduct sensitivity analyses 
to observe impacts of perturbations on other utility objectives.

11.6.6  �Criteria-Related Validity

Criteria-related validation refers to the degree of effectiveness of a proposed model 
in predicting real-life phenomenon. In this research, criteria-related validity refers 
to the degree to which results of the model have sufficient impacts.

For demonstration purposes in this analysis, alternatives have been selected 
from RTF website. RTF is a region-wide organization whose mission is to verify 
the accuracy of the potential energy savings obtained from proposed energy effi-
ciency programs. Selected energy efficiency programs have already been deemed 
and provided reimbursements by BPA. The logic behind this decision was to get 
expert judgment on the technologies where there was sufficient energy savings 
data. Researcher wanted to compare the outcome of the proposed model with real 
data for criteria-related validation purposes. With this kind of approach, experts were 
able to base their judgment on real data which would increase the accuracy of crite-
ria validation test.
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Result of the study was summarized in a report and discussed with supervisory 
engineer and a program manager in energy efficiency group at BPA. Each participant 
was given enough time to state their feedback on the usefulness of the model in 
assessing value of energy efficiency program alternatives. An interesting suggestion 
was made by one of the experts regarding the alternatives. Alternatives for the pro-
posed assessment model are combination technology and end use domains. This 
approach is adopted to take both energy efficiency potential and the measure load 
shape into consideration. However, similar accuracy was stated to be reached by 
only using technology alternatives separated from end use domains. Logic behind 
the suggestion was that on the strategic level, relationship between the utility and 
measure load shape is largely impacted by the load characteristic of a technology 
rather than the end use. For instance, an example was given for the case of ductless 
heat pumps. According to the expert, no matter what the end use is, DHP applica-
tions have potential savings during summer and its implications are always the same 
on the strategic level. Researcher wants to acknowledge that aforementioned sug-
gestion has value in simplifying alternative level to a significant degree and allow 
for assessment of more technologies. This issue has been decided to be discussed 
with more experts and clarified in the later stages.

Based on the feedback it has been confirmed that proposed research is able to 
capture different features of the technology and able to integrate their implications 
to utility goals and objectives. Research acknowledges that demonstration results do 
not reflect much diversity in terms of showing strong and weak points of each alter-
native due to special condition derived from alternatives. Accordingly, following 
expert comments are presented for further insight and support.

11.6.7  �DHP Program in Single Family End Use

Ductless heat pump technology is stated to have by far the biggest kWh potential 
savings and potential to create the biggest additional labor and business develop-
ment such as supporting distributors, contractors, and installers. It has further been 
stated heat pumps are least efficient when it is very cold, which is also the peak load 
for the region. They may not reduce the need for peak capacity at all, and therefore 
not increase system reliability, etc., as one would hope.

11.6.8  �LED Program in Grocery End Use

LED technology is stated to have potential for good, reliable, and predictable energy 
and peak load savings; however, the magnitude of savings is not as high as DHPs. 
LED applications are currently expensive, thus cost of annual kWh savings is high 
as of now. Currently, the color and quality of light is still often not as good as what 
customers have come to expect from incandescent technology, though they are even 
with or probably surpassing CFLs.
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11.6.9  �VFD Program in Potato Onion Shedding End Use

VFD technology in onion shedding end use is stated to be a good measure where it 
applies, especially in summer/fall period where its use reaches its peak which is also 
good for the NW. VFD applications are stated to give a high percentage savings and are 
technically dispatchable. That is, if the utility chose to have some control over these, 
they could turn them down during peak loads with little detrimental effect for the end 
user. Overall savings of this measure is small since there are relatively few applications. 
The savings at any given time is probably less predictable than the LEDs.

11.7  �Appendix 1: Content Validation Survey

11.7.1  �Survey Instructions

	1.	 Please note that each page contains one question and short definitions of the 
relevant terms in case you are not familiar with the wording.

	2.	 Please use Likert scale of 1–3 to reflect your judgment, if you have any comments/
suggestions please use the specified field under the scoring table.

	3.	 After you are done with all the questions, please save the word document and 
send the file back to the researcher using the same mail you have received the 
survey (ibrahimiskin@gmail.com).

Please proceed to the next page for the survey

	1.	 Please rate the importance of the following attributes in defining overall utility 
mission. If you believe the list below misses any important attributes, please use 
the comment box below.

1: Essential, 2: Useful but not essential, 3: Not necessary

Promote regional development
Minimize environmental impacts
Increase operating flexibility and reliability
Reduce system cost
Minimize adverse effects on public

• Promote regional development: Electric utilities need to support regional 
development by providing accessible service.

• Minimize environmental impacts: Electric utilities need to operate in an 
environmentally sustainable manner.

• Increase operating flexibility and reliability: Electric utilities need to maintain 
their operations without compromising reliability.

Command:
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• Reduce system cost: Electric utilities need to keep rates as low as possible 
within sound business principles.

• Minimize adverse effects on public: Electric utilities need to operate collaboratively 
with public entities and minimize adverse effects caused by their operations.

	2.	 Please rate the importance of the following attributes in defining “Promote 
regional development.” If you believe the list below misses any important 
attributes, please use the comment box below.

1: Essential, 2: Useful but not essential, 3: Not necessary

Create or retain job opportunities
Keep local industry competitive
Improve life standards (nonenergy benefits)

• Promote regional development: Electric utilities need to support regional 
development by providing accessible service.

• Create or retain job opportunities: Electric utilities can support regional devel-
opment by creating new job opportunities.

• Keep local industry competitive: Electric utilities can support regional 
development by providing local industry with low rate energy and enabling 
diffusion of new technologies.

• Improve life standards (nonenergy benefits): Electric utilities can promote 
regional development by improving life standards of public through introduction 
of new technologies.

	3.	 Please rate the importance of the following attributes in defining “Minimize 
environmental impacts.” If you believe the list below misses any important 
attributes, please use the comment box below.

1: Essential, 2: Useful but not essential, 3: Not necessary

Reduce GHG emissions
Reduce emission of soil, air, and water contaminants
Avoid flora and fauna habitat loss

• Minimize environmental impacts: Electric utilities need to operate in an envi-
ronmentally sustainable manner.

• Reduce GHG emissions: Electric utilities can reduce environmental impacts 
by reducing greenhouse gas emissions.

Command:

Command:
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• Reduce emission of soil, air, and water contaminants: Electric utilities can reduce 
environmental impacts by reducing emission of soil, air, and water contaminants.

• Avoid flora and fauna loss: Electric utilities can reduce environmental impacts 
by protecting flora and fauna species.

	4.	 Please rate the importance of the following attributes in defining “Increase operat-
ing flexibility and reliability.” If you believe the list below misses any important 
attributes, please use the comment box below.

1: Essential, 2: Useful but not essential, 3: Not necessary

Reduce need for critical resources
Increase power system reliability
Increase transmission and distribution system reliability

• Increase operating flexibility and reliability: Electric utilities need to maintain 
their operations without compromising reliability.

• Reduce need for critical resources: Electric utilities can increase their operating 
flexibility and reliability by reducing need for critical resources.

• Increase power system reliability: Electric utilities can increase their operating 
flexibility and reliability by increasing power system reliability.

• Increase transmission and distribution system reliability: Electric utilities can 
increase their operating flexibility and reliability by increasing transmission 
and distribution system reliability.

	5.	 Please rate the importance of the following attributes in defining “Reduce system 
cost.” If you believe the list below misses any important attributes, please use the 
comment box below.

1: Essential, 2: Useful but not essential, 3: Not necessary

Reduce/postpone capital investments
Reduce operating costs

• Reduce system cost: Electric utilities need to keep rates as low as possible 
within sound business principles.

• Reduce/postpone capital investments: Electric utilities can reduce system cost 
by reducing or postponing capital investments.

• Reduce operating costs: Electric utilities can reduce system cost by reducing 
operating costs.

Command:

Command:

11  Evaluating Energy Efficiency



320

	6.	 Please rate the importance of the following attributes in defining “Minimize 
adverse effects on public.” If you believe the list below misses any important 
attributes, please use the comment box below.

1: Essential, 2: Useful but not essential, 3: Not necessary

Avoid noise and odor
Avoid visual impacts
Avoid property damage and impact on lifestyles

• Minimize adverse effects on public: Electric utilities need to operate collab-
oratively with public entities and minimize adverse effects caused by their 
operations.

• Avoid noise and odor: Electric utilities can reduce adverse effects on public 
by reducing noise and odor-related disturbances caused by their operations.

• Avoid visual impacts: Electric utilities can reduce adverse effects on public by 
reducing visual disturbances caused by their operations.

• Avoid property damage and impacts on lifestyles: Electric utilities can reduce 
adverse effects on public by reducing property damage and lifestyle-related 
disturbances caused by their operations.

Command:
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11.8  �Appendix 2: Content Validation Analyses

11.8.1  �Chi-Square Test Results

 

11.8.1.1  �One Sample T test for Mean of 1
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11.8.1.2  �One Sample T test for Mean of 2

 

11.8.1.3  �One Sample T test for Mean of 3
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11.9  �Appendix 3: Pairwise Comparison Survey 
for Objectives Level

11.9.1  �Survey Instructions

11.9.1.1  �Sample Question

Please distribute 100 points between the following pairs of utility objectives to reflect 
your judgment on their relative importance to overall electric utility mission.

Promote regional development Increase operating flexibility and reliability
Promote regional development Reduce system costs
Increase operating flexibility and reliability Reduce system costs

11.9.1.2  �Rating Sample

Promote regional development 50 50 Increase operating flexibility and reliability
Promote regional development 75 25 Reduce system costs
Increase operating flexibility and 
reliability

  1 99 Reduce system costs

If you believe objectives “Promote regional development” and “Increase operating 
flexibility and reliability” have equal importance to overall utility mission, then 
allocate 50 points on both sides of the rating table.

If you believe “Promote regional development” has three times as much impor-
tance as “Reduce system costs,” then allocate left-hand side of the table three times 
as much points as the right-hand side of the table.

If you believe importance of “Increase operating flexibility and reliability” is neg-
ligible compared to “Reduce system costs” then use the scores demonstrated earlier.

Please proceed to the next page for the survey

	1.	 Please distribute 100 points between the following pairs of utility objectives to 
reflect your judgment on their relative importance to overall utility mission.

Promote regional development Increase operating flexibility and reliability
Promote regional development Reduce system costs
Increase operating flexibility and reliability Reduce system costs

• Promote regional development: Electric utilities need to support regional 
development by providing accessible service.

Command:
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• Increase operating flexibility and reliability: Electric utilities need to maintain 
their operations without compromising reliability.

• Reduce system cost: Electric utilities need to keep rates as low as possible 
within sound business principles.

11.10  �Appendix 4: Pairwise Comparison Survey 
for Goals Level

11.10.1  �Survey Instructions

11.10.1.1  �Sample Question

Please distribute 100 points between the following pairs of utility goals to reflect 
your judgment on their relative contributions to “Promote regional development”

Create or retain job opportunities Keep local industry competitive
Create or retain job opportunities Improve life standards (nonenergy benefits)
Keep local industry competitive Improve life standards (nonenergy benefits)

11.10.2  �Rating Sample

Create or retain job opportunities 50 50 Keep local industry competitive
Create or retain job opportunities 75 25 Improve life standards (nonenergy benefits)
Keep local industry competitive   1 99 Improve life standards (nonenergy benefits)

If you believe “Create or retain job opportunities” and “Keep local industry 
competitive” have equal contributions in fulfilling objective “Promote regional 
development,” then allocate 50 points on both sides of the rating table.

If you believe “Create or retain job opportunities” has three times as much contri-
bution as “Improve life standards (nonenergy benefits)” in fulfilling objective, then 
allocate left-hand side of the table three times as much points as the right-hand side 
of the table.

If you believe contribution of “Keep local industry competitive” is negligible 
compared to “Improve life standards (nonenergy benefits)” in fulfilling the objective, 
then use the scores demonstrated earlier.

Please proceed to the next page for the survey

	1.	 Please distribute 100 points between the following pairs attributes to reflect your 
judgment on their relative contributions to “Promote regional development”
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Create or retain job opportunities Keep local industry competitive
Create or retain job opportunities Improve life standards (nonenergy benefits)
Keep local industry competitive Improve life standards (nonenergy benefits)

• Promote regional development: Electric utilities need to support regional 
development by providing accessible service.

• Create or retain job opportunities: Electric utilities can support regional devel-
opment by creating new job opportunities.

• Keep local industry competitive: Electric utilities can support regional 
development by providing local industry with low rate energy and enabling 
diffusion of new technologies.

• Improve life standards (nonenergy benefits): Electric utilities can promote 
regional development by improving life standards of public through introduction 
of new technologies.

	2.	 Please distribute 100 points between the following pairs of attributes to reflect your judg-
ment on their relative contributions to “Increase operating flexibility and reliability”

Reduce need for critical resources Increase power system reliability
Reduce need for critical resources Increase transmission and distribution 

system reliability
Increase power system reliability Increase transmission and distribution 

system reliability

Operations without compromising reliability.

• Reduce need for critical resources: Electric utilities can increase their operating 
flexibility and reliability by reducing need for critical resources.

• Increase power system reliability: Electric utilities can increase their operating 
flexibility and reliability by increasing power system reliability.

• Increase transmission and distribution system reliability: Electric utilities can 
increase their operating flexibility and reliability by increasing transmission 
and distribution system reliability.

	3.	 Please distribute 100 points between the following attributes to reflect your judgment 
on their relative contributions to “Reduce system cost”

Reduce/postpone capital investments Reduce operating costs

Command:

Command:

Command:
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Sound business principles.

• Reduce/postpone capital investments: Electric utilities can reduce system cost by 
reducing or postponing capital investments.

• Reduce operating costs: Electric utilities can reduce system cost by reducing 
operating costs.

11.11  �Appendix 5: Pairwise Comparison Survey 
for Alternatives Level

11.11.1  �Survey Instructions

11.11.1.1  �Sample Question

Please distribute 100 points between the following pairs of program alternatives to 
reflect your judgment on their relative potentials to “Increase power system reliability”

• Alternative 1: An energy efficiency program for promoting ductless heat pump 
technology for replacing electric baseboard heating technology in single family 
residential end use.

• Alternative 2: An energy efficiency program for promoting light emitting diodes tech-
nology for replacing compact fluorescent technology in grocery commercial end use.

• Alternative 3: An energy efficiency program for promoting variable frequency 
drive ventilation fan systems for replacing nonvariable frequency drive ventilation 
fan systems in agricultural potato onion shedding end use.

Alternative 1 Alternative 2
Alternative 1 Alternative 3
Alternative 2 Alternative 3

11.11.2  �Rating Sample

Please note that, magnitude of each alternative’s contribution is a function of utility 
load profile, corresponding technologies’ end use load profile, and potential market 
size for diffusion. Please respond the following questions for BPA’s case.

Alternative 1 50 50 Alternative 2
Alternative 1 75 25 Alternative 3
Alternative 2   1 99 Alternative 3

If you believe “Alternative 1” and “Alternative 2” have equal contributions to 
“Increase power system reliability” then allocate 50 points on both sides of the 
rating table.
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If you believe alternative “Alternative 1” has three times as much contribution as 
“Alternative 3” then allocate left-hand side of the table three times as much points 
as the right-hand side of the table.

If you believe the contribution of alternative “Alternative 2” is negligible compared 
to “Alternative 3” then use the scores demonstrated earlier.

11.11.3  �Survey

• Alternative 1: An energy efficiency program for promoting ductless heat pump 
technology for replacing electric baseboard heating technology in single family 
residential end use.

• Alternative 2: An energy efficiency program for promoting light emitting diodes tech-
nology for replacing compact fluorescent technology in grocery commercial end use.

• Alternative 3: An energy efficiency program for promoting variable frequency drive 
ventilation fan systems technology for replacing nonvariable frequency drive venti-
lation fan systems technology in agricultural potato onion shedding end use.

	1.	 Please distribute 100 points between the following pairs of program alternatives 
to reflect your judgment on their relative potentials to “Create or retain job 
opportunities”

Alternative 1 Alternative 2
Alternative 1 Alternative 3
Alternative 2 Alternative 3

Create or retain job opportunities: Development and delivery of energy effi-
ciency programs create new job opportunities throughout the industry supply 
chain such as manufacturers, retailers, designers, contractors, etc.

	2.	 Please distribute 100 points between the following pairs of program alternatives 
to reflect your judgment on their relative potentials to “Keep local industry 
competitive”

Alternative 1 Alternative 2
Alternative 1 Alternative 3
Alternative 2 Alternative 3

Keep local industry competitive: Energy efficiency programs can enable rapid 
diffusion of some of the new manufacturing technologies by eliminating imple-
mentation and operation-related concerns through demonstration projects.

	3.	 Please distribute 100 points between the following pairs of program alternatives 
to reflect your judgment on their relative potentials to “Improve life standards 
(non energy benefits)”

Alternative 1 Alternative 2
Alternative 1 Alternative 3
Alternative 2 Alternative 3
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Improve life standards (nonenergy benefits): New technology alternatives 
provide not only energy savings, but also improve life standards of public through 
newly added functions embedded in new products.

	4.	 Please distribute 100 points between the following pairs of program alternatives 
to reflect your judgment on their relative potentials to “Reduce need for critical 
resources”

Alternative 1 Alternative 2
Alternative 1 Alternative 3
Alternative 2 Alternative 3

Reduce need for critical resources: Energy efficiency programs can reduce/
alter loads to help with allocation of critical resources between competing bod-
ies. A relevant example might be a utility case where regulations of environment, 
fish, and wildlife require a steady water flow for wildlife habitat and this situa-
tion causes power generation difficulty in managing available water reservoir.

	5.	  Please distribute 100 points between the following pairs of program alternatives 
to reflect your judgment on their relative potentials to “Increase power system 
reliability”

Alternative 1 Alternative 2
Alternative 1 Alternative 3
Alternative 2 Alternative 3

Increase power system reliability: Energy efficiency programs can reduce/
alter loads on critical parts of power generation systems in order to cope with 
some of the challenges such as increasing population, seasonality in magnitude 
peak loads, generation variability in renewable energy alternatives, and aging 
infrastructure.

	6.	 Please distribute 100 points between the following pairs of program alternatives 
to reflect your judgment on their relative potentials to “Increase transmission and 
distribution system reliability”

Alternative 1 Alternative 2
Alternative 1 Alternative 3
Alternative 2 Alternative 3

Increase transmission and distribution system reliability: Energy efficiency pro-
grams can reduce/alter loads on critical parts of power transmission systems in 
order to cope with some of the challenges such as increasing population, seasonal-
ity in load and peak demands, and aging transmission and distribution systems.

	7.	 Please distribute 100 points between the following pairs of program alternatives 
to reflect your judgment on their relative potentials to “Reduce/postpone capital 
investments”

Alternative 1 Alternative 2
Alternative 1 Alternative 3
Alternative 2 Alternative 3

I. Iskin and T.U. Daim



329

Reduce/postpone capital investments: Energy efficiency programs can be 
utilized to reduce magnitude of peak loads and help reduce or postpone capital 
investments which require high upfront capital requirements.

	8.	 Please distribute 100 points between the following pairs of program alternatives 
to reflect your judgment on their relative potentials to “Reduce operating costs”

Alternative 1 Alternative 2
Alternative 1 Alternative 3
Alternative 2 Alternative 3

Reduce operating costs: Energy efficiency programs can be utilized to reduce 
need for peak load generation units whose marginal cost of energy generation is 
higher than base load generation units.

11.12  �Appendix 6: Analysis and Data Validation  
of Expert Judgment

11.12.1  �Analysis and Data Validation of Utility Objectives 
with Respect to Mission

Inconsistencies and relative contributions of objectives to mission

 

Group disagreements on utility objectives under mission
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Hierarchical clustering analysis of utility objectives under mission

 

11.13  �Analysis and Data Validation of Utility Goals 
with Respect to “Promote Regional Development”

11.13.1  �First Round

Inconsistencies and relative contributions of utility goals under “Promote regional 
development”
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Group disagreements on utility goals under “Promote regional development”

 

Hierarchical clustering analysis of utility goals under “Promote regional 
development”
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11.13.2  �Second Round

Inconsistencies and relative contributions of utility goals under “Promote regional 
development”

 

Group disagreements on utility goals under “Promote regional development”

 

Hierarchical clustering analysis of utility goals under “Promote regional 
development”

I. Iskin and T.U. Daim



333

 

11.13.3  �Analysis and Data Validation of Utility Goals 
with Respect to “Increase Operating Flexibility 
and Reliability”

11.13.3.1  �First Round

Inconsistencies and relative contributions of utility goals under “Increase operating 
flexibility and reliability”
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Group disagreements on utility goals under “Increase operating flexibility and 
reliability”

 

Hierarchical clustering analysis of utility goals under “Increase operating flexi-
bility and reliability”
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11.13.3.2  �Second Round

Inconsistencies and relative contributions of utility goals under “Increase operating 
flexibility and reliability”

 

Group disagreements on utility goals under “Increase operating flexibility and 
reliability”

 

11  Evaluating Energy Efficiency



336

Hierarchical clustering analysis of utility goals under “Increase operating flexi-
bility and reliability”

 

11.13.4  �Analysis and Data Validation of Utility Goals 
with Respect to “Reduce System Cost”

11.13.4.1  �First Round

Relative contributions of utility goals under “Reduce system cost”

Reduce operating costs Reduce postpone capital investments

Expert 1 0.5 0.5
Expert 2 0.6 0.4
Expert 3 0.7 0.3
Expert 4 0.5 0.5
Expert 5 0.7 0.3
Expert 6 0.5 0.5
Expert 7 0.3 0.7
Aggregated 0.54 0.46
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Group disagreements on utility goals under “Reduce system cost”

 

Hierarchical clustering analysis of utility goals under “Reduce system cost”
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11.13.4.2  �Second Round

Relative contributions of utility goals under “Reduce system cost”

Reduce operating costs Reduce postpone capital investments

Expert 1 0.5 0.5
Expert 2 0.6 0.4
Expert 3 0.7 0.3
Expert 4 0.5 0.5
Expert 5 0.7 0.3
Expert 6 0.5 0.5
Expert 7 0.7 0.3
Aggregated 0.60 0.40

Group disagreements on utility goals under “Reduce system cost”

 

Hierarchical clustering analysis of utility goals under “Reduce system cost”

11.13.5  �Analysis and data Validation of Alternatives 
with Respect to “Keep Local Industry Competitive”

Inconsistencies and relative contributions of energy efficiency program alternatives 
under “Keep local industry competitive”
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Group disagreements on energy efficiency program alternatives under “Keep 
local industry competitive”

 

Hierarchical clustering analysis of energy efficiency program alternatives under 
“Keep local industry competitive”
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11.13.6  �Analysis and Data Validation of Alternatives 
with Respect to “Improve Life Standards”

Inconsistencies and relative contributions of energy efficiency program alternatives 
under “Improve life standards”

 

Group disagreements on energy efficiency program alternatives under “Improve life 
standards”

 

Hierarchical clustering analysis of energy efficiency program alternatives under 
“Improve life standards”
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11.13.7  �Analysis and Data Validation of Alternatives 
with Respect to “Create or Retain Job Opportunities”

Inconsistencies and relative contributions of energy efficiency program alternatives 
under “Create or retain job opportunities”

 

Group disagreements on energy efficiency program alternatives under “Create or 
retain job opportunities”
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Hierarchical clustering analysis of energy efficiency program alternatives under 
“Create or retain job opportunities”
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11.13.8  �Analysis and Data Validation of Alternatives 
with Respect to “Reduce Need for Critical Resources”

11.13.8.1  �Round 1

Inconsistencies and relative contributions of energy efficiency program alternatives 
under “Reduce need for critical resources”

 

Group disagreements on energy efficiency program alternatives under “Reduce 
need for critical resources”
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Hierarchical clustering analysis of energy efficiency program alternatives under 
“Reduce need for critical resources”

 

11.13.8.2  �Round 2

Inconsistencies and relative contributions of energy efficiency program alternatives 
under “Reduce need for critical resources”
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Group disagreements on energy efficiency program alternatives under “Reduce 
need for critical resources”

 

Hierarchical clustering analysis of energy efficiency program alternatives under 
“Reduce need for critical resources”
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11.13.9  �Analysis and Data Validation of Alternatives 
with Respect to “Increase Power System Reliability”

11.13.9.1  �Round 1

Inconsistencies and relative contributions of energy efficiency program alternatives 
under “Increase power system reliability”

 

Group disagreements on energy efficiency program alternatives under “Increase 
power system reliability”
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Hierarchical clustering analysis of energy efficiency program alternatives under 
“Increase power system reliability”

 

11.13.9.2  �Round 2

Inconsistencies and relative contributions of energy efficiency program alternatives 
under “Increase power system reliability”
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Group disagreements on energy efficiency program alternatives under “Increase 
power system reliability”

 

Hierarchical clustering analysis of energy efficiency program alternatives under 
“Increase power system reliability”
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11.13.10  �Analysis and Data Validation of Alternatives 
with Respect to “Increase Transmission 
and Distribution System Reliability”

11.13.10.1  �Round 1

Inconsistencies and relative contributions of energy efficiency program alternatives 
under “Increase transmission and distribution system reliability”

 

Group disagreements on energy efficiency program alternatives under “Increase 
transmission and distribution system reliability”
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Hierarchical clustering analysis of energy efficiency program alternatives under 
“Increase transmission and distribution system reliability”

 

11.13.10.2  �Round 2

Inconsistencies and relative contributions of energy efficiency program alternatives 
under “Increase transmission and distribution system reliability”
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Group disagreements on energy efficiency program alternatives under “Increase 
transmission and distribution system reliability”

 

Hierarchical clustering analysis of energy efficiency program alternatives under 
“Increase transmission and distribution system reliability”
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11.13.11  �Analysis and Data Validation of Alternatives 
with Respect to “Reduce Operating Costs”

Inconsistencies and relative contributions of energy efficiency program alternatives 
under “Reduce operating costs”

 

Group disagreements on energy efficiency program alternatives under “Reduce 
operating costs”
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Hierarchical clustering analysis of energy efficiency program alternatives under 

“Reduce operating costs”

11.13.12  �Analysis and Data Validation of Alternatives 
with Respect to “Reduce Postpone Capital 
Investments”

Inconsistencies and relative contributions of energy efficiency program alternatives 
under “Reduce or postpone capital investments” 
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Group disagreements on energy efficiency program alternatives under “Reduce 
postpone capital investments” 

Hierarchical clustering analysis of energy efficiency program alternatives under 
“Reduce postpone capital investments” 
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     Chapter 12   
 Evaluating Consumer Preferences 
for Clothes Dryers 

                Kevin C.     van     Blommestein      and     Tugrul     U.     Daim    

    Abstract     Focus on encouraging the adoption of residential energy effi cient 
 appliances over recent years has resulted in major energy savings. Even though 
clothes dryers account for approximately 4 % of residential energy use in the USA, 
there is still no energy effi cient clothes dryer in the market. There has been a lot of 
focus recently on the development of energy effi cient clothes dryers; however, there 
is limited research on consumer preferences when purchasing a clothes dryer. These 
preferences should be taken into account when developing the new clothes dryer 
technology that may aid in encouraging adoption. This study utilizes the Hierarchical 
Decision Model (HDM) to capture consumer preferences and to capture the percep-
tion of manufacturers on what they think the consumer preferences are. Energy 
effi ciency experts are used to quantify the sub-criteria for each technology and 
the resulting technology preferences are determined. The two highest consumer 
preferences were the purchase and installation cost and the operating lifetime. 
The results for the consumers and the manufacturers mainly align, except for the 
importance of potential savings, drying cycle time, and operating lifetime. It is 
determined that the most preferred technology is moisture and temperature sensors 
for clothes dryers; however, the overall scores for each technology were relatively 
close to one another.  
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12.1         Introduction 

 Based on the 2009 Residential Energy Consumption Survey (RECS), approximately 
80 % of households have clothes dryers, of which approximately 80 % of the clothes 
dryers are electric [ 1 ]. A breakdown of the US market is illustrated in Fig.  12.1 . Due 
to the large clothes dryer market and the current ineffi cient clothes dryer options in 
the USA, focus has shifted on improving clothes dryer effi ciencies. This is empha-
sized by the fact that more than 4 % of residential energy use in the USA is from 
clothes dryers [ 2 ]. The Energy Star market and industry scoping report [ 3 ] and the 
U.S. Department of Energy (DOE) technical support document for residential 
clothes dryers [ 4 ], evaluate potential saving options for clothes dryers, which include 
alternatives for the drum, motor, controls, heat recovery, heat generation, and sev-
eral other performance improvements.  

 Due to the large potential savings from heat generation, majority of effi ciency 
improvements have been focused on this area. The Energy Star market and industry 
scoping report [ 3 ] and the DOE Roadmap for Next-Generation Appliances [ 5 ] lists 
alternative methods of heat generation, specially heat pump, microwave, modulat-
ing, and indirect heating. The heat pump has the maximum estimated savings of the 
heat generating technologies (20–60 %). However, even though the estimated sav-
ings are high for this technology, drying times are generally longer and the purchase 
cost is higher. Therefore, a tradeoff needs to be made by the consumer between 
these factors. 

 The purpose of this study is to determine the preferences of consumers when 
purchasing a new clothes dryer. By determining what criteria are most important to 
consumers before the energy effi cient product enters the market, it is possible for 
manufacturers to make adjustments to their products that may result in increased 
adoption by the consumer. The overall objective of this study is to aid energy 
 effi ciency program administrators in increasing the adoption of energy effi cient 

Electric
63%Natural Gas

or Propane
16%

Without
dryers
21%

  Fig. 12.1    US clothes dryer 
market share [ 1 ]       
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clothes dryers, thereby increasing overall energy savings. Depending on consumer 
preferences, these energy effi cient program administrators can adjust their policies 
accordingly to align with these preferences.  

12.2     Methods for Determining Consumer Preferences 

 Extensive research has been placed in trying to understand consumer preferences. 
Adaptive conjoint analysis and choice-based conjoint analysis have become the 
most prevalent methods, specifi cally related to evaluating new product concepts [ 6 ]. 
Even though not as extensively used, Analytic Hierarchy Process (AHP) and Hierar-
chical Decision Model (HDM) have been used to evaluate mobile service adoption 
factors [ 7 ], energy effi cient device adoption [ 8 ], remote health monitoring [ 9 ], 
hybrid cars [ 10 ], to name a few. Mulye [ 11 ] compares AHP to conjoint analysis and 
mentions that one of the benefi ts of AHP is the ability to conduct consistency checks 
and sensitivity analysis, while the main limitation is the low fl exibility of the model. 
In comparison, the benefi t of conjoint analysis is the high level of fl exibility, while 
the limitation is the lack of consistency checks and sensitivity analysis. Scholz 
et al. [ 12 ] compare the results of a modifi ed version of AHP, referred to as Paired 
Comparison-based Preference Measurement (PCPM), with adaptive conjoint analy-
sis, and determined that PCPM yielded better results and allows for more precise 
preferences. In summary, there are many approaches to determining consumer pref-
erences, each with their own benefi ts and limitations.  

12.3     Methodology 

 Figure  12.2  illustrates the methodology followed for the evaluation of consumer 
preferences for clothes dryers. The fi rst step of the methodology was to identify 
energy effi cient experts, clothes dryer consumers, and clothes dryer manufacturers. 
The second step was to identify the relevant criteria, sub-criteria, and technologies 
with the aid of the identifi ed experts, consumers, and manufacturers. Once these 
criteria, sub-criteria, and technologies were identifi ed an HDM was created. A pair-
wise comparison survey was then sent to the consumers and manufacturers in order 
to determine weights for the criteria and sub-criteria, and a Likert scale survey was 
sent to the experts to quantify the sub-criteria for each technology. The reason why 
experts were required to quantify the sub-criteria for each technology was because 
not all technologies were available in the market, and therefore these values were 
unknown. These results were then evaluated, and any incomplete or incorrectly 
completed surveys were sent back to the relevant respondent for rectifi cation. The 
end results were then discussed together with suggestions on how the study could 
be updated and improved. The following sections will discuss each of these steps.   
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12.4     Consumer, Manufacturer, and Expert Identifi cation 

12.4.1     Consumers and Manufacturers 

 The energy effi ciency program administrator requesting this research maintained a 
database of energy effi cient clothes washer consumers. These consumers were cho-
sen and contacted due to the similarity between purchasing a clothes washer and 
purchasing a clothes dryer. The clothes dryer manufacturer contact details however 
were not as readily available and required communication through external 
contacts.  

12.4.2     Energy Effi ciency Experts 

 The energy effi ciency program administrator maintained a small list of energy 
 effi ciency expert contact details; however, additional contacts were required. One 
method of identifying experts in a chosen fi eld is by fi nding journal articles and 
conference proceedings associated with the topic, and identify the author(s) with 
his/her/their contact details. The question is, how do you know which authors to 
choose when a list of hundreds or thousands of authors is identifi ed? You could 
simply choose the authors with the most number of publications; however, these 

Identify Criteria, Sub-
Criteria, & Technologies and 

Create HDM

Identify Energy Efficient
Experts, Consumers, and

Manufacturers

Send Research Instruments 
to Consumers, Manufacturers,

and Experts

Evaluate Responses and
Interpret Results

Conclusion and Suggestions

Make Required
Adjustments

  Fig. 12.2    Research 
methodology       
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publications could all be focused on one specifi c area of the technology, and does 
not take into account the quality of the articles. Additionally, it does not take into 
account the position of an author in the network of authors, neither does it include 
the relationship among these authors. 

 Social Network Analysis (SNA) is a method that can be used to understand and 
analyze relationships among nodes (e.g., authors) in a social network. Social net-
works consist of nodes with edges representing the relationship among these nodes. 
Some metrics that can be obtained from SNA are [ 13 ]:

    1.    Degree Centrality—the number of direct connections a node (actor) has in the 
social network.   

   2.    Betweenness Centrality—the number of times a node (actor) occurs on the short-
est path between other nodes. This represents the infl uence the node has on the 
exchange of information in the network.   

   3.    Closeness Centrality—the sum of the shortest distances from a specifi c node to 
every other node in the network. This represents how quickly the node can inter-
act with other nodes.    

  By searching the Compendex database using keywords associated with clothes 
dryers, adjacency matrices were created and networks constructed. The search cri-
teria used to identify the appropriate journal articles and conference proceedings is 
shown in Table  12.1 . The focus of the search was to identify experts (authors) with 
a general understanding of most, if not all, recent developments in energy effi cient 
clothes dryer technologies.

   It was discovered from the results of the SNA that the network was mainly 
 disconnected and therefore the closeness centrality values had little meaning. Addi-
tionally, since degree centrality measures the number of direct connections, if there 
were a large number of authors for the same article, they would be connected to one 
another and have high degree centralities. Since the intention was not to discover 
authors that only focus in one specifi c area, a high degree centrality had little mean-
ing. However, by using a local cluster coeffi cient, it can be determined whether the 
connecting authors are also connected to one another. A lower local cluster coeffi -
cient means that some connected authors are not connected to one another, and 
therefore are not all coauthors of the same article. Therefore, a high-degree central-
ity with a low cluster coeffi cient would be preferred. The betweenness centrality 
was a useful metric for determining the importance of an author in the network. 

 As a result of an iterative search process, nine articles were identifi ed based on the 
search criteria mentioned above. All articles identifi ed were relevant to the topic at hand. 

   Table 12.1    Journal articles and conference proceedings search criteria (general search)   

 Keywords     (clothes OR tumble) AND (dr*) AND ((energy NEAR effi cient) OR (energy 
NEAR effi ciency) OR (energy NEAR saving)) 

 Country  USA 
 Year  2000–2014 
 Language  English 
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Twenty-nine US authors were identifi ed in total. Due to the small disconnected network, 
SNA may have been unnecessary for this specifi c application, however for topics with 
much higher interests, SNA would be more appropriate.   

12.5     Hierarchical Decision Model 

 In order to evaluate the decision of a consumer when purchasing a new clothes 
dryer, the HDM in Fig.  12.3  was created. The purpose of the HDM was to quantify 
consumer preferences based on the consumer’s decision-making process. The HDM 
consists of the objective at the top of the hierarchy, followed by the criteria, sub- 
criteria, and fi nally the technologies.  

12.5.1     Criteria and Sub-criteria 

 An initial set of criteria and sub-criteria were decided upon after discussions with the 
energy effi ciency program administrator and a few potential consumers. Additionally, 
an initial concept test of the study was conducted, and the comments received were 
assessed and the relevant updates were made. The model was evaluated and accepted 
and the following criteria and sub-criteria were deemed as relevant: 

 The main criteria were

    1.    Performance—Relates to the effectiveness of the clothes dryer. This includes the 
time it takes the clothes dryer to complete one cycle, whether the clothes are 
completely dry after one cycle, and the level of wear and tear on the clothing.   

  Fig. 12.3    HDM model for evaluating consumer preference       
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   2.    Cost—Relates to the purchase and installation cost of the clothes dryer, the 
annual maintenance cost, the potential electricity savings compared to your 
existing clothes dryer, and the incentives offered by utilities and energy effi -
ciency program administrators.   

   3.    Reliability—Relates to the service interval, the length of warranty, and the 
 operating lifetime of the clothes dryer.   

   4.    Convenience—Relates to the ease of installing, operating, and maintaining the 
clothes dryer. It also includes the visual appearance of the clothes dryer (i.e., 
does it match the clothes washer).     

 The sub-criteria under performance were

    1.    Operating Lifetime—The life expectancy of the clothes dryer.   
   2.    Drying Time—The time the clothes dryer takes to complete one cycle.   
   3.    Drying Effectiveness—Whether the clothes are completely dry after one cycle.     

 The sub-criteria under economic were

    1.    Purchase and Installation Cost—The fi xed purchase and installation cost for a 
new clothes dryer.   

   2.    Annual Maintenance Cost—The annual cost associated with maintaining the 
clothes dryer.   

   3.    Potential Savings—The monetary savings obtained per annum after installing 
the clothes dryer.   

   4.    Available Incentives—The incentives/rebates offered when purchasing the 
clothes dryer.     

 The sub-criteria under “service and support” were

    1.    Warranty Length—The duration of the warranty for the clothes dryer (in years).   
   2.    Maintenance Interval—The expected duration between routine maintenance 

activities on the clothes dryer.     

 The sub-criteria under convenience were

    1.    Ease of Installation—How easy is it for the installation contractor or user to 
install and set up the clothes dryer.   

   2.    Ease of Maintenance—How easy is it for a contractor or user to maintain the 
clothes dryer at the maintenance intervals.   

   3.    Ease of Use—How easy is it to operate the clothes dryer effectively.   
   4.    Visual Appearance—Must the clothes dryer matche the clothes washer.      

12.5.2     Technologies 

 Three relevant clothes dryer technologies were indentifi ed from the DOE Roadmap 
for Next-Generation Appliances, specifi cally the heat pump, microwave, and indi-
rect heating clothes dryer [ 5 ]. An indirect heating clothes dryer obtains heat 
 indirectly from a home hydronic heater system. The dryer control sensors 
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(moisture, temperature) and condenser clothes dryer were identifi ed from the 
Energy Star Market & Industry Scoping Report [ 3 ]. Dryer balls were identifi ed as 
an alternative technology due to the lack of extensive knowledge about this technol-
ogy. Dryer balls are wool, plastic, or rubber balls used to soften and separate cloth-
ing while drying, thereby reducing the drying time.  

12.5.3     Research Instrument 

 The initial intention of the study was to only evaluate the purchasing decision of the 
consumer; however, this was extended to also evaluate manufacturers and to use 
energy effi cient experts to quantify the technology level of the HDM. The responses 
and intended outcomes for each of the groups of respondents were:

    1.    Consumers completed the pairwise comparisons for the HDM in order to under-
stand what their preferences were when purchasing a new clothes dryer. The 
research instrument used for pairwise comparisons is shown under Appendix  1 .   

   2.    Manufacturers completed the pairwise comparisons for the HDM in order to 
understand what they think consumer preferences are when purchasing a new 
clothes dryer. The research instrument used for pairwise comparisons is shown 
under Appendix  1 .   

   3.    Energy effi ciency experts completed the technology survey, shown under 
Appendix  2 , which was used to quantify each sub-criteria for each technology. 
Due to the fact that most of the technologies are not yet available in the US mar-
ket, expert opinion was required in order to quantify the sub-criterion values for 
each technology. As an example, energy effi ciency experts are asked to specify 
what the purchase and installation cost of each technology may be at time of 
release, since this information is not yet available.      

12.5.4     Concept Test 

 In order to test the HDM, the instrument used for the pairwise comparisons was 
sent out to fi ve Portland State University (PSU) students in the Engineering and 
Technology Management (ETM) department for completion. The results were sat-
isfactory and the suggested comments were integrated into the research instrument. 
The main suggestions: were rewording some of the explanations of the sub-criteria 
and to make the second element of each pairwise comparison auto-complete.   

12.6     Results 

 The research instrument was sent out to 12 consumers, 2 manufacturers, and 
8 energy effi ciency experts. From these contacts only 3 consumers, 1 manu-
facturer, and 5 energy effi ciency experts responded completely and correctly. 
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The results can be seen in Figs.  12.4 ,  12.5 , and  12.6 . It can be noted that the 
weights from the consumers and manufacturer mainly align, with both Performance 
and Cost seen as the most important criteria. However, for the sub-criteria 
there are signifi cant differences, specifi cally for Operating Lifetime, Drying Cycle 
Time, and Potential Savings. Consumers see Operating Lifetime as a much higher 
priority compared to manufacturers, as opposed to Drying Cycle Time and Poten-
tial Savings which are seen as more important to the manufacturer.    

 The overall scores for the technologies are shown in Fig.  12.6 . It can be noted 
that the clothes dryer with moisture and temperature sensor has the highest score, 
although all scores are relatively close to one another. Again the consumer and 
manufacturer responses mainly align. It is understandable that the indirect heating 
clothes dryer has the lowest score on average, due to higher purchase and installa-
tion costs. Additionally, the clothes dryer with sensors had the lowest purchase and 
installation cost (excluding the dryer balls). The dryer balls were removed from the 
results due to lack of knowledge from the experts about the technology; however, 
this did not change the validity of the study since the technologies are the bottom 
level of the HDM.  

12.7     Results Interpretation and Analysis 

 The intention of obtaining responses from both the consumers and manufactu rers 
was to determine whether there was any misalignment between the under stan-
ding of consumer needs by the manufacturer and the actual consumer needs. 

  Fig. 12.4    Main criteria weights       
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  Fig. 12.5    Purchasing sub-criteria weights       

  Fig. 12.6    Technology scores       
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It was determined that there are some major misalignments between the sub-criteria, 
specifi cally associated with operating lifetime, drying cycle time, and potential 
 savings. These misalignments could be a valuable insight for the manufacturers, so 
they can align their interests towards consumer needs before their products reach 
the market. However, since only one manufacturer responded, this may not be an 
accurate representation of all manufacturers. By increasing the number of manufac-
turer responses, there may be more of an alignment of sub-criteria. 

 TIAX previously conducted consumer feedback focus group studies for the 
DOE [ 14 ] and determined that the top three purchase criteria for clothes dryers were 
reliability, features and functions, and price. Additionally, consumers were not will-
ing to pay premium prices if there were longer drying times and were not willing 
to pay more for certain increases in energy savings. Most of these fi ndings align 
with the results that were obtained from the HDM study. Both operating lifetime 
and purchase and installation cost were the two highest sub-criteria, which aligns 
with two of the top three criteria determined from the TIAX study. Potential savings 
was also not seen as a critical sub-criterion from the HDM study, which again 
aligns with the TIAX study. The only disagreement between the two studies was 
that drying cycle time was not seen as a critical sub-criterion to the consumer in the 
HDM study, as opposed to what was discovered in the TIAX study.  

12.8     Conclusion 

 Even with the limited amount of responses from consumers, manufacturers, and 
energy effi cient experts, interesting results were found. It was clearly shown that the 
single manufacturer that responded did not have a complete understanding of their 
clothes dryer market. These misalignments should be taken into consideration by 
the manufacturer, however after a more extensive study of the market. The three 
consumer responses gave a basic idea of what the consumer preferences could be 
however no conclusions can be made with such a limit sample set. It was encourag-
ing however to see that the results aligned with a much more extensive previous 
study done by TIAX. 

 Additional insight can be obtained from the energy effi ciency expert responses. 
With the exclusion of dryer balls, the main differences between the technologies 
were drying cycle time, purchase and installation cost, and potential savings. Where 
the heat pump technology has a longer drying time and higher purchase and instal-
lation cost, it has a higher potential savings. Where the clothes dryer with sensors 
has a lower drying time and purchase and installation cost, it has a lower potential 
saving. There is a tradeoff between the different technologies that is clearly taken 
into account in this study. However, the focus of the energy effi ciency program 
administrator is to reduce energy consumption. If potential savings is not of major 
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concern to the consumer, how is the program administrator suppose to encourage 
the adoption of energy effi cient clothes dryers? 

 At the moment, the main energy effi cient technology of focus is the heat pump 
clothes dryer. The reason why this is not shown as the most preferred technology 
from the results of the study is mainly due to the high purchase and installation 
cost and the long drying time. By using the same purchase and installation cost of 
the clothes dryer with sensors for the heat pump clothes dryer, and the same dry-
ing cycle time, the heat pump clothes dryer becomes the most preferred alterna-
tive (however only slightly). The energy effi ciency program administrator can 
infl uence only one of these criteria, purchase and installation cost, by offering 
incentives at the time of purchase. However, reducing the drying cycle time 
would require input from other players involved in the development of the 
technology.  

12.9     Recommendations and Future Work 

 As part of the research instrument, respondents were given the opportunity to 
 suggest any changes and to mention what may be missing from the criteria and 
 sub- criteria. It was determine that “clothing wear and tear” was a critical missing 
 sub-criterion. This could potentially be added under the performance criterion. 
Additionally, not all effi ciency experts were familiar with dryer balls and indirect 
heating clothes dryers; therefore, the responses may not have been accurate. The 
description of each technology and possibly a link to an existing technology should 
be provided as part of the survey sent to the experts. Finally, there were very few 
responses and the study is most likely not an accurate representation of the actual 
market. By increasing the number of responses to a number that is deemed as an 
acceptable representation of the overall market would be required.      

      Appendix 1: Clothes Dryer Consumer Preference Study 
Research Instrument 

    Clothes Dryer Purchasing Decision Survey 

 The purpose of this survey is to evaluate different criteria and sub-criteria (factors) 
that you as the manufacturer believe is important to a consumer when they decide to 
purchase a new clothes dryer for their home.  
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12.9.1     Introduction 

 The following are the steps to follow in order to complete this survey:

•    The comparisons in this survey are done by assigning 10 points between two 
criteria. As an example, the following is a comparison between Cost and Perfor-
mance of a new clothes dryer:

 8  Cost 
 2  Performance 

•      Since Cost is seen as 4 times more important than Performance, 8 points are 
assigned to Cost and 2 points to Performance. This can be verifi ed by: Cost = 4 x 
Performance (8 = 4 × 2).  

•   If Cost and Performance are seen as equally important, assign 5 points to both 
the criteria.  

•   If only Cost is seen as important, assign 9 points to Cost and 1 point to 
Performance. 10 points cannot be assigned to only one criterion.   

    Q1.    Which company are you representing in this survey? 

       

12.9.2             Section 1: Main Criteria Comparison 

 The criteria to be compared in this section of the survey are described below:

    1.     Performance —Relates to the effectiveness of the clothes dryer. This includes 
the time it takes the clothes dryer to complete one cycle, whether the clothes are 
completely dry after one cycle, and the level of wear and tear on the clothing.   

   2.     Cost —Relates to the purchase and installation cost of the clothes dryer, the 
annual maintenance cost, the potential electricity savings compared to your exist-
ing clothes dryer, and the incentives offered by utilities and energy effi ciency 
program administrators.   

   3.     Reliability —Relates to the service interval, the length of warranty, and the oper-
ating lifetime of the clothes dryer.   

   4.     Convenience —Relates to the ease of installing, operating, maintaining the 
clothes dryer. It also includes the visual appearance of the clothes dryer (i.e., 
does it match the clothes washer).    

    Q2.    Assign 10 points among Performance and Cost:

 Performance 
 Cost 
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       Q3.    Assign 10 points among Performance and Reliability:

 Performance 
 Reliability 

       Q4.    Assign 10 points among Performance and Convenience:

 Performance 
 Convenience 

       Q5.    Assign 10 points among Cost and Reliability:

 Cost 
 Reliability 

       Q6.    Assign 10 points among Cost and Convenience:

 Cost 
 Convenience 

       Q7.    Assign 10 points among Reliability and Convenience:

 Reliability 
 Convenience 

12.9.3            Section 2: Performance Sub-criteria Comparison 

 The objective of this section is to compare the sub-criteria (factors) for Performance. 
The comparisons should be completed in the same manner as was previously done. 
The sub-criteria are as follows:

    1.     Clothing Wear and Tear —The level of wear and tear on the clothing per cycle.   
   2.     Drying Cycle Time —The time it takes the clothes dryer to complete one cycle.   
   3.     Drying Effectiveness —Whether the clothes are completely dry after one cycle.    

   Q8.     Assign 10 points among “Clothing Wear and Tear” and Drying Cycle Time:

 Clothing Wear and Tear 
 Drying Cycle Time 
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      Q9.     Assign 10 points among “Clothing Wear and Tear” and Drying Effectiveness:

 Clothing Wear and Tear 
 Drying Effectiveness 

       Q10.    Assign 10 points among Drying Cycle Time and Drying Effectiveness:

 Drying Cycle Time 
 Drying Effectiveness 

12.9.4            Section 3: Cost Sub-criteria Comparison 

 The objective of this section is to compare the sub-criteria (factors) for Cost. The 
comparisons should be completed in the same manner as was previously done. 
The sub-criteria are as follows:

    1.     Purchase and Installation Cost —The fi xed purchase and installation cost for a 
new clothes dryer.   

   2.     Annual Maintenance Cost —The annual cost associated with maintaining the 
clothes dryer.   

   3.     Potential Savings —The monetary savings obtained per annum after installing 
the clothes dryer.   

   4.     Available Incentives —The incentives/rebates offered when purchasing the 
clothes dryer.    

    Q11.    Assign 10 points among “Purchase and Installation Cost” and Annual 
Maintenance Cost:

 Purchase and Installation Cost 
 Annual Maintenance Cost 

       Q12.    Assign 10 points among “Purchase and Installation Cost” and Potential 
Savings:

 Purchase and Installation Cost 
 Potential Savings 

       Q13.    Assign 10 points among “Purchase and Installation Cost” and Available 
Incentives:

 Purchase and Installation Cost 
 Available Incentives 
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       Q14.    Assign 10 points among Annual Maintenance Cost and Potential Savings:

 Annual Maintenance Cost 
 Potential Savings 

       Q15.    Assign 10 points among Annual Maintenance Cost and Available Incentives:

 Annual Maintenance Cost 
 Available Incentives 

       Q16.    Assign 10 points among Potential Savings and Available Incentives:

 Potential Savings 
 Available Incentives 

12.9.5            Section 4: Reliability Sub-criteria Comparison 

 The objective of this section is to compare the sub-criteria for Reliability. The compari-
sons should be completed in the same manner as was previously done. The sub- criteria 
are as follows:

    1.     Operating Lifetime —The life expectancy of the clothes dryer.   
   2.     Warranty Length —The duration of the warranty for the clothes dryer (in years).   
   3.     Maintenance Interval —The expected duration between routine maintenance 

activities on the clothes dryer.    

    Q17.    Assign 10 points among Operating Lifetime and Warranty Length:

 Operating Lifetime 
 Warranty Length 

       Q18.    Assign 10 points among Operating Lifetime and Maintenance Interval:

 Operating Lifetime 
 Maintenance Interval 

       Q19.    Assign 10 points among Warranty Length and Maintenance Interval:

 Warranty Length 
 Maintenance Interval 
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12.9.6            Section 5: Convenience Sub-criteria Comparison 

 The objective of this section is to compare the sub-criteria (factors) for Convenience. 
The comparisons should be completed in the same manner as was done previously. 
The sub-criteria are as follows:

    1.    Ease of Installation—How easy is it for the installation contractor or user to 
install and set up the clothes dryer.   

   2.    Ease of Maintenance—How easy is it for a contractor or user to maintain the 
clothes dryer at the maintenance intervals.   

   3.    Ease of Use—How easy is it to operate the clothes dryer effectively.   
   4.    Visual Appearance—Must the clothes dryer matches the clothes washer.    

    Q20.    Assign 10 points among Ease of Installation and Ease of Maintenance:

 Ease of Installation 
 Ease of Maintenance 

       Q21.    Assign 10 points among Ease of Installation and Ease of Use:

 Ease of Installation 
 Ease of Use 

       Q22.    Assign 10 points among Ease of Installation and Visual Appearance:

 Ease of Installation 
 Visual Appearance 

       Q23.    Assign 10 points among Ease of Maintenance and Ease of Use:

 Ease of Maintenance 
 Ease of Use 

       Q24.    Assign 10 points among Ease of Maintenance and Visual Appearance:

 Ease of Maintenance 
 Visual Appearance 

       Q25.    Assign 10 points among Ease of Use and Visual Appearance:

 Ease of Use 
 Visual Appearance 
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12.9.7            General Questions 

     Q26.    Are there any additional comments you would like to add? 

       

              Appendix 2: Clothes Dryer Consumer Preference Study 
Technology Survey 

    Clothes Dryer Technology Survey 

 The purpose of this survey is to quantify criteria for clothes dryer technologies. 
The result of this survey will be integrated into a consumer purchasing decision 
model to determine consumer preferences. 

 There are six clothes dryer categories that will be compared throughout this sur-
vey. The intention is to compare the best known dryer technology under each of the 
following categories:

    1.    Heat Pump Clothes Dryer   
   2.    Condenser Clothes Dryer   
   3.    Microwave/Radio Frequency (RF) Clothes Dryer   
   4.    Clothes Dryer with Moisture and Temperature Sensor   
   5.    Indirect Heating Clothes Dryer—obtains heat indirectly from a home hydronic 

heater system   
   6.    Dryer Balls—wool, plastic, or rubber balls used to soften and separate clothing 

while drying, thereby reducing drying time      

    Section 1: Performance Sub-criteria 

 For this section, the following sub-criteria for Performance will be assessed:

    1.     Clothing Wear and Tear —The level of wear and tear on the clothing per cycle.   
   2.     Drying Cycle Time —The time it takes the clothes dryer to complete one cycle.   
   3.     Drying Effectiveness —Whether the clothes are completely dry after one cycle.    
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    Q1.     Clothing Wear and Tear —The level of wear and tear on the clothing per cycle.

 Low  Medium  High  Don’t know 

 Heat Pump Clothes Dryer                         
 Condenser Clothes Dryer                         
 Microwave/RF Clothes Dryer                         
 Clothes Dryer with Moisture 
and Temperature Sensor 

                        

 Indirect Heating Clothes Dryer                         
 Dryer Balls                         

       Q2.     Drying Cycle Time —The time it takes the clothes dryer to complete one cycle:

 Less than 
30 min 

 Between 
30 min 
and 1 h 

 Between 
1 and 2 h 

 Between 
2 and 3 h 

 More 
than 3 h 

 Don’t 
know 

 Heat Pump Clothes Dryer                                     
 Condenser Clothes Dryer                                     
 Microwave/RF Clothes 
Dryer 

                                    

 Clothes Dryer with Moisture 
and Temperature Sensor 

                                    

 Indirect Heating Clothes 
Dryer 

                                    

 Dryer Balls                                     

       Q3.     Drying Effectiveness —Whether the clothes are completely dry after one cycle:

 Completely 
wet 

 Mostly 
wet 

 Slightly 
wet 

 Completely 
dry 

 Don’t 
know 

 Heat Pump Clothes Dryer                               
 Condenser Clothes Dryer                               
 Microwave/RF Clothes 
Dryer 

                              

 Clothes Dryer with Moisture 
and Temperature Sensor 

                              

 Indirect Heating Clothes Dryer                               
 Dryer Balls                               

           Section 2: Cost Sub-criteria 

 For this section, the following sub-criteria for Cost will be assessed:

    1.     Purchase and Installation Cost —The fi xed purchase and installation cost for 
the dryer technology.   
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   2.     Annual Maintenance Cost —The annual cost associated with maintaining the 
dryer technology (percentage of purchase cost).   

   3.     Potential Savings —The monetary savings obtained per annum after installing 
the dryer technology (percentage of purchase cost).   

   4.     Available Incentives —The incentives/rebates offered when purchasing the 
dryer technology.    

    Q4.     Purchase and Installation Cost —The fi xed purchase and installation cost for 
the dryer technology:

 Less 
than 
$500 

 Between 
$500 and 
$1,000 

 Between 
$1,000 and 
$1,500 

 Between 
1,500 and 
$2,000 

 Greater 
than 
$2,000 

 Don’t 
know 

 Heat Pump Clothes Dryer                                     
 Condenser Clothes Dryer                                     
 Microwave/RF Clothes 
Dryer 

                                    

 Clothes Dryer with Moisture 
and Temperature Sensor 

                                    

 Indirect Heating Clothes 
Dryer 

                                    

 Dryer Balls                                     

       Q5.     Annual Maintenance Cost —The annual cost associated with maintaining the 
dryer technology (percentage of purchase cost):

 Less 
than 
10 % 

 Between 
10 % and 
20 % 

 Between 
20 % and 
30 % 

 Between 
30 % and 
40 % 

 Greater 
than 
40 % 

 Don’t 
know 

 Heat Pump Clothes Dryer                                     
 Condenser Clothes Dryer                                     
 Microwave/RF Clothes 
Dryer 

                                    

 Clothes Dryer with Moisture 
and Temperature Sensor 

                                    

 Indirect Heating Clothes Dryer                                     
 Dryer Balls                                     
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       Q6.     Potential Savings —The monetary savings obtained per annum after installing 
the dryer technology (percentage of purchase cost):

 Less 
than 
1 % 

 Between 
1 % and 
5 % 

 Between 
5 % and 
10 % 

 Between 
10 % and 
15 % 

 Greater 
than 
15 % 

 Don’t 
know 

 Heat Pump Clothes Dryer                                     
 Condenser Clothes Dryer                                     
 Microwave/RF Clothes 
Dryer 

                                    

 Clothes Dryer with Moisture 
and Temperature Sensor 

                                    

 Indirect Heating Clothes 
Dryer 

                                    

 Dryer Balls                                     

       Q7.     Available Incentives —Do you think a cash incentive from a utility or an 
energy effi ciency program administrator would increase the market share for 
the dryer technology?

 Yes  No  Don’t know 

 Heat Pump Clothes Dryer                   
 Condenser Clothes Dryer                   
 Microwave/RF Clothes Dryer                   
 Clothes Dryer with Moisture and Temperature Sensor                   
 Indirect Heating Clothes Dryer                   
 Dryer Balls                   

12.9.8            Section 3: Reliability Sub-criteria 

 For this section, the following sub-criteria for Reliability will be assessed:

    1.     Operating Lifetime —The life expectancy of the dryer technology,   
   2.     Warranty Length —The duration of the warranty for the dryer technology,   
   3.     Maintenance Interval —The expected duration between routine maintenance 

activities on the dryer technology.    
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   Q8.      Operating Lifetime —The life expectancy of the dryer technology,

 Less 
than 5 
years 

 Between 
5 and 10 
years 

 Between 
10 and 15 
years 

 Between 
15 and 20 
years 

 Greater 
than 20 
years 

 Don’t 
know 

 Heat Pump Clothes Dryer                                     
 Condenser Clothes Dryer                                     
 Microwave/RF Clothes 
Dryer 

                                    

 Clothes Dryer with Moisture 
and Temperature Sensor 

                                    

 Indirect Heating Clothes 
Dryer 

                                    

 Dryer Balls                                     

      Q9.      Warranty Length —The duration of the warranty for the dryer technology:

 Less 
than 1 
year 

 Between 
1 and 2 
years 

 Between 
2 and 3 
years 

 Between 
3 and 4 
years 

 Greater 
than 4 
years 

 Don’t 
know 

 Heat Pump Clothes Dryer                                     
 Condenser Clothes Dryer                                     
 Microwave/RF Clothes 
Dryer 

                                    

 Clothes Dryer with Moisture 
and Temperature Sensor 

                                    

 Indirect Heating Clothes 
Dryer 

                                    

 Dryer Balls                                     

       Q10.     Maintenance Interval —The expected duration between routine maintenance 
activities on the dryer technology:

 Less 
than 1 
year 

 Between 
1 and 2 
years 

 Between 
2 and 3 
years 

 Between 
3 and 4 
years 

 Greater 
than 4 
years 

 Don’t 
know 

 Heat Pump Clothes Dryer                                     
 Condenser Clothes Dryer                                     
 Microwave/RF Clothes 
Dryer 

                                    

 Clothes Dryer with Moisture 
and Temperature Sensor 

                                    

 Indirect Heating Clothes 
Dryer 

                                    

 Dryer Balls                                     
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12.9.9            Section 4: Convenience Sub-criteria 

 For this section, the following sub-criteria for Convenience will be assessed

    1.     Ease of Installation —How easy is it for the installation contractor or user to 
install and set up the dryer technology,   

   2.     Ease of Maintenance —How easy is it for a contractor or user to maintain the 
dryer technology at the maintenance intervals,   

   3.     Ease of Use —How easy is it to operate the dryer technology effectively.    

    Q11.     Ease of Installation —How easy is it for the installation contractor or user to 
install and set up the dryer technology?

 Diffi cult 
 Somewhat 
diffi cult  Neutral 

 Somewhat 
easy  Easy 

 Don’t 
know 

 Heat Pump Clothes Dryer                                     
 Condenser Clothes Dryer                                     
 Microwave/RF Clothes 
Dryer 

                                    

 Clothes Dryer with Moisture 
and Temperature Sensor 

                                    

 Indirect Heating Clothes 
Dryer 

                                    

 Dryer Balls                                     

      Q12.     Ease of Maintenance —How easy is it for a contractor or user to maintain the 
dryer technology at the maintenance intervals?

 Diffi cult 
 Somewhat 
diffi cult  Neutral 

 Somewhat 
easy  Easy 

 Don’t 
know 

 Heat Pump Clothes Dryer                                     
 Condenser Clothes Dryer                                     
 Microwave/RF Clothes 
Dryer 

                                    

 Clothes Dryer with Moisture 
and Temperature Sensor 

                                    

 Indirect Heating Clothes 
Dryer 

                                    

 Dryer Balls                                     

       Q13.     Ease of Use —How easy is it to operate the dryer technology effectively?

 Diffi cult 
 Somewhat 
diffi cult  Neutral 

 Somewhat 
easy  Easy 

 Don’t 
know 

 Heat Pump Clothes Dryer                                     
 Condenser Clothes Dryer                                     
 Microwave/RF Clothes 
Dryer 
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 Diffi cult 
 Somewhat 
diffi cult  Neutral 

 Somewhat 
easy  Easy 

 Don’t 
know 

 Clothes Dryer with Moisture 
and Temperature Sensor 

                                    

 Indirect Heating Clothes 
Dryer 

                                    

 Dryer Balls                                     

12.9.10            Section 5: General Questions 

     Q14.    Are there any sub-criteria that you think were not taken into account? 

       

        Q15.    Are there any dryer technologies that you think were not taken into account? 

       

        Q16.    Are there any additional comments that you would like to mention? 
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     Chapter 13   
 Technology Intelligence on Clothes Dryers 

             Kevin     C.     van     Blommestein      and     Tugrul     U.     Daim    

    Abstract     In the US in 2009, almost 80 % of households had clothes dryers, of 
which approximately 80 % of the clothes dryers were electric (ENERGY STAR 
Market & Industry Scoping Report: Residential Clothes Dryers, 2011). Due to the 
large market of clothes dryers and the current ineffi cient dryer options in the US, 
focus has shifted on improving clothes dryer effi ciency. The Energy Star Market 
and Industry Scoping Report (ENERGY STAR Market & Industry Scoping Report: 
Residential Clothes Dryers, 2011) evaluated potential savings options for clothes 
dryers, which included the drum, motor, dryer control, heat recovery, heat genera-
tion, and several other options. These potential clothes dryer feature upgrades are 
discussed under the clothes dryer adoption study section of this report.  

13.1         Landscape Analysis 

 Figure  13.1  represents a perceptual map of the clothes dryer technologies that were 
under review by the US Department of Energy (DOE) [ 1 ]. The  y -axis represents the 
purchase and installation cost ($2008) and the  x -axis represents the Effi ciency (EF). 
The bottom right area of the map represents the preferred position. It can be noted 
that majority of the vented heat pump clothes dryer technologies are close to this 
preferred position on the map, with a low purchase and installation cost and high 
effi ciency. At the time of this study, the updated test procedure for residential clothes 
dryers was not yet fi nalized.   
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13.2     Patent Analysis 

 Due to the advancements in Europe relating the adoption of energy effi cient clothes 
dryers, a comparative patent analysis study was conducted to evaluate the difference 
between Europe and the US. Figure  13.2  illustrates the cumulative patent counts for 
heat pump clothes dryers in both Europe and the US, together with important events 
that took place from 1980 to 2011. It can be noted that the patent count for Europe 
started to increase around 4 years before the US. Additionally, the European Union 
(EU) Energy Label was introduced for clothes dryers in 1995; however, there has 
been no Energy Star label introduced yet in the US. Over recent years however, 
developments in both the US and Europe are increasing relatively at the same rate.  

 Figure  13.3  illustrates the top assignees of patents in both Europe and the US.  
 A logistic growth curve was used to forecast the development of the heat pump 

clothes dryer technology in the US, as shown in Fig.  13.4 . The maximum cumula-
tive patent count (800) was established by determining the cumulative patent count 
of an existing saturated technology (resistive heat element clothes dryer). However, 
even though the patent count for this saturated technology has reduced substantially 
over recent years, patents are still being published. A value of 800 + 20 % and 
800 − 20 % was therefore also included as upper and lower bounds for future patent 
counts. This method of forecasting gives an idea to the potential development of a 
technology; however, it relies heavily on the assumption that the heat pump clothes 
dryer technology will have the same interest over time as the saturated technology, 
which is not always the case. Additionally, the development may occur at a faster or 
slower rate than what is depicted by the logistic growth curve.   

  Fig. 13.1    Clothes dryer perceptual map [ 1 ]       
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  Fig. 13.2    Cumulative patent count (heat pump clothes dryer)       

  Fig. 13.3    Top patent assignees (heat pump clothes dryer)       
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13.3     System Dynamics Model (Concept) 

13.3.1     Introduction 

 The purpose of the study was to model the adoption of both energy effi cient and 
nonenergy effi cient clothes washers. The initial intention was to model both of these 
adoptions using the standard Bass diffusion model introduced by Sterman and 
Sterman [ 2 ], with a few minor changes for a dynamic market size. It was then real-
ized that the adoption is different for energy effi cient and nonenergy effi cient clothes 
washers. Nonenergy effi cient clothes washers have been in the residential sector for 
many years and it could be assumed that the adoption is close to saturation and will 
occur at a constant adoption rate. For energy effi cient clothes washers, the Bass dif-
fusion model is more applicable since it could be seen as a new technology intro-
duced into the market. The following potential adopters of clothes washers were 
identifi ed:

•    Purchases of new homes being built  
•   Home owners currently not owning a clothes washer and purchasing one  
•   Replacement of existing clothes washers    

 For each of these situations, a decision needs to be made whether to purchase an 
energy effi cient clothes washer or not. A clothes washer labeled by Energy Star 
(ES) was used to categorize effi cient and noneffi cient washers. In order to accom-
modate the decision between ES and Non-ES (NES) clothes washers, the model 
was created with three stocks, one for potential adopters, and the other two for NES 
and ES product adopters. To make things easier a simple model was fi rst developed 

  Fig. 13.4    Logistic growth curve forecast (heat pump clothes dryer)       
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with only the option to adopt a clothes washer, not taking into account whether it 
was ES or not. The time period of the model was set from 1990 to 2011. The fi rst 
ES clothes washer was released in the US in 1997 which was setup in the model as 
a step function. 

13.3.1.1     Reference Behavior Pattern 

 Data was gathered from multiple sources in order to create the Reference Behavior 
Pattern (RBP). To understand the adoption of clothes washers in the US, the follow-
ing data was collected:

•    Total clothes washer shipments in the US from 1990 to 2011 [ 3 ]  
•   Percentage of shipments that were ES labeled in the US from 1990 to 2011 [ 4 ]  
•   Total number of new housing in the US from 1990 to 2011 [ 3 ,  5 ]  
•   Total number of households in the US with and without clothes washers from 

1990 to 2011 [ 6 ]    

 Figure  13.5  illustrates the shipment of clothes washers in the US per year, includ-
ing the number of shipments for ES and NES clothes washers. As previously men-
tioned, the fi rst ES clothes washer was released in the US in 1997 as shown in the 
fi gure. This RBP will be used to verify and validate the fl ows into the ES and NES 
stocks. Figure  13.6  illustrates the number of households in the US with and without 
clothes washers. This will be used to verify and validate the total number of 
adopters (stocks) from 1990 to 2011. Figure  13.7  illustrates the number of newly 
constructed single and multifamily housing as well as mobile home replacements. 
This will be used to verify and validate the growth rate fl ow increasing the size of 
potential adopters.      

  Fig. 13.5    Shipments of clothes washers per year (fl ows)       
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  Fig. 13.6    US households owning or not owning clothes washers (Stocks)       

  Fig. 13.7    New housing in the US (fl ow)       

13.3.2     Initial Model 

 Figure  13.8  shows the initial model for the adoption of clothes washers with two 
feedback loops. The fi rst balancing feedback loop is the adoption of clothes washers 
and the second balancing feedback loop is the replacement of clothes washers. The 
reinforcing feedback loop from the Bass model was not taken into account in this 
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model since the adoption is based on the replacement of clothes washers and the 
requirements for new housing. Word of Mouth (WOM) is seen to have little impact 
on this adoption. The fl ows and stocks within the model are the following: 

•    Potential Adopters—These are the households that have not yet adopted a clothes 
washer. The initial value for this stock was set to 22.3 million, which is the 
households without clothes washers in 1990.  

•   Product Adopters—These are the households that have already adopted a clothes 
washer. The initial value for this stock was set to 71.7 million, which is the 
households with clothes washers in 1990. The RBP for this stock was shown in 
Fig.  13.7 .  

•   Market Growth—The market growth is based on the new housing per year (sin-
gle and multifamily housing and mobile home replacements). Since we expect 
this value to increase annually, a housing market growth rate is also used. Since 
we are creating a model from 1990 to 2011, the 10 years before 1990 were used 
to determine an initial growth rate of 2.73 %. This, however, fl uctuates with 
many other factors and may not be the best approach but will be improved in this 
exercise. The initial value used in the equation for the fl ow is 1.496 million, 
which is the number of new housing in 1990. The RBP for this fl ow was shown 
in Fig.  13.8 .  

•   Product Selection—These are households selecting (adopting) the clothes 
washer, which is a fraction of the potential adopters. The initial adoption fraction 
was calculated by assuming that all replacement households and new housing 

  Fig. 13.8    Simple clothes washer adoption model       
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will require clothes washers. The initial adoption fraction was therefore  calculated 
to be 27 % ((initial new housing + initial product replacement)/initial potential 
adopters). The RBP for this fl ow is the total number of shipments of clothes 
washers in the US which was shown in Fig.  13.6 .  

•   Product Replacement—These are households replacing their clothes washers 
after an average product replacement time. The initial value for the replacement 
time was set to the expected lifespan of a clothes washer of 16 years.    

13.3.2.1     Initial Model Results 

 The model was too calibrated to match the actual adoption as follows and the results 
are shown in Fig.  13.8 :

•    A variable was added that would reduce the number of New Housing during the 
recession with a value between 0 and 1. The variable decreases the number of 
new houses to half from 2006 to 2008, remains at a half until 2010, and then 
starts to increase back up to 1 using the following function:

   1-RAMP (0.25, 2006, 2008) + RAMP (0.25, 2010, 2012)     

•   The housing market growth rate was reduced to 2 %  
•   The adoption fraction was reduced to 25 %  
•   The average product replacement was changed to 13 years    

 As can be seen in Fig.  13.9 , the New Housing output aligns better with the RBP 
and the same can be said for Product Selection and Product Adopters. The issue 
remains with the Total Adopters increasing quicker than the RBP, as previously 
explained.    

13.3.3     Final Model: ES and Non-ES Clothes Washer Adoption 

 As discussed in the introduction, the intention of this study was to separate ES and 
NES Product Adopters. It was assumed that the total adoption rate of clothes 
washers was the same as the simple model; however, it is now distributed between 
two options. This was created by a cofl ow between NES Product Selection and ES 
Product Selection. The NES Production Selection was calculated using the Adoption 
Fraction of 0.25 from the simple model, multiplied by the number of potential 
adopters minus the ES Product Selection. This simple model was used for the adop-
tion of NES clothes washers since they have been in the market for a long time. 
Since ES clothes washers were new to the market in 1997, advertising was required 
to initially encourage the adoption of the product, followed by adopters encouraging 
other adopters by WOM. This would be a classic case of the Bass model. The selec-
tion of an ES clothes washer was therefore setup with the adoption from advertising 
and the adoption from WOM, as shown in Chap.   9     of Sterman [ 2 ]. The overall 
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model is shown in Fig.  13.9 . There are six balancing feedback loops and one 
reinforcing loop, where one of the balancing loops is not shown due to the use of a 
shadow variable. This loop is as follows: 

 ES Product Selection increases → NES Product Selection decreases → NES 
Product Adopters decreases → NES Product Replacement decreases → Potential 
Adopters decreases → ES Product Selection decreases. 

 The model was also setup with two binary parameters, ES Option Available and 
NES Option Available. The ES Option Available is set as a step function at 1997 
when the fi rst ES clothes washer was released. The NES Option Available is always 
set to one but can be changed to see the effect of a possible standard preventing the 
purchase of NES products (Fig.  13.10 ).  

 The same values were used for the NES clothes washer selection as was deter-
mined for the simple model. The only values that were required for the updated 
model were the advertising Effect (p) and WOM Effect (q) for the ES clothes washer 
selection. A common approach for selecting these values is based on previous adop-
tion of an earlier model of the same or similar technology. Based on clothes washer 
adoption from 1923 to 1971 the p value that was initially used was 0.016 and the 

  Fig. 13.9    Updated result for simple adoption model       
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q value was 0.049. Figure  13.11  shows the result of using these values. It can be 
seen that New Housing has remained the same since it is affected by exogenous 
values. The number of Product Adopters has also remained relatively the same. The 
issue now is that ES Product Selection initially increases when it becomes available; 
however, the adoption does not increase as in the RBP as time progresses. The 
opposite occurs for the NES Product Selection, since it is dependent on ES Product 
Selection. As previously mentioned there are two values affecting ES Product 
Selection, namely, Advertising Effect (p) and WOM Effect (q). Advertising Effect 
will adjust the initial jump in adoption when the product is released and WOM 
Effect will adjust the slope from the time of release onwards.  

 By adjusting the Advertising Effect (p) and WOM Effect (q), the model outcome 
matched the RBP more closely. The outcome is shown in Fig.  13.12 , where the 
jump in NES Product Selection and ES Product Selection is due to the step function 
used to represent the introduction of the ES clothes washer. A  p  value of 0.025 and 
 q  value of 0.65 were eventually selected, where both of these values fall within the 
boundaries of 0 and 1.   

  Fig. 13.10    Final adoption model       
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  Fig. 13.11    Initial result for fi nal adoption model       

13.3.4     Verifi cation 

 To further verify the model, the effect on the number of ES Product Adopters was 
determined by varying the value of variables between −20 % and +20 % of the base 
value. The results are shown in Table  13.1  together with a tornado diagram in 
Fig.  13.13 . The tornado diagram illustrates that the largest change when adjusting a 
variables value is for NES Adoption Fraction. When reducing NES Adoption 
Fraction by 20 % the number of ES Product Adopters increases. This makes sense 
since we are reducing the number of NES Product Adopters which would result in 
an increase in the adoption of ES Products. The opposite occurs for ES Product 
WOM and Advertising Effect, where an increase in these values results in an 
increase in the number of ES Product Adopters.

    Since one half of the model has already been tested individually the other part of 
the model will be tested separately by changing the variable NES Option Available 
to 0. This prevents any fl ow into the NES Product Adopters stock, so the only fl ow 
will be from both replacements into Potential Adopters and from Potential Adopters 
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into ES Product Adopters. Figure  13.14  illustrates the outcome of the model. It can 
be seen that NES Product Selection is always 0 which is what we expected. The 
number of Total Adopters starts to decrease due to replacements of NES clothes 
washers and when the ES clothes washer is introduced the number of adopters starts 
to increase again. The shape of the ES Product Selection is what we would expect 
from the Bass model.    

   Table 13.1    Varying variables from −20 % to + 20 % with ES product adopters as the response   

 −20 %  −10 %  Base  +10 %  +20 % 

 Housing market 
increase rate 

 22,863.9  23,054.5  23,249.8  23,449.9  23,655.0 

 NES adoption fraction  34,772.8  28,062.9  23,249.8  19,679.8  16,956.0 
 ES product 
advertising effect 

 18,599.8  20,924.8  23,249.8  25,574.8  27,899.8 

 ES product WOM effect  17,535.6  20,143.3  23,249.8  26,960.9  31,406.3 
 Average product 
replacement 

 27,865.5  25,363.4  23,249.8  21,461.2  19,939.2 

  Fig. 13.12    Updated result for fi nal adoption model       
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  Fig. 13.13    Tornado diagram showing the variance when adjusting variables       

  Fig. 13.14    Testing one half of the model for ES adoption       
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13.4     Conclusion 

 The adoption of clothes washers could have easily been done by implementing the 
standard Bass diffusion model; however, it does not cater for a growth in the market 
size, which is the case in the housing market. It also does not cater for the adoption 
of the same product with two different technologies. In order to recreate this adop-
tion, the model was developed to cater for adopting an ES or NES clothes washer. 
By calibrating the model, the outcome was a close match to the RBP except for the 
total number of households. It was therefore assumed that households could adopt 
more than one clothes washer. The model tries to incorporate the well-established 
Bass model for the adoption of the new technology (ES clothes washer) with the 
adoption of an established technology (NES clothes washer). It was assumed that 
the effect of WOM was no longer applicable for the NES clothes washer and 
therefore only one balancing loop was included for this adoption. The model was 
verifi ed by turning off sections of the model and by determining the effect of certain 
variables on the number of ES Product Adopters. 

13.4.1     Future Work 

 The model created is a simplifi ed representation of the actual system. There are 
many other factors that would affect the adoption decision which should be added 
to the model to further understand their effect. It would be interesting to analyze 
whether introducing larger incentives for these energy effi cient devices would result 
in increased adoption. This model could also be expanded to study a whole range of 
different energy effi cient devices. It would also be benefi cial to look at different 
perspectives such as technical, economical, organizational, etc., that could affect the 
adoption.     
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    Chapter 14   
 Furnace Fan Motor Technology Assessment 

             Kevin C.     van     Blommestein      and     Tugrul     U  .   Daim    

    Abstract     Understanding the barriers associated with the lack of adoption of energy 
effi cient technologies in the residential sector has always been an area of major 
focus. In order to encourage the adoption of these technologies, it is important to 
fi rst understand what is currently needed, what the current status to meeting these 
needs are, and then determining the gaps between the current status and needs. 
These gaps can be used to determine what is possibly restricting the adoption of the 
technology, and solutions can be determined that can potentially close these gaps. 
One such energy effi cient technology that has been an area of focus is energy effi -
cient furnace fan motors. This study looks at the current technical, organizational, 
and personal gaps associated with this technology and determines the positive and 
negative infl uences restricting adoption. Solutions to the gaps are then identifi ed and 
are specifi ed as guides to help change negative infl uences to positive infl uences. The 
second section of this study is a bibliometric analysis used to evaluate the current 
R&D status of the three main technologies currently available in the market. Both 
journal articles and patents are associated with the respective stages of R&D to 
determine the specialization of different countries with respect to the technology 
and to determine the progress over time of the technology in each of the fi rst three 
R&D stages. The purpose of this study is therefore to evaluate the technology from 
the R&D perspective as well as the market perspective. Finally, a link between the 
current R&D status and the technical requirements of the market is identifi ed.  
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14.1         Introduction 

 The intention of this study was to assess the current and future energy effi cient 
 furnace fan motor technologies and factors surrounding the adoption of these tech-
nologies. Since the furnace fan motor is only part of the heating system, the entire 
system was to be taken into account for parts of the assessment. 

 The effi ciency of a furnace is measured according to the following two values [ 1 ]:

•    The Annual Fuel Utilization Effi ciency (AFUE)—the proportion between the 
amount of fuel converted to space heat to the amount of fuel entering the 
furnace,  

•    Furnace Fan Effi ciency  ( e %)—the ratio of the electrical consumption of the 
furnace fan motor in heating mode to the total energy consumption of the 
furnace.    

 The focus of energy effi cient furnace fan motors is to improve the furnace fan 
effi ciency. Energy Star specifi es that the furnace fan effi ciency should be less than 
or equal to 2.0 % [ 1 ]. In the residential sector, these fans can be found in central 
HVAC systems; gas-fi red, oil-fi red, electric furnaces; air handlers; and modular fan 
coils. 

 This study focused on furnace fan motor technologies and was broken down into 
the following two sections:

•    Gap Analysis—A gap analysis was conducted for energy effi cient furnace fan 
motors to identify technical, organizational, and personal gaps as well as poten-
tial solutions to these gaps. Once these solutions were identifi ed, an infl uence 
diagram was created to determine positive and negative infl uences on the adop-
tion of this technology. Research was then conducted to understand what tech-
nologies were currently under review by the relevant organizations.  

•   Bibliometric Analysis—In order to establish some idea of the current develop-
ments relating to these technologies, a bibliometric analysis was conducted. An 
initial analysis determined the specialization of different countries with respect 
to each technology. A further detailed analysis was conducted to determine prog-
ress in basic research, applied research, and development for each technology.    

14.1.1     Current Furnace Market 

 Figure  14.1  illustrates a breakdown of the Northwest Furnace market, adapted from 
the 2011 Residential Building Stock Assessment (RBSA) [ 2 ]. Based on the Energy 
Star furnace key product criteria [ 1 ], furnaces in the south of the USA require a rating 
of 90 % AFUE or greater, while in the north of the USA a rating of 95 % or greater. 
As can be seen from the fi gure, majority of furnaces in this region are below these 
specifi cations. Understanding the lack of adoption of high AFUE furnaces is beyond 
the scope of this study; however, energy effi cient furnace fans are generally included 
with high AFUE furnaces, unless the fan is retrofi tted into an existing system.   
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14.1.2     Furnace Fan Motor Technologies 

 In order to determine what current and future technologies are of interest, previous 
research by the U.S. Department Of Energy (DOE) was assessed. Figure  14.2  repre-
sents a perceptual map of the furnace fan motor technologies that were under review 
by the U.S. DOE [ 3 ]. The main technologies were Permanent Split Capacitor (PSC) 
Motor, Electronically Commutated Motor (ECM), ECM with Backward Curved 
Impeller (BCI), and Constant Torque ECM (X-13). The  x -axis represents the aver-
age annual electricity savings in kWh and the y-axis represents the total installation 
cost in 2011 dollars. The increasing relationship between total installation cost and 
average annual electricity savings is as expected, due to the general increased costs 
associated with manufacturing energy effi cient devices. It can be noted that majority 
of the X-13 (Constant Torque ECM) motors have some of the lowest total installa-
tion costs, together with a relatively high average annual electricity savings. This 
technology is therefore of interest due to a shorter payback period.   

  Fig. 14.1    Northwest furnace market       
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14.1.3     Current Furnace Fan Motor Market 

 Based on the Air-conditioning, Heating, and Refrigeration Institute (AHRI) direc-
tory [ 4 ] and research conducted by the U.S. DOE on furnace fans [ 3 ], it was possi-
ble to analyze the current market relating to furnace fan motors. Figures  14.3  and 
 14.4  both summarize the distribution of the different motor types in current fur-
naces. It can be noted that ECM motors are all in multi-stage furnaces, and majority 
are eligible for the  Advanced Main Air Circulating Fan federal tax credit . Based 
on the Energy Star furnace key product criteria [ 1 ], the furnace fan effi ciency should 
be less than or equal to 2.0 %. As shown in Fig.  14.4 , majority of furnaces with 
ECM motors are below this requirement, which is the opposite for PSC motors.     

14.2     Methodology 

 Figure  14.5  describes the methodology that will be followed in this study. The fi rst 
step of the methodology is to identify the current technical, organizational, and 
personal needs for furnace fans, what the current status with respect to these needs 
are, and the gaps that need to be dealt with to accommodate these needs. The second 
step is to determine potential solutions to these gaps in order to encourage the 

Furnace Fan Perceptual Map
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  Fig. 14.2    Furnace fan perceptual map (adapted from [ 3 ])       
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  Fig. 14.3    Single and multi-stage furnaces in market       

  Fig. 14.4    Furnaces fan effi ciency (e) and available for tax credits       

  Fig. 14.5    Research 
methodology       
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adoption of energy effi cient technology alternatives, and to conduct a bibliometric 
analysis to evaluate the current Research and Development (R&D) status with 
respect to the previously mentioned technologies. The fi nal step is to combine the 
analyses of the market perspective and the R&D perspective to recommend future 
developments with respect to the technology.   

14.3     Gap Analysis 

 The fi rst step of this study is to determine what are the current technical, organiza-
tional, and personal gaps relating to furnace fan motor technologies. In order to do 
so, it is important to fi rst determine what is needed, then what the current status of 
resolving these needs are, and fi nally determining the gaps by comparing the current 
status to the needs. Once the gaps are determined, potential solutions to closing 
these gaps can be identifi ed. 

14.3.1     Technical 

 Table  14.1  lists the current technical needs, statuses, and gaps, and Table  14.2  lists 
the potential solutions to these gaps. TG x  represents the technical gap  x , while TS x.y  
represents the solution  y  to gap  x . The numbers for the technical solutions are 
 represented in the infl uence diagram in Fig.  14.6    .

14.3.2          Organizational 

 Table  14.3  lists the current organizational needs, statuses, and gaps. Table  14.4  lists 
the potential solutions to these gaps. OG x  represents the organizational gap  x , while 
OS x.y  represents the solution  y  to gap  x . The numbers for the organizational solu-
tions are represented in the infl uence diagram in Fig.  14.6 .

14.3.3         Personal 

 Table  14.5  lists the current personal needs, statuses, and gaps. Table  14.6  lists the 
potential solutions to these gaps. PG x  represents the personal gap  x , while PS x.y  
represents the solution  for  gap  x . The numbers for the personal solutions are repre-
sented in the infl uence diagram in Fig.  14.6 .
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   Table 14.1    Needs, statuses, and gaps (technical)   

 Needs  Current status  Gaps 

 Lower initial cost 
furnace fans with 
effi ciency (e) 
below 2 % 

 Motor accounts for approximately 
80 % electricity consumption in 
residential furnaces [ 5 ] 

 TG1—Reduction in 
manufacturing costs 
associated with high effi cient 
furnace fans  Electronically Commutated Motors 

(ECM) satisfy requirement, however 
costs are relatively high 

 Tradeoffs at High 
External Static 
Pressure (ESP) 

 ECM maintains airfl ow at the 
expense of increased power 
consumption at high ESP [ 5 ] [ 6 ] 

 TG2—Evaluation of 
alternative motor technologies 
under high ESP conditions 

 PSC motor does not increase power 
consumption at the expense of 
decreased airfl ow 

 TG3—Evaluation of methods 
for reducing high ESP 
 TG4—Improved sizing of 
furnaces and ducts 

 NW—Improved 
duct insulation to 
meet Energy Star 
requirements 

 Northwest Energy Effi ciency (NEEA) 
residential building stock assessment 
shows 14 % average supply leakage 
and 19 % average return leakage [ 2 ] 

 TG5—Energy Star 
requirements of 6 % supply 
and 3 % return leakages need 
to be met in NW [ 2 ] 

 Improved 
effi ciency of 
impeller blades 

 Existing forward curved blades are 
generally less effi cient than backward 
curved blades [ 7 ] 

 TG6—Improved performance 
of impeller blades at 
acceptable manufacturing 
costs  Also blades are currently made from 

sheet metal [ 7 ] 
 Finalized test 
procedure 

 DOE’s furnace fan test method due to 
be fi nalized in Dec 2013 [ 8 ] 

 TG7—Fan effi ciency (e) does 
not account for all modes of 
operation (excludes cooling 
and standby) 
 TG8—SEER test conditions 
do not refl ect real house 
(higher ESP) installations [ 9 ] 

   Table 14.2    Gaps and solutions (technical)   

 Gaps  Potential solutions 

 TG1—Reduction in 
manufacturing costs associated 
with high effi cient furnace fans 

 TS1.1—Lower cost Constant-Torque ECM motor 
 TS1.2—Reduction in cost of permanent magnets 
 TS1.3—Motor technology without permanent magnets 
(e.g., switched reluctance motor) 

 TG2—Evaluation of alternative 
motor technologies under high 
ESP conditions 

 TS2.1—Incorporation of ESP into DOE testing procedure 
 TS2.2—Evaluate performance of constant torque motors at 
high ESP 

 TG3—Evaluation of methods 
for reducing high ESP 

 TS3.1—Minimize duct friction [ 10 ] 
 TS3.2—Select fi lters with low-pressure drop characteristics 
[ 10 ] 
 TS3.3—Reduced constricted ductwork [ 9 ] 

(continued)
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  Fig. 14.6    Infl uence diagram including solutions       

 Gaps  Potential solutions 

 TG4—Improved sizing of 
furnaces and ducts required 

 TS4.1—Manual J and Manual D requirements part of 2006 
International Residential Code should be enforced instead 
of suggested [ 11 ] 

 TG5—Energy Star requirements 
of 6 % supply and 3 % return 
leakages need to be met in NW 

 TS5.1—2012 IECC requirements for new construction, 
additions, and alterations should be both visually tested 
and pressure tested [ 12 ] 
 TS5.2—Training and awareness of correct installation 
procedures and requirements 

 TG6—Improved performance 
of impeller blades at acceptable 
manufacturing costs 

 TS6.1—Impeller blades optimized for each specifi c 
application 
 TS6.2—Aerodynamic material used for impeller blades 
 TS6.3—Backward curved impeller blades 

 TG7—Fan effi ciency (e) does 
not account for all modes of 
operation (excludes cooling 
and standby) 

 TS7.1—DOE to update testing procedure to include 
cooling and standby mode (currently under evaluation) [ 13 ] 
 TS7.2—Incorporation of different ESP conditions into 
DOE testing procedure [ 13 ] 
 TS7.3—DOE not currently addressing standby mode and 
off mode for Hydronic Air Handlers, DOE plans to 
incorporate test procedure from furnaces [ 13 ] 

 TG8—SEER test conditions 
do not refl ect real house (higher 
ESP) installations 

 TS8.1—Adjust default ESP and fan power values higher 
to more realistic values [ 9 ] 

 TG9—“Plug and Play” type 
furnace fan for retrofi tting 
applications 

 TS9.1—Furnace fans that learn the current application 
conditions and adapts accordingly to improve effi ciency. 
Simple installation required 

Table 14.2 (continued)
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   Table 14.3    Needs, statuses, and gaps (organizational)   

 Needs  Current status  Gaps 

 Increase adoption rate of high 
effi ciency furnace fans 

 In 2003, PSC accounts for 
approx. 95 % of furnace fans 
used in residential furnaces, 
while ECM accounts for 
2.5 % [ 14 ] 

 OG1—Large available market 
for adoption of high effi cient 
furnace fans 

 Standards or requirements for 
high effi cient furnace fans 

 Updated air leakage 
requirements added to 2012 
IECC for residential and 
commercial construction 
[ 12 ] [ 14 ], however no 
furnace fan requirement 

 OG2—Include high effi cient 
furnace fan requirements for 
new installations 

 Tax credit/incentives for the 
adoption of high effi ciency 
furnace fans, separate to 
furnace tax credits and 
incentives 

 $50 federal tax credit for 
“advanced main air 
circulating fan” in 2011, not 
2012 [ 15 ] 

 OG3—Tax credits/incentives 
are mainly offered for furnaces 
together with fans, not only 
for fans 

 ODOE—tax credit up to 
$350 for forced air furnace 
(≥95 % AFUE) together 
with fan [ 16 ] 

   Table 14.4    Gaps and solutions (organizational)   

 Gaps  Potential solutions 

 OG1—Large available market for 
adoption of high effi cient furnace fans 

 OS1.1—Determine appropriate market segments 
that would adopt this technology [ 17 ], and focus 
on understanding these segments and reasons for 
adopting 
 OS1.2—Increase consumer awareness of the 
technology and its potential benefi ts 
 OS1.3—Increase consumer awareness of 
available incentives (NEEA residential building 
stock assessment showed 47.5 % of households 
self-funded effi ciency improvements [ 2 ]) 

 OG2—Include high effi cient furnace fan 
requirements for new installations 

 OS2.1—Amend furnace fan requirement to next 
revision of IECC 

 OG3—Tax credits/incentives are mainly 
offered for furnaces together with fans, 
not only for fans 

 OS3.1—Offer incentives for furnace fans separate 
from furnaces for retrofi tting applications 
 OS3.2—Maintain additional incentive for high 
effi cient fans with new installations 
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   Table 14.5    Needs, statuses, and gaps (personal)   

 Needs  Current status  Gaps 

 Training for HVAC 
contractors to correctly size 
furnaces and ducts required 

 Manual J and Manual D 
requirements are widely ignored 
and rarely enforced [ 11 ] 

 PG1—Increased awareness 
and understanding of Manual 
J and Manual D requirements 

 Training for HVAC 
contractors to meet air 
leakage requirements in 
2012 International Energy 
Conservation Code (IECC) 

 2012 IECC requirements for 
new construction, additions, 
and alterations should be both 
visually tested and pressure 
tested air [ 12 ] 

 PG2—Increased awareness 
and understanding of IECC 
requirements for air leakage 
and testing procedures 

 Reduce operating costs and 
payback period 

 ECM increases annual kWh 
savings over PSC. However, 
further savings can be achieved 
by reducing the cost of the 
motor or increasing the 
effi ciency of the motor 

 PG3—New technologies that 
may be more effi cient or 
cost-effective than ECM are 
required 
 PG4—Correct sizing of 
furnaces and ducts for new 
homes 

 Training required for 
product support of ECM 
motors (including constant 
torque). Contractors not 
comfortable with more 
complex technologies [ 18 ] 

 ECM motors are set up using 
programming tools for adjusting 
motor and load parameters 

 PG5—Increased awareness 
and skills relating to variable 
speed and constant torque 
ECM technology  Retrofi tting requires professional 

contractors 

   Table 14.6    Gaps and SOLUTIONS (PERSONAL)   

 Gaps  Potential solutions 

 PG1—Increased awareness 
and understanding of Manual J 
and Manual D requirements 

 PS1.1—Training workshops/courses for use of Manual J 
and Manual D software for calculations 
 PS1.2—Simplify Manual J and Manual D software for 
calculations 

 PG2—Increased awareness 
and understanding of IECC 
requirements and testing procedures 

 PS2.1—Training workshops/courses required for correct 
installation and testing procedures 
 PS2.2—Contractor performance evaluation based on 
installation (3 rd  party evaluation) 

 PG3—New technologies that may 
be more effi cient or cost-effective 
than ECM are required 

 PS3.1—Evaluate alternative motor technologies (e.g., 
Switched Reluctance Motor (SRM) [ 19 ], Doubly Salient 
Permanent Magnet (DPPM) Motor [ 20 ]) 
 PS3.2—Evaluate emerging heating technologies (e.g., 
MicroHeater [ 21 ]) 

 PG4—Correct sizing of furnaces 
and ducts for new homes 

 PS1.x 
 PS4.1—Contractor performance evaluation based on 
installation (3 rd  party evaluation) 

 PG5—Increased awareness and 
skills relating to variable speed and 
constant torque ECM technology 

 PS5.1—Training workshops/courses relating to correct 
setup (including software) and installation of ECM 
motors 
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14.4          Adoption Analysis 

 Figure  14.6     represents an adoption infl uence diagram taking into account the needs, 
gaps, and solutions previously mentioned. The diagram represents the factors that 
infl uence the adoption of energy effi cient furnace fan motors by the installation con-
tractor and the end user. A positive arrow represents a positive infl uence while a nega-
tive arrow represents a negative infl uence. The numbers next to the arrows represent 
the solutions mentioned in the previous table. As an example, training and perfor-
mance evaluation have positive infl uences on improved personal performance, while 
lack of awareness, understanding, and skills have negative infl uences. In order to 
remove the negative infl uences, personal solutions PS1, PS2, and PS5 could be fol-
lowed. Installation requirements is the only factor that has apposing infl uences on 
contractor and end user adoption. It was seen that as more installation requirements 
are added, the contractor’s work would increase which would thereby decrease the 
will to adopt the technology. The end user on the other hand would prefer the addi-
tional requirements since it could potentially improve the quality of the installation.  

14.5     Research and Development Analysis 

14.5.1     Motor Technologies 

 In order to further understand the motor technologies, a breakdown of the different 
single-phase motors was created together with the motors evaluated by the DOE 
highlighted in bold (Fig.  14.7    ). For single-phase applications, there are two main 

  Fig. 14.7    Different motor technologies (adapted from [ 22 ])       
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alternatives, either single-phase Alternating Current (AC) motors, or Direct Current 
(DC) motors. Due to the fact that majority of residential households have single- 
phase electrical supply, there is little focus on three-phase motors for residential 
applications. The X-13 motor is also an ECM motor, however with constant torque 
control in place of the variable speed control. The ECM motor mentioned by DOE 
is the variable speed alternative.   

14.5.2     Bibliometric Analysis 

 Martino [ 23 ] describes the association between the different R&D stages and typi-
cal sources of information, as shown in Table  14.7 . Due to the focus of this study 
and the availability of information, the Basic Research and Applied Research stages 
of R&D were evaluated in both of the following sections, while Development was 
included in the second section.

14.5.2.1       Search Strategy 

 The idea behind the search strategy was to combine the terminology used by the 
DOE together with the terminology identifi ed as part of the evaluation of alternative 
motor technologies in order to create the search queries. Additional keywords were 
identifi ed in an iterative manner, by fi rst using the mentioned search queries, then 
selecting the most relevant results, and fi nally selecting the appropriate keywords 
from these results. Keywords were also identifi ed from results that were not rele-
vant, and these were added to the search queries as exclusions.  

14.5.2.2     Specialization of Countries 

 The Revealed Technology Advantage (RTA) represents the strength of an organiza-
tion, country, etc. in a specifi c technological fi eld [ 24 ]. The RTA for a country in a 
specifi c fi eld is calculated by dividing the share of a country’s patents for that spe-
cifi c fi eld, by the country’s total share of all patents. Avila-Robinson and Miyazaki 
[ 25 ] use the same concept with scientifi c publications and referred to it as the 
Revealed Scientifi c Advantage (RSA). Figure  14.8  illustrates the RSA values for 
different countries for the three previously mentioned motor technologies. Constant 
Torque Motor (CTM) will be used from this point on to represent the X-13 motor.  

  Table 14.7    R&D stages 
and source of Information  

 R&D Stage  Typical source 

 Basic research  Science Citation Index 
 Applied research  Engineering Index 
 Development  US Patents 
 Application  Newspaper Abstracts Daily 
 Social impacts  Business and Popular Press 
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 From the RSA formula, it is simple to conclude that the larger the RSA value, the 
higher the specialization of the country in that particular area. As an example, the 
USA, United Kingdom, and India have a higher share of publications for PSC motors 
under basic research than its share of publications for all areas (RSA value greater 
than one). From these results it can be seen that the USA has a relatively equal dis-
tribution of specialization between these three technologies under applied research; 
however, there seems to be more specialization in PSC motors under basic research. 

 The problem with only looking at the share of publications to determine special-
ization is that it does not take the importance or impact of the publications into 
account. One approach of determining the impact of a publication is by looking at 
the number of times it was cited. For each country, we could determine the average 
citations per publication to determine quality; however, this gives excessive weight 
to highly cited publications and publications that have not yet been cited. Hirsch 
[ 26 ] introduced the h-index to characterize the scientifi c output of a researcher to 
resolve these issues. A specifi c researcher will have an h-index of  n  if  n  of his/her 
publications have at least  n  citations. The index therefore takes into account both the 
citations per publication and the number of publications. The same index can also 
be used to determine the impact and productivity of each country. Figure  14.9  illus-
trates RSA versus the h-index for each technology and each country. It can be seen 
that even though some countries have a high specialization in a specifi c area, they 
do not have a high impact. It can be concluded from the fi gure that even though the 
USA is not specifi cally specializing in the ECM technology, their research has a 
higher impact as opposed to the other countries.   

14.5.2.3     R&D Focus (USA) 

 In order to evaluate the current focus of research for each of the motor technologies 
in the USA, the Compound Annual Growth Rate (CAGR) of publications and pat-
ents between 2000 and 2013 was calculated and plotted against the share of total 
publications. This is illustrated in Fig.  14.10 . The technologies are clearly 
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  Fig. 14.8    Revealed Scientifi c Advantage (RSA) and average citations per article       
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differentiated from one another by both the share of publications and growth. The 
CTM technology has a high growth rate but a small publication count and can be 
seen as the technology of interest. Basic Research for this technology is also grow-
ing faster than Applied Research and Development and it can therefore be con-
cluded that this technology is still in the early stages. The PSC technology has a 
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  Fig. 14.9    RSA versus average citations per article       
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slow growth rate, slightly larger share of the publications, and Applied Research 
and Development is growing faster than Basic Research. It can therefore be con-
cluded that the technology is in the later stages and due to the slow growth rate, 
possibly reaching maturity. Finally, the ECM technology has a high growth rate, a 
large share of the publications, and in the later stages of R&D. Therefore, it can be 
seen as the main technology of focus.  

 In order to illustrate the change in CAGR and publication share in the period of 
2000–2013, the data was divided into two sets, one set consisting of 2000–2006 
data and the other set consisting of 2007 to 2013 data. The direction of the arrow 
signifi es the change from the 2000–2006 period to the 2007–2013 period. It can be 
seen that majority of the CAGRs reduce from one time period to the other, expect 
for Basic Research (BR) for the CTM technology and for Basic Research for the 
PSC technology. Additionally, the share of publications remains relatively consis-
tent from one time period to the other, and it is only the CAGR that has signifi cant 
changes for some cases. In order to further understand the changes in the technol-
ogy, it is possible to reduce the time period of each set and also the duration over 
which the analysis is done (Fig.  14.11    ).     

  Fig. 14.11    Change in CAGR and Publication Share from 2000–2006 period to 2007–2013 period       
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14.6     Conclusion 

 The intention of this    chapter is to evaluate the furnace fan motor technology from 
both the R&D perspective and the market perspective. It is possible to identify what 
factors are restricting the adoption of the technology and what potential solutions 
could be followed to increase adoption. Some of the factors are focused on the tech-
nology itself while others focused on organizational and personal factors. The bib-
liometric analysis is used to further analyze the research and development of the 
technology. From the bibliometric analysis we are able to identify the specialization 
of each country in each technology and then by selecting a specifi c country, it is 
possible to differentiate between the technologies. 

 The problem however is tying the results of these two analyses together. It was 
identifi ed in the gaps that one of the restrictions is the payback period of more 
energy effi cient technologies. DOE conducted research on this topic and determined 
that the lowest payback period was associated with the X-13 motor, or as referred to 
in this chapter as the CTM. However, it was also noted in the introduction that not 
all furnaces with X-13 motors meet the 2 % requirement for federal tax credits. 
Therefore, there is still an improvement required for this technology to successfully 
meet these requirements. Fortunately as part of the bibliometric analysis, we identi-
fi ed that there is focus in this technology, by noticing the relatively high growth rate 
in the three R&D stages. It was also determined that the focus on this technology is 
relatively new due to the low number of publications, thereby signifying that this 
technology is still in the early stages of R&D. 

 As identifi ed in the gap analysis, there are many aspects to take into account 
when evaluating this technology, one of which is the R&D analysis. This chapter 
gave a basic idea of what aspects of the technology can be evaluated and how they 
can be tied together. However, the other aspects should be further evaluated to gain 
a better understanding of the technology.  

14.7     Recommendations and Future Work 

 Even though the gap analysis and adoption analysis gave a clear picture of the cur-
rent situation with respect to the technology, a more meaningful outcome would be 
a model that can be used to evaluate the impact of different scenarios. Converting 
the infl uence diagram in Fig.  14.6  into some form of a model that can be used for 
decision-making purposes may benefi t organizations trying to encourage the adop-
tion of this technology. This could possibly be achieved by assigning weights/costs 
to the different solutions presented and a preferred solution chosen by means of an 
optimization model. 

 The bibliometric analysis is useful due to the abundance of readily available 
information that can be easily analyzed. This study only touched on some of the 
available information to understand the R&D associated with the technologies. By 
evaluating the information in more depth, it is possible to determine in which areas 
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a technology is used. By identifying which areas an ineffi cient technology is used 
and an effi cient technology is not used, energy effi cient administrators can focus on 
this area to encourage adoption. This is one means of identifying potential areas of 
saving energy. Other approaches could be by identifying keywords in publications 
for each technology and identifying where there is an overlap and where there isn’t. 

 Finally, by determining a way in which to combine the results of the two analyses 
done in this study into one model, a more in-depth evaluation of the technology 
could be conducted.     
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    Chapter 15   
 Technology Assessment of Insulation Material 
for Home Construction 

             Rachanida     Koosawangsri    ,     Zeina     Boulos    ,     Nameer     Al-Mulla     , and     Mario     Bitzer   

    Abstract     Depleting energy sources is alarming many governments, organizations, 
and companies to set ambitious goals to reduce their energy use over the next few 
years. Buildings consume signifi cant portion of energy. One of the most practical 
strategies to reduce buildings’ demand for energy is by avoiding heat losses and 
implementing energy saving measures. Today’s high performance insulation and 
thermal design can dramatically reduce heat losses. Many technical solutions are 
already available and applied across all regions, both in new build and renovation. 
The choice of the most appropriate insulation product has to be decided on a case-
by- case basis as it largely depends on the building type and design and climate 
zone. This paper conducts technology assessment for different type of insulation 
technology that fi ts different construction application. Traditional and modern insu-
lation technology has been discussed across this research. R&D recommendations 
are presented in the conclusion section of this report for improving manufacturing 
process of new high performance insulation materials to be able to compete in the 
insulation market.  

15.1         Introduction 

 Use of the excessive source of energy in our planet helped with the expansion of 
human population and technology advancement. Societies through history have built 
a broad infrastructure, which needs energy supplies for its proper functioning. Along 
with this was the developed and inherited practice of aggressive energy consumption 
in daily activities of industry, commercial, and private life. When energy sources 

        R.   Koosawangsri    •    M.   Bitzer    
  Portland State University ,   Portland ,  OR ,  USA     

    Z.   Boulos    
  Portland Community College ,   Portland ,  OR ,  USA     

    N.   Al-Mulla      (*) 
     Intel Corp ,   Hillsboro ,  Oregon ,  USA   
 e-mail: nameeralmulla@gmail.com  

mailto:nameeralmulla@gmail.com


418

begin to deplete at a rapid rate, it became important to realize how societies will 
manage for adjusting to the limited energy sources left. In that matter, some effort 
has been made to establish new habits towards more effi cient energy practice on 
organizational and personal levels. Many research and technologies has been uti-
lized to reduce energy consumption in commercial and residential sectors [ 1 ]. Space 
cooling and heating systems in residential building become a necessity over time, 
thus they account for most part of energy consumption. The percentage of HVAC 
usage depends on many factors, e.g., the climate zone in which the building exist and 
the age of the building which determine the level of technologies that could be used 
in its construction. Insulation in wall, roof, pipes, and frames play an important role 
in limiting the amount of energy leakage. 

15.1.1     Problem Statement 

 Maintaining buildings’ coolness in summer and warmness in winter, while reducing 
energy cost is a challenge. Almost half of the energy consumed is used on 
HVAC. Some of that thermal energy is wasted by simply leaking out or in the building. 
One of the methods to prevent that and therefore increasing the energy effi ciency is 
applying insulation technology in construction. Insulation helps to reduce the 
energy consumption of heating and cooling systems while achieving better living 
comfort. Effective insulation protects the environment and reduces greenhouse gas 
emissions by lowering energy consumption [ 2 ]. The industry today is in need for 
better energy-effi cient insulation technologies to meet newer energy star standards 
and demands. Many type of materials are used to insulate houses and there are even 
more manufacturing techniques that give these materials various capacities. These 
capacities are large numbered and it is diffi cult to compare to achieve the best insu-
lation solution for different application.  

15.1.2     Research Objective 

 According to the Department of Energy, heating and cooling systems use about half 
of the energy consumed in American homes [ 3 ]. Typically, 42 % of the average fam-
ily’s utility bill goes to keeping homes at a comfortable temperature. The energy 
sources that power these heating and cooling systems emit more than 500 million 
tons of carbon dioxide and 12 % of the nitrogen oxide emissions [ 3 ]. Improving 
energy effi ciency in residential buildings by using insulation is the simplest and 
most cost-effective way to reduce energy consumption. Using insulation does not 
require energy to save energy unlike other energy-effi cient products [ 3 ]. Providing 
suitable insulation is one of the most important home improvements considering the 
rise in prices for energy units. This paper will assess different insulation technolo-
gies and materials for new house construction to reach higher energy effi ciency.  
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15.1.3     Project Scope 

 The    scope of this research is to assess different insulation materials used in home 
construction. The assessment will include materials available and commonly used 
today. In addition, this research will study newer materials that are recently intro-
duced in the market or still in R&D phase. 

15.1.3.1     Limitation 

 The authors based this research on literature review to assess the different insulation 
materials. There are many literature resources available today on the different types 
of insulation materials. To complete this assessment the authors selected a sample 
of insulation materials that best represent most available products. The assessment 
is narrowed on materials commonly used in new home construction buildings. 

 The study will focus on the most important criteria when assessing the different 
insulation materials. For this reason the selected criteria and materials are limited to 
outer house wall and ceiling applications. Other special use insulation materials 
were excluded from this research. 

 The cost data of insulation materials in this research include purchase prices and 
installation. This does not cover the cost of long-term sustaining of the material if 
needed. Another limitation in this research regarding scoring of the materials cost is 
that the authors used a 4-point scale which does not always represent the accurate 
quantitative comparison. Below is a summary of the research limitations:

•    Research based mainly on literature review  
•   There many building insulation material that could not be included in this research  
•   Geographic locations and weather differences were not considered in this research  
•   The    criterion studied in this research is a small sample of the most important 

criterion  
•   Cost estimates based on initial installation of materials for this research      

15.1.4     Structure of the Report 

 The report considered three perspectives to categorise thermal insulation criteria: 
technical, environmental, and organizational. A gap analysis is presented to identify 
areas for development and improvement in next generation of insulation materials. 
Next, the report presents a technology landscape of existing insulation materials. 
The authors scored each of the materials against a selected set of criteria, followed 
by a hierarchical decision model (HDM) to identify the most important criteria for 
selecting an insulation material. After that, a conclusion of the report is presented 
with recommendations for future R&D to improve insulation materials based on the 
studies’ fi nal results. In addition, the authors suggested areas for future research and 
studies in assessment of insulation materials.   
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15.2     Methodology 

 The assessment of different insulation materials and technologies are realized with 
an emphasis on using a multiple perspective approach. A gap analysis model is used 
to identifying the needs in insulation materials. This gap analysis gives an overview 
of the different construction insulation technologies and materials. These materials 
are then categorized in the technology landscape analysis. 

 To prepare the assessment model we reviewed multiple insulation technology 
evaluation criteria in literature. Using the multiperspective approach, we were able 
to organize the criteria in three perspectives. In this study the authors used com-
bined approaches of HDM and scoring to assess different technologies and material 
of thermal insulation in the construction sector. The researcher were faced with a 
mix of qualitative, quantitative, and sometimes confl icting factors in scoring the 
different materials that are taken into consideration in thermal insulation technol-
ogy. In that facet the team needed to capture insulation expert’s opinion to evaluate 
the importance of the defi ned criteria of insulation materials and technologies. 

15.2.1     Multiple Perspective Approach 

 Multiple perspective approach is introduced to support the decision making and 
enables researcher and decision maker to view the problem environment. The 
multiple perspectives will enhance the ability to make better-informed choices. 
This model provides a feasible framework that decision makers and researchers can 
use to better understand and facilitate multiple perspectives in decision making. The 
team attempt to structure the HDM in light of the multiple perspective approach. 
Using this approach, we defi ne a broad terms to cover multiple viewpoints. For this 
particular research the team used three perspectives to categorise thermal insulation 
criteria: technical, environmental, and organizational.

•    Technical perspective: Criteria that relate to technical performance  
•   Environmental perspective: Criteria that have an impact on the environment  
•   Organizational perspective: Criteria that make up political motivation, policies 

and regulations, market special interests, compliance, and security     

15.2.2     Gap Analysis 

 As mentioned earlier that the technology gap analysis will be used to identify the 
needs for future technology and the differences in current technology situation. The 
gap analysis should be conducted to achieve the technology objective. By identify-
ing the gap, it will provide the possible direction of the technology to improve in the 
future. In order to create gap analysis, there are three steps that need to be consid-
ered. The fi rst step is specifying the needs of the technology. From this step, the 
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future state or place where the technology should be at will be stated. Second, the 
current situation for each need will be analyzed to see how the technology can per-
form in nowadays. Finally, the gaps will be identifi ed by comparing the need for 
future state and the current state of the technology [ 4 ].  

15.2.3     Technology Landscape Analysis 

 A landscape analysis model presents current state for the area of interest and is 
used to research the area of study. Dimensions and key criteria and features are 
identifi ed. This landscape will also identify potential alternative options and how 
they are related. It will also present possible strengths and/or weaknesses for each 
alternative.  

15.2.4     Scoring Model 

 The scoring model is a method to evaluate and rate several alternatives by having sev-
eral command variables. The distinctive feature of a scoring model is the ability to put 
values for assessment criteria that are not measurable or expressible in numbers [ 5 ]. 
It is possible to directly compare qualitative and quantitative attributes and features 
after translating them all in the same scoring scheme. At the beginning of a scoring 
process, a scoring scheme and a scoring range has to be defi ned. The scoring scheme 
can either consist of numbers, for example, from 1 to 10, or it can also consist of 
words, for example, starting from bad over poor good to perfect. The challenge in scor-
ing is to categorize the subjective and quantitative features of a product or a technology 
into the chosen scoring scheme. 

 Scoring is a heuristic method to compare and rate different independent products, 
technologies, opportunities, etc. The advantages of scoring are the traceable and com-
prehensible procedure and the simple and easy way to conduct further comparisons 
with the scored items. The main disadvantages in this method are the diffi culties to 
score some subjective criteria and the intimateness of a score when it is done. Other 
problems are the confl ict potential in scorings done by more than one expert and the 
fact that not all criteria are mostly of the same importance. So adding all scores to a 
fi nal score for one study objective can lead to biased and unbalanced results [ 5 ].  

15.2.5     Hierarchical Decision Model 

 HDM is a strategy decision tool to provide direction in strategic planning. The 
HDM was developed by the Engineering and Technology Management department 
at Portland State University. The software associated with the HDM creates a 
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special record to collect evaluations from each participant, and displays partici-
pants’ pairwise comparison for each level of the model. This model simplifi es com-
plex decisions, captures judgments of decision makers, and identifi es opinion’s 
similarities and differences. In a typical HDM procedure, there are six stages of 
research. The stages that the decision-making process should go through using 
HDM are modeling, expert panel selection, data collection, analysis of results, sen-
sitivity analysis, and validation. The benefi t of crafting the decision model with the 
input from the experts is that it enables to express the strategy concept and compar-
ing the long-term and short-term objectives. In addition, it also enables to identify 
agreements and disagreements among experts. Crafting HDM demonstrates opin-
ion’s similarities and differences, and it helps to present them to be discussed or 
resolved. The structure of HDM consists of mission as the fi nal goal of the decision 
model, objectives to fulfi ll the mission, the criteria for each objectives and alterna-
tives as initial target for decision making. This structure helps decision makers 
choose the best solution among several alternatives across multiple criteria.   

15.3     Model Implementation for Insulation 
Material Assessment 

 The assessment of insulation technologies and materials for house construction is 
described in the following chapter. The methodology for the assessment is based on the 
methods presented in the previous chapter. The core of the model is the parallel con-
ducted scoring and HDM by using the same categories and criteria in both analyses. 
Thereby we are able to determine the performance of the insulation types on the one 
hand and on the other hand we will get results for the weight and the importance of 
each criterion. 

15.3.1     Gap Analysis 

 After the project objective is selected, the direction of the project needs to be identi-
fi ed. The best way to know which direction the insulation technology should be in 
the future is conducting the gap analysis. In this research, the needs for future insu-
lation technology and the capabilities of current technology will be based on the 
multiple perspectives; technical, environmental, and organization. In each perspec-
tive, the needs will be the same as the criteria in scoring method and HDM that will 
be described later. However, in each needs, it will contain sub-criteria in order to 
better understand it. Then, other research papers will help to analyze the current 
technology capabilities. After that, the gap between the needs and the capabilities 
will occur. Therefore, the direction of the insulation technology will be identifi ed in 
order to meet the project objective. 
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15.3.1.1     Technical Perspectives 

 In technical perspective, thermal performance will focus on the thickness and ther-
mal conductivity value of the material. For the better performance of the material, 
the market needs for insulation material to be thinner and lower conductivity. Cost 
of insulation material and installation will be considered because some material is 
cheaper than the other, but there are problems with its life-cycle cost because the 
cheaper material is easily to damage and need to be replaced during its life cycle. 
Moreover, because different climates need to install different insulation materials, 
and some materials cannot be used in some areas due to the moisture issue, the new 
insulation material should be improved to be more adaptable in various climates. 
The fi nal criterion is ease of construction. In this criterion, the new insulation mate-
rial should be fast and easy to install and maintain during its life cycle. Moreover, it 
should decrease the air leakage and thermal bridging after install at construction site. 
Table  15.1  illustrates the gap of technical perspective for insulation technology.

15.3.1.2        Environmental Perspectives 

 In environmental perspective, the research will focus on life-time and recycle 
impacts of the materials. The new insulation material should be environmental 
friendly and not contain or include hazardous chemicals. Hazardous chemicals can 
have negative affect on recycling the materials and then they cannot be recycled. 
An example is the added fi re-retardant chemicals on cotton and/or cellulose insulation. 
Table  15.2  dictates the gap between the needs and capabilities for environmental 
perspective.

15.3.1.3        Organization Perspectives 

 The last perspective is organization. The criteria that this research paper focused are 
availability of the material and building code requirement from government. 
Nowadays the incentives from government are not enough for the residents to install 
or upgrade to new type of insulation material. Moreover, some materials are not 
widely available in the market because of lacking of support. Also, the health and 
safety issue and fi re and humidity resistance should be included in the regulation for 
new insulation materials. The gap analysis for organization perspective is shown in 
Table  15.3 .

15.3.2         Technology Landscape Analysis 

 The type of insulation materials differ in many criteria including thermal performance, 
the ability to apply in the construction site, form and shape, fi re and temperature 
resistance, cost, durability, and many more. The authors use the technology 
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   Table 15.1    Gap analysis, technical prospective   

 Needs  Capabilities  Gaps 

 Thermal performance 
 – Thinner insulation 

materials with same 
performance 

 – The thickness of insulation 
will depend on  R -value 
and range of thermal 
conductivity [ 6 ] 

 – Evaluation of insulation 
material that has better  R -value 
without increasing thickness 

 – Lower thermal 
conductivity without 
increasing the 
thickness 

 – For traditional material, 
polyurethane has lower 
thermal conductivity from 
20 to 30 mW/(mK) [ 7 ] 

 – Improved in thermal 
conductivity material 

 – For state-of-art material, it 
has thermal conductivity 
less than 4 mW/(mK) such 
as VIP and aerogel [ 7 ] 

 Cost-effective 
insulation methods 

 Total costs per square foot: 
$1.18–$1.58 for wall [ 8 ], 
$1.26–$1.7 for attic [ 9 ] 

 – Reduction in material and 
installation costs 

 – Reduction in the life-cycle 
costs of insulation 

 Durability 
 – Applicable 

insulation material 
for all climate zones 

 Different climate zones use 
different insulation materials 
[ 10 ] 

 Evaluation of liable material 
(properties change with 
temperature and humidity) 

 Ease of construction 
 – Fast and easy to 

install 
 – Depends on insulation 

type: foam, batts, rigid 
panels, etc. 

 – Evaluation of new technology 
that easy to install and no need 
for professionals 

 – No air leakage and 
thermal bridging 

 – Mostly need of 
professionals [ 6 ] 

 – Evaluation of installation 
methods or insulation materials 
that automatically avoid air 
leakage or thermal bridging 

 – Easy to maintain 
during life 
cycle-easy to 
replace 

 – Proper installation is 
important for performance 
of insulation [ 11 ] 

 – Improved the maintenance 
method 

 – Most insulations are 
included in the walls or 
roof that is hard to replace 
and maintain [ 6 ] 

   Table 15.2    Gap analysis, environmental prospective   

 Needs  Capabilities  Gaps 

 Life-time 
impact 

 – Some of material use CFCs, HCFCs, and 
CO 2  when installed that is hazardous gas [ 12 ] 

 – Materials that are 
environment friendly 
when disposed and 
installed 

 – Specifi c treatment need to use to dispose the 
material ex. Extruded polystyrene [ 12 ] 

 Recycle 
impact 

 – Fiberglass is semi-hazardous and diffi cult to 
recycle [ 12 ] 

 – Easer recycling 
material and 
procedure  – Recycle materials are usually coated with 

fi re—retardants that cannot be recycled [ 13 ] 
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landscape to categorize the several insulation types. The insulation materials 
included in this research are divided into two groups: the traditional and state-of- 
the-art materials [ 7 ]. Materials in the traditional include commonly used insulation 
for construction in today market. Materials in the state-of-the-art group are the 
newer insulation technologies that are still not used in construction but are with 
promising features for use in this fi eld. As shown in Fig.  15.1 , the traditional materi-
als are further divided into four technology groups by application type. Group 1 
includes the foam materials, Polystyrene, Polyisocyanurate (ISO), PUR, and 
Phenolic. As the name implies, the materials in this group are liquid that will con-
vert to foam when applied on site and then convert to solid. Group 2 includes batts 
material, Fiberglass, Rockwool, Cotton, and Polyethylene. The materials in this 
group are sold and delivered to site in large rolls. Group 3 includes rigid board, EPS, 
XPS, ISO, Fiberglass, PUR, and Perlite. This type of material is delivered in large 
board form and then cut to size on the construction site. Finally, group 4 is the 
loose fi ll materials, Fiberglass, Rockwool, Cellulose, and Perlite. These are in the 
form of lose material. There are four promising state-of-the-art material chosen for 
this research; Aerogel, Vacuum Insulation Panels (VIP), Gas Filled Panels (GFP), 
and Phase Change Materials (PCM) [ 7 ].  

 The following sections will further describe the different insulation technologies 
and materials like they are grouped in the technology landscape. 

   Table 15.3    Gap analysis, organization perspective   

 Needs  Capabilities  Gaps 

 Availability 
 – Increased 

government 
incentive 

 – Limited government incentives such 
as Fed: tax credit of up to $500 or 
10 % [ 14 ] 

 – Improved government 
incentives 

 – Increased adoption 
rate of high 
effi ciency material 

 – The state-of-art materials are not 
commonly used in the market 

 – Large available 
market for higher 
effi ciency material 

 Building code requirements 
 – Increase occupant 

health, comfort 
and safety 

 – Regulation on dust for respirable dust: 
5 mg/m 3  and total nuisance dust: 
10 mg/m 3  and fi ber: 1 F/mL [ 15 ] 

 – Included the 
regulation of health 
and safety in the new 
material 

 – Fire-resistance  – Some of material produce toxic in 
case of fi re such as extruded 
polystyrene and polyurethane foam 
[ 12 ] 

 – Included A1 class 
fi re-resistance 
requirement 

 – Effect as vapor 
barrier 

 – Fire class between A1–B2 depend 
on material [ 15 ] 

 – Included humidity 
resistance requirement 

 – Resistance of vapor diffusion varies 
from the factor of 200 [ 15 ] 

 – Cellulose is easily to damage when 
contact with moisture [ 16 ] 
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15.3.2.1     Traditional Materials 

15.3.2.1.1    Foam Insulation Material 

 Spray foam is made by mixing two or more liquid chemicals. The mixing and 
reacting materials respond quickly and expanding to create foam that insulates air 
seals and provides a moisture barrier. Spray foam insulation is known to resist heat 
transfer well, and it offers a highly effective solution in reducing unwanted air 
infi ltration through cracks, seams, and joints [ 17 ]. There are different types of 
spray foam, which are basically either high pressure foam and/or low pressure 
foam. Different types of foam could be installed in existing or new constructions. 
Different types of foam are suitable for different applications. The liquids are 
delivered in different drums or containers to the construction location to be mixed 
and reacted; the result will be expanded foam. This process required a professional 
worker [ 17 ].  

15.3.2.1.2    Batts Insulation Material 

 Batts, roll or blanket insulation is one form of insulation material that is the most 
common used and available, and also relatively inexpensive [ 13 ]. It can be manu-
factured from various materials such as fi berglass and Rockwool. This type of insu-
lation is delivered in very large roll with the width that suit with standard spacing of 
wall studs [ 6 ]. However, the insulation is easier to install when compared with other 
types. The home owners can install it themselves, by cutting or trimming the batts, 

  Fig. 15.1    Insulation materials landscape       
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or hire a professional installer [ 13 ]. The facing of the batts, such as foil-kraft paper, 
vinyl and fl ame-retardant facing will be used to act as a barrier from air, moisture, 
and fi re. It can be installed to unfi nished wall, fl oor, and ceiling. The big concern 
when using this type of insulation is that its thermal performance tends to decrease 
easily. The  R -value will decrease when pressing or cutting the batts and also thermal 
bridging will occur between cut edges [ 18 ]. Thus, this insulation type need to be 
installed carefully when there are joist spacing and other obstruction such as wires, 
electric boxes, and pipes in the wall. In this research paper, the materials that will 
be considered for scoring methodology are fi berglass, Rockwool, cotton, and 
Polyethylene.  

15.3.2.1.3    Rigid Board Insulation Material 

 Rigid insulation panels and boards are made out of fi brous materials or foams [ 12 ]. 
The big difference to the already described foam or batts insulation is the rigid 
shape of the panels. They are all premanufactured and come in boards or panels to 
the construction site. So they are pretty simple to install by only putting or gluing 
them on the walls that should be insulated [ 19 ]. Many board insulations are faced 
with refl ective foils to increase the thermal performance or with a water-resistant 
layer to use it as a vapor barrier [ 6 ]. Rigid board insulation is often used in prefab-
ricated structures, as insulative wall sheathing and it is widely used for foundation 
insulation. Materials to produce rigid board insulation are mostly overlapping with 
foam insulation materials. The most established materials that are reviewed in the 
following scoring model are Expanded Polystyrene (EPS), Extruded Polystyrene 
(XPS), Polyisocyanurate (ISO), fi berglass, Polyurethane (PUR), and Perlite.  

15.3.2.1.4    Loose Fill Insulation Material 

 Loose fi ll materials chosen for this study are fi berglass, Rockwool, cellulose, and 
Perlite. These are available in the form of loose material and spray installed on site. 
Some of the loose fi ll types can be sprayed either dry or wet depending on the area 
it is going to be installed at. Usually it is installed dry in roofs. The wet feature is 
useful when installing the material in vertical walls. 

 Fiberglass is high in thermal insulations properties. Rockwool is made from nat-
ural materials and is allergy free safe on the environment. Cellulose products are 
made from old newspapers that are shredded and sold as loose fi ll insulation materi-
als. It is safe as is however is fast to catch fi re considering it is made from paper. 
Fire-resistant chemicals are mixed with the shredded papers in the manufacturing 
process to eliminate the risk of catching fi re during the life span of the installation. 
Perlite is natural rock material that is low in thermal conductivity. The Rock is 
crushed to smaller form and used inside cement and brick walls to enhance the 
insulation of the building.   
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15.3.2.2     State-of-Art Materials 

   15.3.2.2.1 Aerogel 

 Aerogel is one of the top promising technologies in thermal insulation area [ 22 ]. Aerogel 
is made up of a gel that has had its liquid component replaced with air; in fact the 
material is 99 % air. It’s quite thin, breathable, and fi reproof, doesn’t absorb water, 
and is very strong considering its weigh. Aerogel has a very low thermal conductiv-
ity of (14 mW/mK) which results in an  R -value that is twice better than what other 
typical insulation provide [ 7 ]. Aerogel is fairly expensive compared to traditional 
insulation materials and out of the price range for the average homeowner. It is a 
great material for insulation where size matters [ 22 ]. Only two companies currently 
have a commercial product available—Aspen Aerogel and Thermoblock. Aerogel 
has been used before in insulation for a number of NASA projects including the 
Mars Rover and space suites [ 23 ]. There are many applications for aerogel beside 
insulation like super insulating blankets which is made with aerogel. They are also 
the world’s lightest solid materials, and mechanically robust aerogels [ 24 ].  

   15.3.2.2.2 Vacuum Insolation Panels 

 VIPs are one of the more effi cient materials compared to other alternatives because 
of its low thermal conductivity (3–4 mW/mK) [ 7 ]. In the structure of this insulation, 
open porous material will be enveloped by thick metal sheets or materialize poly-
meric layers to act as a barrier for environment and handling protection. The materi-
als that are used as a porous core need to have suitable pore size in order to maintain 
the vacuum. The core materials can be foam, powder, fi ber, and fi ber/powder com-
posites such as PUR, EPS, silica, and expanded perlite [ 25 ]. Then, gaseous heat 
transfer is suppressed to the core materials. Despite the very low thermal conductiv-
ity that helps in reducing the thickness, the installation process and application type 
need to be considered because it is the most critical aspect of this material. Even 
though VIP has very low thermal conductivity, it tends to increase easier than other 
state-of-art material over time. Moreover, handling and maintaining this material 
needs to be very cautious because the vacuum can be lost, and thermal conductivity 
will be increased. Another drawback of this material is that it cannot be cut to adapt 
and adjust the shape at construction site because cutting will result in losing the 
vacuum [ 7 ].  

   15.3.2.2.3 Gas-Filled Panels 

 The technology and functioning of Gas-fi lled Panel is similar to the Vacuum 
Insulated Panels. The core of the panel is created by a baffl e structure which is fi lled 
with a gas with a lower thermal conductivity than air [ 7 ], such as Argon (Ar), 
Krypton (Kr), or Xenon (Xe). The whole structure of GFPs is very fragile so all 

R. Koosawangsri et al.



429

process from handling to applying it to walls must be carried out with high caution. 
GFPs are still in a research state and fi rst prototypes are not able to reach the theo-
retically calculated low thermal performance which was expected [ 26 ]. They show 
similar advantages and disadvantages than VIPs but are not able to reach the ther-
mal performance and they are more expensive because of the gas that is included in 
the GFPs [ 26 ].  

   15.3.2.2.4 Phase Change Material 

 PCMs are able to absorb heat and release it as temperature changes [ 27 ]. This 
absorbing and releasing of temperature is not a unique characteristic of these mate-
rials. What makes it unique is the sensitivity of the material to the surrounding 
temperature changes and the ability to store the heat. PCM change material state 
from solid to liquid when it absorbs the heat. The PCM will maintain the liquid 
status until temperature drops causing the heat to be released. As the heat is released 
the PCM will return to its sold state. 

 Because of the way PCM store the heat, PCM is very promising for heat storage 
technologies. Currently PCM is used in construction as insulation improvement in 
building materials in concrete mixes or bricks. PCM can also be mixed in Wool or 
fi ber batts insulations to improve on their thermal insulation performance. Because 
PCM is used as an additive or part of a concrete mix and not used in a standalone 
format, this added diffi culty in evaluating this product against the rest of the insula-
tion materials studied in this report.    

15.3.3     Scoring Model 

 The fi rst step in the assessment of construction insulation technologies and materi-
als was the defi nition of the assessment criteria. These criteria will be the same for 
the scoring and the HDM. This will enable the study to both evaluate the actual 
available technologies and identify further research areas for the state-of-the-art 
technologies to become competitive or superior to the most used insulation materi-
als so far. The defi nition of the criteria is based on an extensive literature review 
about needs and features of construction insulation by applying a multiple perspec-
tive approach described earlier. The criteria are described on the following section.

  Technical Criteria 

•   Thermal performance: This is mainly based on the thermal conductivity 
expressed in the unit W/mK. It can be interpreted as the ability of a material to 
transfer and transport thermal energy through the material. The smaller the ther-
mal conductivity of the material the better is its insulation performance. For insu-
lation materials, the reciprocal value of the thermal conductivity, the  R -value, is 
commonly used [ 28 ].  
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•   Cost: This criterion only includes the one-time purchase and installation cost. 
There is no evaluation of life-cycle cost. The scoring is mainly based on the cost 
per  R -value of a material and a comparison of prices for the same insulation 
thickness.  

•   Durability: It is to evaluate the time impact on insulation material, e.g., the 
behavior of the  R -value over time, water and moisture effects, thermal expansion 
and contraction, settling over time, etc.  

•   Ease of construction: This criterion is to evaluate the impact of insulation mate-
rial/technology on workmanship requirements, ease and speed of construction, 
ease of operation, maintenance and replacement.   

  Environmental Criteria 

•   Life-time impact: The negative environmental impacts caused during the pro-
duction and usage is considered in this criterion. This includes the used ingredi-
ents of the insulation material as well as potential toxic and hazardous products 
which could outgas during the life time.  

•   Recycle impact: This criterion covers the easiness and possibilities to recycle or 
dispose the insulation materials.   

  Organizational Criteria 

•   Availability: We will evaluate the market availability in this criterion. Assessment 
criteria are the easiness to purchase the material, the number of companies which 
manufacture it, the distribution channels, etc.  

•   Building code requirements: The fulfi llment of the legal requirements and gov-
ernment specifi cations will be evaluated with this criterion.    

 This assessment paper uses a scoring model to assess and compare all the intro-
duced and described construction insulation technologies and materials. The scor-
ing model uses values from 1 to 4 with 1 being the worst and 4 being the best score. 
We are aware of the fact that scoring with only four values can distort the results of 
quantitative criteria like the thermal performance or cost but we intentionally used 
the same scoring range for every criterion to simplify the interpretations of the scor-
ing results. The scoring is based on a literature review about the capabilities of the 
different materials, the advantages and disadvantages of the technologies in general 
and each material itself as well as the potential issues related with each material. 

 The results of the scoring are presented in the following paragraphs. The scores 
for each criterion will be showed in a separate chart. The scores of the traditional 
materials are in blue color and the state-of-the-art technologies are colored in green. 
The fi rst evaluation criterion is the thermal performance. We looked at the range of 
all evaluated thermal conductivities for every material and calculated the scores 
based on these values. Some insulation materials can be produced and manufac-
tured in different ways or special treatments or add-ons can slightly infl uence the 
thermal conductivity of insulation materials. That is why we calculated the average 
of all values found for each specifi c material. A perlite rigid board has the worst 
average thermal conductivity of 0.05 W/mK [ 12 ], whereas VIP has the best with 
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0.004 W/mK [ 7 ]. Again, the smaller the thermal conductivity, the better the insula-
tion effects. The difference between the worst and the best value is 0.046 W/mK 
which leads in the score system to a single score size of 0.0115 W/mK.

  

0 046

4
0 0115

.
.=

   

Based on this calculation, each material can be scored in the following scheme 
   (Table  15.4 ):

   The scoring shows, Fig.  15.2 , that aerogel and VIP are the only two products 
with a score of 4 in matters of thermal performance. All foam materials, XPS boards 
and ISO boards, as well as cotton batts and fi ber-glass loose fi ll have a score of 3. 
It is interesting that fi ber-glass batts have a different score than fi ber-glass as loose 
fi ll. The open cell structure of fi ber-glass used in loose fi ll insulation results in a 
lower thermal conductivity [ 12 ]. So even in terms of thermal performance, the same 
material used as a different insulation technology can infl uence the scoring. This is 
also the case in other criteria as we can see later. PCM insulation is not scored 

  Table 15.4    Scoring scale 
calculation  

 Score  Thermal conductivity [W/mK] 

 4  0.004–0.0155 
 3  0.0155–0.027 
 2  0.027–0.0385 
 1  0.0385–0.05 
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  Fig. 15.2    Scoring results of the thermal performance criteria       
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because there is no single insulation only consisting of PCM and the material char-
acteristics are strongly changing due to the ability of changing phases within the 
material. If PCM is used as a thermal insulation it is always combined with other 
insulation material and the thermal conductivity is mainly dependent on the other 
insulation [ 29 ].  

 The scoring results of the cost criterion, Fig.  15.3 , are based on price comparison 
between the different materials as well as the information found in research paper. 
The following chart shows the result of the cost scoring.  

 Except of perlite loose fi ll, all loose fi ll and batt insulation are the cheapest insu-
lation materials. Rigid boards and foam are more expensive and all state-of-the-art 
insulation technologies are more expensive than the traditional ones and they are all 
scored with the worst score of 1 [ 12 ]. Even in terms of a comparison of the costs per 
 R -value, where the advanced materials could benefi t from because there is less 
material needed to achieve the same  R -value, the state-of-the-art technologies are 
still the most expensive ones [ 12 ]. So including their better thermal performance in 
the cost evaluation does not result in higher scores for the new technologies. 

 The durability defi nes the long-term behavior of the materials. Aerogel and 
Perlite are showing, Fig.  15.4 , no aging effects and are scored with 4 points [ 12 ]. 
The thermal performance of cotton, fi ber-glass, and Rockwool can be reduced 
through moisture or increasing compression because of settlement [ 6 ]. All the other 
traditional materials are affected by a decreasing  R -value over time [ 12 ]. VIP and 
GFP show a slow loss of vacuum and gas, respectively. They can be easily damaged 
either at the construction site or later by drilling holes or putting nails in the 
walls [ 7 ]. That is why VIP and GFP are scored with worst.  
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  Fig. 15.3    Scoring results of the cost criteria       
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 The next evaluation criterion is the easiness of construction, Fig.  15.5 . The insu-
lation technologies show greater differences compared to the other technologies 
than the materials in its respective technology. The easiness of construction is more 
depending on the shape and the structure than on the material itself. It is, for example, 
a big difference if the insulation is brought to the construction site as liquids and the 
foam is expanded directly in the wall or if the premanufactured foam board needs to 
be put on the wall. This is why all the foam materials and batts have the same score 
and all rigid boards and loose fi ll are scored similar as well.  
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  Fig. 15.4    Scoring results of the durability criteria       
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  Fig. 15.5    Scoring results of the ease of construction criteria       
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 All insulation materials that are formed as batts are easy and convenient to 
install [ 15 ]. They all qualify for DIY and they need no curing or drying time so the 
resulted installation time is also short [ 30 ]. All Rigid boards and loose fi ll, except 
Perlite, are scored with 3 points. Rigid boards are easily cuttable and adjustable on 
the construction site and there is no special equipment needed to install it [ 12 ]. 
Loose fi ll materials are very easy for attic insulation and these loose materials are 
well suited for places where it is diffi cult to install other insulations [ 6 ]. Foam insu-
lation fi t in all cavities because they are sprayed or fi lled as a liquid into the walls 
and the foam expands afterwards. However, this advantage is equalized by the need 
of special equipment and professional installers. It also needs drying time and the 
quality and the thickness of the insulation can hardly be controlled, so all foam 
insulation get 2 points. Aerogel for wall insulation is produced in a similar shape 
and form than batts and it is installed in the same way [ 31 ]. It has also the widest 
range of different thermal insulation applications and is therefore scored with 4 points. 
VIP and GFP are absolutely not adjustable at the construction site and the large 
premanufactured panels need professional installation workers [ 32 ]. That is why 
we scored them with the worst score for ease of construction. 

 The next two scoring criteria are evaluating the environmental perspective of the 
insulation technologies and materials. As explained above this perspective is divided 
in the environmental impacts during the life time, Fig.  15.6 , and after the usage of it 
by looking at the recycle, Fig.  15.7 , and dispose issues. All materials that are scored 
with 4 points are showing no special negative environmental impacts both for manu-
facturing them and during the usage as an insulation material. The polystyrene mate-
rials include a toxic brominated fl ame retarder and either CO 2  or HCFC is used as an 
expanding agent [ 12 ]. GFPs are fi lled with toxic noble gases and are therefore scored 
with only 2 points [ 7 ].   
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  Fig. 15.6    Scoring results of the environmental life-time impact criteria       
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 The negative recycle and dispose impacts are based on a similar scoring like the 
criterion above. Having 4 points means no special negative impact and easily dis-
posable or even recyclable. This is only the case for Perlite, Aerogel, and VIP [ 7 ]. 
Fiber-glass, Rockwool, cotton, and cellulose insulations can be normally disposed 
without big impact on the environment [ 33 ]. The fi re retarders are causing special 
treatment before disposing and this is why all fl ammable materials that include fi re 
retarders are scored with only 2 points. However, there is no material which is abso-
lutely not disposable or recyclable, so no material is scored with 1 point. 

 The last two criteria are evaluating the insulation materials more from an organi-
zational perspective. The availability, Fig.  15.8 , looks at the easiness of purchasing 
the materials and the different sources to order and purchase the insulation.  
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  Fig. 15.7    Scoring results of the environmental recycle impact criteria       
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  Fig. 15.8    Scoring results of the availability criteria       
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 Except of polyethylene batts, which require special order, all traditional materi-
als are scored with 4 points because there are many companies which manufacture 
or trade with these materials and most of them can be purchased in building centers. 
This is pretty different with the state-of-the-art materials. There are only few com-
panies which are offering these products and often times it also needs special con-
struction companies that are able to use these technologies [ 34 ]. With GFP materials 
we were not able to fi nd one company that offers GFP and it seems that this technol-
ogy has not left the research state yet. 

 The last assessment criterion is the building code requirements, Fig.  15.9 . The 
scoring in here is based on the fulfi llment of the legal instructions and obligations. 
Phenolic, Perlite, Rockwool, and VIP are scored highest because these materials are 
all causing no skin and/or odor irritations as well as they are all free of health haz-
ardous ingredients and they are also the most fi re-resistant materials [ 12 ]. All other 
traditional materials are less fi re resistant but are still good in all terms of health 
concerns and irritations. There are no legal restrictions known for Aerogel and VIP 
as well so they got the best score in here, too [ 7 ].  

 The scoring of the materials is complete and the next chapter will introduce our 
used HDM and show the results of the different experts.  

15.3.4     Hierarchical Decision Model 

 HDM tool has been used to collect expert input on prioritizing the insulation 
technologies in construction sector. The decision is to fi nd the insulation technology 
alternatives that have the highest potential contribution to overall objectives and 
goals of energy saving. In this section we will emphasize on what the HDM 
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outcome communicated to the project objective and criticize the inconsistencies and 
disagreements of the expert judgments by highlighting their effect on the fi nal 
result. In this section all the data are collected and analyzed toward the fi nal assess-
ment. The evaluation of thermal insulation technologies included wide range of 
variables which has been identifi ed by the researcher based on literature review. The 
HDM was developed and validated in multiple iterations before it was before it was 
fi nalized for submission to the identifi ed experts. The team has contacted 16 experts 
in the fi eld of construction insulation by e-mail. The e-mail included the HDM link 
to access the model, a brief explanation of our study purpose and expectations. 
Three experts replied by quantifying the HDM model based on their knowledge and 
experience in the fi eld. The different criteria at all levels of the HDM clearly 
described within the model to defi ne each of these terms and clarify the sub-aspect 
entailed in each term. One of the major strengths of the HDM is the use of pairwise 
comparisons to highlight accurate ratio scale priorities, as opposed to using tradi-
tional approaches of assigning weights which is diffi cult to justify. In this scenario 
a HDM has been delivered to evaluate the insulation quality criteria which are 
divided into three different aspects (technical, environmental, and organizational). 
The model was developed to examine the contribution of various insulation technol-
ogy criteria to the mission of selecting the most important insulation features. The 
following is a graphical presentation of our HDM model, Fig.  15.10 .  

 Typical HDM methods use the  mean  values to aggregate the opinions of the 
experts. The results will weight criteria with respect to each criterion. Other indict-
ors to be considered in HDM analysis are the inconsistency and the disagreement 
rates. Inconsistency in the judgment is defi ned as the mean of the population standard 
deviation of each expert in each decision element. A conservative limit for accept-
able inconsistency is 0.01. Disagreement is the rate of difference in viewpoint 
among experts. The disagreement in the group’s subjective judgments is calculated 

  Fig. 15.10    Hierarchical decision model       
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using the value assigned to each decision element and the mean of responses. A 
conservative limit for acceptable disagreement is 0.1. 

 For the purpose of this model each expert has quantifi ed a certain level of the 
hierarchical model that fi ts the best to their expertise area. Expert 1 and Expert 3 
have quantifi ed the third level of the model, while Expert 2 has quantifi ed the second 
level. The following is a graphical presentation of individual experts’ judgment. 

  Expert 1 : Figure  15.11 , this expert evaluated at the third level. The pairwise com-
parison data for the technical criteria shows that cost got the highest at 0.36  followed 
by durability at 0.26. Ease of construction and thermal performance got 0.22 and 
0.16, respectively. In the environmental criteria, life-time impact received 0.60 and 
recycle impact received 0.40. Last, in the organizational criteria, availability 
received 0.30 and building code requirement received 0.70.  

  Expert 2 : Like Expert 1, this expert, Fig.  15.12 , judgment contributed to the second 
level of the model where the researcher attempt to identify the three perspectives 
(technical, environmental, organizational) to which the different insulation technol-
ogy criteria are categorized. It’s noticeable from the fi gure that this expert has raised 
the importance of technical aspect above the other two perspectives. In his opinion 
environmental perspective participates the least in making decision when choosing 
insulation. Expert 2 result has a level of 0.02 inconsistencies.  

  Fig. 15.11    Data captured from Expert 1       
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  Expert 3 : Figure  15.13 , like Expert 1, this expert evaluated at the third level. The 
pairwise comparison data for the technical criteria shows that thermal performance 
and durability received 0.37 equally. Cost and Ease of construction got 0.16 and 0.09, 
respectively. In the environmental criteria, life-time impact and recycle impact 
received 0.50 each. Similarly, in the organizational criteria, availability and building 
code requirement received 0.50 each.    
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  Fig. 15.12    Data captured from Expert 2       

  Fig. 15.13    Data captured from Expert 3       
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15.4     Analysis and Discussion 

 The presentation of the used methodology to assess thermal insulation technologies 
were mainly focused on the introduced criteria. The scoring results were showed 
separately for each criteria and the HDM helped to fi nd the weight and the impor-
tance of the criteria. The following analysis of the scoring results will focus more on 
the insulation technologies and materials and it will combine the scoring results 
with the HDM data. The performance analysis of the state-of-the-art technologies is 
only focused on aerogel and VIP. VIP and GFP are pretty similar technologies and 
the scoring showed that VIP is superior to GFP. So we decided to exclude GFP of 
the further analysis. This is also supported by literature resources who argument in 
the same direction that future research should focus more on VIP than on GFP [ 7 ]. 
The technology of PCM is not included because PCM is not possible stand-alone 
insulation material. It has to be included in other insulation or construction material 
to be used as house insulation. So it is not completely matched to all the other 
technologies and materials and a comparison would lead to biased results. 

 To analyze the strengths and weaknesses of the state-of-the-art technologies they 
are compared with the traditional materials. There are criteria where Aerogel and 
VIP are scored better and there are others were the majority of the traditional mate-
rials perform better but most of the criteria show indifferent scores with no clear 
trend against or in favor of the use of state-of-the-art technologies. The following 
chart, Fig.  15.14 , displays the scoring results for Aerogel and VIP as well as XPS 
and fi ber-glass loose fi ll as two wide used insulation methods.  

 The scoring table shows that Aerogel and VIP are superior in thermal performance 
and they both are scored best in the environmental criteria. The weaknesses of the 
two state-of-the-art technologies are the availability and especially the cost crite-
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  Fig. 15.14    Scoring results; comparing top two State-of-the-art with two wide used traditional 
materials       
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rion. The following HDM result analysis highlights the most important criteria to 
re-evaluate Aerogel and VIP with regard to the most important categories. This will 
help to defi ne areas on which future research about Aerogel and VIP have to focus 
in order to be comparative or generally superior to the traditional types. 

 After collecting the inputs from the three experts, the team had to examine the 
validity of the result by observing the inconsistency and the disagreement level to 
make sure they are within the acceptable level. Although Expert 2 and Expert 3 have 
0.02, 0.03 inconsistency in their judgment, the overall inconsistency level was within 
the limit for HDM restrictions, so there was no need to re-contact any of the expert for 
a revision. Disagreement of 0.00 was calculated among the three experts opinion. Two 
of the experts were highly agreed with each other in term of their preferable among 
model variables. While the third expert has slightly differentiated his input in term 
of what he think is the important consideration for selecting insulation technology. 
Although, the disagreement was within the acceptable level for HDM, the team 
tried to inspect the reason of the different evaluation among experts. The conclusion 
was that experts grounded their judgment by their own background. However com-
bining the three experts input refl ect more powerful result that beyond the individual 
preference. The composite input of the three experts is presented in the following 
chart, Fig.  15.15 .  

 Durability of the insulation technology and material has been emphasized the 
most in the composite result of the three expert inputs. While both cost and thermal 
performance came at the second place. The three criteria mentioned are technical 
aspect of insulation technology. However the criteria that came at the third place in 
the composite result was the building code requirement which is categorized under 

  Fig. 15.15    HDM results (mean values)       
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the organizational perspective. Although one of the experts evaluated the criteria 
under environmental aspect as the most important among all others, none of the 
environmental criteria took place within the top three. 

 At this point of the study, the researchers were able to identify the available insu-
lation technology and material and to present them in the Technology land-Scape 
model. As was presented in the landscape analysis section, the materials were cat-
egorized in two sections, traditional and state of art. Where traditional include all 
existing insulation for construction in today market, while the state of art included 
the insulation technology that still in developing phase under R&D lab. Using litera-
ture review, scoring model and expert opinion, the team were able to recognize the 
most two promising insulation technology from the state of art category as mention 
above. Considering HDM outcome, Table  15.5 : Scoring results of top fi ve criteria 
per expert judgment from HDM results, Aerogel and VIP occur to score highly at 
four out of the top fi ve criteria according to expert judgment. However, the two of 
them scored very low from cost perspective, one of the top fi ve important criteria. 
The following table shows the scores which Aerogel and VIP accomplish for ther-
mal performance, cost, durability, life-time impact and building code requirement.

   After analyzing the results of the scoring and the HDM, the next section will 
include research conclusions and recommendations for further R&D.  

15.5     Conclusion and Recommendation 

 After the project objective was selected, the methodology for assessing insulation 
technologies and materials were performed. Starting with a gap analysis, it is used 
to identify the direction for future advanced insulation technologies. After that a 
landscape analysis was conducted to categorize the insulation materials which are 
already in the market and in a promising research phase for future applications. 
These two major groups of insulation materials were identifi ed, traditional and 
state-of-the-art technologies. Further improvements for the state-of-the-art tech-
nologies at the conclusion of this research are recommended. These improvements 
will better place the state-of- the-art products in the market to compete with tradi-
tional ones in the home construction fi eld. Therefore, two methods were used in 
parallel to assess the capabilities of all thermal insulation materials. One is scoring 
the insulation technologies based on the literature review. Then, it is followed with 
creating HDM based on expert judgments in each evaluation criteria that are the 
same as in scoring method. 

   Table 15.5    Scoring results of top 5 criteria per expert judgment from HDM results   

 Top fi ve criteria  Aerogel  VIP  XPS  Fiber-glass (loose fi ll) 

 Thermal performance  4  4  3  3 
 Cost  1  1  1  4 
 Durability  4  1  2  3 
 Life-time impact  4  4  2  4 
 Building code requirement  3  4  3  3 
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 From the result, the authors conclude that Aerogel will be the most promising 
insulation material for future use with the highest score in four out of fi ve important 
criteria; durability, life-time impact, recycle impact and building code requirement. 
However, the analysis shows that cost is high for the state-of- the-art materials to 
compete with the traditional materials. Aerogel scored very low in this area even 
though this cost criterion is identifi ed as important by the expert judgments. 
Similarly, VIP which scored better in environmental area, but the cost is the weak-
ness of this technology. Both materials receive better score in thermal performance 
when compared with traditional technologies. However, the high cost of Aerogel 
and VIP are preventing them from further diffusion in the construction insulation 
market. Because of the cost factor, traditional technologies still have the advantage 
to be used in construction today. 

 Recommendations after assessing and analyzing construction insulation materi-
als are for research and development to focus on reducing cost for the state-of-the-art 
materials. The main focus should be to improve manufacturing processes to lower 
the production costs especially for Aerogel and VIP. Both Aerogel and VIP proved to 
perform high as an insulation material. Improving the manufacturing process will 
help to reduce the production cost leading to better marketability and to become 
superior construction insulation materials. Further process innovations needed for 
these to technologies to establish cost-effective mass production procedures. 

 The large panel size of VIP and GFP as well as the challenge and experience needed 
to install them at the construction site are big disadvantages compared to other avail-
able insulation materials. This disadvantage requires R&D to improve ease of con-
struction for VIP and GFP. As the study shown, these two products are hard to customize 
for installation on site because of potential gas or air leakage. Further R&D can focus 
on fl exibility of these products for use in the construction fi eld by the installer. 

 In addition if government and regulations gave higher incentives for the higher 
performance insulation materials, the state-of-art materials will have a greater 
advantage over the traditional materials. This will help these technologies to be 
widely used and be more available to the market. 

 The analysis in this report is useful for R&D in the insulation industry. The HDM 
results highlighted the critical criteria chosen by experts when selecting an insula-
tion material. The landscape analysis and scoring results in this report can be used 
for homeowners and construction companies to choose their preferred insulation 
material for their specifi c need.  

15.6     Future Research 

 The authors suggest areas for future research and studies in assessment of insulation 
materials.

•    Further research to asses insulation materials using other methodologies  
•   Further research for additional government incentives  
•   Further research to include life-cycle cost calculations  
•   Comparison of market diffusion of other construction technologies and materials         
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    Appendix 

    Scoring Table of Foam Materials 

 Category  Traditional 

 Type  Foam 

 Materials  Polystyrene  Polyisocyanurate  PUR  Phenolic 

 Thermal 
performance 

 Min thermal 
conductivity 

 0.033  0.02  0.02  0.02 

 Max 
thermal 
conductivity 

 0.028  0.038  0.025 

 Average  0.033  0.024  0.029  0.0225 
 Score  3  3  3  3 

 Cost  Cost per 
 R -value [ 13 ] 

 High  High 

 Price per sq. 
ft for 1 in. 
thick 
 Score  1  1 

 Durability  [ 13 ]   R -value 
decrease with 
time 

  R -value decrease 
with time 

  R -value 
decrease 
with time 

 Score  2  2  2 
 Ease of 
construction 

 Advantages  Fills in all 
cavities; 
possible 
solution for 
existing 
buildings 
without wall 
insulation 

 Fills in all 
cavities 

 Fills in all 
cavities 

 Fills in all 
cavities 

 Disadvan-
tages 

 Needs drying 
time; needs 
professional 
installer: 
cannot control 
thickness; hard 
to control 
quality 

 Needs drying 
time; needs 
professional 
installer: cannot 
control 
thickness; hard 
to control quality 

 Needs 
drying time; 
needs 
professional 
installer: 
cannot 
control 
thickness; 
hard to 
control 
quality 

 Needs 
drying time; 
needs 
professional 
installer: 
cannot 
control 
thickness; 
hard to 
control 
quality 

 Score  2  2  2  2 

(continued)
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 Category  Traditional 

 Type  Foam 

 Materials  Polystyrene  Polyisocyanurate  PUR  Phenolic 

 Life-time 
impact 

 Includes 
brominated 
fl ame retardant 
HBCD (toxic) 
(hexabromo-
cyclododecane) 
(included in all 
polystyrene 
insulations) 

 Score  3  3  3  4 
 Recycle 
impact 

 [ 27 ]  [ 27 ]  [ 27 ] 
 Score  2  2  2 

 Availability 
 Score  4  4  4  4 

 Building 
codes 
requirements 

 Fire 
resistance 
[ 13 ] 
 Fire 
resistance 
 Health 
Hazardous 
 Odor/skin 
irritation 
 Score  3  3  3  4 

(continued)
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       Scoring Table of Batts Materials 

 Category  Traditional 

 Type  Batts 

 Materials  Fiber-glass  Rockwool  Polyethylene  Cotton 

 Thermal 
performance 

 Min thermal 
conductivity 

 0.033  0.037  0.041  0.029 

 Max thermal 
conductivity 

 0.04 

 Average  0.0365  0.037  0.041  0.029 
 Score  2  2  2  3 

 Cost  Cost per 
 R -value [ 13 ] 

 Low  Low  Low  Low 

 Price per sq. ft 
for 1 in. thick 

 0.055–0.085  0.0625–
0.09775 

 Score  4  4  4  4 
 Durability  [ 13 ]  Compression 

reduces 
 R -value 

 Compression 
reduces 
 R -value 

  R -value 
decrease 
with time 

  R -value can 
change over 
time: can be 
signifi cantly 
lower due to 
typically 
defi cient 
installation 

 Score  3  3  2  2 
 Ease of 
construction 

 Advantages  Fitted between 
studs, joists or 
rafters [ 15 ], 
No settling, 
No dry time 
require [ 4 ]; 
easy to 
replace 

 Fitted 
between 
studs, joists 
or rafters 
[ 15 ] 

 No settling, 
No drying 
time require, 
DIY but need 
motorized 
cutting tool 
[ 4 ] 

 Disadvantages  Protection 
glasses and 
gloves 
required for 
cutting 

 Protection 
glasses and 
gloves 
required for 
cutting 

 Diffi cult to 
handle and 
cut with 
standard 
tools 

 Must be 
properly fi tted 
to completely 
fi ll the wall 
without being 
compressed 
by pipes or 
wires 

 Score  4  4  4  4 
 Life-time 
Impact 

 4.5  4.5  Made from 
recycled 
plastic milk 
bottles 

 0.5 

 Score  4  4  4  4 

(continued)
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 Category  Traditional 

 Type  Batts 

 Materials  Fiber-glass  Rockwool  Polyethylene  Cotton 

 Recycle 
impact 

 Recycle 
content [ 24 ] 

 Recycle 
content [ 24 ] 

 Hard to 
dispose 
because of 
fi re retarders 

 Be recycled 
or composed 

 Score  3  3  2  3 
 Availability  Special order 

required 
 Score  4  4  3  4 

 Building 
codes 
requirements 

 Fire resistance 
[ 13 ] 

 Good  Excellent  Poor 

 Fire resistance  −4–260 °C 
[ 13 ] melting 
at 1,300 °F 
(704 °C) [ 30 ] 

 −240–800 °C 
[ 13 ], melt at 
2,150 °F 
(1,177 °C) 
[ 30 ] 

 −40–90 °C 
[ 13 ], doesn’t 
burn readily, 
melt when 
expose to 
fl ame 

 Flammable, 
must be treat 
with fi re 
retardant [ 4 ] 

 Health 
hazardous 

 Formaldehyde 
binders 

 Organic 
(off- gassing, 
toxic smoke) 
[ 13 ], treat 
with fi re 
retardant 

 nontoxic (the 
same 
low-toxicity 
and 
biodegradable 
fl ame 
retardant and 
insect/rodent 
repellent used 
in cellulose 
insulation and 
infant 
clothing) [ 28 ] 

 Odor/skin 
irritation 

 Inorganic, 
Irritating dust 
during 
installation 
[ 13 ] 

 Inorganic, 
Irritating 
dust during 
installation 
[ 13 ] 

 Non- 
irritating to 
work with 

 Can install it 
without using 
respiratory or 
skin exposure 
protection 

 Score  3  3  4  3 

(continued)
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       Scoring Table of Loose Fill Materials 

 Category  Traditional 

 Type  Loose fi ll 

 Materials 

 Fiberglass 
(open cell 
structure) 

 Rockwool 
(open cell 
structure)  Cellulose  Perlite 

 Thermal 
performance 

 Min thermal 
conductivity 

 0.03  0.04  0.046  0.04 

 Max thermal 
conductivity 

 0.038  0.054  0.06 

 Average  0.034  0.04  0.05  0.05 
 Score  3  2  2  2 

 Cost  Cost per 
 R -value [ 13 ] 

 Low  Low  Low  High 

 Price per sq. ft 
for 1 in. thick 

 −0.48  −0.85 

 Score  4  4  4  1 
 Durability  [ 13 ]  Compression 

and moisture 
degrade 
 R -value 

 Compression 
and moisture 
degrade 
 R -value 

 Compression 
and moisture 
degrade 
 R -value 

 Good 

 Score  3  3  3  4 
 Ease of 
construction 

 Advantages  Easy for the 
attic; well 
suited for 
places where 
it is diffi cult 
to install other 
types; 
generally fast 
to install 

 Easy for the 
attic; well 
suited for 
places where 
it is diffi cult 
to install other 
types; 
generally fast 
to install 

 Easy for the 
attic; well 
suited for 
places where 
it is diffi cult 
to install other 
types; 
generally fast 
to install 

 Can be 
used and 
included 
in concrete 

 Disadvantages  Settles after 
time if used in 
vertical 
applications; 
true  R -value 
Depends on 
quality of 
workmanship, 
amount of 
installation 
material; need 
special 
equipment 
and 
professional 
worker 

 Settles after 
time if used in 
vertical 
applications; 
true  R -value 
depends on 
quality of 
Workmanship, 
amount of 
installation 
material; need 
special 
equipment and 
professional 
worker 

 True  R -value 
depends on 
quality of 
workmanship, 
amount of 
Installation 
material and 
moisture 
content; needs 
drying time if 
sprayed wet 

 Limited 
use mostly 
between 
bricks 

 Score  3  3  3  2 

(continued)
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 Category  Traditional 

 Type  Loose fi ll 

 Materials 

 Fiberglass 
(open cell 
structure) 

 Rockwool 
(open cell 
structure)  Cellulose  Perlite 

 Life-time 
impact 

 0.25 
 Score  4  4  4  4 

 Recycle 
impact 

 Made 
out of 
rock- 
disposable  

 Score  3  3  3  4 
 Availability 

 Score  4  4  4  4 
 Building 
codes 
requirements 

 Fire resistance 
[ 13 ] 

 Very good  Excellent  Very good  Excellent 

 Fire resistance 
 Health 
Hazardous 

 Add fi re 
resisting 
chemical 

 Odor/skin 
irritation 

 Produces 
lower dust 
during 
installation 

 Score  3  4  3  4 

       Scoring Table of State-of-the-Art Materials 

 Category  State-of-the-art 

 Type 

 Materials  Aerogel  VIP  GFP  PCM 

 Thermal 
performance 

 Min thermal 
conductivity 

 0.013  0.004  0.01 

 Max thermal 
conductivity 

 0.046 

 Average  0.013  0.004  0.028  #DIV/0! 
 Score  4  4  3 

 Cost  Cost per 
 R -value [ 13 ] 
 Price per sq. ft 
for 1 in. thick 
 Score  1  1  1  1 

(continued)
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 Category  State-of-the-art 

 Type 

 Materials  Aerogel  VIP  GFP  PCM 

 Durability  [ 13 ]  Offers 
constant 
design 
performance, 
no aging 
effects 

 Loss of 
vacuum over 
time; easily 
damageable by 
daily activity 

 Potential gas 
loss; easily 
damageable 
by daily 
activity 

 High 
because 
included in 
the wall 
material 

 Score  4  1  1  4 
 Ease of 
construction 

 Advantages  Wide range 
of building 
application; 
fast to install 
in new 
buildings: 
ease of 
maintenance 

 If embedded 
in the 
construction 
wall material 
(bricks, 
concrete, 
sheetrock) 
no extra 
insulation is 
needed); can 
be added to 
other 
insulation to 
improve 
their thermal 
Performance 

 Disadvantages  Need 
professional 
installation 
workers, not 
adjustable on 
construction 
site 

 Need 
professional 
installation 
workers, not 
adjustable on 
construction 
site 

 No 
stand-alone 
insulation 

 Score  4  1  1  - 
 Life-time 
impact 

 Free of toxic 
ingredients 

 Depends on 
used gas 

 Score  4  4  2 
 Recycle 
impact 

 Free of toxic 
ingredients 

 No toxic 
materials in it 

 No toxic 
materials in it 

 Embedded I 
other 
materials-
hard to 
recycle; 
disposal? 

 Score  4  4  4 
 Availability 

 Score  2  2  1  2 
 Building 
codes 
requirements 

 Fire resistance 
[ 13 ] 
 Fire resistance 
 Health 
Hazardous 
 Odor/skin 
irritation 
 Score  3  4  2  1 
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