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Abstract. Real time video surveillance and inspection is complex task,
requiring processing large amount of image data. Performing this task
in each node of a multi-camera system requires high performance and
power efficient architecture of the smart camera. Such solution, based on
a Xilinx Zynq heterogeneous FPGA (Field Programmable Logic Array)
is presented in this paper. The proposed architecture is a general foun-
dation, which allows easy and flexible prototyping and implementation
of a range of image and video processing algorithms. Two example al-
gorithm implementations using the described architecture are presented
for illustration – moving object detection and feature points detection,
description and matching.

Keywords: Smart Camera, Embedded System, Computer Vision, Hard-
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1 Introduction

Over the last years, an increased demand for vision-based inspection and mon-
itoring can be observed. The most important reason behind this change is the
fact, that visual data carries a lot of useful information. However, it also makes
processing of visual data a non-trivial task. Extraction of desired information
from such raw data requires significant computational power. At the same time,
the number of cameras in a typical multi-camera system increases, to the point,
at which human operators are unable to handle all the incoming information.
A typical approach to the automated processing of data coming from a multi-
camera system is the use of central server. However, such an approach is not
without its limitations. The transfer of image data from the cameras to the
central processing node requires appropriate infrastructure, which is oftentimes
costly and may be cumbersome to deploy. Under extreme conditions, such as a
very large number of cameras and/or the use of high resolution or high framerate
video data, the bandwidth or processing power requirements may be impossible
to satisfy. The most common way to deal with these limitations is to use more
and more sophisticated compression algorithms. On the downside, the use of
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such algorithms increases the computational power demand for video encoding
and decoding, resulting in increased application cost and power consumption
[15]. Furthermore, the compression degrades image quality which may impact
the quality of processing results [18].

In the face of the problems and limitations given above, distributed smart
camera networks are gaining more and more attention. The idea corresponds
with the current Internet of Things trend[3]. In such networks, most of the
processing is performed in the measurement node (a smart camera) with a certain
degree of autonomy [5][2]. As only the information that is useful from the point
of view of the application is transmitted to the central server or other cameras
in the network, the load on communication infrastructure is reduced.

The autonomy of the smart camera allows to adjust the activity rate of the
sensor to current conditions, which in turn reduces the power consumption. Fur-
thermore, it also allows the collaborative, network-wide execution of designated
tasks.

In this article, we present a smart camera architecture based on heteroge-
neous system-on-chip (SoC) Xilinx Zynq platform [27]. The device integrates
a dual-core microprocessor, a pool of programmable logic resources and other
peripherals in a single chip, enabling the implementation of highly integrated,
low power, high performance embedded systems.

2 An Overview of the Existing Solutions

Depending on the perceived role of the smart camera in the network, existing
solutions can be divided into three distinctive categories:

2.1 Semi-disposable, Widely Deployed Sensor Nodes

The main focus of the design of the smart cameras in this category is their low
cost and low power consumption. As they are intended for possibly long battery
operation, they are equipped with low power, yet relatively slow microprocessors
or microcontrollers and rather slow communication interfaces. The processing
power allows to perform simple operations on low resolution images (CIF, QCIF,
QVGA) with the speed of a few frames per second or less. The interface is in
most cases based on a low power, low bandwidth solution, e.g. ZigBee [14] or
6LoWPAN. The use of such an interface improves battery life, but on the other
hand it is too slow for the transmission of images at high framerates. Moreover,
the computational platform is usually not fast enough to compress the acquired
images or video stream. The data transmitted in such sensor networks is usually
constrained to observed scene metadata [22].

2.2 Application Processor and DSP-Based Smart Cameras

As the low power consumption is not always the primary concern and more
sophisticated image and video processing requires more computational power,
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smart camera designs are usually powered with application processors [9][10],
digital signal processors (DSPs) [11][16] or a combinations of both for enhanced
flexibility [25]. Such solutions are capable of performing video analysis in real-
time. In many cases, they are also capable of on-the-fly video coding, so beside
the scene metadata they can transmit the live video stream for viewing, logging
and archiving. Video streaming requires a relatively high speed communication
interface, contributing to the overall power consumption of the system [24]. The
most common approach is using existing Ethernet or WiFi infrastructure.

2.3 Smart Cameras Using FPGAs

As shown in [4], computer vision algorithm implementations based on FPGAs
can reach the performance beyond the capabilities of modern microprocessors.
This is especially true for image processing operations based on pixel-level or
neighbourhood-level access, as the FPGAs are inherently capable of massively
parallel processing. Parallelism can also be achieved using GPUs, but such ap-
proach is usually not feasible for smart cameras because of the power constraints.
Dedicated, application-specific integrated circuits like the one presented in [1]
are another alternative. However, as the demands on computational power in-
crease, the cost of development and implementation of specialised integrated
circuits using state of the art fabrication process node becomes increasingly pro-
hibitive. FPGAs are easily reconfigurable and offer the capability of connection
with multiple external devices, e.g. CMOS imagers, other sensors, communica-
tion interfaces. However, dedicated programmable logic coprocessors are not well
suited for high-level processing tasks that exhibit data-dependancy and irregu-
lar control flow. Thus, programmable processors are the prime choice for these
tasks. On the other hand, the amount of logic resources in modern FPGAs is
enough to implement a multicore microprocessor system along with specialised
image processing hardware. In the light of the above, FPGAs are often viewed as
an interesting computational platform for smart camera implementation, either
standalone [7][6], or as a part of a system [19][23].

3 Architecture of the Proposed System

The opposing requirements of high computational capabilities and low power us-
age make choosing the platform for smart camera a complicated task. In our pre-
vious work [17], [13] we implemented image processing algorithms using FPGA
devices (Xilinx Spartan 6 and Virtex 6) as the computational platform. These
solutions were leveraging the reprogrammable logic for accelerating the image
processing task while using soft processor cores (MicroBlaze) for communication
and control functions. The algorithms that were difficult to implement in hard-
ware had to be partitioned between many soft processors cores. The perfomed
tasks required the implementation of a few of such processors due to their rel-
atively low computational performance. This in turn resulted in the increased
use of FPGA resources.
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The advent of Xilinx Zynq devices, which combine high-performance dual
ARM Cortex A9 microprocessor cores and a large pool of programmable logic
resources, opens the way to the implementation of mixed, heterogeneous, inte-
grated architectures, in which hardware accelerators can work alongside the gen-
eral purpose processors. This provides a significant advantage over the solutions
presented in section 2.3, as such architecture combines the best of microproces-
sor and programmable logic worlds in a single chip and provides mechanisms
for high-throughput communication between these two domains. On the other
hand, taking advantage of both parts of the device and dividing the workload
to achieve the optimal performance is not an easy task.

The presented solution is a general framework for Xilinx Zynq devices, al-
lowing seamless cooperation of the hardware coprocessors and the high level
software-based algorithms (e.g. algorithms from the OpenCV library) running
on the Cortex A9 cores. The architecture provides means for transporting the
data between the processing elements in the system and the external memory.
In addition, it offers an easy way of setting the parameters of hardware copro-
cessors. The schematic of proposed architecture is presented in Fig. 1.

Fig. 1. The block diagram of the proposed system architecture
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The architecture is based on the assumption that most of the computation-
ally intensive operations should be performed by specialised coprocessors im-
plemented in programmable logic. Such an approach is suitable for achieving
high performance and low power as long as the algorithm being implemented is
receptive to parallelization and operates on continuous stream of data instead
of requiring random access to memory. Exemplary system presented in Fig. 1
acquires the input data directly from the image sensor or from a dedicated hard-
ware block. Using such dedicated functional blocks, the data can be provided
by e.g. GigE Vision IP camera connected to Ethernet port in the processor
subsystem or read from the external memory. In each case, the image has to be
converted to a stream of pixels encapsulated in AXI4-Stream interface [26]. Data
in this format is provided to one or multiple processing elements (PE). Each PE
consist of some control logic and stream coprocessor. The detailed structure of
PE is shown in Fig. 2.

Fig. 2. The block diagram of the coprocessor control IP-core

The incoming data provided in AXI4-Stream format is buffered by input
FIFO. The stream processor operates only when the input data (stored in input
FIFO) is available and the output FIFO is not full. This design makes it possible
to use different clock domains for the communication and the processing part,
which is handy when e.g. the data is provided as 256-bit wide vectors while the
stream processor input accepts 8-bit data. The provided coprocessor control logic
block is very flexible, which makes it easy to implement various image processing
algorithms without any concerns about communication and data transfers. In
addition a dedicated AXI4-Lite interface is used for configuring parameters of
stream processor (e.g. filter coefficients or threshold values).

As shown in Fig. 1, the PEs can be linked to each other provided the output
of the preceding one is compatible with the input of the following PE. This can be
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used for linking subsequent filtering or morphological operations or connecting
the detector of feature points to the descriptor without storing the intermediate
results in external memory. In each case, the final outcome of processing are
transferred to external memory using DMA (Direct Memory Access) modules.
Using the DMA modules is beneficial for the overall system performance, as it
assures, that all the memory transfers from and to the PEs are handled by the
memory controller exclusively. The processing results stored in in the memory
can be fetched by other PE or by the software running on ARM cores. In such a
solution, the processor cores act as a class of PE and can be used to implement
algorithms that are otherwise difficult to implement in programmable logic. It
should be noted, that unlike the PEs implemented with programmable logic, the
ARM cores are limited to two instances and cannot be replicated. Additionally,
in case of the smart camera, the processor is used for the communication with
external world usnig the Ethernet or WiFi interface and for the control of the
PEs.

The presented architecture of a smart camera can be applied in various use
cases, such as automated surveillance or product inspection. The process of
adapting the framework to the task should start with pure software implemen-
tation, followed by the transfer of the most computationally intensive parts to
the hardware. Algorithms that perform pixel-level or neighbourhood-level oper-
ations are the best candidates for that, and can be placed in the system just
after sensor acquisition module. Provided coprocessor controller simplifies the
hardware implementation and hides the communication details from the user.
The high level image processing algorithms (e.g. object recognition) can be con-
verted to dedicated hardware coprocessors or, if it is not a viable solution, run on
the processor cores. The standard ARM processor implemented in Zynq devices
can allow the use of Linux operating system alongside popular image processing
libraries (e.g. OpenCV). Modular architecture of the presented solution can be
tailored to the application by replicating the PEs for higher degree of parallelism.

4 Example Results

To prove its feasibility and usefulness, the presented smart camera architecture
was tested using two different vision applications. The first one was moving
object detection and labelling [12], while the other one was point feature detec-
tion, description and matching. Schematics for both of this systems are shown
in Fig. 3. In case of the solutions, only the coprocessor part was presented, as
the processor subsystem was identical.

The moving object detection system uses approximate median algorithm pre-
sented in [20] with additional filtering and morphological operations imple-
mented in hardware. The labelling operation is performed by ARM cores, which
allows for parallel operation. The system achieves over 300 frames per second
for VGA images and over 20 for frames per second for 1920x1080 images. The
detailed information about processing speed and comparison to PC is presented
in table 1, while resources usage is shown in table 2.
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Fig. 3. On the left - block diagram of feature point detection, description and matching
system. On the right - block diagram of moving object detection system.

The feature detection, description and matching system performs each of its
primary operations in hardware. The image registered by the sensor is passed
through AXI4-Stream interface to the first processing blocks - the FAST detector
[21] and then to BRIEF descriptor [8]. For each incoming pixel, the coprocessors
check if it is an interest point and calculate its descriptor. The descriptor is
only saved if the pixel is considered to be a feature point. The results provided
by this IP cores are sent to the external DDR RAM memory using the DMA
engine. After two consecutive images are processed, the processor requests the
matching module to find best matches between vectors of descriptors from both
images. The appropriate data (descriptors) is send from DDR RAM memory
to dedicated hardware matcher block and as a result, the best match for each
interest point is found. Further processing can be done using general purpose
ARM cores. The system can achieve over 300 VGA frames per second, while the
matcher with four matching cores can keep up with detection and description of
up to approximately 1100 feature points found in each matched image. Resources
usage by this system is shown in table 2.

Table 1. Processing times for different resolutions and processing platforms given in
milliseconds

Resolution 640x480 1920x1080

Platform Zynq PC Zynq PC

image processing
software 42,45 2,80 285,53 18,15

hardware 3,10 N/A 20,94 N/A

labeling software 3,27 1,05 21,86 7,10
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Table 2. Resource usage of the implemented design (designations: FFs - flip-flops,
LUTs - lookup tables, BRAMs - block RAM memory blocks). The values in percent
are given with respect to all corresponding resources available in XC7Z020 device.

FF LUT BRAMs

approx. median system 8612 (16,19) 9745 (9,16) 20 (14,29)

det. desc. match. system 18314 (34,42) 27422 (25,77) 55 (39,29)

XC7Z020 53200 106400 140

Both of the described test systems were implemented using the low-cost Zed-
board evaluation board. It hosts Xilinx Zynq-7000 SoC (XC7Z020-CLG484-1),
512 MB of DDR3 RAM, Gigabit Ethernet port, USB host, HDMI output and
FMC connector for image sensor connection and has the ability to boot Linux
from the SD card.

5 Conclusions and Future Work

Using hybrid heterogeneous reprogrammable devices allows for the integration of
the low-level, pixel-based and neighbourhood-based image processing algorithms
alongside the more complex and sophisticated ones (like object detection and
matching) with a single device. Such solution offers high performance enabling
real-time image processing with a relatively low power consumption. The pre-
sented architecture makes seamless integration of various processing elements
and microprocessor cores in a single device possible. It is achieved by laying
down the high-performance on-chip communication infrastructure based on the
dedicated DMA channels and interfaces allowing the configuration of processing
elements. The infrastructure was designed to use a standard streaming interface,
which simplifies the implementation its components.

Future work will focus on broadening the range of available hardware copro-
cessors and analysing of performance in more complex applications.
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