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Foreword

Control, automation, robotics and measuring techniques have been paramount to the
development of industry in the last few decades. As currently the process of reindustri-
alization of European Union has gained importance, so have the mentioned disciplines.
For this reason, both theoretical and application oriented developments in automation,
robotics and measuring techniques are at the focus of interest of the scientific and engi-
neering community.

It should be underscored that automation, robotics and measuring techniques have
a significant innovative potential. In the case of automation and control, currently this
potential is mainly connected with discrete systems, emergence of new actuators and
sensors, new diagnostic methods, as well as modern design approaches exemplified by
fuzzy logic, evolutionary computation, neural networks, probabilistic methods etc.

Development of field and service robots is still the most important part of theoret-
ical and application development in widely perceived robotics. Crucial problems and
challenges are associated with control of mechatronic systems in general, perception,
navigation, manipulation and grasping, locomotion and reasoning.

Elements of measuring systems are recently developed on the base of such mod-
ern and advanced materials as graphene. Moreover, increase in computational power of
modern computers fosters new approaches to advanced signal processing and experi-
mental verification of sophisticated problems of the theory of metrology.

This book presents the recent progress in control, automation, robotics, and measur-
ing techniques that are jointly trying to meet those challenges and to fulfil technological,
economic and social needs of European Union. It presents the contributions of experts
in those fields. Their work is concerned both with theory and industrial practice. In-
dividual chapters present the theoretical analysis of specific technical problems, often
supplemented by numerical analysis and simulation and real experiments on prototypes.
The implementation of the research results in industrial practice is also reported.



VI Foreword

We hope that the presented progress in theoretical analysis and practical solutions
will be useful to both the researchers working in the area of engineering sciences and
to practitioners solving industrial problems.

Warsaw, January 2015 Roman Szewczyk
Cezary Zieliński

Małgorzata Kaliczyńska
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Control of an Oriented PV System with the Use of a Discrete, Robust,
Fractional Order PID Controller . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177
Krzysztof Oprzedkiewicz

Production System Designing with the Use of Digital Factory and
Augmented Reality Technologies . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 187
Dariusz Plinta, Martin Krajčovič
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Synchronization of the Chaotic Pandey-Baghel-Singh 
Systems of Fractional Order 

Mikołaj Busłowicz1, Andrzej Ruszewski1, and Adam Makarewicz2 

1 Bialystok University of Technology, Faculty of Electrical Engineering 
2 Doctoral Study, Faculty of Electrical Engineering, Bialystok University of Technology 

Abstract. The paper considers the modified Pandey-Baghel-Singh system of 
fractional order. Chaotic behavior of the system is analyzed and the problem of 
synchronization of two modified Pandey-Baghel-Singh systems via master-
slave configuration with linear coupling is considered. A simple sufficient con-
dition for synchronization using the Lyapunov and Gershgorin stability theory 
is proposed. The considerations are illustrated by numerical simulations. 

Keywords: chaos, fractional, Pandey-Baghel-Singh system, synchronization. 

1 Introduction 

Dynamical systems described by fractional order differential or difference equations 
have been investigated in several areas such as viscoelasticity, electrochemistry, dif-
fusion processes, control theory, electrical engineering, etc. The problems of analysis 
and synthesis of dynamic systems described by fractional order differential (or differ-
ence) equations recently have considerable attention, see monographs [8, 13, 15, 
17‒19], for example. 

Many non-linear dynamical systems have behavior known as chaos. Chaos is a 
very interesting non-linear phenomenon. Chaotic systems are deterministic and highly 
sensitive on initial condition and system parameters. There are many chaotic systems, 
e.g. in paper [16] was introduced Pandey-Baghel-Singh chaotic system of integer 
order. Synchronization of chaos is a very interesting problem, enjoying a wide inter-
est, for example, in control technology, cryptography, communications [9, 20], etc. 
The problem of synchronization of chaos recently has been intensively studied in 
many papers, see for example [3, 4, 7, 10, 11, 25] for systems of integer order and  
[2, 6, 12, 14, 17, 21, 22] for system of fractional order. In the paper [2] the method of 
the synchronization of two coupled general chaotic fractional order Van der Pol-
Duffing systems with a unidirectional linear error feedback coupling is presented. 

In this paper we consider the modified Pandey-Baghel-Singh oscillator of fraction-
al order. Chaotic behavior of this system will be analyzed for different values of frac-
tional orders. Simple sufficient condition for synchronization of two such systems 
with non-commensurate fractional orders via master/slave configuration with linear 
coupling will be given. The proposed condition is obtained in a similar way as in the 
paper [2] using the Lyapunov and Gershgorin stability theory. 
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2 Preliminaries 

The modified Pandey-Baghel-Singh oscillator is described by following normalized 
non-linear differential equation 
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The oscillator (1) with integer order recently was considered in [16] for ,1=a  

,1.1=b  42.0=c and .1=d  We assume the following values of parameters  

 ,3.1=a  ,6.1=b  09.0=c  and .1=d   (2) 

In this paper we consider the modified Pandey-Baghel-Singh oscillator of fraction-
al non-commensurate order, described by the state equation 
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with parameters (2), where derivatives of fractional orders satisfy the inequality 
10 <α< i  for 3,2,1=i , 
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is the Caputo definition for derivative of fractional order iα , where dttdxtx /)()(' =  

and dtte it
i ∫=αΓ

∞ −α−

0

1)(  is the Euler gamma function. 

3 Stability Analysis 

The fractional order system (3), similarly as the natural order system (1), has two 
equilibrium points. These point are obtained by solution of the non-linear equation 

0))(( =tXf , i.e. the set of equations 

 ),(0 ty=  ),(0 tz=  ).()()()(0 2 tdxtcztbytax −−−−=  (5) 

Solving the equations (5) for parameters (2) we obtain the following equilibrium 
points 
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be the Jacobian matrix of the function )(Xf  evaluated at kEX =  ( 1,0=k ). 

Firstly, we assume that fractional orders of the system satisfy the condition 
α=α=α=α 321 . In this case the linearized system (3) about its the equilibrium 

point kE  ( 1,0=k ) has the form  

 ),()( tXAtXD kt =α  (8) 

where the matrix kA  is computed form (7) for parameters (2). 

It is well known [1] that the fractional order system (8) is stable if and only if its 
characteristic polynomial of fractional degree has no zeros in the closed right-half of 
the Riemann complex surface, i.e. 

 0)det()( ≠−= α AIssw  for ,0Re ≥s  (9) 

or equivalently, the following condition is satisfied  

 ,2/|)(arg| απ>λ Ai  ,,...,2,1 ni =  (10) 

where )(Aiλ  is the i-th eigenvalues of matrix A.  

The condition (10) can be written in the form  

 ,/2 πφ<α   |)(arg|min Ai
i

λ=φ . (11) 

Now, we check the stability of the equilibrium points (6). From (7) we have  
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Computing eigenvalues of matrices (12) and (13) we obtain  

• for 0A : ;6585.01 −=λ  3761.12842.03,2 j±=λ  

• for 1A : ;6321.01 =λ  .3878.13611.03,2 j±−=λ  

The matrix 1A  has real positive eigenvalue which lies in instability region. This 

means that the equilibrium point 1E  is unstable for all ).1,0(∈α  

The matrices 0A  have two eigenvalues with positive real parts. From (11) it fol-

lows that the equilibrium point 0E  is locally stable for  

 8703.0
2842.0

3761.1
arctan

2 =
π

<α . (14) 

From the above it follows that the system (8) has a chaotic behavior for 88.0>α .  
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Fig. 1. Trajectories of the system (8): a) α=0.954; b) α=0.94; c) α=0.92; d) α=0.86 
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Plots of numerical simulations for 954.0=α , 94.0=α , 92.0=α  and 86.0=α  
are shown in Fig. 1. From this figure it follows that for 954.0=α  and 94.0=α  one-
band chaotic behavior is obtained. When 92.0=α  the limit cycle is found and for 

86.0=α  asymptotically stable attractor exists.  
Simulations were performed using the Ninteger Fractional Control Toolbox for 

MatLab [23]. In this toolbox exists a Simulink block nid for fractional derivative and 
integral. Order and method for rational approximation of fractional derivative/integral 
can be selected. In simulations we select the Oustaloup’s approximation technique 

(CRONE) of order n=7. The block nid has the transfer function vks , where v is real 

number from the interval )1,1(− . In simulations the fractional integrator αs/1  is 

modeled by series connection of the classical integrator and the block nid. Transfer 

function of this connection is 1/ −vsk . It is easy to see that )1,0(∈v  for )1,0(∈α .  

Now, using numerical simulations we investigate chaotic behavior of the system 
(3) with non-commensurate fractional orders and we obtain that the system is chaotic 
for 954.021 =α=α  and .875.03 =α Chaotic trajectories and the time domain plot of 

)(tx are shown in Fig. 2. 
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Fig. 2. The system (3) for α1=α2=0.954 and α3=0.875: a) chaotic trajectories, b) time domain 
plot of x(t) 

4 Synchronization 

Let the fractional system (3) with 954.021 =α=α  and 875.03 =α be the Master 

system and the coupled Slave fractional-order system is described by 

 ),(

)()()()(

)(

)(

)(
2

tKE

txdtzctybtxa

tz

ty

tXDt +
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−−−
=α  ,

)(

)(

)(

)(
3

2

1

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

=
α

α

α

α

tzD

tyD

txD

tXD

t

t

t

t  (15) 

where ),,(diag 321 kkkK = , 0≥ik , and  
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is the synchronization error. 
We select a feedback gain K such that ,0)(lim =∞→ tEt  where .  denotes the  

Euclidean norm.  
Using (3) and (15), the error dynamics of coupled systems can be written in the 

form  

 ).(
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Using the relation  

 ,)()]()()][()([)()( 22
xx ktetxtxtxtxtxtx =+−=−  (18) 

where 

 ),()( txtxkx +=  (19) 

the equation (17) can be written in the form  

 ),()()( tEMKAtED xt +−=α  (20) 

with 
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To select a feedback gain matrix K, we apply the method presented in [2], which is 
based on approach proposed in papers [7] (see also [3]). This method has been applied 
to the modified Van der Pol-Duffing system with fractional commensurate order [12] 
and non-commensurate order [2].  

The system is a chaotic system with bounded values of state variables. We assume 
that the time-dependent parameter (19) is a interval parameter which values belong to 
interval, i.e. ],,[ hgkx ∈  where g and h are known bounds. From Fig. 3 it follows that 

]6446.0,687.1[)( −∈tx  and (since the Slave system has the same dynamic as Master) 

]6446.0,687.1[)( −∈tx . Hence, form (19) we have that ]2892.1,0[∈xk  for all t >0. 

Firstly, we consider the case of integer order system (20), i.e. the system (20) with 
1321 =α=α=α . In this case the equation (21) takes the form  
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 ).()()( tEMKAtE x+−=  (22) 

To select a feedback gain matrix K, we apply the Lyapunov stability theory to the 
system (22). 

Let  

 ),()()( T tPEtEtV =  (23) 

where P is a positive definite symmetric constant matrix, be the Lyapunov function 
for the system (22).  

The derivative of (23) along solution of (22) is as follows  

 ),(])[()()()()()( TTTT tEPAPAtEtEPtEtPEtEtV cc +=+=  (24) 

where .xc MKAA +−=   

The equation (24) can be written in the form 

 ),()()( T tQEtEtV =  (25) 

where 

 ).()( TTTT
xxcc MKAPPMKAPAPAQ +−++−=+=  (26) 

According to the Lyapunov stability theory, the system (22) is asymptotically sta-

ble if and only if 0)( <tV  for ,0≥t  or equivalently, the symmetric matrix Q defined 

by (26) is negative definite (all eigenvalues have negative real parts).  
To check when the matrix (26) has all eigenvalues with negative real parts, we ap-

ply the Gershgorin theorem [5, 24]. 
The matrix Q defined by (26) for (21) has the following form  

 .10

01

10

1

0

3

2

1

3

2

1

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−−−−
−

−
+

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−−
−−
−−

=

xx dkkcba

k

k

PP

dkkc

bk

ak

Q  (27) 

If we choose ),,(diag 321 pppP =  with 01 >=ip , then we obtain  
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From the Gershgorin theorem we have that all eigenvalues of (28) have negative 
real parts if the following conditions are satisfied 

 012 1 <−+− ak ,  
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 0112 2 <+−+− bk , 

 01)(2 3 <−−+++− badkck x . 

Since ]2892.1,0[∈xk , from the above and (2) we obtain 

 ,15.0)1(5.01 −=−> ak  

 ,2.0)2(5.02 =−> bk  

 .2492.0)1(5.03 =+−−−> xdkcbak  

This means that the system (22) is asymptotically stable if we choose the values of 
gain matrix ),,(diag 321 kkkK = , for example ,09.01 =k  ,3.02 =k  5.03 =k . We per-

form numerical simulations to check stability of the fractional order system (20) for 
954.021 =α=α  and 875.03 =α . We investigate the synchronization problem of two 

coupled chaotic the modified Pandey-Baghel-Singh systems (3), (15) for ,09.01 =k  

,3.02 =k  5.03 =k  and for smaller feedback gain coefficients. From simulations we 

obtain that synchronization holds for ,09.01 =k  ,3.02 =k  5.03 =k  and also for val-

ues of these coefficients smaller, for example, for ,1.01 −=k  1.02 =k  and 5.03 =k . 

Results of simulations are shown in Fig. 3 with initial conditions for the system (3): 
,05.0)0( =x  ,01.0)0( =y  0)0( =z  and for the system (15): 5.0)0( =x , 2.0)0( −=y , 

.5.0)0( −=z  From this figure it follows that synchronization is attained at about 30 

second for ,09.01 =k  ,3.02 =k  5.03 =k  and at about 60 second for ,1.01 −=k  

1.02 =k and .5.03 =k  
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Fig. 3. Synchronization error: a) for k1=0.09, k2=0.3, k3=0.5; b) for k1=-0.1, k2=0.1, k3=0.5 
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5 Concluding Remarks  

Chaotic behavior of the modified Pandey-Baghel-Singh oscillator of fractional order 
has been analyzed and the problem of synchronization of two such systems with line-
ar coupling has been considered. A simple necessary condition for chaotic behavior of 
the system with commensurate orders of derivatives and a simple sufficient condition 
for synchronization of two coupled systems with non-commensurate orders have been 
proposed. Numerical simulations showed the effectiveness of theoretical considera-
tions and the sensitivity to changes in synchronization gain ),,(diag 321 kkkK = . The 

delay synchronization depends on the values of K. Simulations have been performed 
using Ninteger Fractional Control Toolbox for MatLab. 
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Abstract. Declarative framework enabling to determine conditions as well as to 
develop a decision making software supporting small and medium size enter-
prises aimed at unique, multi project-like and mass customized oriented produc-
tion is discussed. The set of unique production orders grouped into portfolio  
orders is considered. To each production order treated as an activity network 
common shared resources operation times of which are known in advance are 
allotted. The problem concerns of scheduling of a newly inserted projects port-
folio subject to constraints imposed by a multi-project environment The answer 
sought is: Whether a given portfolio can be completed within assumed time pe-
riod in a manufacturing system in hand? The goal is to provide a declarative 
model enabling to state a constraint satisfaction problem aimed at multi project-
like and mass customized oriented production scheduling. The attached calcula-
tion example illustrates the computational efficiency of the proposed solution. 

Keywords: project portfolio, scheduling, declarative modeling. 

1 Introduction  

Current manufacturing environment can be characterized in terms of many factors but 
the key one for companies confronting the challenge of remaining competitive in an 
era of globalization is undoubtedly the capability of fast and accurate decision mak-
ing, especially so in the mass customized production/services domain. An optimal 
assignment of available resources to production steps in a multi-product job shop  
(MPJS) is often economically indispensable. The goal is to generate a plan/schedule 
of production orders for a given period of time while minimize the cost that is equiva-
lent to maximization of MPJS’s profit. In that context executives want to know how 
much a particular production order will cost, what resources are needed, what re-
sources allocation can guarantee due time production order completion, and so on. So, 
a manager needs might be formulated in a form of standard, routine questions, such 
as: Does the production order can be completed before an arbitrary given deadline? Is 
it possible to undertake a new production order under given (constrained in time) 
resources availability while guaranteeing disturbance-free execution of the already 
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executed orders? What values and of what variables guarantee the production order 
will completed following assumed set of performance indexes?  

In recent years, focus has come to be on the Resource-Constrained Project Sched-
uling Problem (RCPSP) which involves scheduling project activities subjected to 
temporal and resource constraints, while minimizing the total project duration. Two 
different approaches have been taken in solving the RCPSP. The first approach in-
cludes exact algorithms, which produce optimum solutions [6, 7]. The second ap-
proach is comprised of algorithms that provide admissible solutions refer to [3, 4, 8, 
9]. These all demonstrate good results for the limited objective of resource allocation, 
but fail to truly support decision makers on all stages of project execution.  

Very limited work focuses on the joint technological processes, transportation rout-
ing and financial [2]. Furthermore, there is another aspect of the addressed problem, 
namely multi-criteria decision making under uncertain conditions. Fuzzy multi-
criteria decision making is primarily adopted for selecting, evaluating and ranking of 
alternative solutions to problems [3]. Studies conducted so far on declarative models 
implemented in fuzzy sets framework [1, 11], show that the proposed concept of re-
verse projects portfolio planning provides a promising alternative to commercially 
available ones. Therefore the new methods and techniques addressing the impact of 
real-life constraints on online decision making are of great importance [4]. To do this 
in a way compatible with real life settings necessitate the use of stochastic and fuzzy 
logic frameworks [6]. The fuzzy model of project portfolio online control can be 
specified as a declarative one and then implemented using constraint programming 
techniques and finally implemented as a decision support system [3].  

Regardless of its character and scope of business activities a modern enterprise, has 
to build a project-driven development strategy in order to respond to challenges im-
posed by growing complexity and globalization. In that context this contribution can 
be seen as continuation of our former work aimed at multi-product production flow 
planning focused on coordination of processes and activities related to work order 
processing [1, 3, 4, 10]. 

Our main goal is to propose a new modeling framework enabling to evaluate and 
prototype alternative flows of production orders portfolio (POP) in the manufacturing 
systems disposing untapped potential in production capacity. The following questions 
are of main interest [5]: Can the assumed MPJS processing simultaneously set of 
production orders meet the deadlines imposed by a given, newly introduced POP? 
Does there exist MPJS enabling to perform assumed variety of POPs? 

The rest of the paper is organized as follows: Section 2 introduces to a concept of 
POP through an illustrative example. Section 3 provides the declarative problem for-
mulation focused at POPs prototyping. Computational experiments and conclusions 
are presented in Sections 4 and 5, respectively. 

2 Illustrative Example 

Considered MPJS consists of the set of machines ॸ = ሼ݉ଵ, … , ݉௜, … , ݉௅ெ} (where ݉௜ means the ݅-th machine and ܯܮ a number of machines in the system) required 
for execution of operations belonging to different Project Portfolios. In the system,  
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the family of project portfolios ܼ∗ = ሼܼଵ, … , ܼ௞, … , ܼ௩} , composed of production 
orders (tasks – for short) ܼ௞  =  ൛ܼଵ௞, … , ܼ௜௞, … , ܼ௡௞ൟ  can be performed. Each task ܼ௜௞ ∈ ܼ௞  is defined by the set of operations ௜ܱ௞  =  ൛݋௜,ଵ௞ , … , ௜,௝௞݋ , … ௜,௟௢(௜)௞݋ ൟ, where ݋௜,௝௞  

means the ݆-th operation, while ݈݋(݅) a number of task ܼ௜௞  operations. Operations 
execution order is specified by digraph ܩ௜௞ =  ൫ ௜ܱ௞,  ௜௞൯, vertices of which refer toܧ
operations from the set ௜ܱ௞  and arcs ൫݋௜,௔௞ , ௜,௕௞݋ ൯ ∈ ௜௞ܧ  represent relation: ݋௜,௔௞ ≺ ௜,௕௞݋  
(≺ ⊆ ௜ܱ௞ × ௜ܱ௞) which means: "݋௜,௔௞  is executed before ݋௜,௕௞ ". Exemplary activity net-
works encompassing digraphs ܩଵଵ  and ܩଶଵ  (representing ܼଵଵ  and ܼଶଵ  from ܼଵ ) are 
shown in Fig. 1. 

 

Fig. 1. Activity networks with distinguished scenarios of operation execution  

To each operation ݋௜,௝௞  the scenario ௜ܵ,௝௞ ∈ ॺ of alternative executions of an opera-
tion is assigned (ॺ is a family of all MPJS scenarios). Scenario ௜ܵ,௝௞  is the set of vari-

ants  ௜ܵ,௝௞  =  ൛ ଵ ݏ ௜,௝௞ , … , ௕ ݏ ௜,௝௞ , … , ௟௦(௜,௝,௞) ݏ ௜,௝௞ ൟ , determining the way of operation ݋௜,௝௞  
execution. ݏ ௕ ௜,௝௞  means the ܾ -th variant of scenario ௜ܵ,௝௞  while ݈ݏ(݅, ݆, ݇)  means a 
number of scenario ௜ܵ,௝௞  variants.  

Each variant ݏ ௕ ௜,௝௞ = ൫ ௕ ܯ ௜,௝௞ , ௕ ݐ ௜,௝௞ ൯, is specified by ܯ ௕ ௜,௝௞ ∈ ॸ being the set of re-
sources (e.g., machine tools) employed in course of operation ݋௜,௝௞  execution, and ݐ ௕ ௜,௝௞ ∈ ℕା being the time of ݋௜,௝௞  execution following the variant ݏ ௕ ௜,௝௞ . The following 
assumptions are presupposed: 
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ଷ݉ସ 3

ଵ,ସଵ݋  
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ଶ,ହଵ݋
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௜ܵ,௝௞   

ܼଵଵ 

ܼଶଵ 
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• each operation ݋௜,௝௞  can be uniquely executed due to one of alternative variants 
following scenario ௜ܵ,௝௞ , 

• at each moment only one operation ݋௜,௝௞  can be executed on a resources from ܯ ௕ ௜,௝௞  

• the resources belonging to ܯ ௕ ௜,௝௞  are non-preemptable, that means the all resources 
of ܯ ௕ ௜,௝௞  are reserved by operation ݋௜,௝௞  until its completion, and cannot be used by 
other operations, 

• resources from ܯ ௕ ௜,௝௞  are released immediately after completion of actually exe-
cuted operations.  

Introduced assumptions takes into account cases when some operations (following 
assumed scenario) require simultaneous usage of a few different resources indispen-
sable for their completion. For illustration consider operation ݋ଵ,ଵଵ  from Fig. 1, requir-
ing, due to assigned scenario, simultaneous usage of three machine to tools ݉ଵ, ݉ଶ 
and ݉ଷ (distinguished by bold line in variant ݏ ଵ ଵ,ଵଵ , see Fig. 1). 

 

 

Fig. 2. Illustration of production orders portfolio assuming: scenarios containing unique vari-
ants a), scenarios containing alternative variants b) 

ܼଵଵ ݋ଵ,ଵଵ ଵ,ଷଵ݋   

݉ଶ 2
ଵ݋ ଶଵ  
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݉ଶ 2 ݉ଵ 3 ܵଶ ଷଵ  ܵଶ,ଵଵ  
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ଵܵ,ଵଶ  

Scenarios containing unique variants 

Does the production order ܼଵଶ can be completed within the time period ߬ଶ = [9,11] during production 
orders ܼଵଵ, ܼଶଵ execution (߬ଵ = [7,8])? 

ܽ) ܼଵ 

ܼଶ 
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ଶ,ସଵ݋  

ܵଶ,ଵଵ ܵଶ,ସଵ  

ܼଶଵ
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݉ଷ 2 ݉ଶ 3 
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݉ଵ 3
Alternative variant 
of  ଵܵ,ଶଶ   scenario  ܼଶ
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Each operation ݋௜,௝௞  can be specified by its two moments: start ݔ௜,௝௞ ∈ ℕ, and termi-

nation ݕ௜,௝௞ = ௜,௝௞ݔ + ௕ ݐ ௜,௝௞ , respectively; where: ݐ ௕ ௜,௝௞  – operation processing time de-

pending on selected scenario ݏ ௕ ௜,௝௞ . The following set ܺ௞  =  ൛ݔ௜,௝௞ ห݅ = 1 … ݊; ݆ =1 … ݈(݅)} is called a schedule of production orders portfolio ܼ௞. 
Each ܼ௞portfolio makespan is calculated as ݉ܽݔ൛ ௜ܶ௞ = max௜ୀଵ…௡;௝ୀଵ…௟(௜)൛ݕ௜,௝௞ ൟൟ. 

It is assumed that all production orders ܼ௜௞∈ܼ௞have to be completed within an arbi-
trarily given period of time ߬௞ = [߬ܽ௞, ܾ߬௞]: ௜ܶ௞ ∈ ߬௞ for ݅ = 1. . ݊. 

In the above context one of possible ad-hoc managed, mass customized oriented 
production problems we are faced with can be stated as follows: Consider MPJS 
where simultaneously executed production orders ܼ∗ = ሼܼଵ, … , ܼ௤} are processed 
(following arbitrarily given periods: ߬ଵ…߬௤). Given a newly added production orders 
portfolio ܼ௤ାଵ, and associated period of time ߬௤ାଵ . What is the shortest portfolio 
makespan (schedule ܺ௤) guaranteeing ߬௤ାଵ holds? That means the solution we are 
looking for has to guarantee that all production orders ܼ௤ାଵ has to be accomplished 
not earlier than ߬ܽ௤ାଵ and not later than ܾ߬௤ାଵ.  

For illustration let us consider MPJS processing the portfolio ܼଵ consisting two 
production orders ܼଵଵ, ܼଶଵ, see Fig. 2 a), which should be completed within time peri-
od ߬ଵ = [7,8]. Given portfolio ܼଶ consisting only one production order ܼଵଶ. What is 
the shortest portfolio makespan subject to ߬ଶ = [9,11] constraint? The possible solu-
tion is shown in Fig. 3a). From the relevant Gantt’s chart it follows that both portfoli-
os ܼଵ  and ܼଶ  (Fig. 3a) cannot be completed within assumed time periods ߬ଵ =[7,8]and ߬ଶ = [9,11], respectively.  

Let us assume now that operation ݋ଵ,ଶଶ  from ܼଵଶ can be executed alternatively ei-
ther on machine tool ݉ଷ (ݐଵ,ଶଶ = 2 t.u) or ݉ଵ (ݐଵ,ଶଶ = 3 t.u.), see Fig. 3b). Such solu-
tion follows assumed constraints ߬ଵ = [7,8] , ߬ଶ = [9,11]  see Gantt’s chart from  
Fig. 3b). 

Note that alternative scenarios treated as constraints limiting a number of possible 
solutions can be seen as constraints encompassing alternative and mutually excluding 
each other access to common shared system’s resources.  

 

Fig. 3. Gantt’s chart of executions of production order portfolios assuming: scenarios contain-
ing unique variants a), scenarios containing alternative variants b) 
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operation ݋ଵ,ଶଶ   



16 K. Bzdyra, Z. Banaszak, and G. Bocewicz 

 

3 Declarative Problem Formulation  

Considered assumptions imposing alternative and mutually excluding each other sub-
sets of constraints lead to a new formulation of Constraints Satisfaction Problem 
(CSP) [12]:  
ܵܥ  =  ൫(ܸ, ,(ܦ  ൯  (1)ܥ

where: ܸ– the set of decision variables (in considered case the set of moments of 
operations beginning ௜,௝௞ݔ  ∈ ℕ), ܦ  – domain of admissible values of variables ܸ ܥ  , = ௌܥ ∪ ௜,௝௞ݔ ஺ – the set of constraints describing relations between variablesܥ  – ௌܥ :
the set of basics constraints, ܥ஺ = ሼܥ஺ଵ, … , ,஺௛ܥ … , -஺௟௖} – the family of sets of conܥ
straints describing alternative scenarios, ܥ஺௛ = ൛ܽܥଵ௛, … , ,௜௛ܽܥ … , ௟௔(௛)௛ܽܥ ൟ – the set of 
mutually exclusive variants of scenario ܥ஺௛.  

The problem (1) can be treated as an extended version of classical constraint satisfac-
tion problem CSP [12]. In opposition to this kind of problem the solution to proposed ܵܥ 
(1) is a set of variables value ܸ following the all constrains ܥௌ and all constraints, how-
ever from only one set ܽܥ௜௛ associated with scenario ܥ஺௛. The examples of possible al-
ternative constraints subsets are distinguished by green and orange lines.  

 

 

Fig. 4. Structure of constraints ܥ defined by CSP (1)  

 
In that context the considered problem of multiple Production Orders Portfolio 

(POP) scheduling can be treated as CS (1) where the set ܥ consist of :  

• the set ܥௌ of constrains determining the order in which operations are executed:   

௜,௔௞ݔ  + ௛ ݐ ௜,௔௞ ≤ ௜,௕௞ݔ  when ݋௜,௔௞ ≺ ௜,௕௞݋   (2) 

where: ݔ௜,௔௞ ௜,௕௞ݔ ,  – moments of operations ݋௜,௔௞ ௜,௕௞݋ ,  beginning; ݐ ௛ ௜,௔௞  – execution 
time of operation ݋௜,௔௞  following assigned scenario variant ݏ ௛ ௜,௔௞ . 

௦ܥ  ஺ܥ
஺ଶܥ஺ଵܥ
஺௟௖ܥ …

ଵଵܽܥ…௟௔(ଵ)ଵܽܥ
ଵଶܽܥ௟௔(ଶ)ଶܽܥ

ଵ௟௖ܽܥ௟௔(௟௖)௟௖ܽܥ

… ௜ଵܽܥ
…… ௞ଶܽܥ

…… ௟௟௖ܽܥ

Structure of alternative 
constraints subsets 
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• the family ܥ஺  of scenarios ܥ஺௛  specified by constraints guaranteeing the mutual 
exclusion of operations executed on common shared resources (machine tools): 

 ൫ݔ௜,௝௞ + ௛ ݐ ௜,௝௞ ≤ ௔,௕ୡݔ ൯ ∨ ൫ݔ௔,௕௖ + ௟ ݐ ௔,௕௖ ≤ ௜,௝௞ݔ ൯ when ܯ ௛ ௜,௝௞ ∩ ௟ ܯ ௔,௕ୡ ≠ ∅ (3) 

where: ݔ௜,௝௞ ௔,௕௖ݔ ,  – moments of operations ݋௜,௝௞ ௔,௕௖݋ ,  beginning; ݐ ௛ ௜,௝௞ , ௟ ݐ ௔,௕௖  – exe-

cution times of operations ݋௜,௝௞ ௔,௕௖݋ ,  following assigned scenario variants ݏ ௛ ௜,௝௞ ௟ ݏ , ௔,௕௖ ௛ ܯ ; ௜,௝௞ ௟ ܯ , ௔,௕ୡ  – sets of resources (machine tools) required for execution of 

operations  ݋௜,௝௞ ௔,௕௖݋ ,  (following assigned variants ݏ ௛ ௜,௝௞ ௟ ݏ , ௔,௕௖ ). 
 
Constraints ܥௌ and ܥ஺ specifying POP from Fig. 2 are collected in Tab. 1 and graph-
ically illustrated in Fig. 5. The sets distinguished by orange and green lines corre-
spond to constraints specified in Fig. 2a) and Fig. 2b), respectively. 

Table 1. The sets ܥௌ and ܥ஺ specifying problem from Fig. 2  

ଵ,ଶଵݔ ௌହܥ ௌସܥ ௌଷܥ ௌଶܥ ௌଵܥ ௌܥ + 1 ≤ ଵ,ଷଵݔ ଵ,ଵଵݔ  + 2 ≤ ଵ,ଷଵݔ  

ଵ,ଷଵݔ + 2 ≤ ଵ,ସଵݔ  
 

ଶ,ଵଵݔ + 3 ≤ ଶ,ଷଵݔ  
 

ଶ,ଶଵݔ + 1 ≤ ଶ,ସଵݔ ଶ,ଷଵݔ  + 2 ≤ ସ,ସଵݔ  
ଵ,ଶଶݔ + 2 ≤ ଵ,ଷଶݔ ଵ,ଵଶݔ  + 1 ≤ ଵ,ଷଶݔ ଵ,ସଵݔ  + 1 ∈ ߬ଵ ݔଶ,ସଵ + 2 ∈ ߬ଵ ݔଵ,ଷଶ + 3 ∈ ߬ଶ ܥ஺ 

 ஺ଵܥ

ଶ,ଵଵݔଵଵ ൫ܽܥ ଵଵܽܥ + 3 ≤ ଵ,ସଵݔ ൯ ∨ ൫ݔଵ,ସଵ + 1 ≤ ଶ,ଵଵݔ ൯ ൫ݔଶ,ଵଵ + 3 ≤ ଵ,ସଵݔ ൯ ∨ ൫ݔଵ,ସଵ + 1 ≤ ଶ,ଵଵݔ ൯ ൫ݔଶ,ଵଵ + 3 ≤ ଵ,ଶଶݔ ൯ ∨ ൫ݔଵ,ଶଶ + 3 ≤ ଶ,ଵଵݔ ൯ ൫ݔଵ,ସଵ + 1 ≤ ଵ,ଶଶݔ ൯ ∨ ൫ݔଵ,ଶଶ + 3 ≤ ଵ,ସଵݔ ൯ 

 ஺ଶܥ

ଵ,ଵଵݔଵଶ ൫ܽܥ + 2 ≤ ଵ,ଶଶݔ ൯ ∨ ൫ݔଵ,ଶଶ + 2 ≤ ଵ,ଵଵݔ ൯ ൫ݔଵ,ଵଵ + 2 ≤ ଶ,ଷଵݔ ൯ ∨ ൫ݔଶ,ଷଵ + 2 ≤ ଵ,ଵଵݔ ൯ ൫ݔଵ,ଵଵ + 2 ≤ ଵ,ଵଶݔ ൯ ∨ ൫ݔଵ,ଵଶ + 1 ≤ ଵ,ଵଵݔ ൯ ൫ݔଵ,ଷଶ + 3 ≤ ଶ,ଷଵݔ ൯ ∨ ൫ݔଶ,ଷଵ + 2 ≤ ଵ,ଷଶݔ ൯ ൫ݔଵ,ଷଶ + 3 ≤ ଵ,ଵଶݔ ൯ ∨ ൫ݔଵ,ଵଶ + 1 ≤ ଵ,ଷଶݔ ൯ ൫ݔଶ,ଷଵ + 2 ≤ ଵ,ଵଶݔ ൯ ∨ ൫ݔଵ,ଵଶ + 1 ≤ ଶ,ଷଵݔ ൯ 

 ஺ଷܥ

ଵ,ଶଵݔଵଷ൫ܽܥ ଵଷܽܥ + 1 ≤ ଶ,ଶଵݔ ൯ ∨ ൫ݔଶ,ଶଵ + 3 ≤ ଵ,ଶଵݔ ൯ ൫ݔଵ,ଶଵ + 1 ≤ ଵ,ଷଵݔ ൯ ∨ ൫ݔଵ,ଷଵ + 2 ≤ ଵ,ଶଵݔ ൯ ൫ݔଵ,ଶଵ + 1 ≤ ଶ,ସଵݔ ൯ ∨ ൫ݔଶ,ସଵ + 2 ≤ ଵ,ଶଵݔ ൯ ൫ݔଶ,ଶଵ + 3 ≤ ଵ,ଷଵݔ ൯ ∨ ൫ݔଵ,ଷଵ + 2 ≤ ଶ,ଶଵݔ ൯ ൫ݔଶ,ଶଵ + 3 ≤ ଶ,ସଵݔ ൯ ∨ ൫ݔଶ,ସଵ + 2 ≤ ଶ,ଶଵݔ ൯ ൫ݔଵ,ଷଵ + 2 ≤ ଶ,ସଵݔ ൯ ∨ ൫ݔଶ,ସଵ + 2 ≤ ଵ,ଷଵݔ ൯ ൫ݔଵ,ଶଶ + 2 ≤ ଵ,ଶଵݔ ൯ ∨ ൫ݔଵ,ଶଵ + 1 ≤ ଵ,ଶଶݔ ൯ ൫ݔଵ,ଶଶ + 2 ≤ ଶ,ଶଵݔ ൯ ∨ ൫ݔଶ,ଶଵ + 3 ≤ ଵ,ଶଶݔ ൯ ൫ݔଵ,ଶଶ + 2 ≤ ଵ,ଷଵݔ ൯ ∨ ൫ݔଵ,ଷଵ + 2 ≤ ଵ,ଶଶݔ ൯ ൫ݔଵ,ଶଶ + 2 ≤ ଶ,ସଵݔ ൯ ∨ ൫ݔଶ,ସଵ + 2 ≤ ଵ,ଶଶݔ ൯ 

൫ݔଵ,ଶଵ + 1 ≤ ଶ,ଶଵݔ ൯ ∨ ൫ݔଶ,ଶଵ + 3 ≤ ଵ,ଶଵݔ ൯ ൫ݔଵ,ଶଵ + 1 ≤ ଵ,ଷଵݔ ൯ ∨ ൫ݔଵ,ଷଵ + 2 ≤ ଵ,ଶଵݔ ൯ ൫ݔଵ,ଶଵ + 1 ≤ ଶ,ସଵݔ ൯ ∨ ൫ݔଶ,ସଵ + 2 ≤ ଵ,ଶଵݔ ൯ ൫ݔଶ,ଶଵ + 3 ≤ ଵ,ଷଵݔ ൯ ∨ ൫ݔଵ,ଷଵ + 2 ≤ ଶ,ଶଵݔ ൯ ൫ݔଶ,ଶଵ + 3 ≤ ଶ,ସଵݔ ൯ ∨ ൫ݔଶ,ସଵ + 2 ≤ ଶ,ଶଵݔ ൯ ൫ݔଵ,ଷଵ + 2 ≤ ଶ,ସଵݔ ൯ ∨ ൫ݔଶ,ସଵ + 2 ≤ ଵ,ଷଵݔ ൯ 
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Fig. 5. Multi-graph illustration of alternative constraint structures 

4 Calculation Example  

Given MPJS where production orders portfolio ܼଵ aimed at device ܣ manufacturing 
is processed. The device should be completed within the time period ߬ଵ = [360,420] 
minutes. Consider newly submitted POP ܼଶ containing the unique production order ܼଵଶ . The activity networks encompassing operations order in considered POPs are 
show in Fig. 6. Possible assignment of operations and their operation times are col-
lected in Tab. 2. Distinguished operations can be executed on shared resources ݉ଵ-݉଻. The resources ݉଻, ݉ଵ can replace each other, i.e. lead to alternative scenarios. 
The following question is considered: Is it possible to complete device B following 
the portfolio ܼଶ within arbitrary assumed time period ߬ଶ = [420,480] minutes?  

Aforementioned data fulfilling requirements imposed by CS (1) formulation have 
been implemented in constraints programming language Oz Mozart (Dual Core 2.67 
GHz, 2.0 GB RAM).Three alternative scenarios following conditions (2), (3). have 
been considered.  

The only admissible solution (admissible schedule ܺ = ሼܺଵ, ܺଶ} ) obtained for 
unique scenario is show in Fig. 7. As it follows from the Gantt’s chart the considered 
devices ܣ and ܤ are completed within assumed time periods, i.e. ߬ଵ and ߬ଶ, respec-
tively. Due to the implemented scenario two operations among 22 others have to  
be realized on resource ݉଻  instead of ݉ଵ. Since calculation time required by each 

ଵ,ଶଵݔ  
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ଵ,ଶଶݔ ଵ,ଷଶݔ  ଵ,ଵଶݔௌହܥ   
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Legend:  

௔,௕௖ݔ ௌ௜ܥ௠,௡௟ݔ  
- constraint ܥௌ௜ determining relationship between variables ݔ௜,௝௞ ௔,௕௖ݔ , ௠,௡௟ݔ ,  

Operations order constraints ܥௌ 
(basic constraints) 

Constraints ܥ஺ limiting resource usage, i.e. allowing only one operation execution on a 
unique machine tool. (constraints specifying portfolios alternative scenarios) 

 ஺ଶܥ

 ஺ଷܥ

Constraint excluding simultaneous 
execution of operations on ࢓૚ 

Constraint excluding simultaneous 
execution of operations on ࢓૛ 

Constraint excluding simultaneous execution of different operations on ࢓૜ 

Alternative variants ofܥ஺ଷ scenario ݔ௜,௝௞  

Scenario ܥ஺ଷ 
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scenario is equal to 2 s, hence the overall time is greater than or equal to 6 s. In gen-
eral case calculation complexity of the considered approach depends on a number of 
alternative scenarios and following them number of variants.  

Finally it can be seen as a sum of time periods required for completeness evalua-

tion of subsets of the set ܥ஺ constrains: ∑ ∑ ஼ௌ(݅)௟௔(௛)௜ୀଵ௟௖௛ୀଵݐ , where: ݈ܿ – number of 
scenarios, ݈ܽ(ℎ) – number of variants of scenario ܥ஺௛, ݐ஼ௌ(݅) – computation time of ݅-th iteration.  

 

Fig. 6. Activity networks associated with devices A and B  

 

Fig. 7. Gantt’s chart (schedule ܺ = ሼܺଵ, ܺଶ}) of executions of production order portfolios 
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Legend: 
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ଵ,ଵଵଵ݋ ଵ,ଵଶଵ݋ ଵ,ଵଷଵ݋  

ଵ,ଵଶ݋ ଵ,ଶଶ݋ ଵ,ଷଶ݋ 

ଵ,ସଶ݋ ଵ,ହଶ݋ ଵ,଺ଶ݋ 
ଵ,଻ଶ݋ ଵ,଼ଶ݋ ଵ,ଽଶ݋  

௜,௝௞݋  – ݆-th operation of the task ܼ௜௞ 
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Table 2. Operations alternative allocations and their operation times  

tasks operations variants resources time [min] 

ܼଵଵ 

ଵ,ଵଵ݋
ଵ ݏ  ଵ,ଵଵ  Cutting m5 Saw 30 ݋ଵ,ଶଵ  

ଵ ݏ ଵ,ଶଵ  Clearage m1 Workbench 50 ݏ ଶ ଵ,ଶଵ  Clearage m7 Workbench 30 ݋ଵ,ଷଵ ଵ ݏ  ଵ,ଷଵ  Painting m2 Paint shop  50 ݋ଵ,ସଵ ଵ ݏ  ଵ,ସଵ  Cutting m5 Saw 30 ݋ଵ,ହଵ  
ଵ ݏ ଵ,ହଵ  Clearage m1 Workbench 50 ݏ ଶ ଵ,ହଵ  Clearage m7 Workbench 50 ݋ଵ,଺ଵ ଵ ݏ  ଵ,଺ଵ  Painting m2 Paint shop  50 ݋ଵ,଻ଵ ଵ ݏ  ଵ,଻ଵ  Cutting m5 Saw 30 ݋ଵ,଼ଵ ଵ ݏ  ଵ,଼ଵ   Turing m3 Lathe 30 ݋ଵ,ଽଵ ଵ ݏ  ଵ,ଽଵ  Cutting m5 Saw 30 ݋ଵ,ଵ଴ଵ ଵ ݏ  ଵ,ଵ଴ଵ   Turing m3 Lathe 30 ݋ଵ,ଵଵଵ  
ଵ ݏ ଵ,ଵଵଵ  Assembly device A m1 Workbench 30 ݏ ଶ ଵ,ଵଵଵ  Assembly device A m7 Workbench 50 ݋ଵ,ଵଶଵ ଵ ݏ  ଵ,ଵଶଵ  Lacquering  m2 Paint shop  50 ݋ଵ,ଵଷଵ  
ଵ ݏ ଵ,ଵଷଵ  Packaging  m1 Workbench 50 ݏ ଶ ଵ,ଵଷଵ  Packaging  m7 Workbench 30 

ܼଵଶ 

ଵ,ଵଶ݋ ଵ ݏ  ଵ,ଵଶ  Cutting m5 Saw 30 ݋ଵ,ଶଶ ଵ ݏ  ଵ,ଶଶ  Clearage  m4 Grinder 30 ݋ଵ,ଷଶ ଵ ݏ  ଵ,ଷଶ   Turing m3 Lathe 30 ݋ଵ,ସଶ ଵ ݏ  ଵ,ସଶ  Cutting m5 Saw 50 ݋ଵ,ହଶ  
ଵ ݏ ଵ,ହଶ  Clearage m1 Workbench 90 ݏ ଶ ଵ,ହଶ  Clearage m7 Workbench 50 ݋ଵ,଺ଶ ଵ ݏ  ଵ,଺ଶ  Painting m2 Paint shop  130 ݋ଵ,଻ଶ  
ଵ ݏ ଵ,଻ଶ  Assembly device B m1 Workbench 30 ݏ ଶ ଵ,଻ଶ  Assembly device B m7 Workbench 30 ݋ଵ,଼ଶ ଵ ݏ  ଵ,଼ଶ  Varnishing m2 Paint shop  50 ݋ଵ,ଽଶ  
ଵ ݏ ଵ,ଽଶ  Packaging  m1 Workbench 50 ݏ ଶ ଵ,ଽଶ  Packaging  m7 Workbench 130 

5 Concluding Remarks 

Better planning, in the manner supported by proposed approach, can improve compa-
nies’ competitiveness through better utilization of resources and could be widely  
implemented in a number of production contexts, especially in mass customized pro-
duction. A computer implementation of the proposed methodology should provide a 
new generation DSS supporting one in cases of online resource allocation and tasks 
scheduling as well as production orders routing. Such a tool should be especially 
helpful in cases when actually processed products portfolio do not spend all compa-
ny’s capability reserves, i.e. there is a room for additional work order considerations.  
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in Modelling of a Neutralisation Process
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Abstract. This work discusses modelling of a neutralisation process
by means of two recurrent modelling techniques: polynomials and neural
networks. Model structures and training algorithms are shortly discussed.
Two recurrent model classes are compared in terms of accuracy and
complexity. Advantages of neural models are emphasised.

Keywords: recurrent dynamic models, multi layered perceptron, poly-
nomial model, neural model, pH neutralisation.

1 Introduction

Advanced control algorithms [10] and fault detection methods [3] rely on models
of dynamic systems. There are two main classes of models: fundamental (first-
principle) [5] and empirical ones [6]. Fundamental models consist of systems
of nonlinear differential and algebraic equations which describe all technological
phenomena which take place. Such models, although potentially very precise, are
very frequently not suitable for on-line control and fault detection. It is because
they are usually very complicated, i.e. the total number of equation may be high
and on-line solution of the equations may be difficult. Furthermore, numerical
problems such as stiffness or ill-conditioning are likely. Finally, development of
fundamental models needs specific knowledge and may be difficult.

Empirical models are alternatives to fundamental ones. In the empirical ap-
proach the technological phenomena taking place are not considered, input and
output data sets recorded during process operation are used to find the model.
Unlike fundamental models, the structure of empirical ones is chosen arbitrar-
ily. A great number of different empirical models have been developed [6], e.g.
Volterra series, piece-wise approximators, polynomial models, fuzzy systems and
neural networks. The most important measures of model utility are: approxima-
tion accuracy, suitability for application and easiness of development [9].

Although numerous types of empirical models are possible, neural networks
[2] have a particularly great importance. They are currently used in many ap-
plications, e.g. in fault detection methods [3], advanced control algorithms [4],
medicine [7] and pattern recognition [8].

The objective of this work is to thoroughly compare properties of polynomial
and neural structures in modelling of a neutralisation process. The recurrent

c© Springer International Publishing Switzerland 2015 23
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model configuration is considered. The neutralisation reactor [1] is used very
frequently in chemical industry and it has a great technological importance. From
the model identification perspective, it is a dynamic process whose properties
are significantly nonlinear. This study considers selection of both model order of
dynamics and model topology for polynomial and neural structures in terms of
model accuracy and complexity (i.e. the number of parameters). Additionally,
some remarks on model training concerning both structures are given.

2 Recurrent Dynamic Models

In the non-recurrent serial-parallel model [6] the output signal (for consecutive
sampling instants k = 1, 2, . . .) is a function of the process input and output
signals from previous instants

ymod(k) = f(u(k − τ), . . . , u(k − nB), y(k − 1), . . . , y(k − nA))

where u(k− i) denotes the input signal for the discrete time k− i, y(k− i) stands
for the measured output signal for the discrete time k−i. In the recurrent parallel
model [6], which is also called the simulation model, the past process outputs
are replaced by the model outputs calculated at previous sampling instants

ymod(k) = f(u(k − τ), . . . , u(k − nB), y
mod(k − 1), . . . , ymod(k − nA)) (1)

where ymod(k − 1) denotes the output signal obtained the from model for the
discrete time k− i. The parallel configuration is a natural choice when the model
is used for long-range prediction in control or fault detection algorithms.

3 Recurrent Neural Network

3.1 Model Architecture

The structure of the Multi Layer Perceptron (MLP) neural network is shown in
Fig. 1. Taking into account Eq. (1), the network has N = nB − τ +nA +1 input
nodes, the input vector is

x(k) = [x0(k) . . . xN (k)]T

= [1 u(k − τ) . . . u(k − nB) y
mod(k − 1) . . . ymod(k − nA)]

T
(2)

The network has as many as K hidden nodes with the transfer function ϕ and
one output node (adder). The output of the network is described by the equation

ymod(k) = w2
0 +

K∑
i=1

w2
i ϕ

⎛
⎝ N∑

j=0

w1
i,jxj(k)

⎞
⎠

where w1
i,j (i = 1, . . . ,K, j = 0, . . . , N) are weights of the first layer of the

network, w2
i (i = 0, . . . ,K) are weights of the second (hidden) layer of the

network. All the weights forms a vector of parameters

w = [w1
1,0 w1

1,1 . . . w1
K,N w2

0 . . . w2
K ]T
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Fig. 1. Structure of Multi Layer Perceptron neural model

3.2 Model Training

Training of the neural model means finding such a vector of weights so that the
value of the error function has an acceptable minimal value. The error function
is

E(w) =
P∑

k=S

(ymod(k)− y(k))2 (3)

where S = max{nA, nB}+1, P is the number of training samples. Model training
leads to minimisation of the error E(k). The gradient vector ∇E(w) of the error
function is calculated using analytic equations. Such an approach is much faster
and precise in comparison with a numerically approximated gradient vector.

The current vector of model parameters is found as a function of the previous
parameters (in the previous iteration t− 1)

wt = wt−1 + αtpt

where αt is the step of minimisation – it is an argument which minimises the
function Ed(αt) = E(wt−1 + αtpt). The direction of minimisation is

pt = −V t∇E(wt)

In the Broyden-Fletcher-Goldfarb-Shanno (BFGS) [2] algorithm approximation
of the inverse hessian matrix V t is updated from

V t = V t−1 +

[
1 +

rT
t V t−1rt

sTt rt

]
sts

T
t

sTt rt
− str

T
t V t−1 + V t−1rts

T
t

sTt rt

where st = wt −wt−1, rt = ∇E(wt)−∇E(wt−1).
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4 Recurrent Polynomial Model

4.1 Model Architecture

Taking into account Eq. (1), i.e. the input arguments of the model, given by
Eq. (2), the polynomial model is described by the equation

ymod(k) = w0x0(k) +

N∑
i=1

wixi(k) +

N∑
i1=1

N∑
i2=i1

wi1,i2xi1 (k)xi2 (k)+

+

N∑
i1=1

. . .

N∑
iR=iR−1

wi1,...,iRxi1(k) . . . xiR(k)

where R is the degree of the polynomial model. Weights of the polynomial model
wi,...,j form the parameters vector

w = [w0 w1 . . . wN w1,1 . . . wN,N . . . wN,...,N︸ ︷︷ ︸
R−times

]T

4.2 Model Training

The BFGS optimisation algorithm is also used for training the polynomial model.
The same actions as described in Section 3.2 are taken to achieve the goal, the
model error function is given by Eq. (3). The gradient of the error function is
also calculated using analytic equations.

It is necessary to emphasis that in both models, polynomial and neural ones,
the inputs of models are exactly the same, but their internal structure is different.
That is why it is interesting to compare their accuracy and complexity.

5 Simulation Results

5.1 Process Description

The process under consideration, shown on Fig. 2, is a pH neutralisation reactor
[1]. A base (NaOH) stream q1, a buffer (NaHCO3) stream q2 and an acid (HNO3)
stream q3 are mixed in a constant volume tank. The output pH is controlled by
manipulating the base flow rate q1 (ml/s). The buffer and acid streams are
assumed to be constant (q2 = 0.55 ml/s, q3 = 16.60 ml/s).

The continuous-time fundamental model of the reactor is comprised of two
nonlinear ordinary differential equations

dWa(t)

dt
=

q1(t)(Wa1 −Wa(t))

V
+

q2(t)(Wa2 −Wa(t))

V
+

q3(t)(Wa3 −Wa(t))

V
dWb(t)

dt
=

q1(t)(Wb1 −Wb(t))

V
+

q2(t)(Wb2 −Wb(t))

V
+

q3(t)(Wb3 −Wb(t))

V

and one algebraic output equation
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Fig. 2. Schematic representation of the pH neutralisation process [1]

Wa(t) + 10pH(t)−14 − 10−pH(t) +Wb(t)
1 + 2× 10pH(t)−pK2

1 + 10pK1−pH(t) + 10pH(t)−pK2
= 0

State variables are reaction invariants: Wa is a charge-related quantity, Wb is
the concentration of the carbonate ion. Parameters of the fundamental model
are given in Table 1. Initial operating conditions are: q1 = 15.55 ml/s, q2 = 0.55
ml/s, q3 = 16.60 ml/s, pH=7, Wa = −4.32× 10−4 mol, Wb = 5.28× 10−4 mol.

The fundamental model is simulated open-loop to obtain training, validation
and test data sets. The sampling time is 10 s. The output signal contains small
measurement noise. Input and output variables are scaled: u = (q1 − q10)/15, y =
(pH−pH0)/5, where q10 = 15.55ml/s, pH0 = 7 correspond to the initial operating
point.

5.2 Process Modelling

Neural models with different number of hidden neurons and polynomial models
with different degree are found. Each model is trained 10 times starting from
random weights, the best result is presented. The first and the second order
of dynamics are considered. Three data sets are used. The training set is used
only for training during which the validation error is monitored and training is
terminated when it grows (due to overfitting). For model selection the validation
error is used. For the chosen models the test error is also calculated.

Results of the experiments carried out are shown inTable 2andTable 3.Onemay
draw two conclusions.The first observation is that for the consideredneutralisation
process the models with the second order of dynamics are more accurate than the
oneswith the first order. Fig. 3 shows the influence of the number ofmodel parame-
ters on error of bothmodel classes (for the second order of dynamics), the networks

Table 1. Constants of the neutralisation process

Wa1 = −3.05 ×10−3 mol Wb1 = 5.00 ×10−5 mol V = 2900.00 ml
Wa2 = −3.00 ×10−2 mol Wb2 = 3.00 ×10−2 mol pK1 = 6.35
Wa3 = 3.00 ×10−3 mol Wb3 = 0.00 mol pK2 = 10.25
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Table 2. Comparison of MLP neural models with K hidden neurons and polynomial
models of degree R, the first order of dynamics; NP – number of parameters, E – model
error

Model NP E(training) E(test) E(validation)

MLP (K=1) 5 17.1148 − 23.2655
MLP (K=2) 9 6.8523 − 8.4748
MLP (K=3) 13 4.1688 − 9.2880
MLP (K=4) 17 1.9640 − 11.2738
MLP (K=5) 21 1.8104 − 11.1847
MLP (K=6) 25 1.3555 − 9.8630
MLP (K=7) 29 1.0473 − 9.7711
MLP (K=8) 33 0.6861 − 4.8022
MLP (K=9) 37 0.5611 1.4845 1.7875

Polynomial (R=1) 2 51.9491 − 64.3449
Polynomial (R=2) 5 43.0225 − 59.8489
Polynomial (R=3) 9 8.2153 − 15.8497
Polynomial (R=4) 14 4.1837 10.9887 9.8154
Polynomial (R=5) 20 2.8962 − 5.9310
Polynomial (R=6) 27 2.6453 − 6.0533
Polynomial (R=7) 35 1.6315 − 3.6138
Polynomial (R=8) 44 1.5317 − 4.2552

Table 3. Comparison of MLP neural models with K hidden neurons and polynomial
models of degreeR, the second order of dynamics; NP – number of parameters, E –model
error

Model NP E(training) E(test) E(validation)

MLP (K=1) 7 13.7367 − 20.4636
MLP (K=2) 13 6.0510 − 10.3906
MLP (K=3) 19 2.6126 − 4.5344
MLP (K=4) 25 1.2468 − 2.6950
MLP (K=5) 31 0.5378 − 1.9000
MLP (K=6) 37 0.2468 0.3087 0.2718
MLP (K=7) 43 0.2221 − 0.3556
MLP (K=8) 49 0.1518 − 0.1511
MLP (K=9) 55 0.1742 0.7059 0.9399

Polynomial (R=1) 4 46.0161 − 64.0808
Polynomial (R=2) 14 18.6045 − 25.8658
Polynomial (R=3) 34 3.6737 − 9.3822
Polynomial (R=4) 69 2.1597 5.5135 4.9911

with too many parameters have bad generalisation. The second observation is that
neural models generally have much better accuracy than the polynomial ones and
a lower number of parameters. Because of this, neural models of the second order
of dynamics withK = 6 andK = 9 hidden neurons are chosen for further compar-
ison. It is interesting to see that the neural model of the second order of dynamics
but with as few as 6 hidden nodes gives better accuracy (for the validation data set)
than the more complex ones (with 7 and 9 nodes).
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Fig. 3. Model errors E (for the validation data set) and the number of parameters NP
for polynomial and neural model of the second order of dynamics

It is necessary to stress the fact that the number of parameters of the polynomial
models heavily depends on their degree. For example, for the second order of
dynamics, the polynomial of degree 2 is

y(k) = w0 + w1u(k − 1) + w2u(k − 2) + w3y(k − 1) + w4y(k − 2)

+ w1,1u(k − 1)u(k − 1) + w1,2u(k − 1)u(k − 2) + w1,3u(k − 1)y(k − 1)

+ w1,4u(k − 1)y(k − 2) + w2,2u(k − 2)u(k − 2) + w2,3u(k − 2)y(k − 1)

+ w2,4u(k − 2)y(k − 2) + w3,3y(k − 1)y(k − 1) + w3,4y(k − 1)y(k − 2)

+ w4,4y(k − 2)y(k − 2)

whereas the polynomial of degree 3 is significantly more complicated

y(k) = w0 + w1u(k − 1) + w2u(k − 2) + w3y(k − 1) + w4y(k − 2)

+ w1,1u(k − 1)u(k − 1) + w1,2u(k − 1)u(k − 2) + w1,3u(k − 1)y(k − 1)

+ w1,4u(k − 1)y(k − 2) + w2,2u(k − 2)u(k − 2) + w2,3u(k − 2)y(k − 1)

+ w2,4u(k − 2)y(k − 2) + w3,3y(k − 1)y(k − 1) + w3,4y(k − 1)y(k − 2)

+ w4,4y(k − 2)y(k − 2) + w1,1,1u(k − 1)u(k − 1)u(k − 1)

+ w1,1,2u(k − 1)u(k − 1)u(k − 2) + w1,1,3u(k − 1)u(k − 1)y(k − 1)

+ w1,1,4u(k − 1)u(k − 1)y(k − 2) + w1,2,2u(k − 1)u(k − 2)u(k − 2)

+ w1,2,3u(k − 1)u(k − 2)y(k − 1) + w1,2,4u(k − 1)u(k − 2)y(k − 2)

+ w1,3,3u(k − 1)y(k − 1)y(k − 1) + w1,3,4u(k − 1)y(k − 1)y(k − 2)

+ w1,4,4u(k − 1)y(k − 2)y(k − 2) + w2,2,2u(k − 2)u(k − 2)u(k − 2)

+ w2,2,3u(k − 2)u(k − 2)y(k − 1) + w2,2,4u(k − 2)u(k − 2)y(k − 2)

+ w2,3,3u(k − 2)y(k − 1)y(k − 1) + w2,3,4u(k − 2)y(k − 1)y(k − 2)

+ w2,4,4u(k − 2)y(k − 2)y(k − 2) + w3,3,3y(k − 1)y(k − 1)y(k − 1)

+ w3,3,4y(k − 1)y(k − 1)y(k − 2) + w3,4,4y(k − 1)y(k − 2)y(k − 2)

+ w4,4,4y(k − 2)y(k − 2)y(k − 2)
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Fig. 4. The output signal of 3 chosen neural models (dashed line) vs. the validation
data set (solid line)
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Fig. 5. The output signal of 2 chosen polynomial models (dashed line) vs. the validation
data set (solid line)
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Fig. 6. Correlation between model output vs. the validation data set for the best neural
and polynomial models of the second order of dynamics
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Fig. 4 compares model outputs and the validation data set for three neural
models: with the first order of dynamics and 9 hidden nodes (the best in its
class) and two networks with the second order of dynamics as well as with 9
and 6 nodes, which is the best. Fig. 5 compares model outputs and the valida-
tion data set for two polynomials of the fourth degree, two orders of dynamics
are considered. Unfortunately, the polynomials are characterised by significantly
lower accuracy than the neural models. Fig. 6 depicts correlations of the best
neural and polynomial structures.

6 Conclusions

Neural recurrent models of the neutralisation process outperforms the polyno-
mial ones in terms in accuracy and complexity. The chosen model is of the second
order dynamics and it has as few as 6 hidden nodes (37 parameters).
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Abstract. The paper presents application of the memory-based pre-
diction to the problem of the return water temperature prognosis in a
district heating network. CHP (Combined Heating Plant) problem is de-
fined as well as the algorithm based on the memory of the historical pro-
cess realizations together with its novel, parallel implementation using
CUDA on GPGPU. The use of the calculation extensive methods from
one side enables to get good and reliable predictions, but in opposite the
prognosis evaluation is done at high cost. An alternative application of
the massively parallel version of the Memory-based time series prediction
algorithm has been implemented and tested. The paper shows very good
and promising improvement in comparison to the common applications.
The algorithm is tested on the real process data.

1 Introduction

The time-series forecasting [1] is usually performed by means of well-known
approach using mostly linear regression methods or non-linear (empirical) ones,
like NARMAX, neural networks or fuzzy models. Most of the models, like neural
networks or regression models, are short-memory systems so they use only a few
past values of the series for making the prediction.

It seems that characteristics of the district heating datasets requires a very
long memory, because the current data is correlated to some degree with all past
data. We have to also take into consideration the statistical features of the data
under consideration. It may happen that they cannot be well modelled through
normal distribution functions but rather fits long-tail distributions [2]. Thus it
is worth to verify whether alternative modelling approaches that are not biased
by any assumptions on data distribution, i.e. Memory Based Reasoning - MBR.

Memory-based reasoning derives from the human ability to reason from ex-
perience, the ability to recognize appropriate examples from the past. It was
successfully applied for classification and prediction purposes in many different
fields [3], [4]. The big advantage of memory-based reasoning is that it gives good
prediction results without the background knowledge of the process which makes
it universal. The model requires only several parameters which optimal values
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can be found experimentally or by using the evolutionary algorithms. The sim-
plicity of the algorithms used in the model makes it possible to be computed in
parallel what gives a significant decrease of computation time.

Memory-based reasoning is a very good method for time-series forecasting [5].
It is effective in calculations and straightforward in implementation. The aim of
this work is to measure the prediction abilities of this method for the real-life
example of time-series representing the process of heat distribution in the district
heating network. The main stress is put on choosing the optimal algorithms and
parameters of the model. The optimization of the implemented code (especially
its parallelization) was one of the main aspects of the project.

For a very long time applications of MBR were limited, because of significant
computational power necessary for the task. For a single prediction based on a
moderate amount of historical data currently available computers will suffice,
but for a problem involving hundreds of predictions, or a system where the
prediction has to be made in real time, it is crucial to find a way to reduce
algorithm’s execution time.

The main subject considered in this paper is to apply and validate parallel
GPGPU approach implemented on Nvidia CUDA technology to practical exam-
ple of MBR in order to reduce the algorithm execution time.

2 Memory Based Reasoning

Memory-based reasoning, opposite to the other data mining techniques, does not
care about the format of the records as long as the two operations are defined:
distance function and combination function [6]. Another advantage of memory-
based reasoning is that it easily adapts, it immediately takes into calculations
the newly incorporated data. It produces good results without long training,
without necessity of algorithm changing.

Memory-based reasoning requires a lot of historical data to give reliable pre-
diction [7]. Insufficient data results in large prediction error because there are no
records matching the pattern. All these data requires storage, which also must
be considered. The classification process is very time consuming and requires big
computational power. In the single classification all the historical data have to
be processed [8].

Memory-based reasoning in time-series prediction have to consider the fact
that a single record consist of several multi-field data points organized in time.
All the calculations, distance calculation and combination of results, must be
applied to a record as a whole. However the algorithms presented in the follow-
ing chapters are valid and successfully applicable for the time-series prediction
problems.

As we consider comparison between current frame and history several mea-
sure domains might be considered. The authors have tested different ones, e.g.
pure time domain, variance benchmarking, comparison of the parameters of time
polynomials and of weights of the Fast Fourier Transform [9] (in frequency do-
main). Below the main MBR notions are explained.
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1. Window Size
Window is a set of data, a pattern, a state, that is compared in the process
of matching. The window size, the number of consecutive data points that
will be compared at each matching, is very important parameter in the
memory-based reasoning application for time-series prediction. An empirical
estimation of the window size is being used. A state of a minimal size is
selected and the prediction is performed. The window size is incremented
and the value is chosen for which the best accuracy of the forecast, the
minimal prediction error, is obtained.

2. Number of Nearest Neighbours The notion derives from the name of the
k nearest neighbour algorithm, which is most often used for classification,
and is a part of memory-based reasoning systems. Instead of finding only one
record that most closely matches the new one, several k nearest neighbours
are found.

3. Distance Function Distance function is a measure of distance between any
two records, i.e. of similarity between records. It is calculated for two records
at the time.

4. Combination Function Combination function combines the results coming
from several neighbours into one prediction. It is defined if the number of
neighbours k is greater than one.
When MBR is used for classification, each neighbour votes for its own class.
The proportion of votes decides if the unclassified record belongs to the
corresponding class. If single class is to be assigned the one with the most
votes wins. The rule of thumb is to use c+1 neighbours, where c is number of
categories, to avoid ties among classifications. The unweighed voting means
that the arithmetic mean from the k nearest neighbours is calculated and
taken as a prediction.

5. Distance Measurement Algorithms
Distance measurement may be used in several places: between data points
in time and frequency domain, between variances in time and frequency
and between coefficients of algebraic polynomial in time. Three different
algorithms are used for calculating distances with N being a number of
data and x, y as data points, however Euclidean distance proved the best
performance.
– Manhattan distance (absolute distance)
– Euclidean distance
– Infinity distance

6. Prediction Error Calculations [10]
The selection of appropriate error measurement is very important in esti-
mating the forecasting abilities of the memory-based reasoning method. It
is wise to use several statistical measures that have different properties. The
following performance indices were tested, and RMSE with MAPE were fi-
nally applied in algorithm parallel version.
– Root Mean Square Error (RMSE)
– Mean Absolute Percentage Error (MAPE)
– Geometric Root Mean Square Error (GRMSE)
– Geometric Relative Absolute Error (GRAE)
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3 GPGPU Parallel Computing

The first attempts to use the Memory Based Reasoning for time series prediction
took place in the late 1980s [10]. Although the idea was probably introduced
earlier, the number of computations necessary for data analysis was so huge that
even for a supercomputers available at this point of time it was not an easy task.
Running a time series prediction algorithm on a PC was almost impossible until
the middle 1990s, because of insufficient memory resources. Even if the amount
of accessible memory was sufficient, the computational power of any single CPU
available at that point was too low.

3.1 Parallel Computations on a GPU

Until the end of the XX century increasing the number of CPU threads was
the only reasonable solution which, with proper programming, could give an
order of magnitude improvement in the speed of program execution [13]. At the
beginning of the XXI century a group of programmers pointed out that in a
modern Personal Computer (PC) the rapid development of Graphic Processing
Units (GPU) may yield even greater potential then its CPU counterpart. The
technology of redirecting part of the CPU load to the GPU is called GPGPU
(General Purpose computing on Graphic Processing Unit) [14]. During these
early attempts of GPU programming, there wasnt any specific API allowing
the programmer to easily access the GPU to make computations. Even now the
graphic card can be directly addressed only with Direct3D or OpenGL APIs.

In 2007 Nvidia Company made a major breakthrough in the field of GPU
computations by introducing CUDA technology (Compute Unified Device Ar-
chitecture) [15]-[17]. It was the first widely available high level API which enabled
the programmer to access the computational power of the GPU with a high level
C language, without the need to use Direct3D or OpenGL APIs. The whole task
of translating the code into the API understood by the Graphic Card is done by
a piece of hardware added to Nvidia products.

Before creating the first program in CUDA API its important to understand
that the CPU (host) and the GPU (device) are separated from each other. This
distinction results in a series of advantages and disadvantages which have to
be taken into account during the development of a program. To begin with the
separation of the CPU and the GPU environments means that many tasks can
only be done by one of those chips, in most cases the CPU, for example all the
I/O operations.

Furthermore the fact that something can be run on the GPU not necessarily
means that the achieved performance will be satisfactory. For example running
a piece of code, which makes one arithmetical operation on a new data array
and then returns the modified data to the host will most probably turn out to
be slower on the GPU then on a CPU. A single task has to be executed on a
reasonable big dataset (at least several hundred data points) in order to take
full advantage of the GPU computational power.
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The detached model of the GPU - CPU allows the programmer to load each of
them with a different piece of code and execute those in an asynchronous mode.
Before calling a kernel function we have to define the number and organization of
threads which will be run on the GPU. Furthermore for each GPU function, all
the input data have to be copied to the graphic cards global memory. Returning
the data from the GPU also has to be done separately, because CUDA functions
can operate only on the memory of the graphic card.

3.2 CUDA Technology Application to the Time Series Prediction

For the experiments in this project the Nvidia 9800GTX+ graphic card equipped
with a G92 Graphic Processing Unit (GPU) is used. The 9xxx series of Nvidia
graphic cards is an upgraded version of the first generation of GPUs supporting
Nvidia CUDA technology. The G92 graphic chip has 8 blocks with two Streaming
Multiprocessors (SM) each. A multiprocessor has 8 linked cores which gives us
an overall number of 128 execution units, operating at the frequency of 1,8GHz.

Although there are 8 cores in a SM, there is only one instruction unit, so a
Multiprocessor will execute the same instruction for all the threads. This ar-
chitecture is often referred to as Single Instruction Multiple Threads (SIMT)
[11]. During one clock cycles each Streaming Multiprocessor can make up to 24
Multiply And Add operations and 2 floating points operations with the Special
Function Unit, so the overall pick performance of the GPU is ∼748 GFLOPS.

Programming in CUDA involves a very highly multi-threaded environment,
well suited for parallel computations. A G92 graphic processor can operate on up
to 768 threads per each of 16 multiprocessors, which means that for a single GPU
system its possible to operate on 12288 active threads. Threads on the GPU are
organized in 1, 2 or 3 dimensional blocks, which then have to be organized in
1 or 2 dimensional grid of thread blocks. A GPU function (kernel) call creates
a grid of parallel threads, which will execute the kernel function. Each thread
block is assigned to a Multiprocessor and there divided into groups called warps.

CUDA programming API, as a parallel environment for processing huge data
sets in SIMT mode, is highly dependent on the memory access speed and flexibil-
ity. The construction of the GPU comparing to the CPU, enforces some special
changes in the way the data are accessed from the memory. In the case of the
CPU, there are several processing units, the control block and a very big, ex-
tremely fast cache memory, which takes about half of the real chip size. Analysing
the structure of a GPU chip, its clear that almost all the available space is used
by the processing units, so there is very little space left for cache memory.

4 Experimental Results – District Heating Temperature
Prediction

The basis for testing the effective speedup of a GPU in comparison to a CPU
are two algorithms for calculating a time series prediction using Memory Based
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Reasoning. Apart from checking the execution time of each function its also good
to look for any differences between each algorithm results.

The data for which the experiment will be conducted are describing tempera-
tures in a Combined Heating Plant (CHP), but for this algorithm, type of input
data is irrelevant.

4.1 Process: CHP Plant

The task is to experimentally verify the prediction abilities of the memory-
based reasoning implementation for the real-life time-series. The test data are
representing the long delay process of heat supply and distribution in a district
heating network (Figure 1). The process is represented by the following data: Tin,
Tout (the input and output temperature of supplied water), Tamb (the ambient
temperature disturbance).

Our goal is to predict Tin (input water coming back to the CHP plant from the
district heating network) as a function of the CHP output temperature (input
to the network) and ambient temperature.

Fig. 1. Distribution of heat in a district heating network

The data were gathered during the 5 heating seasons in one of the central
heating plants in large city. The data set consists of the disjoint sections, each
collected approximately from the end of September till middle of April, which
is connected with the specificity of the district heating process. The data were
collected every hour during the heating periods (24 hours a day, 7 days per
week), which gives the total of 21696 data points. The data are normalized and
represented as a single precision floating-point numbers.

The study of the experimental results brings to the conclusion that memory-
based reasoning might be very successful and effective model for prediction of
a real-life process given in a task. The adjustment of model parameters enables
to obtain the satisfactory quality of estimation at the level of mean absolute
percentage error of below 1.2%.

The best choice of the window size is 24, it corresponds to the 24 hours
periods, which is characteristic for the process. The calculations for longer win-
dows are more time consuming without improvement in results. The optimal
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prediction size is also 24. It is the longest prediction size that can be used for
window of length 24 and thus the most efficient. This length of prediction makes
possible to performs forecasts only once per day. It is worth noticing that the
results obtained for the window size equal to 12 are only slightly worse than for
window size equal to 24. The mean values of error measures for 100 different
input frames are in both cases almost the same, but for the window size equal
to 12 the maximum errors are higher. Moreover that the increase of window
size from 12 through 16 and 20 gives small improvement of the prediction
quality. It leads to the conclusion that 12 consecutive data points are sufficient
to model the process of heat distribution in the district heating network. The
above observation implies that the 24 hours periods are divided into two: day
and night sub-periods, but the implication is not very strong.

Fig. 2. Prediction errors for different input frames, prediction size = 24, window size
= 24, algorithm: MANH T

As far as algorithms including variance calculation, polynomial approximation
and Fourier transformation turned out to gain no improvement in the results,
the best choice is the simple Manhattan distance on the data in time domain. It’s
predicting abilities are very good, execution fast and implementation straight-
forward. The optimal number of nearest neighbours is one. The increase of this
number makes the prediction quality to worsen. The impact of neighbours that
are farther away from the input frame is significant. and negative.

Summing up, the best forecasting is obtained for prediction size and win-
dow size equal to 24, Manhattan distance on the data in time domain with one
nearest neighbours. The maximum mean absolute percentage error obtained for
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(a) Execution time (b) Execution speed-up

Fig. 3. Increase of the window size effect

a set of testing frames was slightly above 2%. The comparison between results
for window and prediction size equal both to 12 and 24 for all testing frame are
shown on Figure 2.

4.2 Execution Time Comparison

It was important to remember that even if an algorithm is using a GPU for the
most difficult task, it also uses the CPU whenever possible. Every kernel call
and most of the memory copy operations are run in an asynchronous way, which
means that the CPU doesn’t wait for those tasks to finish.

Looking at the Figure 3a it is clear that function, which for computations uses
a GPU is much faster than a similar solution based only on a CPU. In both cases
any non-critical pieces of code were removed. At this point it can be said that the
difference in performance is very big. It can be observed in details on Figure 3b.
The GPU speed-up of execution time is increasing for bigger prediction windows,
which most probably means that the GPU doesn’t work at its full potential for
predictions window smaller then 24.

4.3 Analyses of Each Calculation Performance

As for now we could find out how the overall performance speed-up changes for
increasing size of prediction window. The second part of results analyses concerns
the execution time of corresponding CPU and GPU functions. Comparing CPU
and the GPU solution can give a row estimation how much faster is the GPU
in terms of pure computations and what should be done to improve the overall
speed of execution.

The results presented in table Table 1 give a bit more information about the
program operation. Functions executed on the GPU consume only 16 − 21%
of the overall GPU solution. In the case of the CPU those functions consume
more than 70% of the overall solution execution time. The important difference
is the speed of the remaining operations which are done apart from the functions
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searching for the Memory Based Reasoning. In the case of CPU algorithm the
execution of operations which arent included in the selected functions take even
more than the execution of the whole GPU algorithm.

Basing on the results one can expect that the GPU solution may still hold
hidden potential for a different time series with much bigger history of previous
cases. On the other hand these result indicate that using a graphic card with
more cores or operating at higher frequency will not yield a significant reduction
in program execution time.

Table 1. Execution times for each function (in milliseconds)

Both algorithms used in the experiment differ only with the API used, al-
though final results are not identical. Despite the fact that differences are very
small, the results should have been exactly the same. Different outputs of iden-
tical operations can be introduced either during the instruction execution or
during the assignment to a floating point variable. As we can read in [12] there
are several instruction for which the graphic card uses floating point rounding
implementations, which are not IEEE-compliant. It is possible to use functions
which follow the rounding procedures of IEEE-754 standard, but this will de-
crease the overall function performance. In the case of a differences smaller then
10−5 it is highly unlikely that it will cause any noticeable change in final results.

5 Conclusion

TheMemory Based Reasoning as one of possible approaches to time series predic-
tion is probably the most universal solution, yet it still has some disadvantages.
The real problem of this approach is to supply sufficiently big set of historical
cases. Nonetheless even for a huge set of data points the algorithm may not
necessarily find a good enough nearest neighbour. Furthermore for a growing set
of historical data, the number of necessary computations is increasing.

On the other hand with using GPGPU, even an order of magnitude bigger
set of historical cases shouldn’t be a problem. The speed-ups which we were able
to achieve for a single GPU and a CPU are impressive and the difference in the
speed of computations would be even greater for a bigger number of data points
to process.
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At this point the algorithm for MBR is only a basis for further development.
There are many possibilities for further improvements especially in terms of
prediction errors. For example introducing a proper system of weights between
each method, which with the CUDA implementation would find an acceptable
value of each weight in a reasonable amount of time.

From a different perspective it’s also possible to rewrite the current algorithm,
so that it would operate on one of the open GPGPU programming techniques,
which do not restrict the number of possible users to the owners of Nvidia graphic
cards. For example DirectCompute or OpenCL.
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Abstract. Real time video surveillance and inspection is complex task,
requiring processing large amount of image data. Performing this task
in each node of a multi-camera system requires high performance and
power efficient architecture of the smart camera. Such solution, based on
a Xilinx Zynq heterogeneous FPGA (Field Programmable Logic Array)
is presented in this paper. The proposed architecture is a general foun-
dation, which allows easy and flexible prototyping and implementation
of a range of image and video processing algorithms. Two example al-
gorithm implementations using the described architecture are presented
for illustration – moving object detection and feature points detection,
description and matching.

Keywords: Smart Camera, Embedded System, Computer Vision, Hard-
ware Software Codesign, FPGA.

1 Introduction

Over the last years, an increased demand for vision-based inspection and mon-
itoring can be observed. The most important reason behind this change is the
fact, that visual data carries a lot of useful information. However, it also makes
processing of visual data a non-trivial task. Extraction of desired information
from such raw data requires significant computational power. At the same time,
the number of cameras in a typical multi-camera system increases, to the point,
at which human operators are unable to handle all the incoming information.
A typical approach to the automated processing of data coming from a multi-
camera system is the use of central server. However, such an approach is not
without its limitations. The transfer of image data from the cameras to the
central processing node requires appropriate infrastructure, which is oftentimes
costly and may be cumbersome to deploy. Under extreme conditions, such as a
very large number of cameras and/or the use of high resolution or high framerate
video data, the bandwidth or processing power requirements may be impossible
to satisfy. The most common way to deal with these limitations is to use more
and more sophisticated compression algorithms. On the downside, the use of
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such algorithms increases the computational power demand for video encoding
and decoding, resulting in increased application cost and power consumption
[15]. Furthermore, the compression degrades image quality which may impact
the quality of processing results [18].

In the face of the problems and limitations given above, distributed smart
camera networks are gaining more and more attention. The idea corresponds
with the current Internet of Things trend[3]. In such networks, most of the
processing is performed in the measurement node (a smart camera) with a certain
degree of autonomy [5][2]. As only the information that is useful from the point
of view of the application is transmitted to the central server or other cameras
in the network, the load on communication infrastructure is reduced.

The autonomy of the smart camera allows to adjust the activity rate of the
sensor to current conditions, which in turn reduces the power consumption. Fur-
thermore, it also allows the collaborative, network-wide execution of designated
tasks.

In this article, we present a smart camera architecture based on heteroge-
neous system-on-chip (SoC) Xilinx Zynq platform [27]. The device integrates
a dual-core microprocessor, a pool of programmable logic resources and other
peripherals in a single chip, enabling the implementation of highly integrated,
low power, high performance embedded systems.

2 An Overview of the Existing Solutions

Depending on the perceived role of the smart camera in the network, existing
solutions can be divided into three distinctive categories:

2.1 Semi-disposable, Widely Deployed Sensor Nodes

The main focus of the design of the smart cameras in this category is their low
cost and low power consumption. As they are intended for possibly long battery
operation, they are equipped with low power, yet relatively slow microprocessors
or microcontrollers and rather slow communication interfaces. The processing
power allows to perform simple operations on low resolution images (CIF, QCIF,
QVGA) with the speed of a few frames per second or less. The interface is in
most cases based on a low power, low bandwidth solution, e.g. ZigBee [14] or
6LoWPAN. The use of such an interface improves battery life, but on the other
hand it is too slow for the transmission of images at high framerates. Moreover,
the computational platform is usually not fast enough to compress the acquired
images or video stream. The data transmitted in such sensor networks is usually
constrained to observed scene metadata [22].

2.2 Application Processor and DSP-Based Smart Cameras

As the low power consumption is not always the primary concern and more
sophisticated image and video processing requires more computational power,
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smart camera designs are usually powered with application processors [9][10],
digital signal processors (DSPs) [11][16] or a combinations of both for enhanced
flexibility [25]. Such solutions are capable of performing video analysis in real-
time. In many cases, they are also capable of on-the-fly video coding, so beside
the scene metadata they can transmit the live video stream for viewing, logging
and archiving. Video streaming requires a relatively high speed communication
interface, contributing to the overall power consumption of the system [24]. The
most common approach is using existing Ethernet or WiFi infrastructure.

2.3 Smart Cameras Using FPGAs

As shown in [4], computer vision algorithm implementations based on FPGAs
can reach the performance beyond the capabilities of modern microprocessors.
This is especially true for image processing operations based on pixel-level or
neighbourhood-level access, as the FPGAs are inherently capable of massively
parallel processing. Parallelism can also be achieved using GPUs, but such ap-
proach is usually not feasible for smart cameras because of the power constraints.
Dedicated, application-specific integrated circuits like the one presented in [1]
are another alternative. However, as the demands on computational power in-
crease, the cost of development and implementation of specialised integrated
circuits using state of the art fabrication process node becomes increasingly pro-
hibitive. FPGAs are easily reconfigurable and offer the capability of connection
with multiple external devices, e.g. CMOS imagers, other sensors, communica-
tion interfaces. However, dedicated programmable logic coprocessors are not well
suited for high-level processing tasks that exhibit data-dependancy and irregu-
lar control flow. Thus, programmable processors are the prime choice for these
tasks. On the other hand, the amount of logic resources in modern FPGAs is
enough to implement a multicore microprocessor system along with specialised
image processing hardware. In the light of the above, FPGAs are often viewed as
an interesting computational platform for smart camera implementation, either
standalone [7][6], or as a part of a system [19][23].

3 Architecture of the Proposed System

The opposing requirements of high computational capabilities and low power us-
age make choosing the platform for smart camera a complicated task. In our pre-
vious work [17], [13] we implemented image processing algorithms using FPGA
devices (Xilinx Spartan 6 and Virtex 6) as the computational platform. These
solutions were leveraging the reprogrammable logic for accelerating the image
processing task while using soft processor cores (MicroBlaze) for communication
and control functions. The algorithms that were difficult to implement in hard-
ware had to be partitioned between many soft processors cores. The perfomed
tasks required the implementation of a few of such processors due to their rel-
atively low computational performance. This in turn resulted in the increased
use of FPGA resources.
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The advent of Xilinx Zynq devices, which combine high-performance dual
ARM Cortex A9 microprocessor cores and a large pool of programmable logic
resources, opens the way to the implementation of mixed, heterogeneous, inte-
grated architectures, in which hardware accelerators can work alongside the gen-
eral purpose processors. This provides a significant advantage over the solutions
presented in section 2.3, as such architecture combines the best of microproces-
sor and programmable logic worlds in a single chip and provides mechanisms
for high-throughput communication between these two domains. On the other
hand, taking advantage of both parts of the device and dividing the workload
to achieve the optimal performance is not an easy task.

The presented solution is a general framework for Xilinx Zynq devices, al-
lowing seamless cooperation of the hardware coprocessors and the high level
software-based algorithms (e.g. algorithms from the OpenCV library) running
on the Cortex A9 cores. The architecture provides means for transporting the
data between the processing elements in the system and the external memory.
In addition, it offers an easy way of setting the parameters of hardware copro-
cessors. The schematic of proposed architecture is presented in Fig. 1.

Fig. 1. The block diagram of the proposed system architecture
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The architecture is based on the assumption that most of the computation-
ally intensive operations should be performed by specialised coprocessors im-
plemented in programmable logic. Such an approach is suitable for achieving
high performance and low power as long as the algorithm being implemented is
receptive to parallelization and operates on continuous stream of data instead
of requiring random access to memory. Exemplary system presented in Fig. 1
acquires the input data directly from the image sensor or from a dedicated hard-
ware block. Using such dedicated functional blocks, the data can be provided
by e.g. GigE Vision IP camera connected to Ethernet port in the processor
subsystem or read from the external memory. In each case, the image has to be
converted to a stream of pixels encapsulated in AXI4-Stream interface [26]. Data
in this format is provided to one or multiple processing elements (PE). Each PE
consist of some control logic and stream coprocessor. The detailed structure of
PE is shown in Fig. 2.

Fig. 2. The block diagram of the coprocessor control IP-core

The incoming data provided in AXI4-Stream format is buffered by input
FIFO. The stream processor operates only when the input data (stored in input
FIFO) is available and the output FIFO is not full. This design makes it possible
to use different clock domains for the communication and the processing part,
which is handy when e.g. the data is provided as 256-bit wide vectors while the
stream processor input accepts 8-bit data. The provided coprocessor control logic
block is very flexible, which makes it easy to implement various image processing
algorithms without any concerns about communication and data transfers. In
addition a dedicated AXI4-Lite interface is used for configuring parameters of
stream processor (e.g. filter coefficients or threshold values).

As shown in Fig. 1, the PEs can be linked to each other provided the output
of the preceding one is compatible with the input of the following PE. This can be
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used for linking subsequent filtering or morphological operations or connecting
the detector of feature points to the descriptor without storing the intermediate
results in external memory. In each case, the final outcome of processing are
transferred to external memory using DMA (Direct Memory Access) modules.
Using the DMA modules is beneficial for the overall system performance, as it
assures, that all the memory transfers from and to the PEs are handled by the
memory controller exclusively. The processing results stored in in the memory
can be fetched by other PE or by the software running on ARM cores. In such a
solution, the processor cores act as a class of PE and can be used to implement
algorithms that are otherwise difficult to implement in programmable logic. It
should be noted, that unlike the PEs implemented with programmable logic, the
ARM cores are limited to two instances and cannot be replicated. Additionally,
in case of the smart camera, the processor is used for the communication with
external world usnig the Ethernet or WiFi interface and for the control of the
PEs.

The presented architecture of a smart camera can be applied in various use
cases, such as automated surveillance or product inspection. The process of
adapting the framework to the task should start with pure software implemen-
tation, followed by the transfer of the most computationally intensive parts to
the hardware. Algorithms that perform pixel-level or neighbourhood-level oper-
ations are the best candidates for that, and can be placed in the system just
after sensor acquisition module. Provided coprocessor controller simplifies the
hardware implementation and hides the communication details from the user.
The high level image processing algorithms (e.g. object recognition) can be con-
verted to dedicated hardware coprocessors or, if it is not a viable solution, run on
the processor cores. The standard ARM processor implemented in Zynq devices
can allow the use of Linux operating system alongside popular image processing
libraries (e.g. OpenCV). Modular architecture of the presented solution can be
tailored to the application by replicating the PEs for higher degree of parallelism.

4 Example Results

To prove its feasibility and usefulness, the presented smart camera architecture
was tested using two different vision applications. The first one was moving
object detection and labelling [12], while the other one was point feature detec-
tion, description and matching. Schematics for both of this systems are shown
in Fig. 3. In case of the solutions, only the coprocessor part was presented, as
the processor subsystem was identical.

The moving object detection system uses approximate median algorithm pre-
sented in [20] with additional filtering and morphological operations imple-
mented in hardware. The labelling operation is performed by ARM cores, which
allows for parallel operation. The system achieves over 300 frames per second
for VGA images and over 20 for frames per second for 1920x1080 images. The
detailed information about processing speed and comparison to PC is presented
in table 1, while resources usage is shown in table 2.
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Fig. 3. On the left - block diagram of feature point detection, description and matching
system. On the right - block diagram of moving object detection system.

The feature detection, description and matching system performs each of its
primary operations in hardware. The image registered by the sensor is passed
through AXI4-Stream interface to the first processing blocks - the FAST detector
[21] and then to BRIEF descriptor [8]. For each incoming pixel, the coprocessors
check if it is an interest point and calculate its descriptor. The descriptor is
only saved if the pixel is considered to be a feature point. The results provided
by this IP cores are sent to the external DDR RAM memory using the DMA
engine. After two consecutive images are processed, the processor requests the
matching module to find best matches between vectors of descriptors from both
images. The appropriate data (descriptors) is send from DDR RAM memory
to dedicated hardware matcher block and as a result, the best match for each
interest point is found. Further processing can be done using general purpose
ARM cores. The system can achieve over 300 VGA frames per second, while the
matcher with four matching cores can keep up with detection and description of
up to approximately 1100 feature points found in each matched image. Resources
usage by this system is shown in table 2.

Table 1. Processing times for different resolutions and processing platforms given in
milliseconds

Resolution 640x480 1920x1080

Platform Zynq PC Zynq PC

image processing
software 42,45 2,80 285,53 18,15

hardware 3,10 N/A 20,94 N/A

labeling software 3,27 1,05 21,86 7,10
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Table 2. Resource usage of the implemented design (designations: FFs - flip-flops,
LUTs - lookup tables, BRAMs - block RAM memory blocks). The values in percent
are given with respect to all corresponding resources available in XC7Z020 device.

FF LUT BRAMs

approx. median system 8612 (16,19) 9745 (9,16) 20 (14,29)

det. desc. match. system 18314 (34,42) 27422 (25,77) 55 (39,29)

XC7Z020 53200 106400 140

Both of the described test systems were implemented using the low-cost Zed-
board evaluation board. It hosts Xilinx Zynq-7000 SoC (XC7Z020-CLG484-1),
512 MB of DDR3 RAM, Gigabit Ethernet port, USB host, HDMI output and
FMC connector for image sensor connection and has the ability to boot Linux
from the SD card.

5 Conclusions and Future Work

Using hybrid heterogeneous reprogrammable devices allows for the integration of
the low-level, pixel-based and neighbourhood-based image processing algorithms
alongside the more complex and sophisticated ones (like object detection and
matching) with a single device. Such solution offers high performance enabling
real-time image processing with a relatively low power consumption. The pre-
sented architecture makes seamless integration of various processing elements
and microprocessor cores in a single device possible. It is achieved by laying
down the high-performance on-chip communication infrastructure based on the
dedicated DMA channels and interfaces allowing the configuration of processing
elements. The infrastructure was designed to use a standard streaming interface,
which simplifies the implementation its components.

Future work will focus on broadening the range of available hardware copro-
cessors and analysing of performance in more complex applications.
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Abstract. In this article we present a massively parallel object recog-
nition system designed to operate on-line, processing data acquired by
indoor mobile robots equipped with 3D cameras. Inspired by the proper-
ties of the mammalian visual cortex, the proposed method incorporates
a learned, selective use of features for the recognition of specific objects
of interest, as well as a pre-processing stage of simultaneous localiza-
tion and mapping (featuring Kinect Fusion) and a new parallel, heuris-
tic scene segmentation algorithm. The benefits of applying class-specific
feature spaces are demonstrated in an experiment carried using indoor
scenes containing multiple common household objects.

Keywords: Object recognition, parallel, Kinect Fusion, nature-inspired,
RGB-D features.

1 Introduction

Current research aims to develop companion and service mobile robots that op-
erate in a complex human environment. In order for these robots to perform use-
ful tasks, understanding the elements of the environment and thus, having some
human-like perceptual capacities is an absolute necessity. However, for natural
tasks such as image understanding, the processing power of current computers
is incomparably smaller than that of the human brain. Perceptual tasks that
are time consuming and difficult in computer vision are solved by people very
quickly [3]. Many neurons of the retina, lateral geniculate nucleus (LGN) and
visual cortex process optical information in parallel, which comes from over 100
million photoreceptors.

Nowadays, when due to physical constraints, the possibilities of further boost-
ing clock rates of silicon-based CPUs is very limited, the use of graphics process-
ing units (GPUs) – which are parallel and faster by several orders of magnitude –
is essential for the further development of computer vision in robotics. However,
the researchers developing 3D scene understanding methods rarely make use of
this high computational power.
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The popularization of fast and accessible depth cameras – the Kinect and
PrimeSense sensors has opened wide application possibilities of 3D computer vi-
sion, including indoor mobile robotics. Compared to 2D cameras, these sensors
provide much more information, which also requires much more computational
power to be used. While modern CPUs are sufficient for most 2D on-line com-
puter vision tasks, significantly lack the capacity to efficiently process large point
clouds, taking up to several minutes to complete demanding algorithms on un-
organized clouds.

State-of-the-art 3D object recognition methods, such as [13,11] consist in ex-
tracting low-level features from point clusters (3D image segments) and sim-
plifying these clusters to single vectors (e.g. by calculating histograms). These
methods rely on fixed feature spaces, meaning that the same features are used
to classify every considered scene region. However, from a more intuitive point
of view, we can conclude that different features are of different significance for
recognition of particular objects (e.g. in human perception a specific rigid shape
is an important quality of dishes, clothes are associated with texture and de-
formable shapes, and fruits may be linked to specific colors).

This intuition is backed by the findings of neurobiology. It is known that dif-
ferent qualities of the perceived objects [4,9,17], such as shape deduced from
contours, shape deduced from shading, color properties and movement are pro-
cessed in parallel and integrated in different regions of the brain. These features
are processed hierarchically in several layers [8] of the visual cortex in a bottom-
up process [16]. The signals flow from lower to higher levels. The higher the layer,
the more complex and abstract the detected features of the image: higher layers
associate multiple signals from the lower layers and combine them into higher-
level features. However, the formation of specific features is conditioned by the
repeated co-occurrence of specific stimuli in the presence of a perceived object at
the learning stage. This feature learning involves both, bottom-up and top-down
processes. Top-down processing is used in many other natural perception tasks,
such as object tracking and prediction of an object’s pose.

Another oversimplified aspect of current computer vision systems is the use of
independent camera frames as input data. This approach is justified in many 2D
vision systems, as modern high-definition cameras have very low noise levels and,
detail and color quality. This is not the case, however, for depth sensors, which
are much less accurate and provide significantly lower resolutions (e.g. 320x240
pixels for the Kinect sensor). Research on spatial memory [2] has confirmed that
animals build spatial maps of their environment in a cumulative manner, using a
continuous stream of input stimuli. This allows to posses and take advantage of
a much wider range of useful information than is available in momentary sensory
input and makes it possible to detect changes in the environment.

In this article we present a 3D object recognition system that uses massively
parallel computing at each stage and comprises elements that resemble processes
naturally occurring in the visual cortex of mammals. Our most important con-
tribution is the object-dependent use of particular features for recognition –
these feature spaces are learned in a top-down manner. Another quality of the
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presented system is the cumulative integration of the perceived scene (by ap-
plying the Kinect Fusion SLAM algorithm), instead of independently processing
individual frames. Furthermore, we describe a new parallel, heuristic segmenta-
tion method for point clouds. The following 3 sections concern these processing
stages and the final section presents the experiments performed to validate the
proposed system.

2 Pre-processing SLAM

Pre-processing techniques are very common in 2D object recognition, but rarely
used and less developed for 3D scenes. Some examples of point cloud pre-
processing for recognition algorithms are: voxel grid filtering, pass-through fil-
tering, blateral filtering, convex-hull calculation and outlier removal techniques
[15]. These methods, however, are used to process data obtained from single
sensor frames and intend to simplify surfaces mainly by removing statistically
less significant details.

SLAM techniques (Simultaneous Localization and Mapping) can also be re-
garded as point cloud pre-processing, applied to obtain an augmented scene by
aggregating data acquired by a moving sensor over a period of time. Such tech-
niques are used to build 3D models of the environment that are not limited
to a single viewpoint. The scenes resulting from advanced SLAM methods can
be very large and even contain complete detailed models of buildings [7]. Be-
sides often being the result of the operation of a mobile robot (in exploration
and mapping tasks), in robotic systems scenes integrated with SLAM have such
applications as 3D motion planning.

The introduction of such techniques as Kinect Fusion [10] has shown that
SLAM techniques can provide not only larger, but significantly refined 3D scenes.
Kinect Fusion is a massively parallel algorithm that builds a voxel-based scene
model. For each frame this model is projected to the image plane and compared
to the current depth map in order to localize the sensor. The incoming depth
data is then aggregated to the model, which fills existing gaps and refines the
details of the captured surfaces. As shown in figure 1, after a brief run of Kinect
Fusion the level of visible details is much higher than for the input point clouds
and the gaps are greatly reduced. Such result can be achieved only by using a
moving sensor, which provides multiple frames of the same surfaces viewed from
slightly different positions – this reduces both random and systematic errors.

As far as we know, Kinect Fusion has not yet been used for general purpose
object recognition. The quality of the output scenes combined with high effi-
ciency make it especially appealing to apply this method at a pre-processing
stage for recognition on moving robots (as a moving sensor is required). Because
the publicly available implementation of Kinect Fusion (in the PCL library),
as most SLAM methods, is intended to register static environments, it cumu-
lates errors when changing elements appear. To avoid this, we have adapted the
algorithm for on-line use on a robot by cyclically re-initializing the voxel map
building process. The on-line use of Kinect Fusion has enabled us to provide a
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Fig. 1. 3D single Kinect frame enhanced with voxel grid and bilateral filtering (on the
left) compared to the same scene obtained with Kinect Fusion after 3 seconds of SLAM
with minimal camera movement (on the right)

mobile vision system with 3D input scenes of much higher quality than it would
be achievable using simple pre-processing techniques.

3 Parallel Segmentation

The classic approach to the problem of 3D indoor scene segmentation is to
detect and remove the largest planar surfaces (which represent structural ele-
ments of the building or furniture) and then apply euclidean clustering [14]. The
flat surfaces are typically found iteratively, using a RANSAC (Random Sample
Consensus) algorithm for matching a plane model to scene points. After a plane
is successfully matched and removed, the fitting is repeated for the remaining
points until no planes with the required minimal number of points are found.
This procedure has important limitations: the RANSAC algorithm is very time-
consuming and has not been parallelized yet in available implemetations. For
accurate fitting of a plane, the RANSAC output requires several post-processing
steps of ICP (Iterative Closest Point) [1] and may leave undetected gaps if the
surface is slightly curved. The number of times these methods need to be run is
data-dependent (i.e. until there are no more large flat areas).

We propose a parallel form of plane-based segmentation, which we have imple-
mented for CUDA architectures. Instead of using RANSAC, our method relies
on unseeded region growth of a complexity that is not data-dependent. Each
point of the cloud is assigned its own “seed”, which competes with other seeds in
a parallel manner. Figure 2 presents the flowchart for a single thread.
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Fig. 2. Diagram of our parallel region growth algorithm for one thread. The conditional
statements are heuristics that save unnecessary computation for well interconnected
regions and speed up the segments’ propagation.

In order to segment props (following the terminology used in [11], props are
understood as objects that can be easily moved around), we use the presented
parallel algorithm twice. In the first run we connect neighboring points with
similar surface normal vectors (up to a given angle difference threshold). After
the region growth completes, the resulting segments are projected into planes
perpendicular to their average normal vectors, after which we threshold the di-
mensions of their 2D bounding boxes, obtaining large flat areas. For the second
region growth step we interconnect all neighboring points, excluding only points
belonging to the found large flat segments. The output for this step are spatially
connected clusters separated from large flat surfaces, such as walls and furniture.
The result for a test scene is presented in figure 3. For decent GPUs our seg-
mentation algorithm achieves overall processing times of about 50 ms for scenes
containing over 100000 points.
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Fig. 3. Result of parallel props extraction performed in 51.17ms for 136765 points.
The clusters segmented from large flat surfaces have been highlighted.

4 Feature Significance

As stated in the introduction, in the natural object recognition process, signals
flow between layers of the mammal visual cortex both, in a bottom-up and top-
down manner. Conventional object recognition methods apply only the former
pattern, attempting to classify extracted scene segments in a fixed feature space.
In the system presented in this article we also apply top-down-acquired informa-
tion by selecting the features involved in the recognition process of each known
object individually.

The applied methodology involves a mechanism to determine the significance
of particular features relative to particular object classes at the learning stage.
We have proposed such a methods in our previous works [6,5], which we briefly
explain in this section.

We assume we are provided a training set, which consists of 3D views grouped
in subsets representing semantic object classes. For any given feature, we simplify
these views to equal length vectors. This can be achieved e.g. by calculating
feature histograms. We obtain a 2D array of vectors V, consisting of N class
vectors Ci, i = 1, ..., N , each having Mi views.

V = [Ci],Ci = [vij ] (1)
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Using this representation, we define the mean class similarity matrix for a se-
lected measure of vector similarity s(x, y) (such as L2 distance or Person’s cor-
relation coefficient 4) for each histogram feature f as:

G = [gij ] =
[
s(vip, vjq)

]
,

vip ∈ Ci, vjq ∈ Cj ∨ vip �= vjq
(2)

Finally, we apply a Mahalanobis-like distance function to calculate a single-
column matrix denoted as class uniqueness :

U = [ui] =

[
gii −gij

σi

]
, i �= j (3)

where σi represents the standard deviation of similarity for all the available view
pairs which belong to class i. This quantity measures the capacity of a vector
feature (or feature histogram) to differentiate each object class from other classes.
If this capacity is high, the auto-similarity gii will be significantly higher than
the mean similarity to other classes gij. The variance normalization takes into
consideration that the scale of these similarity values for the dataset is unknown.

In this work we present and test the application of knowledge obtained cal-
culating this uniqueness measure for object recognition on real scenes. At the
learning stage we calculate all the feature histograms for the objects of the train-
ing dataset in order to obtain the class uniqueness values for each semantic class.
We apply a simple threshold to this parameter to determine which features are
significant for particular objects, and thus should be considered in the recogni-
tion process. At the recognition stage the feature histograms for all the clusters
obtained form segmentation are calculated and compared (using only significant
features) with the corresponding histograms of model objects. For both stages
in the experiment presented in the final section we have applied the known Pear-
son’s correlation coefficient to compare histograms:

sP (x, y) =
cov(x,y)

σxσy
=

E[(x− μx)(y − μy)]

σxσy
(4)

Multiple RGB-D features are considered by the presented system: inclination,
convexity, anisotropy of convexity, hue, saturation, D2-D4 histogram shape de-
scriptors [12], as well as 2D histograms combining these features. The features’
calculation algorithms are provided in [6,5]. The segments are classified using a
nearest neighbors procedure, i.e. measuring their similarity to the model views
for the relevant features. This similarity (or inverse distance) is calculated as:

D−1(x, y) =

∑
si(x, y)wi∑

wi
(5)

where si(x, y) is the applied vector similarity measure for the i-th feature his-
tograms (in our case, Pearson’s correlation) and wi is a binary weight: 1 if the
feature is significant and 0 otherwise.
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Fig. 4. Example recognition results

5 Experiments

The object recognition system featuring the algorithms described in this article
has been implemented for GPU devices with CUDA architecture. The experi-
ments were carried using a computer equipped with a GTX Titan Black graphics
card with 2880 cuda cores. The scenes were acquired with a moving Kinect sensor
and enhanced with the on-line adaptation of Kinect Fusion.

In order to validate the use of class uniqueness for class-dependent feature
selection, we have built a training set consisting 28 different object views. The
set was used to extract model histograms and calculate class uniqueness for par-
ticular semantic object classes. The semantic classes of these objects were: cup,
ketchup, mouse, book, ironer, snack. A second, test set, consisting of 12 scenes
containing various objects (including, but not limited to the training object in-
stances and classes) was also collected and submitted to the full segmentation
and recognition procedure. Figure 4 presents the output recognition visualization
for an example scene.

We have compared the recognition quality for two methods of calculating class
scores: a) using all the available features to compare the scene clusters to the
model views and b) using only the features selected at the learning stage. In both
cases the recognition score thresholds where tuned to maximize performance on
the training set. Figure 5 summarizes the obtained results. As we can see, the
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Fig. 5. Experiment results comparing the performance of the system using a fixed fea-
ture space with the system using object-wise features. The results of correct detection,
false positive (FP), false negative (FN) and total error rates are relative to the total
number of known object instances present on the test scenes.

overall error rates are significantly reduced when applying the learned, object-
wise feature spaces. The false positive error has slightly increased, but is in both
cases small. This is caused by the adjustment of recognition thresholds for both
systems – the object-wise system could benefit from a higher tolerance, which
produced much more false positive cases for the fixed-space system. To confirm
this, a larger experiment involving more known and unknown objects should be
performed.

6 Conclusion

We have proposed an object recognition method for mobile robots that learns the
relevance of particular features for specific objects. It is computationally efficient
(as the implementation is fully parallel) and takes advantage of the movement
of mobile robots to perform pre-processing SLAM (using Kinect Fusion), which
enhances the scenes’ quality. In the experiment we have demonstrated the im-
provement of recognition rates associated with the introduction of object-wise
features. However, larger experiments need to be performed, a.o. using different
segmentation methods. Further improvement could be made by weighting the
features according to the calculated uniqueness. Features that carry redundant
information could be also detected and removed.
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Abstract. This paper presents a method of the determination of char-
acteristic polynomial realisations of the fractional positive system. The
algorithm finds a complete set of all possible realisations instead of only
a few realisations. In addition, all realisations in the set are minimal.
The proposed method uses a parallel computing algorithm based on a
digraphs theory which is used to gain much needed speed and computa-
tional power for a numeric solution. The presented procedure has been
illustrated with a numerical example.

Keywords: fractional systems, positive, digraphs, algorithm.

1 Introduction

In the recent years many researchers have been interested in positive linear sys-
tems [2, 4, 11, 12, 16]. In positive systems inputs, state variables and outputs
take only non-negative values [3]. Positive linear systems are defined on cones
and not on linear spaces. Therefore, the theory of positive systems is more com-
plicated than standard systems [1, 2, 4, 11, 13, 14]. The realisation problem is
a very difficult task. In many research studies, we can find a canonical form of
the system, i.e. constant matrix form, which satisfies the system described by
the transfer function. With the use of this form we are able to write only one
realisation of the system, while there exists set of solutions. The state of the art
in positive systems theory is given in the monographs [4, 12, 16]. In [8, 9, 10] a
solution for finding set of possible realisations of the characteristic polynomial
was proposed. This means that we can find many sets of matrices which fit into
a system transfer function. In this paper, a new method of determination entries
of the state matrices for the fractional system described by Roesser model will
be proposed and the procedure for computation of the state matrices will be
given. The procedure will be illustrated with a numerical example.

The first definition of the fractional derivative was introduced by Liouville
and Riemann at the end of the 19th century [18]. Mathematical fundamentals
of fractional calculus are given in the monographs [17, 18, 19].
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This work has been organised as follows: Section 2 presents some notation
and basic definitions of positive fractional systems and the digraphs theory. In
Section 3, we construct and discuss a method for determination of the set of
polynomial realisations which are based on the digraphs theory. The proposed
method is illustrated by a numerical example. Finally, we give some concluding
remarks, present open problems and bibliography positions.

2 Preliminaries and Problem Formulation

Notation. In this paper the following notion will be used. The set n×m of real
matrices will be denoted by R

n×m and R
n = R

n×1. If G = [gij ] is a matrix, we
write G � 0 (matrix G is called strictly positive), if gij > 0 for all i, j; G > 0
(matrix G is called positive), if gij > 0 for all i, j; G � 0 (matrix G is called
non-negative), if gij � 0 for all i, j. The set of n × m real matrices with non-
negative entries will be denoted by R

n×m
+ and R

n
+ = R

n×1
+ . The n × n identity

matrix will be denoted by In. For more information about the matrix theory, an
interested reader may be referred to, for instance: [3], [7].

Two-dimensional Model. Let be given fractional the two-dimensional Roesser
model [15] [

Δh
αx

h
i+1,j

Δv
βx

v
i,j+1

]
=

[
A11 A12

A21 A22

] [
xh
ij

xv
ij

]
+

[
B1

B2

]
uij (1a)

yij =
[
C1 C2

] [xh
ij

xv
ij

]
+Duij (1b)

where xh
ij ∈ R

n1 and xv
ij ∈ R

n2 are horizontal and vertical state vectors at
the point (i, j), uij ∈ R

m, yij ∈ R
p are input and output vectors at the point

(i, j) and Akl ∈ R
nk×nl , k, l = 1, 2; B1 ∈ R

n1×m, B2 ∈ R
n2×m, C1 ∈ R

p×n1 ,
C2 ∈ R

p×n2 , D ∈ R
p×m.

Definition 1. The fractional horizontal difference of α-order of the discrete
function xij is defined by the relation

Δh
αxij =

i∑
k=0

cα(k)xi−k,j , (2)

where α ∈ R, n− 1 < α < n, n ∈ N and

cα(k) =

⎧⎨
⎩

1 for k = 0

(−1)k
(
α
k

)
= (−1)k α(α−1)...(α−k+1)

k! for k > 0
. (3)

Definition 2. The fractional horizontal difference of β-order of the discrete
function xij is defined by the relation

Δv
βxij =

j∑
l=0

cβ(l)xi,j−l, (4)

where β ∈ R, n− 1 < β < n, n ∈ N and
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cβ(l) =

⎧⎨
⎩

1 for l = 0

(−1)l
(
β
l

)
= (−1)l β(β−1)...(β−l+1)

l! for l > 0
. (5)

Using Definitions 1 and 2 we can write equation (1a) in the following form:[
xh
i+1,j

xv
i,j+1

]
=

[
Aα A12

A21 Aβ

] [
xh
i,j

xv
i,j

]
−
[∑i+1

k=2 cα(k)x
h
i−k+1,j∑j+1

l=2 cβ(l)x
v
i,j−l+1

]
+

[
B1

B2

]
uij , (6)

where

Aα = A11 + αIn1 , Aβ = A22 + βIn2 . (7)

Definition 3. The system (6) is called positive fractional 2D Roesser model if
xh
ij ∈ R

n1
+ , xv

ij ∈ R
n2
+ and yij ∈ R

p
+, i, j ∈ Z+ for any boundary conditions

xh
0j ∈ R

n1
+ , j ∈ Z+, x

v
i0 ∈ R

n2
+ , i ∈ Z+ and all inputs uij ∈ R

m
+ , i, j ∈ Z+.

Theorem 1. The fractional discrete-time linear system (6) with 0 < α < 1,
0 < β < 1 is positive if and only if[

Aα A12

A21 Aβ

]
∈ R

n1×n2
+ ,

[
B1

B2

]
∈ R

n×m
+ ,

[
C1 C2

] ∈ R
p×m
+ , D ∈ R

p×m
+ . (8)

The proof is given in [15].
When performing the zet transformation with zero initial conditions to system

(6) we have:[
Xh(z1, z2)
Xv(z1, z2)

]
=

[
In1(z1 − cα)−Aα −A12

−A21 In2(z2 − cβ)−Aβ

]−1 [
B1

B2

]
U(z1, z2)(9)

where:

cα = cα(k, z1) =
i+1∑
k=2

cα(k)z
−k+1
1 , cβ = cβ(l, z2) =

j+1∑
l=2

cβ(l)z
−l+1
2 . (10)

The transfer matrix of the system (1a)–(1b) is given by:

T(z1, z2) = (11)

=
[
C1 C2

] [ In1(z1 − cα)−Aα −A12

−A21 In2(z2 − cβ)−Aβ

]−1 [
B1

B2

]
+D.

In this case, the transfer matrix (11) is the function of the operators wα = z1−cα
and wβ = z2 − cβ. Function has the following form

T (wα, wβ) =

n1∑
i=0

n2∑
j=0

bijw
i
αw

j
β

wn1
α wn2

β −
n1∑
i=0

n2∑
j=0

i+j �=n1+n2

di,jwi
αw

j
β

(12)

for single-input single-output system and for known α, β.
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Multi-dimensional Digraphs. A two-dimensional digraphs D(2) is a directed
graph with two types of arcs and input flows. For the first time, this type of
digraph was presented in papers [5] and [6]. When we generalise this approach,
we can define n-dimensional digraphs Dn in the following form.

Definition 4. An n-dimensional digraphs D(n) is a directed graph with q types
of arcs and input flows. In detail, it is (S,V,A1,A2, . . . ,Aq,B1,B2, . . . ,Bq),
where S = {s1, s2, . . . , sm} is the set of sources, V = {v1, v2, . . . , vn} is the
set of vertices, A1, A2, . . . , Aq are the subsets of V × V which elements are
called A1-arcs, A2-arcs, . . . , Aq-arcs respectively, B1, B2, . . . , Bq are the sub-
sets of S × V which elements are called B1-arcs, B2-arcs, . . . , Bq-arcs respec-
tively.

There exists A1-arc (A2-arc, . . . , Aq-arcs) from vertex vj to vertex vi if and
only if the (i, j)-th entry of the matrix A1 (A2, . . . , Aq) is non-zero. There exists
B1 -arc (B2-arc, . . . , Bq) from source sl to vertex vj if and only if the l-th entry
of the matrix B1 (B2, . . . , Bq) is non-zero.

Remark 1. Aq-arcs and Bq-arcs, are drawn by the other colour or line style. In
this paper, A1-arc and B1-arc is drawn by the solid line, A2-arc and B2-arc is
drawn by the dashed line and A3-arc and B3-arc is drawn by a dotted line.

Our Task Is the Following: For given characteristic polynomial

d(wα, wβ) = wn1
α wn2

β −
n1∑
i=0

n2∑
j=0

i+j �=n1+n2

di,jw
i
αw

j
β (13)

determine entries of the state matrices Aα and Aβ , A12 and A21 using multi-
dimensional D(n) digraphs theory. The dimension of the state matrices must be
the minimal among possible ones and cannot contain additional coefficients of
the characteristic polynomial.

3 Problem Solution

By using the transfer matrix (11) we can write the characteristic polynomial of
the system (1a)-(1b) in the following form:

d(wα, wβ) = det

[
In1wα −Aα −A12

−A21 In2wβ −Aβ

]
=

= det [Inwαwβ −A0 −A1wβ −A2wα] ,

where



Digraphs Minimal Realisations of State Matrices 67

A0 = AαAβ +A12A21, A1 = Aα, A2 = Aβ . (14)

By multiplying the nominator and the denominator of the transfer function
(11) by w−n1

α w−n2

β we obtain the characteristic polynomial in the following
form:

d(w−1
α , w−1

β ) = det
[
In −A0w

−1
α w−1

β −A1w
−1
α −A2w

−1
β

]
= (15)

= 1−
n1∑
i=0

n2∑
j=0

i+j �=n1+n2

di,jw
−i
α w−j

β .

Proposed method finds state matrices Ak, k = 0, 1, 2 using decomposition of
the characteristic polynomial (15) into a set of simple monomials.

In the first step we decompose polynomial (15) into a set of the simple mono-
mials. For each simple monomial we create a digraph representation. Then we
can determine all possible characteristic polynomial (15) realisations using all
combinations of the digraph monomial representation.

Theorem 2. There exist positive state matrices of the discrete time linear sys-
tem corresponding to the characteristic polynomial (15) if

(C1) the coefficients of the characteristic polynomial

di,j � 0, for i = 1, . . . , n1; j = 1, . . . , n2; dn1,n2 = 1; (16)

(C2) the obtained digraph does not have additional cycles;
(C3) the A and B sets corresponding to two multidimensional digraphs are
not disjoint.

The proof is given in [10].

Remark 2. Each monomial is represented by one cycle. If after combining all
digraphs(each corresponding to one monomial) we obtain an additional cycle,
this means that in the polynomial additional simple monomial appears. If the
created digraph is disjoint, this means that there is no intersection of A and B
sets and created polynomial consists of additional simple monomial.

Using Theorem 2, we can construct the following algorithm.
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Algorithm 1. DetermineStateMatrix()

1: monomial = 1;
2: Determine number of cycles in characteristic polynomial;
3: for monomial = 1 to cycles do
4: Determine digraph D(n) for all monomial;
5: MonomialRealisation(monomial);
6: end for
7: for monomial = 1 to cycles do
8: Determine digraph as a combination of the digraph monomial representation
9: PolynomialRealisation(monomial);
10: if PolynomialRealisation ! = cycles then
11: Digraph contains additional cycles
12: BREAK
13: else if (C2)AND (C3) then
14: Digraph satisfies characteristic polynomial;
15: Determine weights of the arcs in digraph;
16: Write state matrix Ak, k = 0, 1, 2;
17: return (PolynomialRealisation, Ak, k = 0, 1, 2);
18: end if
19: end for

Example. Find a positive characteristic polynomial realisation

d(wα, wβ) = w2
αwβ − 0.5w2

α − 0.4wαwβ − 0.3wα − 0.2wβ − 0.1 (17)

where α = β = 0.5.
Multiplying the characteristic polynomial (17) by w−2

α w−1
β we obtain:

d(w−1
α , w−1

β ) = 1− 0.5w−1
β − 0.4w−1

α − 0.3w−1
α w−1

β − 0.2w−2
α − 0.1w−2

α w−1
β (18)

where α = β = 0.5.
To solve this problem, we can use Algorithm 1 based on parallel algorithm

presented in paper [10]. In the first step we write the following initial conditions:

– number of colours in digraphs: colours = 3;
– monomials: M1 = 0.5w−1

β , M2 = 0.4w−1
α , M3 = 0.3w−1

α w−1
β , M4 = 0.2w−2

α ,

M5 = 0.1w−2
α w−1

β .

In the first step, we determine all possible realisations of the monomial M1

(Figure 1). In the same way we follow with the monomials M2 (Figure 2), M3

(Figure 3), M4 (Figure 4) and M5 (Figure 5).

Remark 3. Aside from a number of possible combinations of monomial reali-
sations, there is a number of variants of possible adding sub-digraphs. First
monomial of the same size as the size of digraphs representing polynomial reali-
sation will always have only 1 variant, as each other variant can be obtained by
re enumerating vertices. For each other monomial realisation, there is a number
of variants represented by the equation variants =

∏n−1
i=0 (m− i), where: n is

the size of sub-graph, and m is the size of polynomial digraphs realisation.
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1 2w(1, 1)w−1
β

(a)

1 2 w(2, 2)w−1
β

(b)

Fig. 1. D(3) digraphs with all possible minimal realisations of the monomial M1

1 2w(1, 1)w−1
α

(a)

1 2 w(2, 2)w−1
α

(b)

Fig. 2. D(3) digraphs with all possible minimal realisations of the monomial M2

1 2w(1, 1)w−1
α w−1

β 1

(a)

2 w(2, 2)w−1
α w−1

β

(b)

1 2

w(1, 2)w−1
α

w(2, 1)w−1
α w−1

β

(c) (d)

Fig. 3. D(3) digraphs with all possible minimal realisations of the monomial M3

1 2

w(1, 2)w−1
α

w(2, 1)w−1
α

Fig. 4. D(3) digraphs with all possible minimal realisations of the monomial M4

1 2

w(1, 2)w−1
α

w(2, 1)w−1
α w−1

β

(a) (b)

Fig. 5. D(3) digraphs with all possible minimal realisations of the monomial M5

Subsequently, we determine all combinations of the digraph monomial repre-
sentation and write matrices: Ak, k = 0, 1, 2. In the defined problem we assume
that dimension of the state matrices must be the minimal among possible. Tak-
ing into account this condition we have 16 (variants = 2 · 2 · 4 · 1) possible
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minimal polynomial realisations consisting of two vertices each. In the described
example, we have only 4 minimal realisations which met our assumptions arisen
from Theorem 2:

– Realisation 1 - consists of the following digraphs: Figure 1(a), 2(a), 3(a), 4
and 5(a);

– Realisation 2 - consists of the following digraphs: Figure 1(a), 2(a), 3(a), 4
and 5(b);

– Realisation 3 - consists of the following digraphs: Figure 1(b), 2(b), 3(b), 4
and 5(a);

– Realisation 4 - consists of the following digraphs: Figure 1(b), 2(b), 3(b), 4
and 5(b);

Consider the following two possible realisations. Realisation presented in Fig-
ure 6 consists of the following digraphs: Figure 1(a), 2(b), 3(b), 4 and 5. Using
Theorem 2, we check the conditions:

– The coefficients of the characteristic polynomial (18) satisfy (16). The con-
dition (C1) is satisfied.

– The obtained digraphs presented in Figure 6 do not have additional cycles.
The condition (C2) is satisfied.

– To verify this condition, we must compare sets A and B corresponding to
representation of simple monomial digraphs (we compare digraphs from Fig-
ures 1(a), 2(b), 3(b), 4 and 5). In this situation, we do not obtain intersection
of sets. Described realisation does not satisfy the condition (C3).

Fig. 6. Digraphs D(3) representing minimal realisation not satisfying Theorem 2

As the third condition is not satisfied, digraphs presented in Figure 6 are a wrong
realisation of the polynomial (18).

The realisation presented in Figure 7 consists of the following digraphs: Figure
1(b), 2(b), 3(b), 4 and 5. Using Theorem 2, we check the conditions:

– The coefficients of the characteristic polynomial (18) satisfy the condition
(16). The Condition (C1) is satisfied.

– The obtained digraphs presented in Figure 6 do not have additional cycles.
The Condition (C2) is satisfied.
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– To verify this condition, we must compare sets A and B corresponding to
representation of simple monomial digraphs (we compare digraphs from Fig-
ures 1(b), 2(b), 3(b), 4 and 5). In this situation we obtain intersection of sets
in form of the vertex with number 2. Described realisation satisfies the
Condition (C3).

From digraphs we can write set of the equations

w(2, 2)A1 = 0.4, w(2, 2)A2 = 0.5 w(2, 2)A0 = 0.3

w(1, 2)A1 · w(2, 1)A1 = 0.2,

w(1, 2)A0 · w(2, 1)A1 = 0.1.

After solving them, we obtain weight coefficients, and we can write state matri-
ces:

A0 =

[
0 0

w(1, 2)A0 w(2, 2)A0

]
=

[
0 0
0.1 0.3

]
,

A1 =

[
0 w(2, 1)A1

w(1, 2)A1 w(2, 2)A1

]
=

[
0 1
0.2 0.4

]
, (19)

A2 =

[
0 0
0 w(2, 2)A2

]
=

[
0 0
0 0.5

]
.

Fig. 7. Digraphs D(3) representing minimal realisation satisfying Theorem 2

In the last step, using (14) and (19) we can determine state matrices corre-
sponding to the Roesser model (1a)–(1b) in the form:

Aα =

[
0 1
0.2 0.4

]
,Aβ =

[
0 0
0 0.5

]
,A12 =

[
1 0
0 1

]
,A21 =

[
0 0.5
0.1 0.5

]
. (20)

4 Concluding Remarks

The paper includes a simple method based on digraph theory to determine min-
imal realisation of the characteristic polynomial of a positive two-dimensional
fractional system describe by the Roesser model. By using this method, a fast
algorithm for determination of all possible realisations of the characteristic poly-
nomial was constructed. The effectiveness of the procedure has been illustrated
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by a numerical example. Currently, the method of determining a positive poly-
nomial realisation using GPU units and digraphs methods is being implemented
in the memory-efficient way. At the same time, we are working on extension of
the presented algorithm to solve realisation problems.
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Abstract. This paper proposes a set of modifications to the algorithm
proposed earlier, that finds a complete set of minimal solutions for the
characteristic polynomial on basis of digraphs theory and parallel compu-
tation. Changes proposed allow for parallelisation of previously sequen-
tial part of the algorithm, accurate estimation of number of solutions
created and speed-up of both parts of the algorithm. Reduction of al-
gorithm’s complexity is greatest for monomials consisting of only one
variable and for one-variable polynomial a complete set of minimal solu-
tions can be found as fast as in linearithmic time.

Keywords: digraphs, parallel computation, characteristic polynomial,
minimal realisation, positive systems.

1 Introduction

The realisation problem is a difficult task, that is solved commonly by the use of
a canonical form of the system [2, 14], i.e. constant matrix form, which satisfies
the system described by the transfer function. With the use of this form, we are
able to write only one realisation out of many solutions that exist. The use of
digraphs theory to the analysis of dynamical systems [6] is a new approach.

In this paper the set of n × m real matrices will be denoted by R
n×m and

R
n = R

n×1. If G = [gij ] is a matrix, we write G � 0 (matrix G is called strictly
positive), if gij > 0 for all i, j; G > 0 (matrix G is called positive), if gij > 0 for
all i, j; G � 0 (matrix G is called non-negative), if gij � 0 for all i, j. The set
of n ×m real matrices with non-negative entries wll be denoted by R

n×m
+ and

R
n
+ = R

n×1
+ . The n× n identity matrix will be denoted by In.

1.1 Realisation Problem

In this paper we will consider one-dimensional (1D) positive systems and two-
dimensional (2D) positive systems.
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Let be given discrete one-dimensional system described by the equations:

xi+1 = Ax1 +Bui, (1)

yi = Cxi +Dui,

where xi ∈ R
n is state vector in i ∈ Z+, ui ∈ R

m is input vector, yi ∈ R
p

is output vector, A ∈ R
n×n, B ∈ R

n×m, C ∈ R
p×n, D ∈ R

p×m. Boundary
condition for model (1) has the form: x0 ∈ R

n [13].

Theorem 1. The model (1) is internally positive if and only if

A ∈ R
n×n
+ , B ∈ R

n×m
+ , C ∈ R

p×n
+ , D ∈ R

p×m
+ . (2)

The transfer matrix T (z) ∈ R
p×m
+ of the system (1) is given by

T(z) = C
[
Inz −A

]−1

B+D =
N(z)

d(z)
∈ R

p×m(z). (3)

Consider the two-dimensional (2D) second Fornasini-Marchesini [4] model de-
scribed by the equations:

xi+1,j+1 = A1xi+1,j +A2xi,j+1 +B1ui+1,j +B2ui,j+1, (4)

yij = Cxij +Duij .

where xij ∈ R
n, uij ∈ R

m and yij ∈ R
p are state, input and output vectors,

respectively at the point (i, j), and Ak ∈ R
n×n, Bk ∈ R

n×m, k = 0, 1, 2, C ∈
R

p×n, D ∈ R
p×m and xi0 ∈ R

n
+, i ∈ Z+, x0j ∈ R

n
+, j ∈ Z+ [15].

Theorem 2. The second Fornasini-Marchesini model (4) is internally positive
if and only if

Ak ∈ R
n×n
+ , Bk ∈ R

n×m
+ , k = 1, 2, C ∈ R

p×n
+ , D ∈ R

p×m
+ .

The proof of the Theorem 1 and Theorem 2 is given in [14].
The transfer matrix T (z1, z2) ∈ R

p×m
+ of the second Fornasini-Marchesini

model (4) is given by:

T (z1, z2) = C [Iz1z2 −A1z1 −A2z2]
−1 (B1z1 +B2z2) +D (5)

=
CAdjH(z1, z2) (B1z1 +B2z2)

detH(z1, z2)
+D =

N(z1, z2)

d(z1, z2)
+D.

For a one-dimensional system, the characteristic polynomial consists of one
variable: s if we have a continuous time system or z if we have a discrete time
system. For the discrete time system described by the equation (1), we have the
following characteristic polynomial:

d(z) = det [Inz −A] = zn − dn−1z
n−1 − dn−2z

n−2 − . . .− d2z
2 − d1z − d0 (6)
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For a two-dimensional system, the characteristic polynomial consists of two vari-
ables: z1 and z2 if we have a discrete time system; s1 and s2 if we have a contin-
uous time system. For the discrete time system described by the equation (4),
we have the following characteristic polynomial:

d(z1, z2) = det [Iz1z2 −A1z −Az2] = zn1 z
n
2 −

n∑
i=0

n∑
j=0

dijz
i
1z

j
2 = (7)

= zn1 z
n
2 − dn−1,nz

n−1
1 zn2 − dn,n−1z

n
1 z

n−1
2 − · · · − d10z1 − d01z2 − d00

for n � i + j � 2n− 1 and i, j = 0, 1, . . . , n.
For the one-dimensional system described by the equation (1) multiplying

nominator and denominator by z−n, we can rewrite the characteristic polynomial
(6) in the following form:

d
(
z−1

)
= 1− dn−1z

−1 − dn−2z
−2 − . . . d2z

2−nd1z
1−n − d0z

−n. (8)

For the two-dimensional system described by the equation (4) multiplying
nominator and denominator by z−n

1 z−n
2 , we can rewrite the characteristic poly-

nomial (7) in the following form:

d
(
z−1
1 , z−1

2

)
= 1− dn−1,nz

−1
1 − dn,n−1z

−1
2 − · · · − (9)

d10z
1−n
1 z−n

2 − d01z
−n
1 z1−n

2 − d00z
−n
1 z−n

2 .

1.2 Digraphs

A directed graph (called also digraph) D consists of a non-empty finite set V(D)
of elements called vertices and a finite set A(D) of ordered pairs of distinct
vertices called arcs. We call V(D) the vertex set and A(D) the arc set of D. The
order of D is the number of vertices in D. The size of D is the number of arc in
D. For an arc (v1, v2), the first vertex v1 is its tail and the second vertex v2 is
its head. More information about digraph theory is given in [1, 16].

Example 1. The digraph D in Figure 1 has order V(D) = {v1, v2, v3} equal to 3
and size A(D) = {(v1, v2), (v2, v3), (v3, v1), (v3, v2), (v2, v2)} equal to 5.

v1 v2 v3

Fig. 1. A digraph D

A two-dimensional digraphs D(2) is a directed graph with two types of arcs
and input flows. For the first time, this type of digraph was presented in [5, 6].
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Definition 1. A two-dimensional digraph D(2) is sextuple (s, V,A1,A2,B1,B2)
where s is the source, V = {v1, v2, . . . vn} is the set of vertices, A1 and A2are
subsets of V × V whose elements are called A1-arcs and A2-arcs respectively,
meanwhile B1 and B2are subsets of s × V whose elements are called B1-arcs
and B2-arcs respectively.[6]

2 State-of-the-Art

There are some solutions for the problem of determination of entries of the state
matrices A1 and A2, . . . , Ak for a given characteristic polynomial. Most of them
are based on usage of the canonical forms of the system [2, 14], i.e. constant
matrix form, which satisfies the system described by the transfer function. With
the use of this form, we are able to write only one realisation of the system. Due
to the complexity of the problem, such solutions are incapable of finding a set
of all possible realisations for a given characteristic polynomial. Based on the
multi-dimensional D(n) digraphs theory, a method that finds sets of solutions,
which in addition are minimal, was proposed. First proposition of such method
was given in [8] and [9], but the proposed method was only theoretical and
extensive testing shown that it was not feasible for practical implementation as
the problem of finding all possible realisations of a given polynomial is of such
complexity that it cannot be solved in a reasonable time even by a brute-force
GPGPU method [7].

In [7] and [11] an improved version of the algorithm was proposed. It creates
digraphs for all monomials in the characteristic polynomial, then joins them by
the use of a disjoint union to create all possible variants of digraphs representing
polynomial realisation. The algorithm uses growth and prune steps to eliminate
redundant solutions before the main computational step. The first part of the al-
gorithm (growth and prune) is sequential, while polynomial digraphs realisations
are computed during parallel part of the algorithm on multiple CUDA kernels.

The proposed method finds state matrix A for 1D systems and state matrices
A1 and A2 for 2D systems using decomposition of the characteristic polyno-
mials (6) and (7) respectively. In the first step, we decompose a polynomial
into a set of simple monomials. For each simple monomial, we create digraphs
representations. Then we can determine all possible characteristic polynomial
realisations using all combinations of the digraphs monomial representations.
Finally, we combine received digraphs in one digraphs which is corresponding to
a characteristic polynomial.

Remark 1. In [10] there is proposed an extension of the method for fractional
positive systems in which state matrices Aα, Aβ , A12 and A21 are used. Most
of optimisation solutions proposed in this paper work also for fractional two-
dimensional positive problems proposed in [10].

Theorem 3. There exist positive state matrices of the discrete time linear sys-
tem corresponding to the characteristic polynomial if
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(C1) the coefficients of the characteristic polynomial

ai1i2...ij � 0, for j = 1, 2 . . . ,∞, an1,n2,...,nj = 1; (10)

(C2) the obtained digraph does not have additional cycles;
(C3) the set A and B corresponding to two multidimensional digraphs are
not disjoint.

Proof for the Theorem 3 is presented in [11].
Recurrent function forms the core of growth part of the algorithm. It is exe-

cuted for all possible combinations of monomial realisations for a given sub-graph
size and number of colours. Some of the realisations obtained can be redundant
and they will be removed by prune step of the algorithm. To achieve it fast,
the algorithm checks control sums (hashes) that are unique – if two solutions
have the same control sum, one is redundant as it can be obtained by classical
shifting of rows and/or columns. A complete algorithm along with comprehen-
sive explanation is presented in [11]. After creating and checking all monomial
realisations, the algorithm creates all possible combinations of polynomial real-
isations by means of a disjoint union as proposed in [7]. Each possible combina-
tion is assigned to separate CUDA kernel on GPU for parallel computation. As
each monomial is realised on sub-graph, for sub-graphs with size lower than the
size of polynomial graph there are different possible variants of placement of a
monomial (as explained in Remark 2).

Remark 2. Aside from a number of possible combinations of monomial realisa-
tions there is a number of variants of possible adding sub-digraphs. First mono-
mial of the same size as the size of digraphs representing polynomial realisation
will always have only 1 variant, as each other variant can be obtained by re
enumerating vertices. For each other monomial realisation, there is a number of
variants represented by the equation

variants =

n−1∏
i=0

(m− i), (11)

where: n is the size of sub-graph, and m is the size of the polynomial digraphs
realisation.

2.1 Complexity of the Problem

As many graph problems (like orientation, coverage, colouring, decomposition,
disjunction, connection and finding both the shortest paths and cycles) are pro-
posed or proven as NP-complete or NP-hard for 1D undirected graphs [1] and as
method of creating digraphs realisations for characteristic polynomial includes
many such operations, it is also a NP-hard problem. It can be assumed that its
computational complexity will be very high as the proposed solution is based
on operating on arbitrary multi-dimensional digraphs, making it more compli-
cated than 1D undirected graphs and in [12] it is conjectured that for many
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NP-complete problems there are no solutions that are capable of solving the
problem under exponential time, and all well-known algorithms have at least ex-
ponential computational complexity. Because of the complexity of the proposed
problem, there is a constant need of optimisation.

2.2 Complexity of the Algorithm

Sequential part (growth and prune steps, creation of monomial digraphs) of
the algorithm creates a number of solutions that form a multiset permutation
represented by the following equation:

s =

(
m− 1

(x1 − 1), x2, . . . , xc

)
=

(m− 1)!

(x1 − 1)!x2! . . . xc!
, (12)

where xi represents number of occurrences of i-th colour in monomial and
x1 + x2 + . . . + xc = m. In equation (12) decrementation of x1 and m rep-
resents reduction of the number of the possible solutions by a fixed first choice
as described in [3]. Sequential part of the algorithm needs

n[c2(m− 1) + (m− 1)(s log s+m)] (13)

operations, where n is the number of monomials in polynomial.
In the worst-case scenario we can estimate computational complexity of the

algorithm as:
n(V − 1)(V 2 + (V − 1)! log(V − 1)! + V ), (14)

so sequential part’s computational complexity is factorial and can be presented
as T(V) = O(V !) in big O notation.

Parallel part of the algorithm is executed on

n∏
1

(s ∗
m∏
i=0

(V − i)) (15)

kernels, where the number of solutions s is greatly reduced from the number
presented in equation (12) by pruning, which is heavily dependent on xi (where
i = 1, . . . , c). Each kernel is performing

V (n(m+ V )) + V 2 +m logm+ V logV n (16)

operations. In the worst-case scenario parallel part’s computational complexity
can be presented as T(V) = O(V logV n), which makes parallel part solvable in
linearithmic time, if there are enough kernels available.

3 Realisations Optimisation

As for larger polynomials, the number of kernels needed is greater than even
an outfit of dedicated GPUs can provide. The reduction of kernels results in
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the reduction of time needed for a parallel part (as when the number of threads
executed is greater than the number of kernels on GPU, they need to be buffered
and executed in batches – so if for example the number of threads exceeds 10
times the number of kernels available, the parallel part’s computational time will
increase by an order of magnitude).

In the algorithm proposed in [11] first optimisations were performed in form
of growth / prune steps, which restrict the number of solutions that are fully
created and tested and in creating fixed solution start, which reduces the number
of solutions created m

x1
times, as can be seen in equation (12).

Candidate Growth and Pruning. Sequential part of the proposed algorithm
can be optimised in three ways: optimisation of the growth step, optimisation
of the prune step and parallelisation of the sequential part of the algorithm. To
achieve a maximal reduction of the algorithm’s complexity, modifications based
on all three methods proposed are presented below.

Parallelisation. For optimisation purposes it is important to be able to deter-
mine number of solutions that are created after the prune step of the algorithm,
as it allows us to prepare number of kernels for each monomial in advance and
it is essential for full parallelism of the algorithm.

Theorem 4. There exist

p =

(
m− 1

x1, x2, . . . , xc

)
=

(m− 1)!

x1!x2! . . . xc!
, (17)

possible distinct digraphs solutions for given monomial, where xi represents num-
ber of occurrences of i-th variable in monomial and x1 + x2 + . . .+ xc = m.

Proof. Number of distinct digraphs solutions is the same problem as determina-
tion of arrangement of n distinct objects along a fixed circle. As we have more
than one variable, it is a case of a multi-set permutation which gives

n!

m1!m2! . . .ml!

solutions. As the permutation is cyclic, n! is reduced to (n− 1)! as the circle can
be rotated [3].

Remark 3. Circle rotation used for digraphs representations of polynomials is
synonymous with swapping columns / rows of A matrix that is used in the
control theory.

When we know the characteristic polynomial, we can determine at the start of the
algorithm the number of solutions generated during the growth step (described
by equation (12)) and the number of solutions generated after the prune step (de-
scribed by equation (17)) for each of themonomials.With such information, we can
compute different monomials that the characteristic polynomial consists of simul-
taneously by assigning each to a kernel block of precalculated size and preparing
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memory blocks for each of the final solutions, which can be calculated indepen-
dently of others, without incurring the synchronisation problem.

Omitting Prune Step. In [11] it was noted, based on experimental results,
that for worst-case scenarios, when x1 = x2 = . . . = xc = 1, the number of
solutions created during growth step was always minimal. This quality can be
proven as for such case equation (12) takes the form

s =

(
m− 1

1, 1, . . . , 1

)
=

(m− 1)!

1!1! . . . 1!
= (m− 1)!, (18)

which is synonymous with the number of solutions generated by cyclic permu-
tation on fixed circle (and so is identical to the number of solutions generated
after the prune step). In such cases, prune step can be omitted, which offsets
additional computational complexity of such scenario.

Fixed Start Change. Introduction of fixed start in [11] allowed to reduce the
number of redundant solutions created by m

x1
as mentioned earlier. But it is not

the best solution, as will be shown in a simple example below.

Example 2. Lets take two monomials, z−1
1 z−2

2 and z−2
1 z−1

2 . For the first one
growth and prune steps will generate

s =

(
m− 1

(x1 − 1), x2

)
=

(3− 1)!

(1 − 1)!2!
= 1; p =

(
m− 1

x1, x2

)
=

(3 − 1)!

1!2!
= 1

solutions and for the second one

s =

(
m− 1

(x1 − 1), x2

)
=

(3− 1)!

(2− 1)!1!
= 2; p =

(
m− 1

x1, x2

)
=

(3− 1)!

2!1!
= 1.

First results are clearly better than the second, as we do not generate a re-
dundant candidate in the growth step. And it can be achieved for the second
monomial just by swapping x1 and x2. To generate a minimal number of redun-
dant solutions during the growth step, we need to minimise s. That means we
need to maximise the denominator, and to do this we need to choose as a fixed
start (and decrease it by one) the variable that is minimal.

Complexity. These modifications will change the number of operations required
for full candidate generation presented for the original algorithm in equation (13)
to

c2(m− 1) + (m− 1)(s log s+m) (19)

in case when enough kernels are available for full paralellisation of the part and

c2(m− 1) (20)

for x1 = x2 = . . . = xc = 1 scenarios, while parallel part of the algorithm will
be executed on

n∏
1

(
(m− 1)!

x1!x2! . . . xc!
∗

m∏
i=0

(V − i)) (21)
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kernels. Algorithm will retain the factorial complexity (T(V) = O(V !)), but will
work much faster for previous worst-case scenario (as seen on equation (20)) and
at least 2n times faster for all other scenarios.

3.1 One Variable Monomials

Growth / Prune Steps. For monomials consisting of only one variable (for
example z−1

1 or s−3) we can perform some additional optimisation of the algo-
rithm to reduce the number of operations performed, as for 1D monomials (and
polynomials) some steps of the algorithm are undue. First modification consist
in the removal of both growth and prune steps for each one variable monomial,
as in such cases there exists only one solution, as equation (12) for 1D monomials
takes the form:

s =

(
m− 1

x1 − 1

)
=

(m− 1)!

(x1 − 1)!
, (22)

and as x1 = m there always exists only one possible distinct solution (but many
possible variants of placement of it on polynomial digraphs).

Reduction of Number of Variants. The number of variants (possible place-
ments) is lower for 1D monomials, as for such monomials there are generated vari-
ants that are not distinct (as (v1, v2)(v2, v1) cycle is identical to (v1, v2)(v2, v1)
cycle). Modification of the algorithm will change the equation (11) into:

variants =
1

n

n−1∏
i=0

(m− i), (23)

reducing number of variants and number of polynomial digraphs representations.

Complexity. For polynomial consisting only of 1D monomials, equation (13)
will take the form

(m− 1), (24)

greatly reducing computational complexity of the first part of the algorithm from
factorial to linear. While the second part will retain linearithmic complexity, the
number of kernels needed to run the algorithm efficiently will be reduced

n∑
i=0

ni ∗ (m− 1)!

(x1 − 1)!x2! . . . xc!
(25)

times, where n is the number of monomials and ni is the size of i− th monomial.

4 Concluding Remarks

Modifications proposed in this article allow the parallelisation of the growth/
prune part of the algorithm, due to the ability to accurately estimate the num-
ber of solutions created after pruning, and make algorithm perform much faster,
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especially for characteristic polynomials of type which so far was the most prob-
lematic. Despite that, due to the complexity of the problem, the algorithm still
retains very high computational complexity, but for some types of characteristic
polynomials (especially 1D polynomials) complete set of minimal solutions can
be found faster (as fast as in linearithmic time).

There is a need for further optimisation, both to reduce the complexity of the
parallel part of the algorithm and of the growth/prune part. The second one can
be done by adaptation of some kind of algorithm that will find only the results
now obtained after the prune part, without the generation of undue solutions
and loss of time needed for candidate testing. Adaptation of necklaces genera-
tion algorithms seems a viable solution, but additional work and experimental
evaluation of such solutions are needed.
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Abstract. The paper presents a design of test stand designed for thrust propel-
lers measurements. There are shown results of the thrust for different propel-
lers. The study thrust was made for six different propellers. Propellers differed 
in terms of diameter, pitch and material. For all of propellers used was the same 
drive and the same control parameters (voltage, current). During thrust meas-
urements HBM force sensor was used. The propeller drive BLDC motor was 
used, which was controlled by a system of dSPACE. The following paper 
analyses indicates that propeller diameter is its most important parameter and in 
some range thrust is proportional to diameter. 

Keywords: propeller, thrust, BLDC motor, balance of propeller, dSPACE. 

1 Introduction 

Propellers are one of the most important components in rotors design, which are used 
in aircrafts, helicopters, hovercrafts and other similar vehicles. Last two decades sig-
nificant growth of military and civilian use of unmanned vehicles can be noticed. In a 
group of UAVs (Unmanned Aerial Vehicle) few remote controlled structures can be 
mentioned: quadrocopters (four rotors), hexacopters (six rotors) and so on or mini 
helicopters and UAVs with co-axial rotor system [1]. Most common name for these 
objects are drone [2]. It is well known that these devices can be successfully used in 
areas where man is in not able to operate, they can be used as rescue, support or postal 
vehicles. What is more, these vehicles do not need runway and special techniques for 
landing [3]. On the other hand main disadvantage of drones is high power consump-
tion, which leads in length and time of flight. Therefore that drive system should be 
optimized. 

Most frequent rotor drive in these vehicles is based on BLDC (Brush Less Direct 
Current) motors where rotational speed is set by PWM signal (Pulse Width Modula-
tion). Referring to the literature few different methods for propeller thrust measure-
ment can be found. In paper [2] authors show results for lift force in relation with 
pulse width of PWM signal, but without experimental setup configuration. Interesting 
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method is presented in [4], where examined rotor is fixed to laboratory weight. Ad-
vanced experiments with wind tunnel are presented in [5]. Also simulations of propel-
ler BLDC motor system are performed [6]. 

In this publication Authors built test rig for different propellers examinations to in-
dicate which are the best. Reason for these studies is that horizontal rotor vehicles 
(different kind of copters), do not have lifting surface as wings in airplanes[7] 
whereby examinations for propellers are need. 

2 The Experimental Setup 

Test stand for thrust of propeller examination is 
presented in Fig. 3. The test stand consists: PC 
computer with Matlab-Simulink and dSPACE Con-
trol Desk (no. 15), which was used as control sys-
tem for setting of PWM signal width (no. 9). 
BLDC motor (iPower iBM2212 Q, no. 2), was 
connected with ESC 20A controller (no. 13), which 
was powered by two laboratory DC power sources 
with range: 0‒12 V, 0‒10 A (no. 10). Parameters 
examined of BLDC (Fig. 1.), motor are placed in 
Table 1. 

Table 1. Parameters of BLDC motor 

Current max [A] Supply voltage max [V] Power max [W] Mass [g] 

12.2 14.8 135 77 

Table 2. The list of examined propellers 

Ordinal Diameter [inch] Pitch [inch] Material Blades 

1 6 4 Plastic 3 

2 8 6 Plastic 3 

3 8 6 Plastic 2 

4 10 6 Plastic 2 

5 11 4 Wood 2 

6 13 4.5 Plastic 2 

ESC 20A controller was receiving PWM signal generated by dSPACE RapidPro 
system with filling range from 1 to 2 ms (no. 11). Frame (no. 5), was connected with 
base (no. 8), by means of screws. Movable frame (no. 4), was supported on roller 
bearings which provided free angular movements (no. 12). On the opposite side of 
BLDC motor steel plates for counterbalance were bolted (no. 3). Thus that solution  
 

Fig. 1. iPower BLDC motor 
(http://www.iflight-rc.com) 
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steel cable (no. 6) was pretensioned while rotor was not rotating, as a result measure-
ment was free of backlash. Cable was a connector between frame and HBM U9N 
force transducer (no. 7), which was fixed to the base. Values of thrust force were 
displayed on measuring amplifier display HBM (no. 14). Parameters of tested propel-
lers (no. 1) are placed in Table 2. 

 

Fig. 2. Test stand configuration and schematic diagram 

For propellers survey few copies were selected from group for hobby applications. 
Plastic propellers were made in injection moulding machine and delivered without 
final mechanical processing. Imperfections of molded propeller result in imbalance. 
Balancing is performed on special balancer (Fig. 3). The propeller is mounted on the 
pin (no. 2), and immobilized by two conical holders (no. 3). Pin is located between 
two permanent magnets (no. 1), with the possibility of free rotation. The next step is 
to set the propeller in a horizontal position. If the propeller remains in this position 
that means it  is balanced properly. If it swings from the horizontal position it should 
be sanded of the surface so the propeller to the horizontal position it maintained. 
 

 

Fig. 3. Balancer for propeller (left), propeller before balancing (top) and the balance (bottom) 
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3 Experimental Results 

Results for different propellers are shown in Fig. 4. Thrust is not proportional to pulse 
width of PWM signal for all tested propellers. Thrust variations for propeller 8×6 – 
3 blades and 8×6 – 2 blades are similar. It indicates that number of blades does not 
have significant influence on the thrust. For smaller pulse width of PWM signal (up to 
1.2 ms) the thrust for all tested propellers does not differ much. For maximum pulse 
width of PWM signal it can be seen large changes thrust for each propellers. In-
creased rotational speeds of propellers results in bigger differences in thrust values. 
Maximum recorded thrust at maximum rotational speed (actually maximum pulse 
width), is for propeller 13×4.5 – 2 blades and equals 7 N. Minimum thrust for maxi-
mum pulse width is obtained for propeller 6×4 – 3 blades, which is about 1.2 N. Di-
ameter of propeller has the biggest influence on propeller thrust value. It is important 
to obtain highest available thrust and pitch. Comparison between propeller 8×6 – 
2 blades and propeller 10×6 – 2 blades shows that thrust for propeller 10×6 – 2 blades 
is twice larger than 8×6 – 2 blades one. For the first one thrust is equal approximately 
6 N and for the second one is equal approximately 3 N.  

 

Fig. 4. Thrust of different propellers vs. filling PMW signal (legend: propeller size [inch], blades) 

4 Discussion 

In the Fig. 5 and 6 authors presented change of the thrusts for maximum set rotational 
speed, for chosen propellers. Noticeable is that for propellers with diameters smaller 
than 10 in, the thrust value changes proportionally to the diameter – see Fig. 5. Com-
paring almost all propellers in the Fig. 6 it can be seen that for diameters greater than 
10 in the thrust change rate is smaller and decreases. The both variations could be 
approximated with accordingly linear and cubic functions. 
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Abstract. Control software performs important roles in various
branches of industry. Its complexity and importance are still growing,
thus it is crucial to provide engineers with new methods to improve
its quality. One of possible solutions is modeling, which could be in-
troduced into the overall development process. The paper proposes an
approach to modeling of requirements dedicated to control systems de-
veloped according to the IEC 61131-3 standard. Such a solution supports
four kinds of requirements. The first group specifies expected behavior of
Program Organization Units (POUs, namely programs, function blocks,
functions, and classes). The other two present performance requirements
oriented towards POU execution and communication between devices in
Distributed Control Systems (DCSs). The last type is dedicated to dis-
plays in a Human-Machine Interface (HMI) and specifies their expected
operation. The proposed approach has been introduced in the CPDev
engineering environment for programming various kinds of controllers.

Keywords: control software, IEC 61131-3, modeling, requirements.

1 Introduction

Control systems often perform important roles in industry. Such systems have
been used for many years, however, their size, complexity, and importance are
still growing [1]. There are several factors that cause this progress. For example,
many hardware-based solutions are replaced by their software versions [2], which
simplifies configuration. Such a benefit is important, because created systems
should be easy to modify after changed requirements, hardware, processes, or
features [3,4]. An impact on complexity is also caused by replacing centralized
systems by distributed intelligent ones [5]. What is more, control software should
be characterized by reliability, availability, maintenance, safety, and security [6].

The above reasons cause that it is necessary to provide engineers with de-
velopment processes that simplify software creation and allow to improve its
quality. Despite this fact, the current methods of control software development
contain stages that are performed in an ineffective way and could cause problems
[6]. One of possible solutions is to increase the abstraction level by introducing

c© Springer International Publishing Switzerland 2015 91
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the Model-Driven Development (MDD) paradigm. It could allow to find errors
earlier, decrease costs and development time [7], as well as automatically gen-
erate implementation or its parts. The modeling of software is performed using
available modeling languages, such as Unified Modeling Language (UML) [8] or
Systems Modeling Language (SysML) [9]. The model could present various as-
pects of the system, including its structure, behavior, and requirements. Each of
them is a complex topic, but this paper is focused on the latter.

Requirements specify expectations that should be met by the created system.
They can be divided into two groups, namely functional and non-functional.
The first defines a way how the system should operate, while the other specifies
additional properties, such as performance or usability.

In the paper, the approach to modeling of requirements is presented. Such
a solution uses the SysML graphical modeling language and could be integrated
with the overall MDD process. First of all, it allows to specify functional require-
ments regarding behavior of particular software units, namely Program Organi-
zation Units (POUs, i.e. programs, function blocks, functions, and classes) from
the worldwide IEC 61131-3 standard [10]. The approach also supports modeling
of non-functional performance requirements for POU execution and communi-
cation between devices in a Distributed Control System (DCS). What is more,
requirements for displays of Human-Machine Interface (HMI) are allowed.

The paper is organized as follows. Sec. 2 briefly presents related work in the
area of MDD-based processes for control software. To make understanding of the
proposed approach easier, Sec. 3 describes the running example shown in the fol-
lowing sections. Sec. 4 explains basic concepts regarding the proposed approach,
together with two modeling rules. The next three parts describe particular re-
quirements, namely POU functional (Sec. 5), POU performance (Sec. 6.1), com-
munication performance (Sec. 6.2), as well as related to HMI displays (Sec. 7).

2 Related Work

Many researchers are interested in the topic of control software modeling. Various
languages and methods are used for this purpose. Some of them also support
modeling of requirements. In this section, a brief information about related work
is presented, focused on MDD-based approaches for control systems.

Hastbacka et al. [6] present an approach to improve the modeling phase. It
uses a dedicated UML profile and contains a few steps, such as requirement speci-
fication, functional design, platform-dependent modeling, and conversion into an
executable application. The requirements are modeled using a set of stereotypes
that are generalized by «automationRequirement», such as «instrumentationRe-
quirement», «controlFunctionRequirement», and «safetyRequirement». The au-
thors also mention a possibility of importing requirements from other sources,
such as Piping and Instrumentation Diagrams (P&IDs) and spreadsheets.

Other works cover the topic of MDD-based processes for control software as
well. Thramboulidis et al. [11] show the component-based approach for the Model
Integrated Mechatronix, which is dedicated to DCSs based on the IEC 61499
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standard [12]. It supports generation of implementation models for various exe-
cution platforms in an automatic way. In another paper, Zaeh and Poernbacher
[13] show the MDD process for developing software for machine tools, including
modeling of a system structure and behavior. The interesting approach is also
proposed by Laleau et al. [14] who extend the SysML language with concepts
from the Knowledge Acquisition in autOmated Specification (KAOS) method
for the goal-oriented requirements modeling.

3 Running Example and Supporting Environment

To make understanding of the proposed approach easier, the running example,
based on a simplified version from [15], is used in this paper. It represents a simple
system that operates on a parking lot with two gates – entrance and exit (Fig. 1).
The ticket machine, with the button to print a ticket, is located next to the
entrance gate. Similarly, the sentry box for the parking lot service is placed next
to the exit gate. When a car is detected next to the entrance gate and the button
is pushed, the gate should be open. It should be close if a car is not detected
next to the gate for at least 5 seconds. Regarding the exit gate, it should be open
when a car is detected next to the gate and the button is pressed in the sentry
box. Such a gate should close if a car is no longer detected for at least 5 seconds.

The proposed SysML-based modeling approach has been introduced into the
CPDev engineering environment1 [16]. Such a solution is created in the Depart-
ment of Computer and Control Engineering at Rzeszow University of Technol-
ogy (Poland). It allows to program various kinds of controllers and DCSs in the
IEC 61131-3 languages. The environment supports modeling [17], a few test-
ing methods [18], creating multi-platform HMI [19], as well as simulation and
configuration. CPDev has both industrial and laboratory applications, including
the Mega-Guard Ship Automation and Navigation System (Praxis Automation
Technology B.V., the Netherlands)2. It is also used to program controllers from
LUMEL S.A. (Poland)3 and Nauka i Technika Sp. z o.o. (Poland)4 companies.

ticket machine sentry box

entrance gate exit gate

button button

car car

Fig. 1. Overview of the running example

1 http://cpdev.kia.prz.edu.pl/
2 http://www.praxis-automation.com/
3 http://www.lumel.com.pl/en/
4 http://www.nit.pl/

http://cpdev.kia.prz.edu.pl/
http://www.praxis-automation.com/
http://www.lumel.com.pl/en/
http://www.nit.pl/
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4 Requirements in IEC 61131-3 Control Systems

For the purpose of this paper, it is assumed that an IEC 61131-3 control sys-
tem consists of a set of resources (such as controllers), a set of tasks, a set of
Programs Organization Units (POUs, namely programs, function blocks, func-
tions, and classes) with control algorithms, as well as a Human-Machine Interface
(HMI) with a set of displays. Each element from such a system should meet par-
ticular requirements, either functional or non-functional. The proposed approach
to modeling supports POU functional requirements, POU performance require-
ments, communication performance requirements, as well as HMI requirements.

All supported kinds of requirements, both functional and non-functional, are
modeled according to the following modeling rule:

1. The model is placed on the requirement diagram from the SysML language.
Its name and location are specific to the requirement type (see Sec. 5–7).

2. The diagram contains at least one element representing a requirement,
marked with a stereotype extending «requirement» (Fig. 2, on the left).

3. A requirement name is specified as a name of a suitable «requirement»-
derived element. The name should briefly specify aim of the requirement.

4. Each requirement should have a unique identifier set as a value of the id
property. A format of this property is specific to the requirement type.

5. A content of the requirement is specified as a value of the text property.
6. The diagram contains exactly one top-level requirement. Its allocatedTo sec-

tion specifies the element for whom the requirement is defined.
7. The hierarchy of requirements is created by connecting suitable elements via

the containment relationship. The parent requirement is met only when all
subrequirements are satisfied.

As mentioned by Linhares et al. in [20], requirement diagrams from the SysML
language present data in an informal way, which makes verification of require-
ments more difficult, as well as could be ambiguous while browsing diagrams. To
solve this problem, the modeling approach proposed in this paper emphasizes a

Fig. 2. Available stereotypes for modeling of requirements and tests
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role of automated tests that verify requirements. It is assumed that passing all
tests assigned to a particular requirement means that such a requirement is suc-
cessfully verified. A set of tests is modeled on the same diagram as requirements,
according to the following modeling rule:

1. Each test is represented by a element with a stereotype extending «testCase»
(Fig. 2, on the right). Such a stereotype is specific to the requirement type.

2. A test name is specified by a name of a suitable «testCase» element.
3. Additional settings for a test are defined as values of properties in a «test-

Case»-derived element. Such properties are specific to the requirement type.
4. Tests are assigned to particular requirements by connecting «requirement»-

derived and «testCase»-derived blocks via the «verify» relationship. The
arrow should be directed towards a requirement.

The two above modeling rules contain two kinds of statements – general and
dependent on a requirement type. The latter are described in details in the
following sections of this paper, together with examples and explanations.

5 POU Functional Requirements

The functional requirements oriented towards POUs are the first type of require-
ments supported by the proposed approach. They specify how particular units
should operate in various circumstances. The requirements could define expected
behavior either in normal conditions, as well as in erroneous scenarios.

Modeling of POU functional requirements is performed according to the mod-
eling rule presented in Sec. 4. The diagram should be placed in the POU Require-
ments package. The diagram name should be set to a name of the unit. Require-
ments are represented by «functionalRequirement» elements, while an identifier
is provided in the format F.N[.N], where N is an integer number. Functional
requirements oriented towards POUs are verified by a set of unit tests. Each of
them is shown as a «unitTest» element with the kind property equal Textual to
indicate that tests are created in the CPTest+ test definition language [18].

A part of the POU functional requirements model for the running example is
presented in Fig. 3. It contains seven requirements in three-level hierarchy with
one top-level requirement (F.1 ). Each of them has a name, a description, and an
identifier. The requirements are verified by a set of unit tests. Exemplary three
tests for the ENTRANCE GATE OPENING requirement are shown in Fig. 3.

6 Performance Requirements

Apart from meeting functional requirements, control systems often need to com-
ply with non-functional ones, especially related to performance. The proposed
approach supports requirements related to performance of POU execution and
communication between devices in a DCS. Both topics are explained in the fol-
lowing part of this section.
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Fig. 3. Functional requirements for the GATE function block

6.1 POU Performance Requirements

Each POU from a control system may have performance restrictions that spec-
ify how much time could be spent on its execution. Such requirements should
be modeled in SysML and become a part of the overall system model. In the
proposed approach, performance requirements are modeled similarly to the func-
tional ones. The approach is based on the preliminary version presented in [21].

The diagram should be located in the POU Performance Requirements pack-
age. Its name should be set to a name of the unit. Requirements are represented
by «performanceRequirement» elements. An identifier of each of them should be
provided in the format PP.N[.N], where N is an integer number. The top-level re-
quirement should be allocated to a «program», «functionBlock», or «function»
block that represents a particular POU. Such requirements are verified using
a set of tests represented by «pouPerformanceTest» blocks. Each of them has
the three following properties to configure the test:

– mode – a test mode that specifies the way of calculating a test result, namely:
• Always – all results should be lower or equal to time to pass
• Average – an average value of results should not exceed time to pass

– time – the given time
– length – a length of the test
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The performance requirement PP.1 for the GATE function block from the
running example is presented in Fig. 4 (at the top). It specifies that the maximum
execution time should not exceed 15 ms, while the average value of results should
not be higher than 10 ms. The requirement is verified by two POU-oriented
performance tests, represented by «pouPerformanceTest» elements.

6.2 Communication Performance Requirements

Apart from checking performance requirements related to execution of POUs, it
is necessary to ensure that communication between devices in a DCS is performed
within the given time constraints. Such requirements should be defined in the
model and verified by a set of dedicated tests.

A way of modeling of communication performance requirements is similar to
POU performance ones and is based on the approach from [22]. The diagram
is placed in the package named Communication Performance Requirements. An
identifier of each requirement should be set to CP.N[.N], where N is an integer
number. The top-level requirement should be assigned to a «comTask» element
that represents a given communication task. Another stereotype is also used to
indicate a communication performance test – «comPerformanceTest». It con-
tains four properties to configure the test, namely check, mode, time, and length.
The first is set as Successful or Finished and indicates whether the correctness

Fig. 4. Performance requirements for the GATE function block (at the top) and the CT1
communication task (at the bottom)
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of communication transaction should be verified. The meaning of the remaining
three properties is the same as in case of POU performance tests.

It is assumed that the first communication task in the running example is
named CT1. It reads values from sensors by cyclical execution of a dedicated
communication transaction that uses one of available Modbus [23] functions.
The associated requirement (Fig. 4, at the bottom) indicates that the process of
reading data from sensors should never take more than 70 ms, while the average
value should not exceed 60 ms. Such a requirement is verified by two tests.

7 HMI Requirements

An HMI could be an integrated part of a control system, as explained in Sec. 4.
In the proposed approach, it is assumed that an HMI consists of a set of displays
together with additional programs preparing data for presentation. A way how
data are shown on displays should meet a set of requirements. They are modeled
in a similar way to other types of requirements mentioned in this paper.

A single diagram is created for each HMI display and is located in the HMI
Requirements package. The diagram name should be set to a display name.
Requirements are represented by «hmiRequirement» elements with identifiers
provided in the format H.N[.N], where N is an integer number. Verification of

Fig. 5. HMI requirements for the SYSTEM display in the operator interface



SysML Modeling of Functional and Non-functional Requirements 99

such requirements is performed using a set of dedicated tests, which are modeled
as «hmiTest» elements with names specifying the role of tests.

A part of the HMI requirements for the parking lot system from the run-
ning example is presented in Fig. 5. It contains nine requirements organized in
a three-level hierarchy. This set of requirements is dedicated to the SYSTEM dis-
play, as specified by allocation in the top-level requirement and by the diagram
name. Such requirements are verified using HMI tests. However, only one test is
presented on the diagram, namely TICKET NUMBER PRESENTATION.

8 Conclusion

The introduction of the MDD approach in a control software development pro-
cess could allow to move such a process into a higher level of abstraction, as
well as to increase the software quality. There are several elements that could be
modeled, including structure, behavior, and requirements. This paper is focused
on the latter and presents a way of modeling both functional and non-functional
requirements using requirement diagrams from the SysML graphical modeling
language with a set of dedicated stereotypes.

The proposed approach is based on two general modeling rules that spec-
ify a way of requirements and tests modeling. Such rules are particularized for
various requirement types, namely functional oriented towards POUs from IEC
61131-3 solutions, performance of POU execution and communication between
devices in DCSs, as well as related to HMI displays. Each requirement should be
verified by a set of tests, including unit, performance, and HMI ones. The pro-
posed modeling solution could be used in various SysML-based MDD processes,
as well as could be extended to support other kinds of requirements and tests.

The modeling functionalities have been introduced into the CPDev engineer-
ing environment for programming various kinds of controllers and DCSs.
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Abstract. The Weierstrass-Kronecker theorem on the decomposition of the 
regular pencil is extended to the fractional descriptor time-varying discrete-time 
linear systems. A method for computing the solutions of the fractional systems 
is proposed. Necessary and sufficient conditions for the positivity of the 
systems are established.  

Keywords: fractional, descriptor, time-varying, positive, discrete-time, 
solution. 

1 Introduction 

A dynamical system is called positive if its trajectory starting from any nonnegative 
initial condition state remains forever in the positive orthant for all nonnegative 
inputs. An overview of state of the art in positive system theory is given in the 
monographs [7, 8] and in the papers [9‒12]. Models having positive behavior can be 
found in engineering, economics, social sciences, biology and medicine, etc. 

The Laypunov, Bohl and Perron exponents and stability of time-varying discrete-
time linear systems have been investigated in [1‒6]. The positive standard and 
descriptor systems and their stability have been analyzed in [8‒11].The positive linear 
systems with different fractional orders have been addressed in [9, 14] and the 
singular discrete-time linear systems in [10].The switched discrete-time systems have 
been considered in [16‒18] and the extremal norms for positive linear inclusions in 
[15]. 

The positivity and stability of time-varying discrete-time linear systems have been 
investigated in [13]. 

In this paper the Weierstrass-Kronecker decomposition theorem will be applied to 
fractional descriptor time-varying discrete-time linear systems with regular pencils to 
find their solutions and necessary and sufficient conditions for the positivity of the 
systems will be established. 

The paper is organized as follows. In section 2 the Weierstrass-Kronecker 
decomposition theorem is applied to find solutions to standard fractional descriptor 
time-varying discrete-time linear systems. Necessary and sufficient conditions for the 
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positivity of the descriptor systems are established in section 3. Concluding remarks 
are given in section 4. 

The following notation will be used:  ℜ  ‒ the set of real numbers, mn×ℜ  ‒ the set 

of mn×  real matrices, mn×
+ℜ  ‒ the set of mn×  matrices with nonnegative entries 

and 1×
++ ℜ=ℜ nn , nI  ‒ the nn ×  identity matrix. 

2 Standard Fractional Descriptor Systems  

Consider the fractional descriptor time-varying discrete-time linear system 

iii uiBxiAxiE )()()( 1 +=Δ +
α , ...},1,0{=∈ +Zi                           (2.1a) 

ii xiCy )(=                                                                    (2.1b) 

where n
ix ℜ∈ , m

iu ℜ∈ , p
iy ℜ∈  are the state, input and output vectors and 
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It is assumed that 0)(det =iE , +∈ Zi  and 

0)]()(det[ ≠− iAiE λ                                                     (2.2) 

for some C∈λ  (the field of complex numbers) and +∈ Zi . 

Substituting (2.1c) into (2.1a) we obtain 
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It is well-known [11, 15] that if (2.2) holds then there exists a pair of nonsingular 

matrices nniQiP ×ℜ∈)(),(  such that 
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and using (2.4) we obtain 
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The solution ix ,1  of equation (2.6a) for known initial condition 1
10

nx ℜ∈  and 

input m
iu ℜ∈ , +∈ Zi  can be computed iteratively using the formula 
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where jc  is defined by (2.6b). 

To simplify the notation it is assumed that the matrix N in (2.6b) has the form 
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Solving the equations (2.10) with respect to the components of the vector ix ,2  we 
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The admissible initial conditions for the system (2.6b) are given by (2.11) for 0=i . 
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The solution of the equation (2.6b) for known m
iu ℜ∈  and admissible initial 

conditions 2
20

nx ℜ∈  is given by (2.11).  

The considerations can be easily extended to the case when the matrix N in (2.6b) 
has the form 

1],,...,[blockdiag 1 >= qNNN q                                             (2.12) 

and Nk for k = 1, 2, …, q has the form (2.7). 

Example 2.1. Consider the fractional descriptor time-varying system described by the 
equation (2.1a) with the matrices 
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                      (2.16) 

The equations (2.6) have the form 

⎥
⎦

⎤
⎢
⎣

⎡

⎥
⎥
⎦

⎤

⎢
⎢
⎣

⎡
+⎥
⎦

⎤
⎢
⎣

⎡
+⎥
⎦

⎤
⎢
⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

+
+−

+−
=⎥

⎦

⎤
⎢
⎣

⎡ −+

= +−

+−
−

+

+ ∑
i

i
ii

j ji

ji
j

i

i
i

i

i

u

u

i

e
x

x
c

x

x

i

i
ie

x

x

,2

,1
1

2 1,12

1,11

,12

,11

1,12

1,11

)sin(0

0

)sin(2

1
0

)cos(12
     

(2.17a) 
and 
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⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡
+⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡
+⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡ ∑
+

= +−

+−

+

+

i

i
i

j ji

ji
j

i

i

i

i

u

u

ix

x
c

x

x

x

x

,2

,1
1

2 1,22

1,21

,22

,21

1,22

1,21

20

01

00

10

10

1

00

10 α
.      

(2.17b) 

The solution of (2.17a) is given by (2.7) with the matrices )(1 iA  and )(1 iB  defined 

by (2.16). 
From (2.17b) we have 

.,)1(22)1(2

,2

1

2
,11,2,21,2,21

,2,22

+

+

=
+−+ ∈−+−+++−=

−=

∑ Ziuujiciuuix

iux

i

j
ijijiii

ii

α
   (2.18) 

The solution of the equation (2.1a) with (2.13) is given by 

+∈

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢

⎣

⎡

=
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

= Zi

x

x

x

x

iQ

ix

ix

ix

ix

ix

i

i

i

i

,)(

)(

)(

)(

)(

)(

,22

,21

,12

,11

4

3

2

1

                                     (2.19) 

where )(iQ is defined by (2.14) and the components of the state vector )(ix  by (2.7) 

with )(1 iA  and )(1 iB  defined by (2.16). 

3 Positive Systems 

Definition 3.1. The fractional descriptor time-varying discrete-time linear system 

(2.1) is called the (internally) positive if and only if n
ix +ℜ∈  and p

iy +ℜ∈ , +∈ Zi  for 

any admissible initial conditions nx +ℜ∈0  and all inputs ,m
iu +ℜ∈  +∈ Zi . 

The matrix nniQ ×ℜ∈)( , +∈ Zi  is called monomial if in each row and column 

only one entry is positive and the remaining entries are zero for +∈ Zi . 

It is well-known [8] that nniQ ×
+

− ℜ∈)(1 , +∈ Zi  if and only if the matrix is 

monomial. 
It is assumed that for the positive system (2.1) the decomposition (2.4) is positive 

for the monomial matrix )(iQ . In this case 

n
ii xiQx +ℜ∈= )(  if and only if n

ix +ℜ∈ , +∈ Zi .                               (3.1) 

It is also well-known that premultiplication of the equation (2.1a) by the matrix 
)(iP  does not change its solution ix , +∈ Zi . 

From (2.11) it follows that 2
,2

n
ix +ℜ∈ , +∈ Zi  for ,m

iu +ℜ∈  +∈ Zi  if and only if  
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mniB ×
+ℜ∈− 2)(2  for +∈ Zi .                                                     (3.2) 

Therefore, the following theorem has been proved. 

Theorem 3.1. Let the decomposition (2.4) of the system be possible for a monomial 

matrix nniQ ×
+ℜ∈)( , +∈ Zi . The substitution (2.6b) is positive if and only if the 

condition (3.2) is satisfied. 

Theorem 3.2. Let the decomposition (2.4) of the system be possible for a monomial 

matrix nniQ ×
+ℜ∈)( , +∈ Zi . The substitution (2.6a) for 10 << α  is positive if and only 

if  

mnnn iBiA ×
+

×
+ ℜ∈ℜ∈ 111 )(,)( 11α , +∈ Zi .                                          (3.3) 

Proof. Sufficiency. If 10 << α  then from (2.3b) and (2.1d) we have 

0
2

)1(
)1( 2

2 <−−= αα
c                                                      (3.4a) 

and 

...,3,2,0
1

)(

1
)1( 1

! =<
+
−=⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
+

−= +
+ jc

j

j

j
c j

j
j

αα
.                                (3.4b) 

From (2.7) and (3.4) it follows that 1
,1

n
ix +ℜ∈ , +∈ Zi  for nx +ℜ∈0  and ,m

iu +ℜ∈  

+∈ Zi  if the condition (3.3) is satisfied. 

The necessity can be shown in a similar way as for standard descriptor systems in 
[11].                  ■ 

Theorem 3.3. Let the decomposition (2.4) of the system be possible for a monomial 

matrix nniQ ×
+ℜ∈)( , +∈ Zi . The system (2.1) for 10 << α  is positive if and only if: 

1) the conditions (3.3) are satisfied, 
2) (3.2) holds, 

3) npiC ×
+ℜ∈)(  for +∈ Zi . 

Proof. By Theorem 3.2 and 3.1 the solutions (2.6a) and (2.6b) are positive if and only 
if the conditions (3.2) and (3.3) are met. From (2.1b) and (2.5a) we have 

iii xiCxiQiQiCy )()()()( 1 == − , +∈ Zi .                                   (3.5a) 

where 

)()()( iQiCiC = .                                                          (3.5b) 

For monomial matrix nniQ ×
+ℜ∈)(  from (3.3) we have  

npiC ×
+ℜ∈)( , +∈ Zi  if and only if npiC ×

+ℜ∈)( , +∈ Zi                        (3.6) 
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and  
p

iy +ℜ∈ , +∈ Zi  if and only if npiC ×
+ℜ∈)( , +∈ Zi .                         (3.7) 

■ 
Example 3.1. Consider the fractional descriptor time-varying system described by the 
equation (2.1) with the matrices 

,
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,1)(31 += −ieia  ,
)1(2

)1)(2(
)(34 +
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ei
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 .

)1(2

2
)(44 +

+=
i

i
ia  

The condition (2.2) is satisfied since 

0
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)12)(1(
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In this case 
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The descriptor system is positive since the tree conditions of Theorem 3 are 
satisfied. The matrix )(iQ  defined by (3.10) is monomial, the conditions (3.2) and 

(3.3) are met 
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The solution to the equation (2.1) with the matrices ),(iE  ),(iA  )(iB  given by 

(3.8) can be found in a similar way as in Example 2.1. 

4 Concluding Remarks 

The Weierstrass-Kronecker theorem on the decomposition of the regular pencil has 
been extended to the fractional descriptor time-varying discrete-time linear systems. 
A method for computing the solutions of the fractional systems has been proposed. 
Necessary and sufficient conditions for the positivity of the systems have been 
established. The effectiveness of the test are demonstrated on examples. The 
considerations can be extended to the fractional descriptor time-varying continuous-
time linear systems. 

Acknowledgments. This work was supported by National Science Centre in Poland. 
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Abstract. The paper assesses possible approaches to decomposition
and parallelization of basic linear programming algorithms, including:
Dantzig-Wolfe, Benders, augmented Lagrangian, revised simplex and
primal-dual interior point methods. Quite surprisingly, the first three
of them - of hierarchical optimization type - exhibit considerable advan-
tages nowadays, in the era of multicore processors and accelerators of
any type (GPU, FPGA, Xeon Phi, etc.).

Keywords: linear programming, decomposition, parallel computing, hi-
erarchical optimization, mixed integer programming, GPGPU, multicore
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1 Introduction

In the paper we consider decomposition and parallel processing methods to solve
linear programming problems. We assume the general form of such a problem:

min
x

cTx (1)

Ax = b (2)

x ≥ 0 (3)

where x, c ∈ R
n, b ∈ R

m, and A is a matrix of size m × n. It is assumed, that
the domain is R

n, but we comment also on the mixed case, when some of the
coordinates of the x vector are integer numbers. At the beginning we will briefly
present two classical approaches to decomposition of linear programming prob-
lems with block-angular structure of constraints matrix: Dantzig-Wolfe method
for the case with constraints binding blocks and Benders method for the case
with variables binding blocks. In the next part their contemporary significance
will be assessed and some suggestions for improvements, as well as alternative
approaches, will be presented.

c© Springer International Publishing Switzerland 2015 113
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2 Dantzig-Wolfe Method

We consider a linear programming problem of the form [9]:

min
x0,x1,x2,...,xp

p∑
i=0

cTi xi (4)

p∑
i=0

Fixi = b0 (5)

Dixi = bi, i = 1, . . . , p (6)

xi ≥ 0, i = 0, 1, 2, . . . , p (7)

where xi, ci ∈ R
ni , bi ∈ R

mi , i = 0, 1, 2, . . . , p; Fi is a matrix of size m0 × ni, i =
1, . . . , p, Di, i = 1, . . . , p is a matrix of size mi × ni, where mi ≤ ni.

The number of equations is
∑p

i=0 mi, and the number of unknowns is
∑p

i=0 ni.
The full constraints equation can be summarized as follows:⎡

⎢⎢⎢⎢⎢⎣

F0 F1 F2 F3 . . . Fp

0 D1 0 0 . . . 0
0 0 D2 0 . . . 0
...
0 0 0 0 . . . Dp

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

x0

x1

x2

...
xp

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

b0
b1
b2
...
bp

⎤
⎥⎥⎥⎥⎥⎦ (8)

that is, in the formulation (1)-(3) we will have:

c =

⎡
⎢⎢⎢⎢⎢⎣

c0
c1
c2
...
cp

⎤
⎥⎥⎥⎥⎥⎦ x =

⎡
⎢⎢⎢⎢⎢⎣

x0

x1

x2

...
xp

⎤
⎥⎥⎥⎥⎥⎦ , A =

⎡
⎢⎢⎢⎢⎢⎣

F0 F1 F2 F3 . . . Fp

0 D1 0 0 . . . 0
0 0 0 D2 . . . 0
...
0 0 0 0 . . . Dp

⎤
⎥⎥⎥⎥⎥⎦ , b =

⎡
⎢⎢⎢⎢⎢⎣

b0
b1
b2
...
bp

⎤
⎥⎥⎥⎥⎥⎦ (9)

Owing to the specific block-angular structure of the constraints coefficient matrix
it is possible to design an optimization method consisting in solving problems
with the constraints matrices D1, D2, . . . , Dp and modified in subsequent iter-
ations performance indices, calculated by a superior - coordination - problem,
also called a master problem.

In the basic version of the Dantzig-Wolfe method [9], [11] it is assumed, that
the system of equations and inequalities (6), (7), which we will call local con-
straints of the i-th problem, for i = 1, . . . , p, defines a bounded set (if one is not
sure, it is sufficient to limit any coordinate by a very large number, greater than
realistic values the solutions may take) - polyhedron Si, i = 1, . . . , p. Denote the
individual vertices of Si as x

j
i , j = 1, . . . , ri. Every point of this polyhedron can

be represented as a convex combination of vertices:
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xi =

ri∑
j=1

αij x
j
i (10)

where
ri∑
j=1

αij = 1 (11)

αij ≥ 0, j = 1, . . . , ri (12)

Substituting (11)-(12) to (5)-(6) and denoting:

σ0 = c0 (13)

fij = Fi x
j
i , i = 1, . . . , p; j = 1, . . . , ri (14)

σij = cTi xj
i , i = 1, . . . , p; j = 1, . . . , ri (15)

we obtain the following problem equivalent to problem (4)-(7):

min
x0,α

p∑
i=1

σT
0 x0 +

ri∑
j=1

σij αij (16)

F0x0 +

p∑
i=1

ri∑
j=1

fij αij = b0 (17)

ri∑
j=1

αij = 1, i = 1, . . . , p (18)

αij ≥ 0, i = 1, . . . , p; j = 1, . . . , ri (19)

The equality constraints matrix in problem (16)-(19) will now take the following
form: ⎡

⎢⎢⎢⎢⎢⎣

F0 f11 f12 . . . f1r1 f21 f22 . . . f2r2 . . . fp1 fp2 . . . fprp
0 1 1 . . . 1
0 1 1 . . . 1

0
. . .

0 1 1 . . . 1

⎤
⎥⎥⎥⎥⎥⎦

=

[
F0 f11 f12 . . . f1r1 f21 f22 . . . f2r2 . . . fp1 fp2 . . . fprp
0 e1 e1 . . . e1 e2 e2 . . . e2 . . . ep ep . . . ep

]
(20)

where ei is the i-th versor of dimension p. Hence, to find a solution of the
problem (4)-(7) one can solve the equivalent problem (16)-(19). However, there
is a difficulty - we do not know neither column vectors fij nor coefficients σij

for i > 0. However, we do not need to know all of them! If we use the revised
simplex method, just enough for us is to know the inverse of the basis matrix
and a column vector that is inserted therein.
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Denote a feasible basis in the problem (16)-(19) at a certain stage asAB, and the
corresponding vector of dual variables asμ = A−T

B cB, where cB - vector containing
the basic prices. The vector entering the basis, labeled with indices (k, t), is the one
for which the minimum value of the reduced price c̃ij is reached, that is

c̃kt = min

{
min

l=1,...,n0

(
c̃0l = σ0l − μT

[
f0l
0

])
,

min
i=1,...,p

[
min

j=1,...,ri

(
c̃ij = σij − μT

[
fij
ei

])]}
(21)

where f0l is l-th column of the matrix F0. Typically, the reduced prices are
calculated for nonbasic columns (variables), but the algorithm is valid also when
they are calculated for basic variables, because prices for them are reduced to
zero. This does not affect the course of the algorithm, as a new column is inserted
into the basis only if its reduced price, a minimum for all columns, is negative.
Otherwise, i.e., when c̃kt ≥ 0, the solution corresponding to the basis AB would
be optimal [9],[11].

Taking into account the definitions (14), (15) and dividing the vector of multi-
pliers μ in two parts: μ0 of dimension m0 (the number of constraints binding sub-
vectors xi) and μ1 of dimension p (the number of subvectors xi for i > 0), the part
of the formula (21) related to subvectors xi for i > 0 can be written as follows:

min
i=1,...,p

[
min

j=1,...,ri

(
σij − μT

[
fij
ei

])]
= min

i=1,...,p

[
min

j=1,...,ri

(
cTi − μT

0 Fi

)
xj
i − μ1i

]
(22)

Note, that assuming that the problem is not degenerate, i.e., the optimal solu-
tions are the vertices of sets Si, i = 1, . . . , p, every inner minimizations in (22) is
equivalent to solving the problem:

min
xi

[
zi =

(
cTi − μT

0 Fi

)
xi

]
(23)

Dixi = bi (24)

xi ≥ 0 (25)

Let us denote the optimal value of the objective function in problem (23)-
(25) as z∗i . One iteration of Dantzig-Wolfe algorithm can now be summarized as
follows [9]:

1. Solve in parallel p local problems (23)-(25)
2. Calculate

c̃kt = min

(
min

l=1,...,n0

(
c0l − μT

0 f0l
)
, min
i=1,...,p

(z∗i − μ1i)

)
(26)

3. If c̃kt ≥ 0, then the current basic solution αij (where ij are pointers to the set
of columns of the basis AB) is the optimal solution of the problem (16)-(19)
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and using the formula (10) the solution of the initial problem (4)-(7) can be
determined. Otherwise go to point 4

4. (Column generation ) Calculate the vector to be introduced into the basis
and the corresponding price σkt. For k > 0 take as the introduced vector:

a∗ =

[
fkt
ek

]
(27)

fkt = Fkx
t
k and σkt = cTk x

t
k, and for k = 0 introduce to basis the vector

a∗ =

[
f0t
0

]
(28)

and take σkt = c0t.
5. Determine the vector removed from the basis, new values of variables, and the

elements of the inverse matrix, using the standard procedure of the revised
simplex method, that is, determining the index q ∈ {1, 2, . . . ,m0 + p}, such
that v0q

vNq

= min
j=1,...,m0+p

vkj>0

v0j
vNj

(29)

where

v0 = A−1
B

⎡
⎢⎢⎢⎣
b0
1
...
1

⎤
⎥⎥⎥⎦ , vN = A−1

B a∗ (30)

Go to point 1.

3 Benders Method

We consider a linear programming problem of the form1:

min
x0,x1,x2,...,xp

p∑
i=0

cTi xi (31)

G0x0 = b0 (32)

Gix0 +Dixi = bi, i = 1, . . . , p (33)

xi ≥ 0, i = 0, 1, 2, . . . , p (34)

where xi, ci ∈ R
ni , bi ∈ R

mi , i = 0, 1, 2, . . . , p; Gi is a matrix of size mi×ni, with
mi ≤ ni, Di is a matrix of size mi × ni, i = 1, . . . , p.

The number of equations is
∑p

i=0 mi, and the number of unknowns is
∑p

i=0 ni.

1 In the original Benders’ paper [1] a mixed discrete-continuous problem was consid-
ered, where both the objective and constraints functions were sums of two compo-
nents: linear, dependent on continuous variables and nonlinear, being a function of
discrete variables.
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The full constraints equation can be presented as follows:⎡
⎢⎢⎢⎢⎢⎣

G0 0 0 . . . 0
G1 D1 0 . . . 0
G2 0 D2 . . . 0
...
Gp 0 0 . . . Dp

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

x0

x1

x2

...
xp

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

b0
b1
b2
...
bp

⎤
⎥⎥⎥⎥⎥⎦ (35)

Thus, in the formulation (1)-(3):

c =

⎡
⎢⎢⎢⎢⎢⎣

c0
c1
c2
...
cp

⎤
⎥⎥⎥⎥⎥⎦ x =

⎡
⎢⎢⎢⎢⎢⎣

x0

x1

x2

...
xp

⎤
⎥⎥⎥⎥⎥⎦ , A =

⎡
⎢⎢⎢⎢⎢⎣

G0 0 0 . . . 0
G1 D1 0 . . . 0
G2 0 D2 . . . 0
...
Gp 0 0 . . . Dp

⎤
⎥⎥⎥⎥⎥⎦ , b =

⎡
⎢⎢⎢⎢⎢⎣

b0
b1
b2
...
bp

⎤
⎥⎥⎥⎥⎥⎦ (36)

Since the vector x0 is present in all constraints, it will be convenient to de-
note it with a specific symbol; let us take v ≡ x0. Quite often v has discrete
coordinates, i.e., v ∈ Z

n0 and fixing it makes the remaining problem (as continu-
ous) much easier to solve. Because of that it is called the vector of complicating
variables [1].

With this notation we get the problem:

min
x1,x2,...,xp,v

p∑
i=1

cTi xi + cT0 v (37)

Dixi +Giv = bi, i = 1, . . . , p (38)

G0v = b0 (39)

xi ≥ 0, i = 1, 2, . . . , p, v ≥ 0 (40)

The constraints equation will now take the form:⎡
⎢⎢⎢⎢⎢⎣

D1 0 . . . 0 G1

0 D2 . . . 0 G2

...
0 0 . . . Dp Gp

0 0 . . . 0 G0

⎤
⎥⎥⎥⎥⎥⎦

⎡
⎢⎢⎢⎢⎢⎣

x1

x2

...
xp

v

⎤
⎥⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎢⎣

b1
b2
...
bp
b0

⎤
⎥⎥⎥⎥⎥⎦ (41)

In the case when the vector v is fixed (i.e., it is a parameter), and takes the
values for which the constraint (38) is satisfied for some xi ≥ 0, the subvectors
xi could be determined by independent solution of p problems:

min
xi

cTi xi (42)
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Dixi = bi −Giv (43)

xi ≥ 0 (44)

Let us denote as zi(v) the optimal cost in the problem (42)-(44), that is

zi(v) = min
xi

{
cTi xi|Dixi = bi −Giv, xi ≥ 0

}
(45)

and as V0 the set of v for which all local problems (42)-(44) are feasible, that is:

V0 = {v ∈ R
n0 |∃xi ∈ R

ni Dixi = bi −Giv, xi ≥ 0, i = 1, . . . , p} (46)

The problem (37)-(40) can now be written as the following problem with respect
to the vector v:

min
v∈V0

p∑
i=1

cTi zi(v) + cT0 v (47)

G0v = b0 (48)

v ≥ 0 (49)

Due to the fact, that the set V0 is not known explicitly, while solving the
problem (47)-(49) some points out of it can occur, what unfortunately means
the inability to solve the problem (42)-(44). Then, it is worth to solve instead
the problem dual to it, wherein in the case of infeasibility of the primal problem,
the unboundedness appears, which is relatively easy to detect and, as it will be
shown later on, constructively use.

The dual problem to the problem (42)-(44) has the form:

max
λi

(bi −Giv)
Tλi (50)

DT
i λi ≤ ci (51)

where λi ∈ R
mi . Let us denote as Λi the admissible set with regard to constraints

defined by (51), namely:
Λi = {λi|DT

i λi ≤ ci} (52)

We assume, that the polyhedron Λi is not empty and has at least one vertex
(extreme point). If it is unbounded, it has also extreme rays, that is nonzero
elements in which exactly dimλi − 1 linearly independent constraints is active.
The extreme rays calculated with respect to the vertices form equivalence (ab-
straction) classes - half-lines. We say that a (finite) set of extreme rays is full, if it
contains exactly one representative from every equivalence class. Suppose, that
for a set Λi the full set of extreme rays has Ji elements, that is one can select from
Λi at most Ji linearly independent extreme rays. We denote as λk

i , k = 1, . . . ,Ki

the set of vertices of Λi and as λ̃j
i , j = 1, . . . , Ji the set containing Ji linearly
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independent extreme rays of Λi (when the set Λi is bounded, we assume Ji = 0).
The following theorem given by Minkowski and Weyl describes how any point
of a polyhedron may be represented:

Theorem 1. Let
P = {y ∈ R

n|Hy ≤ s} (53)

be a nonempty polyhedron with at least one extreme point. Let y1, y2, . . . , yK be
the extreme points, and let

{
ỹ1, ỹ2, . . . , ỹJ

}
be a complete set of extreme rays of

P . Let

Q =

⎧⎨
⎩

K∑
k=1

αky
k +

J∑
j=1

βj ỹ
j|αk ≥ 0, βj > 0,

K∑
k=1

αk = 1

⎫⎬
⎭ (54)

Then, Q = P .

Assuming, that the set Λi is nonempty, either the dual problem (50)-(51) has
an optimal solution and then the value of zi(v) is finite or it is infinite, in the
case when the primal problem (42)-(44) is infeasible [4]. In particular, the value
of zi(v) is finite if and only if:

(λ̃j
i )

T (bi −Giv) ≤ 0, j = 1, . . . , Ji (55)

In this case zi(v) will be also the optimal value of the performance index in the
dual problem, achieved for some extreme point λk∗

i of the set Λi, that is,

zi(v) = (λk∗
i )T (bi −Giv) = max

k=1,...,Ki

(λk
i )

T (bi −Giv) (56)

In other words, zi(v) is the smallest number zi, such that

(λk
i )

T (bi −Giv) ≤ zi, k = 1, . . . ,Ki (57)

Using this characteristic of zi(v) and taking into account the condition (55) the
master problem (47)-(49) can be written as follows:

min
v,z

cT0 v +

p∑
i=1

cTi zi (58)

G0v = b0 (59)

(λk
i )

T (bi −Giv) ≤ zi, i = 1, . . . , p, k = 1, . . . ,Ki, (60)

(λ̃j
i )

T (bi −Giv) ≤ 0, i = 1, . . . , p, j = 1, . . . , Ji, (61)

v ≥ 0 (62)

In practice, in the master problem (58)-(62) obviously not all extreme points in
the definition of optimality cuts (60) and not all extreme rays in the definition of
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feasibility cuts (61) are used, but a relaxed approach is applied, which takes into
account these extreme points or rays that appeared in the course of the algorithm.

The typical iteration of the Benders algorithm can be described in the follow-
ing way [1],[4]:

1. We solve the relaxed master problem (58)-(62), which takes into account
only part of the problem constraints constructed with the use of the extreme
points and rays that have emerged in previous iterations, i.e., solutions of the
dual problem (50)-(51). The optimal solution (v∗, z∗) of the master problem
is calculated.

2. For every i = 1, . . . , p the following local problems are solved in parallel by
simplex method:

min
xi

cTi xi (63)

Dixi = bi −Giv
∗ (64)

xi ≥ 0 (65)

using the dual formulation.
3. If, for every i = 1, . . . , p, the local problem is feasible and the optimal cost is

less than or equal to z∗i , all the constraints are satisfied, we have the optimal
solution of the master problem and the initial problem (31)-(34).

4. If the local problem for some i has the optimal solution with the performance
index greater than z∗i , the basic optimal solution λk∗

i of the problem dual to
it is remembered. Then it is transferred to the relaxed master problem, to
which a cut

(λk∗
i )T (bi −Giv) ≤ zi, (66)

is added to constraints.
5. If for some i the local problem is infeasible, the problem dual to it has the

infinite performance index, the extreme ray λ̃j∗
i is found and stored. It is

then passed to the master problem, and used to define the cut:

(λ̃j∗
i )T (bi −Giv) ≤ 0, (67)

added to the constraints of this problem.

Benders method is treated as dual to Dantzig-Wolfe method. This is due to the
fact, that the constraints matrix A of a structure allowing for the use of one of
these methods is obtained by transposing the matrix which implies the other.
One can choose the type of problem (minimize/maximize), the type of constraint
(equality/inequality), the numerical parameters, that exactly the dual problem
relative to each other are obtained. Both initial, without decomposition, and
decomposed, with coordination. The column generation in the Dantzig-Wolfe
method will then correspond to adding cuts in the Benders method.
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4 The Usefulness of Dantzig-Wolfe and Benders
Methods on the Background of Other Possibilities of
Parallelization of Linear Programming Problems

At present Dantzig-Wolfe and Benders methods in the original versions are rarely
used for solving large scale continuous linear programming problems. The rea-
son is their too slow convergence. Dantzig-Wolfe algorithm shows fairly quick
approaching the optimum in first iterations, but then, in the next, very little
progresses. In the Benders method cuts generated in the advanced stage of the
algorithm can differ very little from each other. Extending the duration of the
successive iterations becomes a problem. One can remedy this by using the ap-
proach proposed by Ruszczyński [19], in which a square regularizing proximal
component is added to index (58), so we obtain a modified objective:

min
v,z

cT0 v +

p∑
i=1

cTi zi +
1

2
‖v − v̄k‖ (68)

where v̄k is the last, or even earlier, point of optimum (this depends on how much
the solution has improved compared to the previous one). This is actually the ap-
plication of the well-known bundle method of nondifferentiable optimization [17]
to a linear programming problem. As in the bundle method, a part of inactive cuts
of type (66), (67) is eliminated, so that there are no more than n0 + p of them.
Unfortunately, this does not improve Benders algorithm enough, to make it an at-
tractive method of solving large general linear programming problems, although
it is very popular to solve mixed integer network problems [12], [20]. In the review
[10] Fourer lists only one commercial implementation of this algorithm (AIMMS).

With the Dantzig-Wolfe method it is yet worse - the review [10] does not refer
to any commercial implementation! Nevertheless, this approach in combination
with branch and bound method (so-called branch and price approach), taking
into account extensions like structural dual and primal-dual inequalities and
stabilization strategies is used successfully to solve many practical problems of
mixed integer (linear) programming [18], [20].

In modern linear programming solvers the revised simplex method in primal
or dual version is usually used. The implementations use sparse matrices with
many improvements, mainly for the selection of a new variable (column index)
introduced into the basis.

Nowadays quite popular is, also using sparse solvers of systems of linear equa-
tions based on Cholesky factorization, primal-dual interior point method [10].
This method for most problems is a little faster, but its solutions are not as
accurate as that of the simplex method [16], [5]. This is the reason, that to
solve discrete and mixed discrete-continuous problems almost exclusively sim-
plex method is used, combined with the branch and bound algorithm [8], [10].
This algorithm can be naturally parallelized - by allocating sequentially arriving
branches to different cores [6]. During the calculations the information on the
best feasible solution from the discrete/mixed domain (often obtained by using
all sorts of heuristics [8], [10]) hitherto found is exchanged globally.
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In the last two decades the issue of parallelization of the simplex algorithm was
extensively studied [15]. Parallelization was mainly concentrated on operations
on nonbasic variables, including the most laborious task of determination of the
reduced prices, and the choice of variable entering the basis [7], [15]. Recall, that
the reduced prices are calculated from the formula [11]:

c̃N = cN −AT
NA−T

B cB (69)

where AB - basis matrix , AN - matrix composed of the remaining columns
of constraints (of a problem transformed to the canonical form), cB - price co-
efficients for basic variables, cN - price coefficients for nonbasic variables. The
expression (69), in which there are operations of matrix multiplication and sub-
traction, can be easily parallelized and vectorized: it is sufficient to partition
a set N of indices of nonbasic variables and to assign the resulting subsets of
nonbasic variables N1, N2, · · · , Np, such that N1 ∪N2 ∪ · · ·Np = N to different
cores. Earlier, before the division of the labor, the vector:

πB = A−T
B cB (70)

used by all threads should be calculated. Then, in parallel, one may calculate the
coordinates of subvectors c̃Ni , i = 1, . . . , p of the vector c̃N from the expression:

c̃Ni = cNi −AT
Ni
πB (71)

The mentioned partition of the set N can be used later on to choose a coordinate
to be introduced into the basis. In the simplest version, due to so-called Dantzig
criterion, it will be (in the primal minimization problem) the choice of the lowest
value of the price. Index q of the introduced variable can be determined using
the following decomposition:

c̃q = min
i∈N

c̃i = min

(
min
i1∈N1

c̃i1 , . . . , min
ip∈Np

c̃ip

)
(72)

In modern solvers other methods of selection of the variable entering the ba-
sis are often used, such as, for example: steepest edge strategy, Devex, hybrid
strategies [7], [15]. They also parallelize well, but primarily for dense matrices.
Large practical problems usually are, unfortunately, sparse. According to Hall
[15], it can be seen, that the parallel implementations of these versions of sim-
plex algorithm, which are more effective as a tool to solve large, sparse linear
programming problems, are less successful from the standpoint of acceleration
due to parallelization. The biggest speedups demonstrate less powerful versions
of the simplex algorithm. For general problems parallelization is advisable to cal-
culation of the reduced prices in the dual simplex algorithm when the number
of columns in relation to the number of rows is very large [15].

As it was mentioned earlier, currently the most widely used algorithm to solve
continuous linear programming problems that do not require very high accuracy,
especially sparse, is based on primal-dual interior point method [13]. It is a general
nonlinear programmingmethod [14]. The decomposition of this method exploiting
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the structure of the Jacobian matrix while Cholesky factorization was thoroughly
described in [13] and [14]. However, it consists actually in writing the full Newton
method solver.Moreover, relocating and combining different blocks of the Jacobian
in this approachmakes it quite elaborated and addressed to rather advanced users.

Because of the above mentioned difficulties, for less advanced users, more at-
tractive may be another general nonlinear programming algorithm, much simpler
to implement, namely augmented Lagrangian method, also known as the method
of multipliers [2]. It is so attractive, because it allows for the decomposition of a
general linear problem (i.e., without the assumption of a special structure of the
constraints matrix) until independent scalar optimizations, which can be easily
solved analytically.

More precisely, the following problem is considered [3]:

min
x

cTx (73)

Ax = b (74)

0 ≤ x ≤ d (75)

where c, x, d ∈ R
n, b ∈ R

m and A is am×nmatrix. Multipliers method proposed
in [3] minimizes augmented Lagrangian of the equivalent problem in the enlarged
space of decision variables, so that the constraints binding variables, that cause
nonseparability, do not appear in the Lagrangian, they only limit the domain of
new variables. The equivalent formulation will have the form:

min
x,u

cTx (76)

ajixi = uji, j = 1, . . . ,m, i ∈ I(j) (77)

∑
i∈I(j)

uji = bj , j = 1, . . . ,m (78)

0 ≤ x ≤ d (79)

where I(j) is the set of indices of nonzero coordinates of the j-th row of the
matrix A. New values of decision variables xk+1

i , uk+1
ji will be determined by

minimizing the augmented Lagrangian:

La(x, u, μ) =

n∑
i=1

cixi+

m∑
j=1

∑
i∈I(j)

μk
ji(ajixi−uji)+

αk

2

m∑
j=1

∑
i∈I(j)

(ajixi−uji)
2 (80)

subject to
∑

i∈I(j) uji = bj , j = 1, . . . ,m and 0 ≤ x ≤ d. New values of
Lagrange multipliers are calculated from the formula:

μk+1
ji = μk

ji + αk(ajix
k+1
i − uk+1

ji ) (81)
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where αk is a suitably chosen step coefficient. The problem with index (80) can
already be easily solved analytically, leading, after getting rid of the vector u, to
the algorithm:

xk+1
i =

{
xk
i − 1

αk‖ai‖22
[
ci + aTi (μ̄

k + αkwk)
]}

+

(82)

where ai is the i-th column of the matrix A, {.}+ is the projection on the interval
[0, di], and wk is the vector with coordinates expressed by the formula:

wk
j =

1

tj
(aTj x

k − bj) j = 1, . . . ,m (83)

where tj is cardinality of the set I(j), that is tj = ¯̄I(j). The coordinates of the
vector μ̄k are multipliers characteristic for subsequent constraints (74) of the
initial problem, because it is easy to show that:

μk
ji = μ̄k

j ∀k, j = 1, . . . ,m, i ∈ I(j). (84)

They are changed iteratively according to the formula:

μ̄k+1
j = μ̄k

j +
αk

tj
(
∑

i∈I(j)

ajix
k+1
i − bj), j = 1, . . . ,m. (85)

It is difficult to propose a simpler algorithm for solving general linear pro-
gramming problems. This method, owing to the use of the sets I(j) can be
attractive for solving very large problems, which tend to be sparse. On the other
hand, when solving dense problems, thanks to a scalar, very simple expressions
for new primal (82) and dual (85) variables, it can be easily and efficiently im-
plemented in hardware vector and array processing environments (SIMD), e.g.,
using SSE, AVX, Altivec, GPU.

5 Conclusions

The fundamental in the linear programming world simplex method does not par-
allelize well when it is used to solve big real-life problems. The decomposition
of recently popular primal-dual interior point method is rather a decomposition
of the Newton algorithm to solve the set of nonlinear equations, than the de-
composed optimization itself. Moreover, this method is not very useful to solve
discrete or mixed discrete-continuous problems.

It seems, that the old Dantzig-Wolfe and Benders methods have the highest
potential to be used to solve in the modern multicore environment the most
important from the practical point of view mixed integer linear programming
problems with block-angular constraint matrices.

In the general case of big dense matrices, the most promising seems to be the
augmented Lagrangian method, which, owing to its fine grain, allows for even a
beginner in mathematical programming to write an efficient linear optimization
code, easily ported to modern systems with SIMD accelerators.
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grams. In: Jünger, M., Liebling, T.M., Naddef, D., Nemhauser, G.L., Pulleyblank,
W.R., Reinelt, G., Rinaldi, G., Wolsey, L.A. (eds.) 50 Years of Integer Program-
ming 1958–2008, pp. 431–502. Springer, Heidelberg (2010)

21. Yarmish, G., Van Slyke, R.: A distributed, scaleable simplex method. Journal of
Supercomputing 49, 373–381 (2009)



 

© Springer International Publishing Switzerland 2015 
R. Szewczyk et al. (eds.), Progress in Automation, Robotics and Measuring Techniques, 

127

Advances in Intelligent Systems and Computing 350, DOI: 10.1007/978-3-319-15796-2_13 
 

45 Years of Mechatronics – History and Future 

Andrzej Milecki 

Poznan University of Technology, ul. Piotrowo 3, 60-965 Poznań, Poland 
Andrzej.milecki@put.poznan.pl 

Abstract. The word of Mechatronics is already 45 years old. This is an occa-
sion to present the definitions of mechatronics, its history and to show current 
state of the art in this discipline. The article presents a short overview of the lit-
erature related to mechatronics. The development of mechatronics is also illus-
trated along with development of computers and washing machines . Finally the 
achievements are summarized and some questions related to mechatronics’ fu-
ture are stated. 

Keywords: mechatronics, controller, washing machine. 

1 Introduction 

The word "Mechatronics" was originally created in 1969 by Mr. Tetsuro Mori, from 
Japanese Corporation Yaskawa Electric that was building mechanical factory equip-
ment. At that time, Yaskawa Electric Corporation started to use electronic features for 
manufacturing mechanical equipment and wanted to introduce a technical term to 
name that new technology. Therefore Mori combined the two technical words ‘me-
chanical’ and ‘electronics’ and created the new term "Mechatronics". The Yaskawa 
Company has applied to make this word a registered brand and has got the rights in 
1972 [1]. In the beginning, this term didn’t gain much popularity, but after the 1980s 
this word has received broad acceptance in industry and in academia and, in order to 
allow its free use, Yaskawa decided to abandon its rights to ”Mechatronics” in 1982. 
During this time the meaning of word has broadened and it is now widely used as  
a description of almost every application of electronics into mechanical devices.  
A number of definitions has been proposed in the literature for the wider concept of 
mechatronics. The most commonly used definitions emphasize mechatronics as the 
synergistic integration of mechanical engineering with electronics and intelligent 
computer control in the design and manufacture of products and processes.  

Nowadays, the term Mechatronics is 45 years old and within these years significant 
improvements were introduced in the capacity and capability of the technologies related 
to mechatronics. There are many devices, which has changed significantly their design 
concept, parameters and functionality as a result of development of mechatronics. 

In the paper a few different definitions of mechatronics are presented. These defi-
nitions are also illustrated by figures and schemes. In the next point the brief history 
of mechatronics is sketched. Its evolution was illustrated with development of wash-
ing machines and with research conducted at Poznan University of Technology. 
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The goal of the paper is to show the history and possible future potential and direc-
tions for mechatronics as an engineering discipline. There are still open areas for crea-
tion of a scientific background, tools and methods for design of mechatronic devices. 
Also the definition field is to be further explored for example, a definition of a single 
overarching structure for mechatronics is still needed.  

2 Definitions of Mechatronics 

There are several books focusing on mechatronics, for example [2], which includes 
case studies illustrating the mechatronics concepts applied in such areas as automatic 
cameras, aerospace parts manufacturing, fly-by-wire systems, and boat autopilot. 
Other books which can be cited here are: [3‒6]. An overview of general aspects are 
given in the journals: Mechatronics [12] and IEEE/ASME [13]. Since early 1990s 
several conferences have been organized e.g., UK Mechatronics Forum (1990, 1992, 
1994, 1996, 1998, 2000, 2002), AIM (1999, 2001, 2003), IFAC (2000, 2002, 2004). 
The mechatronics developments up until now can be found for example in papers 
[9‒13] published in journals and conference proceedings. In the last 10 years more 
sophisticated control functions have been introduced, e.g., the adaptation of controller 
parameters, the detection of faults and, the reconfiguration of device elements and 
controller parameters. Hence, mechatronic systems are evolving into direction which 
is called intelligent mechatronic systems. 

Over the last 45 years several definitions of mechatronics, either as a text, logo or 
pictures have been proposed. On a web page [14] one may found list of over 20 defi-
nitions of mechatronics, which conclude that mechatronics is about the integration of 
the core disciplines of mechanical engineering (mechanical elements, machines, robot 
arms etc.), electronics (microelectronics, power electronics, sensors and actuators) 
and information technology (control and automation, software engineering, artificial 
intelligence). Probably the most popular definition is given on a web page of a Mech-
atronics journal: “Mechatronics is the synergistic combination of precision mechani-
cal engineering, electronic control and systems thinking in the design of products and 
manufacturing processes. It relates to the design of systems, devices and products 
aimed at achieving an optimal balance between basic mechanical structure and its 
overall control”. Nowadays, the aim of mechatronics is to improve the functioning of 
systems and devices by transforming them into one automatic and intelligent system.  

Other definitions of the term “mechatronics” emphasize the fact that this discipline 
is a synergistic blend of its components. In this example mechatronics is: ‘synergistic 
combination of precision engineering electronic control and systems thinking in the 
design of products and manufacturing processes’. Industrial Research and Develop-
ment Advisory Committee of the European Community Mechatronics defines it as: 
‘the application of complex decision making to the operation of physical systems’. 
The term mechatronics is described by many graphics and schemes as shown in Fig. 
1. In the design of mechatronic products, interrelations play an important role. This is 
because the mechanical solution influences the electronic system and the control sys-
tem has influence on electronic and mechanical parts. In this way simultaneous engi-
neering has to take place, with the goal of designing an integrated system and also 
creating synergetic effects. 
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Fig. 1. The graphical definition of mechatronics 

Before the 1970s, such products like machine tools, manufacturing equipment, and 
home appliances were based only on mechanical solutions with only small number of 
electric elements like switches, relays, electro-valves, motors, lamps etc. In the seventies, 
several new advanced electronic elements like thyristors and triacs, high power transis-
tors, as well as operational amplifiers and digital integrated circuits occurred on the mar-
ket, what significantly enlarged the possibilities of implementation of electronics into 
mechanical products. In parallel the computers became smaller and faster. New pro-
gramming methods and languages proposed in 1970s facilitated the implementation of 
computers in control of complicated production processes, NC machine tools, robots and 
production devices. Engineers and end-users noted and appreciated the benefits of using 
computers in control. In 1972 a first microcontroller occurred on the marked, what facili-
tated the implementation of computer control into mechanical devices. This was a pure 
breakthrough in mechatronics development, i.e. in embedding of electronic controllers in 
mechanical devices. Thanks to the microcontrollers, since the 1980s, the implementation 
of electronics into mechanical devices become easy and cheap.  

Nowadays the application area of mechatronics is extremely broad. It is used in the 
automation of devices and processes, servo-drives, industrial machines, medical sys-
tems, home equipment, energy and power systems, vehicles, military equipment, data 
communication systems, medicine equipment and many, many others. Google gives 
almost 26 million results as a response to word search for “mechatronics”. In the 45 
years of mechatronics history many improvements have occurred in science and in 
engineering. The list of these achievements must however also be placed in the con-
text of earlier developments and not only considered a result of “mechatronics” word 
creation. Nevertheless, the integration of mechanics and electronics is usually  
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assigned to mechatronics. For example, in manufacturing, the introduction of mass 
production systems integrated with machine tool and robots technology also support-
ed the underlying concepts of systems integration generally felt to be integral to 
mechatronics [2]. Mechatronics has also developed issues such as biomechatronics, 
focused on development of devices which mechanics, work and control is built  
based on biological entities and micromechatronics, generally associated with MEMS 
solutions. 

3 Control Computers Then and Now 

Mechatronic device consists of: mechanical part, electrical part (electromechanic), 
electronical part and computer technology (control and informatics). The elements of 
mechatronics systems include sensors, actuators, microcontrollers (or microproces-
sors) and real-time control software. 
 

 

a)  b) 

c) 

 

Fig. 2. Computers: a) PDP-11/40 (181×76×54) cm, b) Apollo Guidance Computer and its inter-
face (61×32×17) cm, c) Arduino duo (11×7,7×2,5) cm  

 
The differences between the technical state of the art in 1970s when mechatronics 

epoch began and now, is illustrated with the parameters of computers used then and pres-
ently. In the year 1970 the Digital Equipment Corporation (DEC) introduced the PDP-11, 
which was a series of 16-bit minicomputers sold until the 1990s. These computers had 
several innovative features, and were easier to program than their predecessors. The 
computer allowed to address 4 MB of physical memory segregated onto a private 
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memory bus and 2 kB of cache memory. The PDP-11 was used in many real-time appli-
cations. In total, around 600,000 PDP-11s of all models were sold. Its successor in the 
mid-range minicomputer niche was the 32-bit VAX-11. Unfortunatelly, the dimensions 
of the PDP-11 computer were in range of meters, so it was not possible to embed it into 
mechanical devices (Fig. 2).  

In fact, the only computer from 1970s, which was indeed embedded was Apollo 
Guidance Computer (AGC). It was installed on a board of Apollo Command Module 
and Lunar Module. The computer provided computation and electronic interfaces for 
guidance, navigation, and control of the spacecraft. It had a 16-bit word length, with 
15 data bits and one parity bit. Most of its software was stored in a special read-only 
memory known as “core rope” memory. The IBM PC XT released in 1981, had 8 
times more memory than Apollo's Guidance Computer – 16k, vs. the Apollo's 2k and 
it ran at a clock speed of 4 MHz while AGC was four times slower. The iPhone is so 
advanced compared to the computer used in Apollo's guidance system that it's really 
hard to compare the two. The AGC may be compared only with produced today 8-bit 
microcontroller like for example ATmega 128 (16 MHz). Microcontrollers like 16-bit 
PIC24 or Arduino have much better parameters then AGC.  

4 Mechatronics Development on Example of Washing Machines  

The development of mechatronics can be easily observed on example of washing 
machines. The first washing machine was probably the scrub board invented in 1797. 
In 1908 the Hurley Machine Company invented a drum type washing machine with a 
galvanized tub and an electric motor (patent issued in 1910). In the 1940s, the first 
fully automated, electric washing machine appeared on the market. This type of wash-
ing machines strengthened their position on the market in 1970s. In that time, the 
machines were only electromechanical devices, having not a single electronic piece. 
The programmer (Fig. 3) used several cams to switch on and off, different elements in 
the washing machine. This programmer was driven by small AC synchronous motor. 
 
 

  

Fig. 3. The photos of washing machine cam controllers 
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The sensors used in washing ma-
chines produced in that time were 
switch type, performing only on/off 
operation. This were only thermo-
stats, which changed the position of 
switches when the water temperature 
reached 30 °C, 60 °C and 90 °C and 
pressosotat, which was used for 
switching off the electro valve when 
the water level produced assumed 
pressure. Nowadays on/off thermo-
stat has been replaced by thermistor, 
which is a semiconductor element 
with a non-linear characteristic. This 
characteristic may be approximated 
by following equation: 
 

3.294)ln(8.28 +⋅−= RT                             (1) 

where: T – temperature in °C, R – NTC thermistor resistance in Ohms. 
In washing machine controllers currently used, this curve is reversed as shown in 

Fig. 4, stored in microcontroller’s memory and used in linearization.  
In the washing machines produced more than 20 years ago the on/off pressure sen-

sors were applied. Nowadays, they are replaced by a linear pressure sensor, in which 
ferromagnetic core moves inside the coil according to the pressure of water in a drum. 
The measurement is only possible when microprocessor is used. This enables to fill 
water according to the washing program or to the weight of the laundry in a drum. In 
the modern washing machines also MEMS acceleration sensors are used, which ena-
ble the measurement of drum oscillations. Thanks to this the balance of laundry in the 
drum is controlled and the rotational velocity is adjusted accordingly, assuring safe 
and silent work. In old washing machines the heater could be switched only on/off by 
a relay, which caused a wear problem, and therefore is now replaced by triac. This 
low-cost semiconductor element is very durable, and is also used for switching on and 
off of electro valves and pump motors.  

All actuators used in old washing machines were only on/off type. These concern: 
electro-valve which was switched on for filling the drum by the water, the heater used 
for heating the water, and the pump which was used for pumping the water out. The 
main motor was built as three-in-one element, having three coils: first for left rotation, 
the second for right rotation and the third used for centrifugation. Every motor coil 
was switched on separately.  

In old washing machines usually one phase or two phase inductive motor was used 
to drive the drum. It posed three coils, which enabled to set only low velocity rotation 
in the left or right direction or high velocity rotation in the right direction. In many 

Thermistor charactristic 

Linearization charactristic 

Aproximation

 
 

Fig. 4. NTC thermostat characteristic, its approxima-
tion (blue) and linearization curves (read)  
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washing machines produced till now a one phase commutated motor is applied. Using 
a triac it is possible to control a velocity in a wide range. 

In the late 1970s, the first microprocessor-controlled washing machine was de-
signed. This allowed to improve the functionality and achieve great flexibility and 
effectiveness in laundry machines. Today, all washing machines in the market are 
controlled by microprocessor. The number and quality of various sensors and mecha-
nisms was improved, which enables the automation of the entire washing process. In 
the modern washing machines some sensors can measure the parameters, giving ana-
log electrical signals on the outputs. This enables to control the water level, water 
temperature, spin speed, cycle program, load balancing, child lock systems, and noise 
reduction systems. Since 1980 the microcontrollers were added to the washing ma-
chine design. Nowadays one may find different washer models with LED or LCD 
displays and buttons for operation. Thanks to the microprocessors the washing ma-
chines became "smart", and that madethe whole washing process faster and easier. 
Washers today are energy efficient and environment friendly. Thanks to advanced 
control algorithms applied in microcontrollers, washers use less electricity to run the 
machine and also to set the water to the right temperature levels.  

In typical washing ma-
chines produced nowadays, 
8-bit microcontrollers are 
commonly used. However, 
today the market offers 32-
bit microcontrollers, which 
are able to perform ad-
vanced control tasks but 
their design is much more 
complicated [15, 16]. The 
same concerns the design of 
printed circuit board (PCB), 
which requires high experi-
ence of the designer. Com-
paring to 8-bit microcon-
troller, the start-up process 
of 32-bit microcontrollers is 

much more complicated and time consuming. Also the programming, testing and 
debugging procedures are almost completely different and more difficult.  

Two years ago, at Poznan University of technology a new washing machine con-
troller was designed and built, basing on a 32-bit STM32 microcontroller universal 
[17]. In order to achieve flexibility we proposed the modular structure, which consist-
ed of: 

- main board with CPU type STM32, input sensor module, USB, RS-485 and other 
communication units (Fig. 5), EEPROM and buzzer module, 

- user interfaces: touch-panels (Fig. 6), smartphone, laptop, 
- high power board for control of the drum drive and for switching on/off, etc.  

 

 
 

Fig. 5. Washing machine controller communication  



134 A. Milecki 

 

All modules communicated together 
using serial communication networks. 
In the proposed solution every single 
module posed its own intelligence, 
which was an important advantage. 
Every module could be built as auton-
omous, self-controlled unit and there-
fore in a more safe way. Thanks to 
this, every module could also be de-
signed independently. In this approach, 
the user had the opportunity to create 
the controller’s structure, abilities and 
price. Moreover, the same controller 
could be used in different washing 
machines but with different types of 
additional modules, for example user 
interfaces. Such solution facilitated the 
testing and certification process. 

In the designed washing machine 
controller three serial busses were 
implemented: SPI, USB and RS-485, 
which assured high speed internal 
communication. The first one was used 
for programming purposes, setting in 
motion, debugging and communication 
with EEPROM. The second bus was 
used for communication with user 
interface and high power module i.e. 
drive controller, relay module. Within 
the project a few human-washing ma-
chine interfaces were designed, built 
and tested, starting with a mechanical 
one with rotary switch and LCD dis-
played and finishing on a color touch-

screen (Fig. 6). The controller was also equipped with a voice interface module which 
could be used for communication with, for example blind users.  

Additionally the wireless communication card was designed and connected to the 
controller. It enabled the connection with any device using Bluetooth system, for 
example with PC, smartphone or pager. The special software for smartphone (Sam-
sung S5) and PC (laptop) was written and implemented. It enabled the programming 
of washing machine using standard programs or the user could create their own wash-
ing cycle. Moreover, a so called by us “intelligent programming” method was pro-
posed and implemented. It enabled settling of the washing parameters using questions 
and answers. This method utilized control methodology based on fuzzy logic. The 
additional interface was a USB, which enabled the wire communication with PC 

    

 
 

Fig. 6. Controller with touch-panel 
 

 

 

Fig. 7. The photo of the controller and connected 
to it interfaces 
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based computer and was used for testing and diagnosis of washing machine. In a pro-
ject our own direct drive controller was designed and built, but almost every washing 
machine drive system could be used i.e. single phase serial motor with triac, direct 
drive or synchronous PM motor (Fig. 7). 

5 Discussion and Conclusion 

The influence of mechatronics as driver of the product and production process devel-
opment is nowadays unquestionable. The introduction of microprocessors in 1980’s 
brought dynamic advancement resulting in the production of embedded microcontrol-
lers. These developments in computer science and information technology resulted in 
second generation of mechatronics. In this generation a deeper integration of ad-
vanced software enabled the improved functioning of complex mechatronic machines 
and systems. Thanks to this, the mechatronic devices are characterized with a com-
plex structure and perform many, also intelligent functions. The mechatronics goal for 
now and for the future is to develop autonomous, self-learning devices.  

Mechatronics approach enables to optimize the available mix of technologies in 
order to establish a high quality and high precision products assuring the obtainment 
of the features customers demand. Mechatronics is nowadays a must for successful 
high tech product innovation. Almost 90% of today's innovation in modern drives, 
house equipment and cars relate to mechatronic systems. The results of research in 
mechatronics are quite generally applicable. This design strategy in mechatronic de-
vices seems to be dominative for the future; thus it is critical to assure good levels of 
education in this topic. The development of new, fast and intelligent devices could 
increase the production performance and benefit customers. 

The term “Mechatronics” is already 45 years old. It means that it is now matured 
enough and its definition is clear and permanent. However, several parallel definitions 
exist which either only seem to mean the same, or only are compatible. Moreover, the 
definitions treat mechatronics too wide, which means that almost every device having 
mechanical part and electronic controller can be regarded as a mechatronic one. Now 
it is time to define current and future direction and status of mechatronics as an engi-
neering discipline, or maybe also a design philosophy. In the paper [18], David Brad-
ley asked ‘‘Does mechatronics still remain significantly different when compared to 
other approaches to system integration?” As the answer, it seems that the direction of 
research related to mechatronics should be defined afresh and differences between 
mechatronics and other disciplines should be clearly indicated.  

In the last years one may observe the trend in mechatronics development into creation 
of devices which are animals- or even human- like. This seems to be a real challenge for 
the future development of mechatronic devices, which should move like a human, use 
similar to human senses and could communicate similarly to humans. Therefore the de-
velopment and implementation of  speech recognition and communication systems into 
mechatronic devices is very important. Also visual system applications in mechatronic 
devices can bring significant progress in the future. It will be very convenient and nice to  
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communicate with devices using voice and gestures. In addition, the application of artifi-
cial intelligence methods in mechatronic devices is here crucial. Maybe, from these ob-
servations and insights a new word like for example “Humantronics” can be a highlight 
for future mechatronics trends and developments. 

To reach this goal, I fully agree with what David Bradley wrote in [18], that next 
steps of development are, e.g., more intelligent mechatronic systems with learning 
behavior and decision making, fault-tolerant mechatronic systems for highly reliable 
and safe systems (e.g., vehicles, production machinery, medical devices and aero-
space systems). A further development may be the integration of mechatronic systems 
with wire-bound and wire-less communication channels (audio nets, internet), e.g., 
with remote access for software updates, telemonitoring and telediagnosis, mainte-
nance procedures, security measures, etc. 
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Abstract. Authors presented in article modeling of magnetic circuit for magnet-
ic shape memory alloys. These alloys are a new class of smart materials which 
can generate strains and force in external magnetic field. Thus that properties 
MSMA fill gap between classical SMA and magnetostrictive materials. As a 
drawbacks strong nonlinearities should be mentioned: wide asymmetric hyste-
resis loop, thermal sensitivity, first cycle effect. Very high flux density need for 
effective operation over the whole range strongly affects on size of the magnet-
ic circuit. Mathematical modeling does not allow for design optimal shape of 
core. Authors aided their work by FEA of magnetic flux in core. Computed re-
sults were compared with magnetic induction measured on prepared test bench. 

Keywords: magnetic shape memory alloys, FEA, MSMA, hysteresis, position 
regulation. 

1 Introduction 

Nowadays most of drives in machines are conventional solutions, in which linear 
(solenoids) and rotary (AC, DC motors, torque motors) motions are generated by the 
electromagnetic force. Requirements that are placed out in front of positioning sys-
tems in the most advanced mechatronic devices (i.e. bioengineering, aerospace engi-
neering, CNC machines), often exceed the capabilities of conventional drives [1]. 
These requirements can meet of a system in which transducer design is based on ap-
plication of smart materials technologies. In a group of smart materials with possibil-
ity of application in advanced positioning devices should be mentioned: piezoelectric 
materials, magnetostrictive materials (both – small deformations, high dynamics), as 
well as thermal activated shape memory alloys (large deformations, weak dynamics, 
especially when cooling). New very interesting material is magnetic shape memory 
alloy which combines good dynamics, similar to magnetostrictive terfenol D, and 
deformations similar to thermally activated SMA. These properties make magneti-
cally controlled SMA (MSMA – Magnetic Shape Memory Alloys) a promising  
solution for precise and fast positioning systems. However before any engineering 
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which reduces scope of strain in next cycles. Other disadvantages are significant tem-
perature dependence and wide hysteresis loop distinguished for smart materials. This 
hysteresis loop is more complicated in modelling because it is distinguished by large 
asymmetry (Fig. 2) [7]. 

 

Fig. 2. Example characteristics displacement vs. current (decreasing sine). Clearly visible non-
linearities: hysteresis and its asymmetric shape, saturation. 

3 Design and Mathematical Modelling of Magnetic Circuit 

Analysis and comparison of actuator where magnetic field is generated by coils and 
by coils with permanent magnets support is placed in [8]. Very interesting solution 
can be also found in [9]. In this design permanent magnets generate magnetic flux 
density in air gap which results in small deformation of MSMA. By superposition of 
magnetic fields it is possible to increase (up to 0.65 T), or decrease (down to 0 T), 
magnetic flux density in air gap. Circuits with permanent magnets are investigated 
because this can reduce power consumption of actuator and also limit the impact of 
magnetic hysteresis of the core. Moreover magnetic shape memory alloy Ni2MnGa 
components are produced as cuboids, where in cross section can be noticed that one 
side is significantly shorter than other one (Fig. 3). This difference is made intention-
ally because relative permeability of material (µR = 2), makes that power needed to 
produce necessary magnetic flux in air gap rises rapidly with increasing width of 
MSMA component. Core shape and air gap in actuators design ensure that magnetic 
field lines passes parallel to this shorter side. 

 

Fig. 3. Samples made of Ni2MnGa, 1×2.5×20 (left), 3×10×30 (right) 
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Magnetic cores in MSMA actuators can be made in two ways, as a solid or as a 
stack of plates made of electrically insulated steel sheets (compound Fe and Si). For 
applications where high dynamic is major criterion the laminated cores are better 
because they significantly reduce eddy currents, but if size of actuator is more im-
portant it is profit to use solid cores ensuring higher value of saturation flux density. 
These cores can be made of pure iron [10], ARMCO [11], low carbon steel [12], Fe-
Ni and Fe-Co compounds [8, 9]. In Fig. 4 authors show comparison of different mag-
netic materials, with clearly visible saturations (B-H curves). 

 

 

Fig. 4. Magnetization curves for different magnetic materials 

In the mathematical modeling approach based on equivalent circuit (Fig. 5), 
MSMA element placed in gap in magnetic core was treated as air. This is due the fact 
that its relative magnetic permeability is very close to 1 when material is in state ε = 
0. For known dimensions of MSMA sample: shape of core, cross section and width of 
gap were initially designated.  

For assumed magnetic flux density equal to 0,65 T, and supply current equal to 4 A 
the dimensions of magnetic circuit and coils parameters were calculated. 

 Φ௜ = ௜ܤ ∙  ௜ (1)ܣ

The magneto-motive force of 2 coils can be written as (Ohm’s law for magnetic cir-
cuit): 

ܫ2ܰ  = ∑ ℛ௜௡௜ୀଵ ∙ Φ௜  (2) 

where 

 ℛ௜ = ௟೔ఓబఓೝ೔஺೔ (3) 

Φi is magnetic flux, Bi is magnetic induction, Ai is cross section of magnetic core or 
air gap, N is coil turns, I is supply current, Ri is reluctance, li is length of core part, µ0 

and r are magnetic permeability of vacuum and relative of core part. Subscript i means 
i-th branch of equivalent circuit (Fig. 5). 
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Fig. 5. Shape of magnetic circuit and its equivalent model 

As a material for core the low carbon soft magnetic steel type 04J (PN-89/H-
84023/02), was selected. This steel is in chemical composition and magnetic proper-
ties is very close to pure ARMCO iron. Core parts were heat treated after milling 
operations. Annealing is performed to decrease magnetic hysteresis and increase rela-
tive permeability. 

To confront performed analytical calculations the model of magnetic circuit was 
created in MATLAB/Simulink by using Simscape library: Electrical and Magnetic 
components. Table 1 summarizes cross sections, core parts lengths and calculated 
reluctances used in evaluation of magnetic flux density of the MSMA gap.  
 

 

Fig. 6. Model of magnetic circuit in MATLAB/Simulink 

Table 1. Magnetic core summary 

Core part Area [mm2] Length [mm] Reluctance [H-1] 
R1 348 21.4 12233.9 
R2 348 23 13148.58 
R3 261 64 48783.12 

RAG 348 3.2 7317468.6 
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Fig. 11. Magnetic induction vs. current in air gap desired for MSMA 3×10×30 elements 

Model for air gap width 3.2 mm is proper and validated. Based on this work an-
other calculations were performed, everything was the same besides air gap width. In 
Fig. 12 calculations for MSMA widths 1, 2, 3, 4, 5 mm (+0.2 clearance), were pre-
sented, other dimensions were kept constant – 10 and 30 mm. Additionally power 
consumption of two coils (425 turns each), which task is generation of magneto mo-
tive force to obtain 0.65 T of magnetic induction in air gap.  

 

 

Fig. 12. Magnetic induction for different width of air gap and comparison with power con-
sumption for two coils (turns each) in parallel connection 

6 Conclusions  

Performed analysis in MATLAB and Ansys have been confirmed by measurements of 
magnetic induction in gap in magnetic circuit. By changing material for magnetic core 
magnetic hysteresis and saturation in the gap are significantly reduced, compared to 
core made of typical construction steel. Next step will be design and analysis circuits 
with permanent magnets. 
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Abstract. The article presents a new approach for noise reduction of a house-
hold washing machine. The noise sources and phenomenon were described. Af-
ter investigation of a currently used solution, and alternative available solutions, 
a new approach was presented. Design and tests of a low costs magnetor-
heological fluid, semi-active damper were presented. The input parameters for 
the new damper were identified on the base of investigation of a viscous 
damper, used in washing machines. The described MR damper was applied in a 
washing machine suspension system. Next, a study of washing machine accel-
eration RMS for different unbalanced masses and durum rotations, were per-
formed. During this research the new damper was switched on and off, to 
shows it influence on the acceleration. The end results show that the new de-
signed dampers can strongly reduce the vibrations of the washing machine 
housing and its plastic components. 

Keywords: washing machine, MR dampers, vibrations, magnetorheological 
fluid, share mode. 

1 Introduction 

Very well-known source of noise in block of flats are washing machines, especially in 
the late evenings when other noises are reduced. This annoying noise is created by 
vibrations of washing machine components. Above 1000 rpm these, mostly plastic 
components have their resonance frequencies [1]. Washing cycle can be divided into 
three main stages: washing, rinsing and spin drying. Each is distinguished by different 
rotary speeds of drum. Laundry in drum is placed unevenly resulting in an unbalance. 
Rotary speeds at first two stages are too small to cause audible vibrations. The most 
critical points are: crossing resonance point for drum (about 200 rpm), while accelera-
tion and deceleration, and rotating at rotary speeds above 1000 rpm, when vibration 
forces affected on frame by suspension [2]. As a result of heavy frame vibrations 
washing machine can change its position. It is deeply analysed in [3]. In classical 
design of front loaded washing machine spring-mass-damper configuration can be 
featured. Household goods manufacturers use the simplest kind of dampers which are 
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based on viscous friction phenomenon (passive damper). Another known in engineer-
ing methods for vibrations reduction are: active and semi active [4]. Additionally in 
viscous dampers attenuation parameters strongly depends on linear velocity. An ideal 
solution would be pair of dampers with electrically adjustable damping parameters. 
These could fulfil damper with magnetorheological fluid. Magnetorheological fluids 
change their rheological properties under external stimulus in form of magnetic field 
(from coils or permanent magnets). This field causes that randomly distributed parti-
cles create regular chains along field lines, whole process is fully reversible. Particles 
are made of iron, iron oxide, silicon steel, nickel, cobalt and are not bigger than 10 
µm. They are combined with oil, which is carrier, such combination makes that MR 
fluids are non-Newtonian fluids [5]. Analyzing this topic and available literature it 
can be stated that ideal solution is fully adjustable damper. A significant disadvantage 
of this solution is cost, which can exceeds the cost of whole washing machine. It is 
because fully adjustable damper needs to work in closed loop system with additional 
sensors and electronics. Authors decided that new dampers should work as on/off 
device. Damper will be energized when rotary speed passes through mechanical reso-
nance and off when high damping transmits vibration forces on washing machine 
frame. It is illustrated in Fig. 1. 
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Fig. 1. Comparison of work of three different dampers mounted in washing machine during 
acceleration to spin speed 

At Institute of Mechanical Technology this is another attempt to practical applica-
tion of devices with MR fluids. Previous research have focused on MR dampers for 
heavy duty applications [6, 7].  

Mechanical example of reduction unwanted vibrations is balancing by moving 
masses or liquids. Unfortunately in washing machines due to limited space and neces-
sity to install another actuator, such solutions can be considered theoretically or can 
be applied only in prototypes [2].  
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2 Domestic Washing Machine 

Front loaded washing machines are one of the most popular devices in households in 
European Union [8]. Other type, top loaded (vertical axis), is also included in study 
and research but not so often as front loaded [2]. A typical washing machine with 
direct drive (Fig. 2), consists: plastic casing (1), which holds water. Rubber sealing 
(11), and closed door seal washing machine from the front, on the opposite side ball-
bearings (4, 5), and drive – rotor with motor are sealed by lip sealing placed on shaft 
(3). Shaft end is connected with drum (2), which is made of stainless steel with 
densely arranged holes for water free flow. Space inside drum is designated for laun-
dry (10). Laundry soaked with water, placed unevenly on drum circumference can 
weights a few kilograms which significantly affects on magnitude of unbalance. For 
effective spinning cycle drum has to rotates from 600 up to 1400 rpm. Aforemen-
tioned device has direct drive, distinguishing features of such solution are: high torque 
generation, no belt pulley and reducing mechanisms, free of backlash, simpler design, 
better dynamics, cost and noise reduction [3]. Casing has joints for dampers (8), and 
coil springs (9), which are a part of suspension. Concrete blocks (12) in front part 
reduce vibrations amplitude by significant mass increase of whole suspended system. 

 

Fig. 2. Direct drive washing machine design 

3 Share Mode Magnetorheological Dampers 

3.1 Viscous Damper Examinations 

After removal from washing machine a classic viscous damper was examined on 
prepared test stand (Fig. 3), which design is intended for different kinds of dampers 
examinations. Drive is provided by AC motor which rotary speed is set by inverter. 
Next in drive is a worm transmission which reduces rotary speed and increases gener-
ated torque. Rotary motion is converted to linear by slider crank gear mechanism. 
Eccentric disk placed in crank enables adjustment of damper stroke. Linear movement 
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Based on measurements and limitations inside washing machine, shape of new MR 
damper is very similar to original (Fig. 6). Proposed damper has one coil wound on 
piston (160 turns). Piston has at its circumference glued fiber which before final as-
sembling was soaked with magnetorheological fluid. Such design allows for signifi-
cant reduction of use of MR fluid. Piston connected with rod adapted from viscous 
damper moves in cylindrical tube, which is made of soft magnetic steel. Clearance 
between piston and cylinder provides enough space for soaked fiber without generat-
ing excessive friction force while coil is non-powered. Coil supply wires are placed 
inside rod which is additionally filled with silicon based material. New damper was 
examined on aforementioned above test rig. Results: force vs. velocity and force vs. 
stroke were plotted in Fig. 7 and 8. More details about design can be found in paper 
[9]. Similar devices are presented by J.D. Carlson in papers [10, 11]. Damper parame-
ters were summarized in Table 1. 

Table 1. Comparison of commercial damper RD-1097-01 and new design 

Parameter RD-1097-01 Single coil 
Max. length 253 mm 224 mm 
Min. length 195 mm 184 mm 

Body diam. 32 mm 36 mm 
Weight 0.48 kg 0.58 kg 
Stroke ±25 mm ±14 mm 

Coil res. (25 ºC) 20 Ω 2.0 Ω 
Coil inductance No data 4.65 mH 

Coil wire diameter No data 0.4 mm 

Magnetic core No data Steel S235 
Amount of MR fluid 3 cm3 [10, 11] 1 cm3 

Max. force 100 N; 51 mm/s; 1 A 90 N; 80 mm/s; 2.5 A 
Min. force 9 N; 200 mm/s; 0 A 7 N; 80 mm/s; 0 A 

 

 

Fig. 7. Force vs. velocity for new MR fibre damper 
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Results as graphs acceleration RMS vs. rotations for on and off damping were  
prepared (Fig. 10‒12). Results are confirmation that while revolutions are above res-
onance rotations area, when damping is off, amplitude of acceleration RMS decreases 
instantaneously, it is shown in Fig. 13. 
 

 

Fig. 10. Acceleration RMS vs. drum rotations in spring measuring point 

 

Fig. 11. Acceleration RMS vs. drum rotations in middle measuring point 

 

Fig. 12. Acceleration RMS vs. drum rotations in damper mounting measuring point 
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Abstract. The immune algorithm based on clonal selection can be used for 
identification and optimization of the parameters of Sugeno fuzzy model ex-
tracted from numerical data. In [5] the rules of fuzzy model were extracted us-
ing clonal selection for clustering task, implemented in the MATLAB code.  
In this paper, the application of the clonal selection has been proposed to solve 
optimization problems. The algorithm of clonal selection can be used before the 
clustering version of identification of parameters of the fuzzy model Sugeno-
type. Then the same algorithm can be adapted to solve optimization tasks. The 
results were applied to approximation of a test function. 

Keywords: data clustering, optimization, fuzzy model, clonal selection. 

1 Introduction 

Fuzzy models are able to reproduce the relationship between physical quantities that 
are difficult to describe by mathematical relationships [1, 3]. They give good approx-
imations of any functions. If it is difficult to create a mathematical model, one can 
describe fuzzy rules in a qualitative way. The fuzzy models can be identified sequen-
tially. The sequential mode may determine the structure and antecedents by chosen 
clustering algorithm, and then optimize the consequent and/or antecedent parameters 
by evolutionary optimization methods [9].  

The majority of developed artificial immune system (AIS) algorithms are based on 
various mechanisms in the biological immune system (IS). Negative selection, im-
mune networks and clonal selection are still the most discussed models. Artificial 
immune systems can be defined as metaphorical computational system developed 
using ideas, theories and components extracted from the biological immune system. 

The basic clonal selection algorithm have been introduced by de Castro and von 
Zuben [6, 7]. Several version of this algorithm (ClonAlg or CLONALG) and its ap-
plications are proposed, for example in [7, 10]. Over recent years there have been 
many papers on artificial immune systems (AIS) application for its adaptations in 
fuzzy models, for example [12‒14].  

In [12] an immune algorithm was used to tune the membership functions of fuzzy 
variables used to mine the fuzzy association rules that improve the performance of the 
intrusion detection system and show the use of immune algorithm in such mining task.  
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An application the clonal selection algorithm (CLONALG) for optimization pa-
rameters of membership function of input and output variables for Mamdani-type 
fuzzy model is described in [13]. The membership functions parameters with respect 
to fuzzy variables can be found for a fuzzy system whose rules table and shape of 
membership functions were given previously. 

In [14] an immune approach based on clonal selection and immune network theo-
ries for Adaptive Neuro-Fuzzy Inference System (ANFIS) learning is proposed. Addi-
tionally a multiantibody model is implemented to perform simultaneous identification 
of parameters and structure of ANFIS.  

It is necessary to remain that ANFIS algorithm is implemented in anfis function, 
which is an element of Fuzzy Logic Toolbox in MATLAB [2]. Using a given in-
put/output data set, the anfis function constructs only Sugeno-type fuzzy system [11] 
whose membership function parameters are adjusted using either a backpropagation 
algorithm alone, or in combination with a least squares estimation. This learning method 
works similarly to that of neural networks. The anfis function has many limitation but 
it offers universal approximation of nonlinear functions which is easy to use in technical 
application.   

The clonal selection algorithm can be applied both for optimization problems as 
well as in of clustering and pattern recognition [7]. This means that the clonal selec-
tion algorithm may be used to automatically generate Sugeno-type fuzzy models, both 
at the initial stage (by clustering) and at the final tuning (optimization).  

In [5] the clonal selection algorithm was used in fuzzy clustering version for identi-
fication of parameters of Sugeno fuzzy model extracted from measurement numerical 
data [1]. In this paper CLONALG algorithm is used in two versions: one for cluster-
ing tasks and another for optimization problems. It allows to create an CLONAG 
implementation which will have smaller limitations than anfis function and will be 
easy to use in technical application.   

This paper is organized as follows. Section 2 is a briefly introduction to Sugeno 
fuzzy models and extracting knowledge from the numerical data. Section 3 describes 
clonal selection mechanism in versions for optimization, pattern recognition and clus-
tering problems. Section 4 presets application examples. Conclusions and proposals 
of future work are given in Section 5.  

2 Methods for Construction of Sugeno-Type Fuzzy Model  

2.1 Fuzzy Models   

Based on an input-output data, a fuzzy model may be constructed. It should create 
rules of inference, generalize knowledge and be robust to data errors. The Sugeno-
type fuzzy model is computationally very efficient and works properly in conjunction 
with methods of adaptation and with algorithms of optimization. It is particularly 
attractive when applied to modeling and control of nonlinear systems.  

A typical fuzzy rule in a Sugeno fuzzy model [8] has the form: 
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 If  (x is Aj)  and   (y is Bj)  then   zj = fj(x, y)  (1) 

where Aj and Bj are fuzzy sets in the antecedent of j-th rule, while zj = fj(x, y) is a crisp 
function in consequent of j-th rule. Usually fj(x, y) is a polynomial of the input varia-
bles x and y, but it can be any function as long as it can appropriately describe the 
output of the model within the fuzzy region specified by antecedent of the rule. Most 
often fj(x, y) is a first-order polynomial or a constant (zero-order polynomial). Conse-
quent of j-th rule can be expressed as: 

 zj = fj(x, y) = pj x + qj y  + rj  (2) 

where pj, qj, rj ‒ polynomial coefficients, in zero-order model: zj = rj.   

Operation of Sugeno type fuzzy model is based on the performance of switching 
between several optimal linear models. In this way, strongly non-linear objects can be 
modeled. 

2.2 Extracting Knowledge from the Numerical Data 

It is very useful if rules base (knowledge base) of fuzzy model can be automatically 
extracted from the measured data. The most common method of automatic extraction 
of rules is based on grouping of numerical input-output data, often called clustering. 
Effective clustering algorithms specify the center of clusters − focus areas of meas-
urement (numerical) data. This involves the determination of parameters of fuzzy 
model together with the organization of its structure (rule base).  

Fuzzy clustering creates assignment in ambiguously. One element of the set of data 
may belong to several clusters, each of them to a certainextent. The methods of fuzzy 
clustering are one of the unsupervised learning techniques.  

Generally, these methods can be divided into: 

• Methods, in which the number of clusters is not known. The user must initially 
assume the number of clusters and enters this number as a parameter of the algo-
rithm [5]. 

• Number of clusters may be determined automatically based on a measure of data 
density in space. Examples of this type algorithms can be clonal selection algo-
rithm. The advantage of this algorithm is the independent matching of the optimal 
clusters number based on the declared cluster radius [5]. 

The effectiveness of various clustering algorithms may be evaluated using a num-
ber of quality indexes such as: partition, entropy, Xie-Bieni or Fukuyamy–Sugeno [5].  

2.3 Extraction of Fuzzy Rules Directly from Numerical Data 

Chiu presents the method of extracting fuzzy rules from data for function approxima-
tion [1]. Subtractive or clonal selection clustering may be applied to the input space 
of each group of data individually to extract the rules for identifying each class of 
data. The clusters found in the data of a given group identify regions in the input 
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space that map into the associated class. Hence, we can translate each cluster center 
into a fuzzy rule for identifying the class.  

Extracting fuzzy rules for approximation of function from data, clustering is per-
formed in the combined input/output space, i.e., each data point xi is a vector that 
contains both input and output values. Each center of cluster is essence of prototypical 
data point that exemplifies an input/output behavior of the system.  

The main task in constructing the model is to determine the fuzzy rule base and the 
number of fuzzy sets (membership function) assigned to individual inputs and outputs 
of the model. Subsequently, they are also appropriately selecting algorithms for ag-
gregation of simple premises. 

Each cluster center xi* is considered as a fuzzy rule that describes the system be-
havior. This computational model can be used as a fuzzy inference system employing 
traditional fuzzy if-then rules [1, 3, 5]. Each rule has the following form: 

 if Y1 is Ai1 & Y2 is Ai2 & ... then Z1 is Bi1 & Z2 is Bi2 ... (3) 

where Yj is the j-th input variable and Zj is the j-th output variable; Aij is an exponen-
tial membership function in the i-th rule associated with the j-th input and Bij is 
a membership function in the i-th rule associated with the j-th output. 

This computational scheme is equivalent to an inference method that uses multipli-
cation as the AND (&) operator, weights the consequent of each rule by the rule's 
degree of fulfillment, and computes the final output value as a weighted average of all 
the consequents.  

Another approach is to let the consequent parameter zij* be a linear function of the 
input variables. That is, it let   

 zij* = Gij y + hij   (4) 

where Gij is an N-element vector of coefficients and hij is a scalar constant.  
The if-then rules then become the Sugeno-type. For given a set of rules with fixed 

premise membership functions, optimization Gij and hij in all consequent equations is 
a simple linear least-squares estimation problem [1].  

2.4 Optimization of Coefficients in Consequent and Premise Fuzzy Rules  

Identification method for Sugeno type fuzzy model consist of two steps: (1)  find 
cluster centers to establish number of fuzzy rules and parameters the rules premise 
and (2)  calculate with optimizing the rules consequents parameters. Optimizing only 
the coefficients in consequent equations allows a significant degree of model optimi-
zation to be performed without adding much computational complexity.  

If better accuracy of estimation fuzzy model is needed it can be obtained by opti-
mizing the parameters of membership functions with chosen evolutionary algorithm, 
for example clonal selection method. For new parameters of premise membership 
functions, the parameters all consequent equations should be recalculated.  
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3 Biological and Artificial Immune Systems  

The biological immune system is based on two aspects. The first is detection of the 
pathogen (infections foreign element) in terms of verifying the molecules that belong 
to the body and could be harmful. Second aspect is to eliminate the risk that must 
effectively select the appropriate method depending on the type of pathogen. The 
system is capable of “remembering” each infection, so that a second exposure to the 
same pathogen is dealt with more efficiently.  

The elements of the immune system are the so-called lymphocytes, who take part 
in the detection and elimination of the pathogen. They are divided into T-cells and  
B-cells [6]. T-lymphocytes are responsible for considering the "suspicious" cells. 
They give a signal to undertake defensive actions. B-lymphocytes are subordinated to 
the T-lymphocytes. They produce antibodies to eliminate these pathogens and are 
involved in memorizing these structures which leads to the formation of immunologi-
cal memory. 

Clonal selection theory is used to describe of the immune response to antigenic in-
centive. It involves the construction of a large number of cell clones responding to an 
antigen that was found in the body [6]. In response to the first contact with the antigen 
and under the influence of T-lymphocytes, B-lymphocytes are activated and cloned. 
This process is proportional to the similarity of the selected antigen - higher the simi-
larity is, more generated B-cells. Then, clones are subject to hypermutation. The pro-
cess is inversely proportional to the affinity of the antigen cell receptors – higher the 
affinity, lower intensity of the mutation. The population of the mutant clones is evalu-
ated for the degree of adjustment for the antigen: antigen-binding clones are poorly 
removed, and the well-binding are included in the immunological memory [6]. 

3.1 Clonal Selection Algorithm  

Clonal selection algorithms are a class of algorithms inspired by the clonal selection 
theory of acquired immunity that explains how B and T-lymphocytes improve their 
response to antigens over time called affinity maturation. The selection is inspired by 
the affinity of antigen-antibody interactions, reproduction is inspired by cell division, 
and variation is inspired by somatic hypermutation.  

Clonal selection algorithms use a mutation operator that is inversely proportional 
to the fitness (high fitness, low mutation). However, it also makes more, (low mutat-
ed) copies of the high fitness solutions. It can fit a population to a fitness function 
very quickly. The two operations (selection of the best individuals and their cloning) 
are necessary for correct operation with this algorithm. The literature describes sever-
al implementations with the use of clonal selection algorithms [10]. It is most com-
monly used for optimization problems, clustering and pattern recognition tasks. 

The clonal selection principles are: 

• most stimulated cells will reproduce under a hypermutation scheme (B-cell), 
• low affinity clones are eliminated, 
• self-reactive clones will be purged from the population. 
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3.2 Optimization and Clustering Using Clonal Selection Mechanism  

The clonal selection algorithm (CLONALG) is used in two versions: one for optimi-
zation problems and one for pattern recognition/classification (clustering) tasks [6, 7]. 
Fig. 1 shows the block diagram of computational procedure for the CLONAG algo-
rithm in version for global optimization. The block diagram of the CLONALG 
adapted to be applied to pattern recognition tasks is presented in Fig. 2. 

The following notation is used to describe this algorithms [7]: Ab: available anti-
body repertoire, Ab{m}: memory antibody repertoire, Ab{r}: remaining antibody reper-
toire, Abj

{n}: n antibodies from Ab with highest affinities to antigen Agj, Ab{d}: set of 
d new molecules that will replace d low-affinity antibodies from Ab{r}. At the begin-
ning, there is no explicit antigen population to be recognized, but an objective func-
tion g(·) to be optimized (maximized or minimized). 

Fig. 1. Computational procedure for the 
clonal selection algorithm (CLONALG): 
global optimization version [7] 

Fig. 2. Computational procedure for the 
clonal selection algorithm (CLONALG): 
pattern recognition version [7]

The CLONALG algorithm for optimization tasks can be described as follows:  

• Step1, an antibody affinity corresponds to the evaluation of the objective function 
g(·) for given antibody: each antibody Abi represents an element of the input space. 
In addition, as there is no specific antigen population to be recognized, whole 
antibody population Ab will compose the memory set and, hence it is no long 
necessary to maintain a separate memory set Ab{m}. 

• Step2, determine the vector fj that contains its affinity to all the N antibodies in Ab. 
• Step3, select the n highest affinity antibodies from Ab to create a new set Ab{n} of 

high affinity antibodies by relation to population of antigens Agj to be recognized.  
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• Step4, the n selected antibodies will be cloned independently, proportionally to 
their antigenic affinities and will generate a repertoire Cj of clones: the higher the 
antigenic affinity, the higher the number of clones generated for each of n selected 
antibodies.  

• Step5, the repertoire Cj is submitted to an affinity maturation process inversely 
proportional to the antigenic affinity, generating population Cj* of matured clones: 
the higher the affinity, the smaller the mutation rate.  

• Step6, verify the affinity f*
j of the matured clones Cj* by relation to antigen Agj. 

• Step7, n antibodies are selected to compose the set Ab, instead of selecting the 
single best individual Ab*. 

• Step8 finally replace the d lowest affinity antibodies from Ab{r} (remaining anti-
bodies repertoire), with relation to Agj by new individuals.  

The main immune aspects taken into account to develop the CLONAG algorithm 
were: maintenance of a specific memory set, selection and cloning of the most stimu-
lated antibodies, death of non stimulated antibodies, affinity maturation and reselec-
tion of the clones proportionally to their antigenic affinity, generation and mainte-
nance of diversity. 

To apply the proposed CLONALG algorithm to pattern recognition tasks, a few 
modifications have to be made in this algorithm (see Fig. 2) [7]. In the pattern recog-
nition case, an explicit antigen population Ag is available for recognition. The 
CLONALG algorithm modifications can be described as follows: 

• In Step1, randomly choose an antigen Agj (Agj ∈ Ag) and present it to all 
antibodies in the repertoire Ab. 

• In Step7, from set Agj of mature clones Cj*, re-select the highest affinity one Ab*
j 

with relation to Agj to be a candidate to enter the set of memory antibodies Ab{m}. 
If the antigenic affinity of this antibody with relation to Agj is larger than its 
respective memory antibody, then Ab*

j will replace this memory antibody. 

After presenting all the M antigens from Ag and performing the 8 steps above to all 
of them, a generation has been completed. 

Clustering algorithm using clonal selection mechanism is based on the method 
used for pattern recognition tasks, described in [6, 7]. The algorithm is performing 
successive iterations. Each section starts assuming initial population representing the 
downloaded data. Of these, the data pattern is also selected. If the element of the data 
set representing a pattern is fixed in advance within the cluster, then the other element 
is selected. The next step is to compare the pattern with all elements of the population. 

Calculated similarity is presented in the form of matching vector, which is then 
sorted according to the value of similarity. Ordered population is cloned in proportion 
to the degree of alignment and the number of dependent values cloning. This creates 
a temporary population, which matures in the process of hypermutation. The intensity 
depends on the ratio hypermutation. 

Mature temporary population is re-compared with the pattern and calculates the 
matching vector. Then it is sorted according to the value of similarity. Best suited 
element of the temporary population is written to memory as a new center of the  
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cluster, provided that they are not in the other cluster. Iteration ends up substituting 
the worst elements of the population with the new matched. The algorithm terminates 
after a predetermined number of iterations or in the case where all points lie within 
clusters and it is incapable to determine a new pattern.  

4 Application Examples 

The immune algorithm for fuzzy models generation was applied to fuzzy modeling 
problem based from the numerical data. Two testing examples with application clonal 
selection algorithm used to clustering tasks are described in [5]. Efficient methods for 
extracting fuzzy rules from the high dimensional numerical data based on cluster 
estimation have been presented in [1].  

The clustering method with clonal selection mechanism implemented in MATLAB 
was tested in [3, 5]. This method was experienced with Trip data (published in [1, 2]) 
and compare with subtractive, fuzzy C-means, Gustafson–Kessel clustering algo-
rithms. Trip data set contains the relationship between the number of automobile trips 
generated from an area and the area's demographic factors. Demographic and trips 
data are from 100 traffic zones in New Castle County, Delaware. Five demographic 
factors are considered: population, number of dwelling units, vehicle ownership, me-
dian household income and total employment.. 

Hence, the model has 5 input variables and 1 output variable. Fuzzy model make 
estimation of the number of automobile trips generated from an area based on 5 de-
mographics factor from of this area. 75 data points (of 100 available) were selected 
for extracting fuzzy rules for Sugeno fuzzy model by using 4 clustering algorithms. It 
means that on base this numerical data the model of traffic patterns in an area was 
constructed based on the area's demographics data (see Fig. 3).  

Trip data sets and results of clustering for 4 methods (fuzzy C-means, Gustafson–
Kessel, subtractive and clonal selection methods) are presented and discussed in [5].  

 
Fig. 3. Rule viewer of fuzzy model extracted from Trip data with 5 input and 1 output variables  
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In [3] and [5] an real technical problem of fire detection in the mine, in its early 
stages was also presented. The main idea was to created fuzzy model to determine the 
index of fire risk based on independent, pre-processed analog signals (DWP data). 
Various parameters are controlled using special detectors (carbon monoxide, hydro-
gen cyanide and smoke).  

The proposed fuzzy model describes this problem. The model structure and ante-
cedent parameters were extracted using 4 clustering data methods (same as in Trip 
case) implemented in MATLAB.   

Two experiments with Trip and DWP data indicate that clonal selection clustering 
algorithm is computationally fast and robust.  

Numerical data used to build the fuzzy models have different accuracy. Usually 
measurement data can have bigger errors than numerical data calculated from formula 
of selected function. Functions of one or two variables can be also approximated with 
chosen accuracy from numerical data using some clustering method and algorithm 
fuzzy rules generation proposed by Chiu [1].  

For given set of rules with fixed premise of preferred type membership functions, 
optimization of coefficients in all consequent equations is a simple linear least-
squares estimation problem [1].  

For better approximation (with accepted accuracy) use an optimization algorithm 
for calculate optimal coefficients of membership function in premise may be used. 
This optimization can be made by chosen evolutionary algorithm or ANFIS, which is 
based on classic methods of neural networks learning.  

ANFIS is neuro-adaptive learning technique [11] incorporated into anfis func-
tion in Fuzzy Logic Tolbox (MATLAB), which uses a hybrid learning algorithm to 
identify parameters of Sugeno-type fuzzy inference systems. It applies a combination 
of the least-squares method and the backpropagation gradient descent method for 
training fuzzy membership function parameters to emulate a given training data set.  

Function anfis only supports Sugeno-type fuzzy systems and cannot accept all 
the customization options that basic fuzzy inference allows. An additional limitations 
can be find in [2].  

There are many types of evolutionary algorithms. Generally they work well but 
they has many options and its use is complicated. The algorithm of clonal selection, 
(CLONALG) was adapted to solve global optimization tasks in [4]. This algorithm 
was compared with evolutionary algorithms, such as: genetic algorithm, direct search 
and simulated annealing. Current results show that the main immune mechanism of 
clonal selection with cell suppression can be successfully applied. Using relatively 
small population of candidate solutions it was able to find global minimum for all 
tested function. 

A preliminary test of approximation was done for tridimensional peaks function 
z = f(x, y),          z = 3(1 − x)ଶ eି୶మି(୷ାଵ)మ − 10(ଵହ x − xଷ − yହ)eି୶మି୷మ − ଵଷ eି(୶ାଵ)మି୷మ

   (5) 

where ݔ, ݕ ∈ [−3, 3]. 
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The function (5) was approximated by fuzzy mode Sugeno type. This model was 
generated by clonal selection algorithm in version for clustering tasks and then an 
auxiliary optimization of parameters of membership functions was done. The fuzzy 
model had 7 rules and Gauss functions were used as membership functions – 7 to 
each input of fuzzy model. The RMS Error was equal 0.0196. 

5 Conclusion and Future Work 

Fuzzy models allow describing a very complex phenomenon that are difficult to be 
represented in the form of mathematical formulas. Two experiments with Trip and 
DWP data indicate that clonal selection clustering algorithm is computationally fast, 
robust and useful. The preliminary test of approximation of peaks functions (5) show 
that clonal selection in optimization version work well.  

The future works will involve the applications CLONAG implementation which 
will be easy to use in technical application and which will have small limitation for 
identification of parameters of Sugeno fuzzy models extracted from numerical data. 
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Abstract. The article describes improved magnetic shape memory alloy actua-
tor (MSMA actuator) test stand and the previously made stand. There are 
pointed weak sides of the first stand and the improvements in the new one. Sev-
eral quasi-static measurements were performed and results were compared  
between both measurement stands. The MSMA actuator characterises with sig-
nificant hysteresis loop, but improved test stand allowed to reduce its width. 
The increased rigidity of the stand excluded influence of stand deformations on 
the results. The described stand resulted with similar but improved measure-
ments of the MSMA actuator characteristics, which also proved the correctness 
of the previous results. 

Keywords: magnetic shape memory alloys, MSMA, hysteresis, test stand, 
smart material. 

1 Introduction 

Demand of finding new actuator designs resulted in many applications of materials 
from group called “smart materials” or “active materials”. Aims of the new actuators 
is to use benefits of the materials and enhance theirs structures. One of the youngest 
“smart material” is Magnetic Shape Memory Alloy, commonly named MSMA. Its 
properties was described first merely 18 years ago by Ullakko [1]. The material indi-
cates shape memory behavior induced by applying external magnetic field. The alloys 
are included to the same group as widely known Shape Memory Alloys (SMA, e.g. 
Terfenol-D). Ordinary SMA are activated thermally and in order to distinguish both 
groups of materials with shape memory, it is proposed to use names and abbrevia-
tions: TSMA for thermally activated alloys and MSMA for magnetically activated 
ones [4, 5, 12]. When external magnetic field is applied to the MSMA material sam-
ple, it elongates or contracts, accordingly to the direction of the magnetic field vector 
and initial state of the sample. After reducing the field, the material preserves its final 
shape until it is deformed by different magnetic field or external force. The phenome-
non bases on that it is needed less energy to deform crystallographic structure of the 
material than rotate magnetic domains. Although the sense of the magnetic vector is 
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not relevant, elongating field direction must be perpendicular to contracting field, 
which complicates design of the magnetically stimulated only actuator. This is one of 
the main disadvantages of the material. What is more, the relative permeability of the 
material changes during its elongation from 65 to 2, which makes the material harder 
to contract magnetically than elongate. Therefore the mostly used actuator design 
contains electrical coil to produce elongating magnetic flux and spring to produce 
mechanical contraction and initial pretension. Another important disadvantage is oc-
currence of wide asymmetric hysteresis loop in static characteristic of MSMA actua-
tors, similar to other “smart materials” based designs. This is general problem in  
precise displacement control and regulation. Many researchers recorded measure-
ments of the MSMA hysteresis. The hysteresis shapes varies because they depend on 
actuators designs and individual material samples properties. In order to prepare 
proper hysteresis model, the actuator or test stand design should provide repeatable 
results. Small scale fabrication of the MSMA samples for research purposes only 
should be taken into consideration by comparing the measurements, but noticeable are 
differences between results achieved by different research teams [2‒12]. 

2 Motivation for the Test Stand Improvement 

2.1 General Description of the Problem 

In order to check MSMA actuator, simple test stand was designed and built [10]. The 
main purposes were to initially obtain several the parameters of MSMA actuator and 
general properties of MSMA samples and to easily reconfigure the test stand. The 
stand gives possibility to measure force generated by MSMA and pushing rod dis-
placement at the same time, what was useful in first calibrations of the actuator 
[11, 12]. During first measurements authors recognized several problems with the test 
stand. There were some problems with repeatability of the results, so the first gathered 
information were treated as uncertain. After several simple modifications in structure, 
obtained results were satisfactory. Nonetheless, the problems which were met by the 
first measurement attempt motivated to design new improved test stand of the MSMA 
actuator. 

2.2 Description of Previous Test Stand Version 

As mentioned, first measurement stand was designed to be universal, easy in modifi-
cations and easy to access elements. The consequence of that choice is less rigidity of 
the stand, which was very problematic in the first study phase, especially in position 
regulation with PID controller. The general view of the system is presented in the 
Fig. 1. The stand consists of base plate supported on four supports (no 1 in the figure), 
table with micrometer screw that allow precise calibration (2), optical displacement 
sensor Philtec Fiberoptic D47, which was later replaced with HBM LVDT type sensor 
(3). Number 4 points to pushing rod with return spring, where the rod is pushed di-
rectly by the magnetic shape memory alloy. Magneto motive force source parts of 
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4 Measurements and Comparison to Previous Results 

In the first study phase occurred many problems in achieving repeatable and sure 
results. Example one are presented in the Fig. 3 and these are compared to the data 
acquainted with the improved test stand. The violet line is measured input current, 
which shape was sinus with decreasing amplitude and bias equaling 2.5 A and fre-
quency 0.1 Hz. Supply current range is 0–5 A for parallel coils connection 2.5 A for 
each. Acquisition and control was performed with use of dSPACE system with sam-
pling period 1 ms. The green line origins from the stand number one with wider mag-
netic gap, when the orange represents the situation when magnetic gap width was 
reduced. The red line is displacement output from improved test stand. The hysteresis 
effect prevents from displacement change for lower amplitude current variations. 
Noticeable are drift of the steady value and additional peaks after the current local 
maximums. Other comparisons are presented in Fig. 4 and Fig. 5, where are quasi-
static displacement characteristics. Data presented in article [12] were acquainted on 
previous test stand with some minor improvements and these are in the mentioned 
figures marked with blue line. The red line are results from current improved stand to 
make comparison of the stands available. Maximum displacements achieved by the 
MSMA actuator differs about 30 μm, but this could be result of different pretensions 
of return spring. In order to better compare the hysteresis loop shapes, the measure-
ments from improved stand were scaled to similar displacement range as in the previ-
ous tests, which is shown in the Fig. 5. Character of displacement change for increas-
ing current is very similar, almost identical, but when input current decreases, the 
MSMA actuator’s pushing rod displacement changes in a different way. Results from 
improved test stand show faster response to current decrease, which means that block-
ing forces in the MSMA actuator structure are smaller. Elongation of the MSMA 
material is active process induced by increase of magnetic induction in gap, while 
contraction is passive process resulted by spring relaxation. Therefore return action is 
more dependent to any disturbance forces, like e. g. friction forces. One of the proper-
ties of MSMA materials, which allows shape memory effect to exist, is “twinning 
stress”. This is value of stress that must be applied to elongated material to shorten it. 
The effect results additional blocking force treated as internal friction of the MSMA 
material. This may be advantage of the material application as self-supporting effect, 
but when the actuator is designed in the return-spring variant, this force distorts the 
actuator’s work. Moreover, there always may exists friction in pushing rod-guide 
connection. In both stands there were used parts fabricated from PTFE based material 
to make the friction force smaller. In second stand the pushing rod was even little 
polished to ensure low friction work, therefore the hysteresis origins mainly from the 
magnetic shape memory alloy material’s properties. Authors initially hoped to 
achieve significantly different hysteresis shape, but on the other hand the new results 
confirmed the correctness of the MSMA actuator previous measurement and repeata-
bility of the results. It is sure that the rigidity of the new test stand is improved and it 
does not have influence on the results. In addition, tests of the improved test stand 
were repeated with use of optical contactless sensor, but these were not presented in 
the article, because were practically identical as these achieved with LVDT type 
transducer. This excluded eventual errors from use of particular transducer type. 
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Fig. 3. Displacements of the pushing rod under different test stand configurations, but with the 
same input current signal, noticeable errors of actuator responses 

 

Fig. 4. Comparison between previous test stand results and improved test stand results – quasi-
static displacement characteristics 
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Abstract. In the paper the proposition a fractional order, robust, dis-
crete PID controller dedicated to minimum-energy control an interval
- parameter, oriented PV system is presented. A tuning of robust con-
troller with use of different cost function is also proposed. Results are by
an example depicted.

Keywords: robust control, fractional order PID, oriented PV system,
minimal-energy control.

1 An Introduction

An application of fractional order calculus in modeling and control of dynamic
systems has been considered by many Authors, for example Podlubny (see
[13],[14]) , Das (see [3]), Kaczorek [4], Pan and Das [11].

In many situations the use of non integer order controller assures the bet-
ter control performance, than integer order control. It is caused by the fact,
that fractional orders of integration and derivative actions are additional tun-
ing parameters of controller, which allow us to precisely tune the power of both
control actions. The use of fractional order controllers has been considered by
many Authors, for example by Podlubny in [13] or Petras in [12].

In this paper a propostion of use a fractional order, discrete PID controller to
control the elevation angle in the moving part of an experimental oriented PV
system will be presented. The control plant is described with the use of interval
transfer function. The use of interval model is determined by the fact, that the
PV works all the year outdoor in extremally different atmospheric conditions.

It is is well known, that an important control problem for oriented PV systems
is a minimal energy control. Generally, for integer order control this problem
has been considered by many Authors for years, classic solutions of it are well
known,but the use of fractional order controllers generates a number of new
problems, particularly for uncertain-parameter systems.

c© Springer International Publishing Switzerland 2015 177
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In the paper the following problems will be discussed:

– An oriented PV system and its interval model,
– A fractional order PID controller and its discrete approximation,
– A digital closed-loop control system,
– Tuning method for the considered controller
– An Example

2 An Oriented PV System and Its Interval Model

Let us consider a moving part of an oriented PV system shown in figure 2. The
most simple scheme of this plant is a DC motor with gearbox, considered by
many Authors, for example Athans and Falb in [1], Petras [12], p. 121). The
simplified scheme of it is shown in figure 1.

                                 R
              )(ti

                                      L              )(t

      )(tu                                                                             )(1 tx

                                                                        
.constI

      
J

 Fig. 1. A DC electric drive as a model of moving part of the oriented PV system

The exact description of the plant we deal with can be found in [8], [5], . [6],
[7]. Exact parameters of the PV preseted in figure 2 are given in paper [9]. The
most simple model of the plant shown in figure 1 has the form of an interval
transfer function:

G(s, q) =
q

s
(1)

where: q denotes interval parameter of the PV, defined as follows:

q = [ql; qh] ⊂ I(R) (2)

Vector q describes parameters of the plant, changing during work of the system
outdoor in extremally different atmospheric conditions (summer and winter, with
and without snow, etc.). Additionally - these parameters have different values
for moving up and moving down the PV. Exemplary values of this parameter
are given in the example.
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Fig. 2. An experimental oriented PV system

3 A Fractional Order PID Controller and Its Discrete
Approximation

A continuous fractional order PID controller is described with the use of the
following, continuous, fractional order transfer function:

Gc(s, p) = kP + kIs
α + kDsβ (3)

where kP , kI and kD denote coefficients of proportional, integral and derivative
actions of the controller, α and β denote fractional orders of the integral and
derivative actions. All these parameters can be assembled in a vector p:

p = [kP , kI , kD, α, β] (4)

All the vectors p build the set of permissible controller parameters P , defined as
underneath:

P = {p = [kP , kI , kD, α, β] : kP , kI , kD > 0,−1 < α < 0, 0 < β < 1} ⊂ R5 (5)

The discrete, fractional order PID controller can be obtained after discretization
of time-continuous controller described by (3). The translation can be done with
the use of the elementary dependence between continuous and discrete Laplace
transforms (see for example [12]):

(
ω(z−1)

)γ
=

(
1 + a

Ts

)γ (
1− z−1

1 + az−1

)γ

=

(
1 + a

Ts

)γ

CFE{...} (6)

In (6) a is the coefficient depending on approximation type, Ts denotes the
sample time, CFE... is a Continuous Fraction Expansion:

CFEγ{ 1− z−1

1 + az−1
} =

vγ0 + vγ1z
−1

wγ0 + wγ1z−1
(7)
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Coefficients of discrete transfer function (7) are equal:

vγ0 = wγ0 =
2

a+ γ + γa− 1
; vγ1 =

a− γ − γa− 1

a+ γ + γa− 1
; wγ1 = 1 (8)

In (8) the value of the coefficient a depends on the approximation type, for
example, a = 1 for Tustin approximation, a = 0 for Euler approximation. In
further consideration the Euler approximation will be applied. This implies, that
coefficients (8) turn to the following simplier form:

vγ0 = wγ0 =
2

γ − 1
; vγ1 =

−γ − 1

γ − 1
; wγ1 = 1 (9)

In (9) γ = α for integral part of the controller and γ = β for derivative part
respectively. Consequently, the discrete fractional order PID controller can be
described with the use of the following discrete transfer function G+

c (z
−1, p),

which is also a function of vector p defined by (4):

G+
c (z

−1, p) = kP + kI

(
1

Ts

)α

CFEα + kD

(
1

Ts

)β

CFEβ (10)

In (10) kP , kI , kD denote gain of proportional, integral and dervative actions
of the controller, α < 0 denotes the non integer order of integration, β > 0
denotes the non integer order of the derivation, CFE.. is described by (8) and
(9). Notice, that the controller (10) can be directly implemented at each digital
platform (PLC or microcontroller).

G+
c (z

−1, p) =
a2 + a1z

−1 + a0z
−2

b2 + b1z−1 + b0z−2
(11)

where:

a0 = kPwα1wβ1 + kIvα1wβ1 + kDpβ1wα1

a1 = kP (wα0wβ1 + wα1wβ0) + kI(vα0wβ1 + vα1wβ0) + kD(vβ0wα1 + vβ1wα0)
a2 = kPwα0wβ0 + kIvα0wβ0 + kDvβ0wα0

(12)

b0 = wα1wβ1

b1 = wα0wβ1 + wα1wβ0

b2 = wα0wβ0

(13)

The whole closed loop control system containing both plant and controller will
be described in the next section.

4 A Digital Closed-Loop Control System

The digital closed loop control system for the plant we deal with is shown in
figure 3. The uncertain-parameter plant is described by (1)-(2), the digital frac-
tional order PID controller is described by (10). The problem during tuning the



Control of an Oriented PV System 181

Fig. 3. A digital closed-loop control system

considered control system we deal with is to find such a vector p0 ∈ P for which
the energy consumption will be minimal or close to minimal in the whole interval
q, defined by (2) . The transfer function of the whole closed-loop control system

G+
cl(z) =

Y +(z)
R+(z) is described by (14).

G+
cl(z) =

G+
c (z)G

+(z)

1 +G+
c (z)G+(z)

(14)

where G+
c (z

−1) denotes the discrete transfer function of the controller, described
with the use of (10)-(13) and G+(z−1) denotes the discrete transfer function of
the plant with the zero-order hold at the input:

G+(z−1, p, q) = c
z−1

1− z−1
(15)

where:
c = qTs (16)

Finally, with respect to (11) and (15) the discrete, closed-loop transfer function
(14) is equal:

G+
cl(z

−1, p, q) =
c
(
a2z

−1 + a1z
−2 + a0z

−3
)

b2 + (b1 − b2 + ca0)z−1 + (b0 − b1 + ca1)z−2 − (b0 + ca0) z−3

(17)
where a..., b... and c are described by (12), (13) and (16) respectively.

Furthermore, the relationship between ′z′ trasform of control signal U+(z−1)
and ′z′ trasform of a reference signal R can be also given. It has the following
form:

U+(z−1) =
G+

c (z
−1)

1 +G+
c (z−1)G+(z−1)

R (18)
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After any elementary trasformations the equation (18) turns to the following
form:

U+(z−1) =
a2 + (a1 − a2)z

−1 + (a0 − a1)z
−2 − a0z

−3

b2 + (b1 − b2 + ca2)z−1 + (b0 − b1 + ca1)z−2 + (ca0 − b0) z−3
R

(19)
Consequently, the discrete control signal, calculated as inverse z trasform from
U+(z−1) described by (19) is equal:

u+(n) = Z−1
(
U+(z−1)

)
(20)

Notice, that:

– The parameters of the transfer function (17) are interval numbers, because
the coefficient c is the interval number (see (2), (16)),

– The discrete transfer function (17) is the integer order trasfer function, be-
cause non integer orders α and β were replaced by integer order approxima-
tion CFE.

The both above remarks allow us to test the properties of the considered
digital control system with the use of approach dedicated to discrete, interval,
integer order systems.

5 Tuning Method for the Considered Controller

The main goal of use the proposed controller is to minimize an energy consump-
tion during moving the PV from initial to final position.

The energy consumption during moving the PV is described by the following
cost function:

I(p, q) = Ts

Nf∑
n=n0

(u+)2(n) (21)

where Ts denotes the sample time, u+(n) denotes the discrete control signal
described by (20), n0 andNf denote the initial and final time moments of moving
the PV system.

In the considered case the problem of optimal tuning the considered fractional
order, discrete, robust PID controller consists in finding such a vector p0 ∈ P
(where P denotes the set of permissible controller parameters described by (5)
which keeps the cost function (21) minimal or close to minimal in the whole
interval q.

The vector p0 can be found with the use of the following algorithm:

1. We calculate vectors p minimizg the cost function (21) for both border values
of q separately. Denote these vectors by p0l and p0h , respectively. These
vectors can be caclulated with the use of MATLAB.
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2. We calculate values of cost function (21) for each value ql, qh and both
vectors p.. calculated in step 1. Denote these values as I(p.., q..) respectively.
It is easy to notice, that total number of all combinations is equal 4. We
collect all values of I(p.., q..) in a table: rows of the table are associated to
vertices q.. and columns are associated to vectors p0..

3. Finally, as the vector p0 we select such a vector p.., which minimizes one of
the following, additional cost functions:
(a) The average minimal energy consumption:

Iav(p, q) = 0.5
∑
q

I(p.., q), q ∈ {ql, qh} (22)

(b) The maximal robustness of control system:

Ir(p, q) = |max(I(p.., q))−min(I(p.., q)| q ∈ {ql, qh} (23)

(c) The minimum from maximal energy consumption:

Imax(p, q) = minmax
q

I(p.., q), q ∈ {ql, qh} (24)

Selection of certain criterion depends on particular situation during control. The
use of the proposed will be shown in the next section.

6 An Example

As an example let us consider the control system described above. We deal with
the control of the elevation angle for experimental, oriented PV system shown
in figures 1 and 2. The interval parameters of the control plant are equal:

q = [0.7746; 1.1228].

The identification method for these parameters was exactly discussed in paper
[9]. During simulations the sample time in the system was equal 1[s].

The parameters of robust controller were calculated with the use of the algo-
rithm proposed in the previous section. The 1’st step of algorithm (The values
of vectors p0.. and suitable values of cost function 21) are presented in the table
1 and marked in bold.

The results associated to the 2’nd step of algorithm are also presented in the
table 1.

Table 1. The 1’st and 2’nd steps of the algorithm

vectors p.., q.. Cost function (21) p0l= [0.85,0.03,0.05,- 0.5,.05]; p0h=[0.7,0.02,0.05,- 0.4,0.9]

ql= 0.7746 0.9461 0.6915

qh=1.1228 0.8791 0.5944



184 K. Oprzedkiewicz

0 2 4 6 8 10 12 14 16 18 20
0 

0.2

0.4

0.6

0.8

1 

1.2

1.4

time [s] 

P
V

 
ql,p 0 

l

q h ,p 0 
l 

qh ,p 0 
h

ql,p0h 

qh , poh  

ql , poh  

qh , poh  

R

ql , pol  

Fig. 4. The step responses of control system for both boundary values of the vector q
and both vectors p shown in table 1

Next the vectors of controller parameters p0 optimal in the sense of cost
functions (22), (23) and (24) can be find with the use of table 1. It is easy to
see, that:

1. The minimum of cost function (22) describing the minimum average en-
ergy consumption is achieved for vector p0h , the cost function is equal:
Iav(p0hh

, q)=0.6430.
2. The maximal robustness of the control system, described by cost function

(23) is achieved for vector p0l , the cost function is equal: Ir(p0l , q)= 0.0670.
3. The minimum value of cost function (24) is achieved for vector p0h , the cost

function is equal: Imax(p0h , q)=0.6915.

The set of step responses of the control system with controller parameters as-
sembled in the both vectors p0h and p0l and both boundary vectors ql and qh
describing the plant are shown in figure 4.

Notice, that the set of controller parameters assures the good control perfor-
mance in sense another cost functions also: the step response does not have any
overshooting and the settling time is resonable.
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7 Final Conclusions

Final conclusions from the paper can be formulated as follows:

– Results of simulations show, that the proposed robust, fractional order, dis-
crete PID controller assures the good control performance for the considered
uncertain parameter oriented PV system.

– The presented approach can be easily generalised at another classes of un-
certain parameter control plants (more complex plants with number of un-
certain parameters greater than one),

– The proposed controller can be easily implemented at each digital platform
(microcontroller, PLC/PAC). The proposed in this paper fractional order
PID controller is recently implemented at SIEMENS PLC, results will be
presented soon.

– An another important problem is to propose the analytical method of tuning
the proposed PID controller. This also will be considered.
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Abstract. Current requirements for continuous reduction of products, processes 
and systems life cycles increase the need of rapid design of “lean” and “flexi-
ble” production systems. This means that classical approaches of production 
systems design have to be extended by the application of advanced technologies 
and methods, such as digital factory, virtual and augmented reality, computer 
simulation, reverse engineering, etc. The article describes design, optimization 
and visualization of the production layout using a combination of conventional 
design approaches and modern computer technologies, like VisTable software 
and augmented reality. 

Keywords: Production systems, digital factory, augmented reality. 

1 Designing Production Systems 

Layouts and temporal structure optimization of manufacturing requires application of 
a multi-criteria approach in designing production systems, especially in arranging 
production machines and workstations. We must take into account economical, tech-
nical, logistic, personal and other parameters of the proposed system [4]. 

From the perspective of spatial arrangement optimization, the most important deci-
sion criteria include minimization of transport activities and costs, simple material 
flow, suitable connection between external logistics chains, minimizing the need for 
space, minimizing inventories and production cycles, fulfilling the requirements re-
garding health and safety at work, flexibility and possibility of future changes. 

For the above mentioned reasons, production layout design requires implementa-
tion of a few basic steps, which are described in this article in more detail: 

1. collection, processing and analysis of input data, 
2. designing an ideal layout, 
3. constraints specification and creation of a real system and its evaluation, 
4. visualization of the proposed layout. 
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2 Collection, Processing and Analysis of Input Data 

Preparation and analysis of input data significantly affect the final quality of the pro-
posed variant of the designed production system. The main problem of collecting, 
processing and evaluating input data for the designing process is to ensure compre-
hensiveness, completeness, accuracy and timeliness of necessary information [6, 7]. 
The proposed solution has to meet the requirements of the current, but also the future 
production, and an essential part of the input data analysis is forecasting basic future 
parameters (range of products, demand structure, cost structure, etc.). The forecasting 
horizon must be adapted to the lifecycle of individual elements of the production sys-
tem (structural elements, energy facilities, production equipment, handling equip-
ment, etc.) The basic source of information for designing is a database for technical 
preparation of production. Data for production layout preparation should contain in-
formation about products, which will be produced in the production system (products 
types, parts lists, product parameters, the planned production volumes, etc.), produc-
tion processes (manufacturing and assembly, technologies, standards time, etc.) and 
resources which will be used (machines, equipment, tools, personnel, etc.). 

Analysis of the input data we should help us obtain the following information: 

• an overview of the planned material flow in the analysed production system – for 
summarizing and further use of this information in designing optimal production 
layout it seems that the checkered table of transport relations is the right tool for 
such analyses (Fig. 1) 

• total needs of different types of resources, which are necessary for realization of 
the planned production – the needs for production resources can be calculated by 
capacitive sizing of production system (Fig. 2) 

• technological and time relations and time requirements of individual operations in 
the manufacturing process. 

This data constitute the basis for the correct layout (optimal allocation of machines 
with respect to material flow) and time structure (balancing workplaces) of the future 
production system. 

 

 

Fig. 1. The checkered table with transport relations 
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 Product Calculated total
number  

of machines 

Real total  
number  

of machines Workplace type P1 P2 P3 P4 P5 P6 

Ergonomic 0.24   0.15 0.12     0.51 1 
SV 18 RA 0.15           0.15 1 
TNC 20N 3.24   2.18       5.41 6 
GBL 25   1.81       0.73 2.54 3 
BUA 28x630   0.36 0.36 0.39   0.34 1.45 2 
SUI 50/1000       0.24 1.16   1.40 2 
INDEX GU 600       1.33     1.33 2 
PF 150         2.32   2.32 3 
GAC           0.97 0.97 1 
Inspection 0.05 0.02 0.03 0.09 0.04 0.02 0.25 1 

Fig. 2. Capacitive calculation of necessary workplaces 

3 The Proposal of the Ideal Layout  

The processed input data is used to design the ideal layout of workplaces. At this 
stage, the proposal will not be considered with real work space requirements, input-
output points of the production system or other constraints (e.g. space restrictions). 
Creating the ideal arrangement is performed using heuristic optimization algorithms. 
Figure 5 presents a description of the chosen heuristic algorithm, which optimizes the 
layout of workplaces used as the objective function the total transport capacity calcu-
lated as the sum of the products of the Euclidean distance and intensity of traffic be-
tween all workplaces: 

 
∑∑

= +=

=
n

1i

n

1ij
ijijv l*Ip.min

 (1) 

where: 
pv - collective material flow between workplaces, 
Iij - intensity of transport between workplaces i and j, 
lij - Euclidean distance between workplaces i and j, 

 2
ji

2
jiij )yy()xx(l −+−=  (2) 

where: 
xi, xj - x-coordinate position of workplaces i and j, 
yi, yj - y-coordinate position of workplaces i and j. 
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This algorithm does not consider the real need for surfaces for particular work-
places and its output is a location of workplaces in the square grid (Fig. 3). 

Taking into account manufacture processes of products, the proposed arrangement 
of workplaces introduces the complicated material flows, which are realized in differ-
ent directions. But due to the close distance between workplaces, where the largest 
quantities of materials are transferred, the total length of material flows for individual 
products are shorter. 

 

Fig. 3. Ideal layout of workplaces 

The algorithm is divided into three phases: 

1. Initialization procedure: basic input data for the algorithm is information about ma-
terial flow between different workplaces (checkered table). The table is trans-
formed into a triangular shape by summing up the intensity of transport between 
workplaces, regardless of the transport direction. Basing on the checkered table, a 
ranking of all pairs of workplaces is prepared (pairs from highest to lowest inten-
sity). Furthermore, the selected pair of workplaces with the highest intensity will 
be placed side by side in the middle square grid. 

2. The workplace selection procedure: the next workplace, which will be placed on 
the layout, is next in the ranking of pairs of workplaces and one of them was 
placed on the layout in previous steps. When several pairs of workplaces have the 
same intensity, we should take into account an additional decision criterion, for ex-
ample total volume transport through the workplace. 

3. The workplace placements procedure: to identify the best position on the layout, 
the so-called weight position is used, which is given as the sum of the products of 
the intensities of traffic between new workplaces and the other workplaces, which 
are placed in the layout and contiguity coefficient, which is determined as follows: 

─ if the considered location of a new workplace has a common border with the 
placed workplace, the coefficient Kp = 1 

─ if the considered location of a new workplace has a common point with the 
placed workplace, the coefficient Kp = 0.5 

─ if the considered location of a new workplace has no common border or point, 
the coefficient Kp = 0 
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WP = S Kp * I

where:
WP – weight position
I – intensitiy of traffic between new workplaces
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0 both workplaces have no a common border or point
1 both workplaces have a common border
0.5 both workplaces have a common point
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End
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Fig. 4. The algorithm of the ideal layout creation 
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4 Creation of a Real Production System and Its Evaluation in 
Virtual Reality Environment 

The next stage of the proposal is realized for example with VisTable software, which 
allows for interactive design of 2D/3D layouts of production systems and also pro-
vides basic tools for analysis and optimization of material flows [8, 11]. 

Real layout design in the VisTable environment implementation requires the fol-
lowing steps: 

1. Preparation of 2D/3D objects – can be performed as follows: 
(a) Usage of libraries of 2D/3D objects from the VisTable software. Current ob-

jects of the library can be further complemented and expanded to new catego-
ries as well as new objects.  

(b) Acquiring new 3D models using reverse engineering methods, DMU (Digital 
Mock Up) and FMU (Mock Up Factory) models. Creating new 3D models of 
factory buildings can be aided by 3D laser scanning technology. 

(c) Creating new models using CAD applications (AutoCAD, Microstation, 
CATIA, etc.). Compared with the application of 3D scanning method, this 
method is more labour-intensive to obtain new objects. 

2. Modelling of the production system – this phase comprises: 
(a) Saving objects from the library on the projection surface. 
(b) Defining transport relations between objects. 
(c) Designing transport lanes and transport networks. 

3. Layout optimization – VisTable software allows for optimization of the proposed 
layout and has some basic analytical tools: 

(a) Sankey diagram, 
(b) I - D diagram (Intensity – Distance diagram), 
(c) calculation of the overall transport performance, 
(d) triangular method, 
(e) safety work analysis. 

4. Visualization of the production system – 2D or 3D layout of the production sys-
tem, which may be presented as classic visualization by computer monitor, using 
a projection table, or using virtual technology and augmented reality. 

The transformation of the ideal layout from the previous step occurs by performing 
the following activities: 

─ replacement of dimensionless workplaces by objects with real shapes and dimen-
sions of machines/workplaces, 

─ tethering the required number and particular types of machines/workplaces accord-
ing to the results of capacity calculations. 

Earlier deployment mock-ups of machines and workplaces respond to the ideal ar-
rangement, which was the result of the procedure realized in the previous step. This 
initial deployment is supplemented by transport links between machines visualized by 
means of the Sankey diagram (Fig. 5a). 
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5 Layout Visualization with Augmented Reality 

In our departments at universities in Bielsko-Biała and Zilina, the concept of Digital 
Factory is currently being developed with progressive approaches to visualization of 
digital information [3, 9, 12]. It seems appropriate to apply augmented reality AR 
technologies for design and visualization of production systems [2]. 

The basis of augmented reality is the ability to combine different elements of the 
real and virtual worlds into a single view [1]. Augmented reality is a technology, 
which is supported by human visual perception. Appropriate combination of real and 
virtual objects makes it possible to provide a large amount of additional information, 
but there has to be direct contact with the user's real environment. Unlike virtual real-
ity, where all modelled objects are created by computer, augmented reality does not 
replace the real world, but it only adds the selected virtual elements. The view can be 
realized by camera and monitor using the HMD (Head Mounted Display) equipment 
placed on the head. 

 

 
Virtual reality – computer-modelled envi-
ronment 

Augmented Reality – a combination of the real 
environment and virtual objects 

Fig. 7. The difference between the virtual and augmented reality 

Research on the use of AR in designing manufacturing and logistics systems is cur-
rently focused on the application of augmented reality systems based on real scene 
and identification tags (markers) in the camera recorded scenes, which define user 
position and orientation [5, 10]. 

5.1 The Application of Augmented Reality with the Planning Table 

This example is concerned with the concept of interactive projection system created at 
the Universiy in Zilina, which is based on the projection on the planning table. The 
current version of this system uses 3D visualization layout of the production system 
presented on a monitor screen or a wall using a data projector. It is a projection of the 
3D model to 2D view. 

By using augmented reality in designing with the planning table, there is an ex-
tended visualization in which 3D models are placed directly on the planning table. 3D 
models emerge from the layout and, thanks to this, a designer has a perfect view of 
the designed production system (Fig. 8). Using the aforementioned imaging, it is not 
necessary to use additional data projector displaying the projected production system. 
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Fig. 8. Layout visualization using augmented reality technology on the projection planning 
table 

This system uses labels (markers) to identify the position and type of the 3D ob-
ject, which are displayed above them, and also to determine the position and orienta-
tion of the user's viewpoint (camera) in the observed scene (the projection area of the 
table). 

5.2 The Usage of AR in Visualization of Production Systems in Real 
Environment  

The designed production system, which is created using, for example, the planning 
table can be placed by means of augmented reality in the real environment of the pro-
duction hall. Locating virtual objects in a real environment allows for identification 
and evaluation of the impact of additional boundary conditions, which may affect the 
final position of particular workplaces in production halls and which were not visible 
enough in previous design phases, such as possible collision with the building blocks 
of the hall, the location of power devices, machinery and equipment for power distri-
bution, interconnection of production machinery and equipment with the current 
transportation and handling system, potential problems with installing new machinery 
and equipment, etc. 

The main problem which needs be solved in relation with the application of AR is 
establishing sufficient mobility for the system in augmented reality. 

6 Conclusions 

The contribution shows a possibility of linking traditional approaches and methods of 
production design (preparation and analysis of input data, the use of optimization 
algorithms) with new technologies of digital data processing (the VisTable software, 
augmented reality technology) and methodology for designing and visualizing pro-
duction systems. 
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Possibilities for application of advanced digital technologies constitute the subject 
of research within the frame of „digital factory“ concept. 
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Abstract. Fuzzy cognitive map FCM is a useful tool for modeling sys-
tems for time series monitoring and prediction in various fields. This
paper is devoted to the analysis of the application of FCM with multi-
step learning algorithms based on gradient method and Markov model of
gradient for multivariate time series monitoring and prediction. Real data
from a monitor system mounted in a domotic house were used in learn-
ing and testing process. The comparative analysis of two-step method
of Markov model of gradient, multi-step gradient method and one-step
gradient method from the point of view of the obtained prediction error
was performed.

Keywords: fuzzy cognitive map, multi-steps algorithms, gradient
method, Markov model of gradient, monitor system, time series pre-
diction.

1 Introduction

Fuzzy cognitive map FCM [7] is a universal tool for modeling complex decision
support systems for classification [5], prediction [6,16,10] or control process [20].
FCM can be used for time series monitoring and prediction in various fields,
e.g. water demand [1], stock [2,8,18], enrollment [8,18] and etc. Researchers have
presented diverse approaches of time series prediction based on fuzzy cognitive
maps. In [8] fuzzy c-means clustering was used to develop fuzzy information
granules from historical data, convert original time series into granular time series
and establish the structure of prediction model. A novel time series modeling
based on fuzzy information granules to construct fuzzy granular model of time
series which can realize prediction at the granular level is proposed in [9]. In [4]
authors model and forecast time series with the use of fuzzy cognitive maps and
moving window approach. Implementation of FCM based on neural network is
presented in [3,17].
This paper presents a new approach of multivariate time series monitoring and

prediction based on fuzzy cognitive map with multi-step supervised learning al-
gorithms. Multi-step gradient method [21] and Markov model of gradient [14,22]
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were used to develop a model with the use of real data from a monitor system
mounted in a domotic house [23]. The aim of the analysis is the current state
monitoring and the next state prediction. The comparative analysis of two-step
method of Markov model of gradient, multi-step gradient method and one-step
gradient method from the point of view of the obtained prediction error was
performed. Simulations were done with the use of ISEMK (Intelligent Expert
System based on Cognitive Maps) software tool.
The paper is structured as follows. Section 2 describes fuzzy cognitive maps.

Section 3 presents the multi-step supervised learning algorithms for FCMs based
on gradient method and Markov model of gradient. Section 4 describes the basic
features of ISEMK software tool. Section 5 presents selected results of simula-
tion analysis of monitoring and prediction of time series. Section 6 contains a
summary of the paper.

2 Fuzzy Cognitive Maps

The structure of FCM is based on a directed graph:

< X,R > , (1)

where X = [X1, ..., Xn]
T is the set of the concepts; Xi(t) is the value of the i-th

concept form the interval [0, 1], i = 1, 2, ..., n, n is the number of concepts; R =
{rj,i} is relations matrix, rj,i is the relation weight between the j-th concept and
the i-th concept, value from the interval [−1, 1]. With increasing of imprecision
of the input data fuzzy relations [15,16] or grey numbers [13] can be applied.
In this paper a nonlinear dynamic model described by the equation (2) was

used [12].

Xi(t+ 1) = F

⎛
⎝Xi(t) +

∑
j �=i

rj,i ·Xj(t)

⎞
⎠ , (2)

where t is discrete time, t = 0, 1, 2, ..., T , T is end time of simulation; F (x) is
stabilizing function, which can be chosen in the form:

F (x) =
1

1 + e−cx
, (3)

where c > 0 is a parameter.
FCMs have the ability to learn the relations matrix R with the use of unsu-

pervised [6,20], supervised [21] or evolutionary [10,19] algorithms. The idea of
multi-step supervised learning algorithms for fuzzy cognitive maps is presented
below.

3 Multi-step Learning Algorithms

The characteristic feature of the multi-step learning algorithms for FCMs is the
estimation of a current value of the relations matrix elements on the basis of a few
previous estimations. Simulation analysis of multi-step learning algorithms for
fuzzy cognitive maps was made with the use of the gradient method [21] and the
Markov model of gradient [22].
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3.1 Gradient Method

Multi-step supervised learning based on gradient method is described by the
equation [21]:

rj,i(t+ 1) = P[−1,1](
m1∑
k=0

αk · rj,i(t− k)+

m2∑
l=0

(βl · ηl(t) · (Zi(t− l)−Xi(t− l)) · hj,i(t− l))) ,
(4)

where αk, βl, ηl are learning parameters, which are determined using experimen-
tal trial and error method, k = 1, ...,m1; l = 1, ...,m2, m1,m2 are the number
of the steps of the method; t is a time of learning, t = 0, 1, ..., T , T is end
time of learning; hj,i(t) is a sensitivity function; Xi(t) is the value of the i-th
concept (predicted value), Zi(t) is the reference value of the i-th concept (mon-
itored value); P[−1,1](x) is an operator of design for the set [-1,1], in the paper
hyperbolic tangent was used.
Sensitivity function yj,i(t) is described as follows:

hj,i(t+ 1) = (hj,i(t) +Xj(t)) · F ′(Xi(t) +
∑

j �=i rj,i ·Xj(t)) , (5)

where F ′(x) is derivative of the stabilizing function.
Learning parameters αk, βl, ηl have to satisfy the conditions (6)–(10) to reach

the convergence of the multi-step gradient method [21].

m1∑
k=0

αk = 1 , (6)

0 < ηl(t) < 1 , (7)

ηl(t) =
1

λl + t
, (8)

λl > 0 , (9)

βl ≥ 0 . (10)

A special case of multi-step gradient method is the one-step algorithm, which
modifies the relations matrix according to the formula:

rj,i(t+ 1) = P[−1,1](rj,i(t) + β0 · η0(t) · (Zi(t)−Xi(t)) · hj,i(t)) . (11)

3.2 Markov Model of Gradient

Another example of multi-step algorithms is the two-step method based on
Markov model of gradient [14]. Modification of the relation weight is described
by the formula [22]:

rj,i(t+ 1) = P[−1,1](rj,i(t)− yj,i(t)) , (12)
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where: yj,i is the Markov model of gradient, described as follows:

yj,i(t+ 1) = a · yj,i(t)− β0 · η0(t) · (Zi(t)−Xi(t)) · hj,i(t))) . (13)

where a is a learning parameter, a ∈ (0, 1).
Termination criterion for the presented methods can be expressed by the

formula:

J(t) =
1

n

n∑
i=1

(Zi(t)−Xi(t))
2 < e , (14)

where J(t) is a learning error function; e is a level of error tolerance.

4 ISEMK System

ISEMK is a computer software, which is a universal tool for modeling phenomena
based on FCM [11]. ISEMK realizes [11]:

– the implementation of fuzzy cognitive map based on expert knowledge and
historical data;

– reading and writing of FCM parameters with the use of .xml files;
– supervised learning based on multi-step algorithms and real data;
– unsupervised learning based on Hebbian algorithms;
– the analysis of learned FCMs by determining the accuracy of prediction
based on testing data;

– exporting data of learning and FCM analysis to .csv files;
– proper visualizations of done research.

Figure 1 shows an exemplary visualization of the results of learning based on
multi-step gradient method and real data.

5 Simulation Results

The analysis of the application of FCM with muliti-step learning algorithms
based on Markov model of gradient and gradient method for time series mon-
itoring and prediction was performed. FCM was initialized, learned and tested
on the basis of real data taken from the UCI Machine Learning Repository. The
dataset is collected from a monitor system mounted in a domotic house. The
data was sampled every minute, computing and uploading it smoothed with 15
minute means [23]. The data from 7 days were used in learning process and the
data from the next 2 days were used in testing process.
The aim of the analysis is the prediction of future values of the system based

on currently monitored values. This approach could be a support for the man-
agement of all located in the domotic house installations and could increase the
functionality, comfort and safety of use of the building.
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Fig. 1. Sample results of FCM learning

The map with the following concepts was analyzed [23]:

– X1 – indoor temperature (dinning-room);
– X2 – indoor temperature (room);
– X3 – weather forecast temperature;
– X4 – carbon dioxide (dinning room);
– X5 – carbon dioxide (room);
– X6 – relative humidity (dinning room);
– X7 – relative humidity (room);
– X8 – lighting (dinning room);
– X9 – lighting (room);
– X10 – rain, the proportion of the last 15 minutes where rain was detected;
– X11 – sun dusk;
– X12 – wind;
– X13 – sun light in west facade;
– X14 – sun light in east facade;
– X15 – sun light in south facade;
– X16 – sun irradiance;
– X17 – enthalpic motor 1, 0 or 1 (on-off);
– X18 – enthalpic motor 2, 0 or 1 (on-off);
– X19 – enthalpic motor turbo, 0 or 1 (on-off);
– X20 – outdoor temperature;
– X21 – outdoor relative humidity;
– X22 – day of the week, 1=Monday, 7=Sunday.

The relations matrix was initialized with random values from the interval
[−0.2, 0.2]. The structure of the initialized map is presented in Fig. 2.
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Fig. 2. Structure of the initialized map

One-step, multi-step gradient method and Markov model of gradient were
used to learn the initialized fuzzy cognitive map. The learning process was carried
out for various parameters in order to minimize the prediction error described
by the formula:

JP =
1

nt − 1

nt∑
t=1

(
1

n

n∑
i=1

(Zi(t)−Xi(t))
2

)
· 100% , (15)

where t is a time of testing, t = 1, ..., nt, nt is the number of the testing records;
Xi(t) is the predicted value of the i-th concept; Zi(t) is the reference (monitored)
value of the i-th concept, i = 1, 2, ..., n, n is the number of concepts.
Figure 3 shows the exemplary results of learning. Obtained results corrobo-

rate convergence of the presented methods of FCM learning. Figure 4 presents
selected results of testing.
Table 1 presents the results of the comparative analysis of one-step gradient

method, multi-step gradient method and Markov model of gradient.
The application of fuzzy cognitive map with multi-step gradient method, one-

step gradient method or Markov model of gradient allows to obtain the model
that correctly performs the task of predicting of the next values based on the
currently monitored values of the monitor system in the domotic house. The
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Table 1. Chosen results of the analysis of the multi-step supervised learning for:
e = 0.00001, c = 3

Method type αk, k = 0, 1, 2 βl, l = 0, 1, 2 λ0 = λ1 = λ2 JP [%]

one-step gradient method 1 50 100 3.0563
multi-step gradient method 0.7 0.3 0 50 0 0 100 2.799
multi-step gradient method 0.5 0.3 0.2 50 0 0 100 2.61
multi-step gradient method 1 0 0 30 20 0 100 3.179
multi-step gradient method 1 0 0 20 20 10 100 3.2356
Markov model a = 0.2 – 50 100 3.2494
Markov model a = 0.5 – 50 100 3.6687
one-step gradient method 1 30 100 2.8837
multi-step gradient method 0.7 0.3 0 30 0 0 100 2.5359
multi-step gradient method 0.5 0.3 0.2 30 0 0 100 2.1937
multi-step gradient method 1 0 0 20 10 0 100 2.8947
Markov model a = 0.2 – 30 100 3.0038
Markov model a = 0.5 – 30 100 3.3348
one-step gradient method 1 10 10 2.675
multi-step gradient method 0.7 0.3 0 10 0 0 10 2.3643
multi-step gradient method 0.5 0.3 0.2 10 0 0 10 2.0327
multi-step gradient method 1 0 0 7 3 0 10 2.6723
multi-step gradient method 0.5 0.3 0.2 5 3 2 10 2.124
Markov model a = 0.2 – 10 10 2.811
Markov model a = 0.5 – 10 10 3.141

minimum of prediction error function JP = 2.0327% was obtained for the multi-
step gradient method for the following parameters: α0 = 0.5, α1 = 0.3, α1 = 0.2,
β0 = 10, λ0 = 10.

6 Conclusions

This paper presents the proposed method of multivariate time series monitoring
and prediction based on fuzzy cognitive map with multi-step supervised learning
algorithms. FCM, multi-step gradient method and Markov model of gradient
were described. The comparative analysis of two-step method of Markov model
of gradient, multi-step gradient method and one-step gradient method from the
point of view of the obtained prediction error was performed with the use of
real data from a monitor system mounted in a domotic house. It could be stated
that the application of fuzzy cognitive map with multi-step supervised learning
algorithms based on gradient method and Markov model of gradient allows to
predict the next values based on the currently monitored values of the system
with a satisfactory degree of accuracy.
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Abstract. This paper describes investigations of a low cost high voltage ampli-
fier, which was based on specialized operational amplifiers. The purpose of the 
amplifier is to control piezoelectric actuators with many electrodes, such as bi-
morph benders, piezoelectric tubes, ring and disc benders. Proposed amplifier 
has two independent channels which can be configured for the specific research 
aim. Every channel of the device can works in inverted or non inverted mode. 
Also the voltage gain and current limit can be set separately. 

Keywords: high voltage amplifier, piezoelectric actuator, bimorph bender, 
piezo tube, multichannel amplifier. 

1 Introduction 

Nowadays piezoelectric actuators are widely used in many applications. Their ad-
vantages lead to finding novel approach of their usage [1, 2]. Drawback which limits 
the application of piezo transducers are requirements for their power supply. Due to 
the fact that piezo materials require high voltages to control, it is necessary to search 
for new solutions of high voltage amplifiers. In recent years there have been research 
on various issues related to the design and improvement of properties of such devices. 
We can find examples of different high-voltage amplifiers in [3‒7]. Some solutions 
are equipped with a microcontroller devices and can be digitally controlled. Also the 
high-voltage operational amplifiers are used [8, 9]. Commercially available high volt-
age piezoelectric amplifiers are usually one channel solution, are expensive and have 
fixed limitations. 

The main goal of the research was to obtain the performance of designed high volt-
age amplifier and show the way to build cheap multichannel high voltage amplifier. 
The scope of the research includes voltage and current tests. Frequency response for 
driving different loads under different voltage were conducted. 

2 Piezoelectric Actuators Supplying 

The cited above papers doesn’t describe in detail the basic problems of supply circuits 
from electronic point of view, which one can meet in design of high power and low 
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cost amplifier for piezoelectric benders. No specific research about the current, its 
limitation in amplifier and influences of user parameters are discussed. Therefore we 
decided to focus our research on amplifiers, which are cheap and available on the 
market and on electrical elements behaviors. 
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Fig. 1. Single source drive methods with operational amplifier (OP): a) series connection – 
unipolar, b) parallel connection with one supply voltage – bipolar, c) parallel connection with 
symmetrical supply voltage 

There are a number of methods for supplying piezo actuators. According to the 
principle of inverse piezoelectric phenomena, applying an electric field to piezoelec-
tric material, results in extraction or contraction of dimensions. In piezoelectric  
bimorph actuators both of these effects are utilized in common. In Fig. 1 three config-
urations with the use of one operational amplifier to control piezo actuator. These 
connections are applicable to every type of bimorph piezo such as bender or disc. We 
may have different combinations of the direction of polarization in PZT material, and 
in general two wire and three wire bimorph actuators can be found. Having regard to 
this, amplifier is connected electrically in parallel or series with the electrodes of the 
bimorph. The first (Fig. 1a), shows the concept of serial connection, where the electric 
field E is applied through the two electrodes and the poling direction of each piezoe-
lectric layer is opposite. In this case the application of the electric field creates oppos-
ing strains in the two layers which results in bending. The second (Fig. 1b) concept 
shows the parallel configuration, in which the centre electrode is connected to the 
amplifier output, while a positive voltage is applied to the outer two electrodes. In this 
case, instead of opposite polarizations, the field orientation creates opposite strains. 
The series configuration requires twice the voltage to obtain the same field. The 
method on Fig. 1c, called ‘simultaneous drive,’ comprises of a constant high-voltage 
applied across the actuator and a unipolar drive stage connected to the central elec-
trode.  
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Fig. 2. Drive methods with dual source high voltage amplifier a) alternating, b) simultaneous 

The dual source drive schematics are shown in Fig. 2. The method presented on 
Fig. 2a, called ‘alternating drive,’ comprises of two unipolar operational amplifiers 
connected to the outer electrodes and operated 180° out of phase, with a common 
ground on the central electrode. In general, every amplifier can be controlled by dif-
ferent input signals, giving by this way broaden possibilities. The second option 
shown in Fig 2b, is called “the simultaneous drive”. In this case the amplification of 
every amplifier is different. 

 

Fig. 3. Drive method options for piezoelectric actuator (tube) with independent control of each 
electrode 

Bimorph actuators requires one or two channel high voltage amplifier. Piezo tubes 
or other piezo drives with more than two electrodes can by fully controlled only when 
each electrode has independent supply (Fig. 3). Applying control signal from different 
sources, complex movement of the bending element can be achieved. For example, 
piezoelectric tube requires four sources. Most of the commercially available amplifi-
ers are equipped with one channel, which disqualifies them the ability to easily use 
with these kind of actuators. 

3 High Voltage Circuit 

High voltage amplifier has two independent channels based on PA91 [10]. PA91 is  
a specialized high voltage operational amplifier. The circuit scheme of one channel is 
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shown in Fig. 4. Voltage gain, as in inverting opamp, is set by R1–R4 resistors. Due 
to the high voltage in feedback loop and low breakdown voltage of resistors, multiple 
feedback resistors in series configuration were used. D1 and D2 are additional input 
protection clamp diodes to prevent a damage of input transistors in case of large dif-
ferential input voltages. D3 and D4 are Zener diodes to protect the circuit in case of 
power supply overvoltage. C1 and R5 are forming external phase compensation cir-
cuit. C4 is a optional feedback capacitor to compensate phase lag due to the capacitive 
loading.  

The output current limit can be set by resistor R9. The input voltage is in a range 
±10 V and the maximum output voltage was in a range ±225 V. However in our in-
vestigations only ±150 V was used In the supplier toroidal transformer, diode rectifi-
er, filter, electronic controller and stabilizer were used. The photo of the build by us 
piezo bender actuator supply unit is shown in Fig. 6d. In this device two high voltage 
amplifiers type PA91 and their supplier were installed. Electronic is placed in shield-
ed vented box. Each amplifier is equipped with suitable heat sink. 

On the developed amplifier, series of investigations was conducted. For the pur-
pose of the investigations the voltage gain was set to 20 V/V, and output current limit 
was set to 65 mA with 10 Ω output resistor according to formula from application 
note. These values can be manipulated to the specific application. Also a non invert-
ing mode is a possible configuration by changing the internal connection with addi-
tional jumpers and wires. One channel of these circuit can be easily multiplied. Rear 
and front panel in our construction were adapted to specific laboratory needs. For the 
testing purposes in the front panel, the circuit for discharge the high voltage outputs 
was installed. The discharge circuit consist of appropriate resistor load with push 
button. In future development, upgrades are available. 

 
 

 

Fig. 4. Circuit scheme of one channel of high voltage amplifier 
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4 Performance 

Electrically, the piezoelectric actuators behave as a nonlinear capacitive load. Due to 
this fact high voltage amplifiers for piezo must withstand this kind of load. To obtain 
the performance of developed amplifier measuring stand was prepared. The measur-
ing scheme is shown in Fig. 5. It consist of an oscilloscope to measure the voltage and 
current signal. Current is measured via voltage drop on small value resistor and 
through the RMS milliamp meter. In this circuit amplifier can be loaded with two 
capacitors which capacitance are equivalent to piezoelectric benders. In our investiga-
tions film capacitors and PI Ceramic type PL112.11 bimorph bender were used. 

 

Fig. 5. Measuring scheme of PA91amplifier with load: piezo bender type PL112.11 or capaci-
tors 2 × 1.1 µF, Um = ±150 V, Us = ±30 V 

In Fig. 6 recorded output voltage (blue) and current (red) sinusoidal signals are 
shown. These results were obtained when the amplifier PA91 was burden with pie-
zoelectric bender PL112.11. The input signal was a sine wave with fixed amplitude 
from generator. During the experiment frequency of the signal was slowly increased. 
In Fig 6a signal frequency reaches 500 Hz and there is no deformation in output wave 
of voltage and current. In Fig. 6b the recorded output voltage and current sinusoidal 
signals were in this area of operation disturbed. It is easy to note that current limit 
occurs. In Fig. 6c. current is strictly cut off and the sinusoidal voltage signal become 
triangular.  

Frequency characteristics of output peak to peak voltage is shown in Fig. 7.  
Both axes are scaled logarithmically. These characteristics were measured for differ-
ent output voltages of sinusoidal signals of amplitude equal to: 20 Vpp, 50 Vpp, 100 
Vpp and 200 Vpp and different load of capacitors C = 1 μF and C = 100 nF. In this 
case one can notice that the operating area of amplifier depends directly on output 
current limitation which limits the operating bandwidth. When the current limit oc-
curs the amplitude of output voltage is decreased. According to these characteristics, 
maximum load and operating frequency can be defined. It is very important, due to 
that different piezo actuators are capable of operating with different maximum  
frequencies. 
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Fig. 6. PA91 oscillograms under driving PIEZO PL112.11, Output Signal: 20 Vpp Sine, Um = 
±150 V, U = ± 30 V a) f = 500 Hz, Irms = 45 mA, b) f = 550 Hz, Irms = 50 mA, c) f = 650 Hz, 
Irms = 57 mA, d) developed high voltage amplifier 

 

Fig. 7. Frequency response – the peak to peak output voltage under different capacitive loads 
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5 Conclusions 

Nowadays wide accessibility to integrated circuits allows researchers, constructors to 
find new solutions of supplying piezoelectric actuators. In the paper, multichannel 
control circuit for supplying of piezo actuators based on high voltage power amplifier 
dedicated for piezo bender actuators is presented and described. 

This circuit was used for control of piezo bender actuator. The investigation results 
are presented and discussed. The amplifier PA91 is devoted for supplying of piezo 
actuators. It is capable to operate up to voltages reaching ±225 V. The minimum sup-
ply voltage is equal to ±40 V. This amplifier is alternative to commercial solutions 
because its cost is about 100 Euro. 
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Abstract. The article describes modelling of electrohydraulic servo drive. In 
the drive a new type of proportional valve with a synchronous motor controlled 
by dedicated power electronics is used. The model of the electrohydraulic servo 
drive prepared in Matlab-Simulink is described. The study included the 
examination of the basic characteristics such as step response. 

Keywords: electrohydraulic servo drive, proportional valve, synchronous  
motor. 

1 Introduction 

Electrohydraulic servo drives are commonly used in a large amount of practical 
applications. Wide industrial applicability of such drives is a result of their many 
advantages. They require small power input signals, to precisely control very big 
forces at output. Electrohydraulic servo drives are highly non-linear devices. Much of 
the current written publications related to the electrohydraulic servo drives focuses on 
improving the properties of existing drive, by implementation of modern forms of 
control, overseeing the work of these devices, as well as finding of new ways to 
provide movement of valve moving parts [3]. In proportional valves as the spool 
driving actuator most frequently proportional electromagnets are used. Following this 
path, it is advisable to search for set point actuators with better dynamic properties 
and positioning accuracy. In following article Permanent Magnet Synchronous 
Motors (PMSM) is proposed as control actuator for such task [3]. 

In the article the Authors describes the modelling of the electrohydraulic servo 
drive with proportional valve controlled by modern low power synchronous motor, 
which can be used in loop of the controller. 
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2 Electrohydraulic Drive with Synchronous Motor – Simulation 
and Modeling 

2.1 Proportional Valve with Synchronous Motor 

Modern synchronous motors ensure high positioning accuracy with high dynamics. In 
the proposed proportional valve spool is actuated by a low-power Permanent Magnet 
Synchronous Motor (PMSM) [4].  

In the literature many attempts to use of variable types of motors in hydraulic 
valves are described. Publication [2] described the use of a stepping motor in the 
valve, to obtain a very small velocity of electrohydraulic drive. Article [3] describes 
the use of servo motor for control of the proportional valve for high range of flow. In 
article [1, 6] Author presented the study of the use of a stepping motor in linear 
electrohydraulic drive. 

2.2 Modeling of the Electrohydraulic Servo Drive 

The motor (1) was connected to the spool 3 by flexible coupling bellow 2 (Fig. 1). 
Applying the electrical power to the motor causes rotation and simultaneously axial 
translation of the spool in the valve body 4. Control edge openings x are proportional 
to the angular motor position and to the pitch of used thread 5. Direction of rotation 
determines direction of spool translation and opening or closing of valve gaps x. The 
proportional valve 1 is connected to the hydraulic cylinder 2 as shown on Fig. 2. 
Servo drive is equipped with internal position sensor 3, measuring the actual position 
of cylinder piston. 

In the valve, Authors used PMSM motors type B&R 8LVA23. Its basic parameters 
are: the rated speed 3000 rev/min, rated current 2,9 A and stall torque 0,68 Nm. The 
motor was equipped with an absolute encoder type EnDat, providing a continuous 
information about the current position, even after a power failure, which assures a 
very high positioning accuracy and safe operation. 

x 6 1 2 3

5 

4 

ω(t) 
P BT TA

 

Fig. 1. Scheme of electrohydraulic proportional valve with PMSM motor 
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Fig. 2. Electrohydraulic servo drive with proportional valve with PMSM motor 

Model of electrohydraulic servo drive (Fig. 3) was based on the graphical 
simplification of real system. 
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Fig. 3. Schema of the four edge electrohydraulic amplifier with PMSM motor and hydraulic 
actuator 

The set of equations describing the electrohydraulic servo drive model can be 
specified as follows: 
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where: Qa, Qb – flow, Qha, Qhb – absorption of the actuator chambers, Qsa, Qsb – flow 
of the covering losses due to compressibility, Qvb – leakage flow on the piston rod, pa, 
pb – the pressure in the chambers of the actuator, Aa, Ab – active surfaces of the piston, 
Va, Vb – the volume of liquid in the chambers of the actuator. 

Unknown model parameters such as capacity of the hydraulic pipes and the flow 
rate has been identified with used of the Kalman filter.  

The present set of equations (1‒10) allows to determine transfer function, 
representing the change in velocity of the piston transforms Y(s) as a function of 
changes position of the slider amplifier transform X(s) (taking into account the zero 
loading force Fobc): 
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- pulsation:   
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- stiffness of the actuator:   
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3 Simulation 

Simulation model was built based on the equations (1‒10). In Fig. 4 the simulation 
model of the electrohydraulic servo drive with PMSM based valve is shown. Its 
structure is typical for single piston side cylinders, where non-symmetric designs of 
the cylinders requires separate block chains for each cylinder chamber [1, 4]. 
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Fig. 4. Model of the electrohydraulic servo in Matlab Simulink software 

The stroke of the hydraulic actuator was 200 mm. The diameters of the piston and 
the piston rod respectively, were A = 40 mm and Aa = 63 mm. The simulation 
includes linear stiffness and a linear coefficient of kinetic friction coulomb rate of 
D = 29000 [N·s/m]. The value of the reduced mass was m = 20.2 kg (mass of the 
piston and piston rod). The modulus of elasticity was E0 = 1.2·109 N/m2. The values of 
the coefficients occurring in equations (6) (in the middle position of the piston) 
amounted to E0/Va = 3.82·1011 Pa/m3 and E0/Vb = 5.96·1011 Pa/m3. 

Model of the electrohydraulic servo drive was tested by used of the step response 
signals. Figures 5 shows the simulation results, with the displacement of the piston 
rod as the result of the valve opening. The simulation was performed for the supply 
pressure p0 amounting to 5 MPa and 15 MPa. 

Figure 6 shows the impact of the load on the drive system for a supply pressure  
p0 = 15 MPa. 
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Figure 7 shows the displacement of the piston relative to the valve opening valve 
(with coincidence character). 
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Fig. 5. Displacement of the piston rod for a supply pressure of 5 MPa (a) and 15 MPa (b) 
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Fig. 6. Load impact on the electrohydraulic servo drive 
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Fig. 7. Servo drive response (b) on given valve command signal (a) 
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4 Experimental Research 

Modelling were allowed to the testing drive based on proposed here valve. The test 
stand (Fig. 8) consist of a hydraulic cylinder with stroke range 200 mm combined 
with a proportional valve controlled by synchronous motor. The cylinder was 
equipped with a magnetostrictive type of position sensor.  

 

 

Proportional valve 
with PMSM motor 

Actuator with 
position sensor 

 
Fig. 8. Test stand 

The drive was tested with step response signal. Based on the step response 
characteristic of the model and the real object can be state that the model accurately 
reflects the real object (Fig. 9). Position error between model and the real object, in 
extreme cases, was 2 mm. 
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Fig. 9. Displacement of the piston rod for model and the object, for selected supply pressures: 
a) 5 MPa, b) 15 MPa 
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5 Conclusion 

Article presents the basic equations describing the electrohydraulic drive. On the basis 
of this equations, simulation model was built. The electrohydraulic drive is equipped 
with the proportional valve controlled by PMSM motor. To compare the results of 
simulation with the real object, dedicated test stand was built. Based on these results 
can be state that the model accurately reflects the real object. 

Performed drive model can be  used as a reference model in adaptive control 
systems. The currently ongoing studies are aimed at implement it in the Model 
Following Control system. 
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Abstract. The paper shows how new object-oriented features intro-
duced in IEC 61131-3:2013 can be used for handling inputs and outputs.
The new extensions such as classes, interfaces or inheritance are first
characterized. Then, an UML model of I/O handling with diagrams for
peripheries, universal data type and board capabilities is given. Finally,
a practical example of model implementation is shown with portions of
ST code accessing three different types of I/O boards.

Keywords: distributed control system, IEC 61131-3, function block,
object oriented programming, UML.

1 Introduction

IEC 61131-3:2013 standard [2] supports object-oriented paradigm introducing
extensions like classes, interfaces, inheritance and polymorphism. Such an ap-
proach is a novelty for control software. Object-oriented programming simplifies
creating universal, more portable code. This paper discusses interfacing con-
trol programs with I/O peripherals in the scope of the new revision of the IEC
61131-3 standard, especially within CPDev engineering environment [4].

Handling I/O signals in control program depends on hardware. An additional
mechanism which will interface controller inputs and outputs with program
variables is necessary. Generally two approaches are possible, namely program-
dependent and program-independent, as described in [6]. The first one requires
direct referencing of inputs and outputs in control programs, which makes the
program tied to a particular hardware. Another solution involves an logical
assignment which is independent from programming, so the same program is
portable and may be used in various hardware platforms. Such separation of
program and hardware layers, is typical for multi-module PLCs and DCSs (Dis-
tributed Control Systems). Usually it involves additional configuration step,
where a configuration tool connects program variables with inputs and outputs,
or communication interfaces.

Object-oriented extensions make another solution possible. A control program
may be written in a way to use general interfaces or classes and call abstract

c© Springer International Publishing Switzerland 2015 223
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methods, independent of target hardware. Specific implementation of methods
related to hardware is made in final classes, derived from base ones. In this
approach porting a control program to another hardware platform requires just
replacing derived, hardware-dependent classes. Therefore portability of control
software is greatly enhanced.

2 Object-Oriented Features in IEC-61131-3:2013

Current revision (2013) of IEC 61131-3 standard [2] introduces many object-
oriented extensions. Semantics of the control languages defined in the previ-
ous revision have been enhanced to support classes, interfaces, inheritance and
polymorphism. Such features are common in general purpose programming lan-
guages, but until now were rarely used in control programs. This section will
briefly describe new possibilities and their impact on control software develop-
ment process.

Classes in IEC 61131-3:2013 are specific Program Organization Units (POUs)
designed for object oriented programming. Classes consist of data structures
and methods. Data are partitioned into public and internal variables. Methods
(algorithms) are performed upon the variables. An instance of a class has to be
created before its methods can be called or its variables can be accessed.

Inheritance of classes allows for developing general base classes which are later
extended by derived specific classes. In particular it is possible to create an ab-
stract class intended to be a base type of other classes to be used for inheritance.
A class is abstract if at least one of its methods is abstract, i.e. not yet imple-
mented. Such an abstract class cannot be instantiated, and non-abstract class
derived from it should include actual implementations of all inherited abstract
methods.

Numerous different classes may extend a single base class. Such process may
be repeated multiple times, however so-called multiple inheritance i.e. extending
more than one parent class is not supported. The derived class inherits all vari-
ables from its base class as well as all methods except those declared as PRIVATE,
or INTERNAL outside the namespace. Such a derived class typically extends the
base (parent) class by adding its new own methods and variables in addition to
the inherited ones, thus creating a new functionality. Moreover, implementation
of methods in derived class may override existing methods in the base class.

IEC 61131-3:2013 standard introduces also the concept of interfaces to provide
for separation of the interface specification from its implementation as a class.
Thus different implementations of a common interface specification is possible.
An interface contains a set of method prototypes. Such a prototype consists
of the method name, VAR INPUT, VAR OUTPUT and VAR IN OUT variables and the
method result, however it does not contain any algorithm. A class may implement
one or more interfaces, so in contrary to multiple inheritance of classes, multiple
implementation of interfaces is indeed possible. Final derived class should include
actual implementation of all inherited abstract methods.
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Inheritance of the interfaces is also possible. A derived interface may extend
one or more already defined base interfaces and provide new functionality. Such
a derived interface inherits all method prototypes from its parent interfaces, and
may contains additional method prototypes.

An interface may be also used as the type of a variable. Such a variable will
be used as a reference to an instance of a class implementing this interface. The
variable has to be assigned to an instance of a class before it can be used.

Function blocks are also enhanced to support the object-oriented paradigm,
similarly as defined for classes. They can use methods, implement interfaces and
inherit from other function block or base class. Both function block body and
methods are optional, so three variants are possible. In the first one, a function
block will contain only a body, without any methods, as in previous revision
(IEC 61131-3:2003). In the second variant, a function block consists of both
function block body and methods. In the third one, a function block will contain
only methods, without a function block body, so such a function block can be
also declared as a class.

Polymorphism in the scope of IEC 61131-3:2013 standard is possible in four
cases. First one is related to an interface. Interfaces cannot be instantiated, so
if an interface is used as the type of a variable, such variable will hold a refer-
ence to an instance of a class implementing this interface, as mentioned earlier.
Therefore, calls of methods using an interface reference requires dynamic (late)
binding. Second case is related to VAR IN OUT variables. Such a variable may be
assigned to an instance of a derived function block type, so the calls of a function
block and their methods also requires dynamic binding.

Third case mentioned in the IEC 61131-3:2013 standard involves polymor-
phism with reference. An instance of a derived type may be assigned to a ref-
erence to a base class, as well as a variable with a type may be assigned to
a reference to a derived function block type. Therefore, the calls of a function
block and their methods via a dereferentiation of a reference are also cases where
dynamic binding takes place.

The last case where polymorphism is necessary involves usage of the keyword
THIS. It may be a reference to the current function block type or to one of its
derived function block types, so the calls of a function block method using THIS

also requires dynamic binding.

3 Proposed Model of I/O Class Hierarchy

Object-oriented approach can be used to develop universal class and interface
model hierarchy which allows to express all common I/O devices. UML is well-
known notation of interfaces and classes [1]. Limited capability of class inheri-
tance which allows only for one class to be derived, and multiple interfaces to
be implemented (see section 2), leads to introducing interfaces instead of classes
in the model. Interface inheritance could be elaborated for three aspects: board
peripheries, value type and board capabilities.
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3.1 Peripheries

Interfaces for an input board can be organized as depicted at Fig. 1. At the top
of the figure the most general interface BoardIO is presented. It consists of the
method GetIO_OID which is an acronym of Get Input/Output Object Identifier.
The method is responsible for returning an unique identifier which can be used
to distinguish all I/Os on the board.

Fig. 1. Interface hierarchy of inputs

The second interface BoardInput derives from BoardIO and restricts all board
I/Os to inputs only. It consists of SetInputMode method which allows to apply
different modes on I/O channels. Switching between i.e. Schmitt input, counter,
and normal I/O can be used to select the mode. Method is assumed to be virtual,
which allows to redefine it in further inheritance.

The remaining three interfaces introduce the board inputs with more detail.
The first one, BinaryInput should be implemented in those classes which are
responsible for board channels with binary input capabilities. The second in-
terface AnalogInput should describe all channels which are capable to return
various numbers. The third one CustomInput is considered to provide descrip-
tion for those inputs which are not mentioned by the interfaces BinaryInput

and AnalogInput.
Similar inheritance has been designed for board outputs. It is presented at

Fig. 2. Like in the previous inheritance diagram, BoardOutput derives from the
same BoardIO interface (internals are collapsed for brevity). Interface Board-
Output introduces the method SetOutputModewhich is responsible for changing
output capabilities like PWM, range output, etc. The remaining interfaces intro-
duce board outputs with more detail. Interface BinaryOutput is responsible for
denoting binary outputs in various modes, AnalogOutput can represent output
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Fig. 2. Interface hierarchy of outputs

board with numeric values, and CustomOutput is considered to provide descrip-
tion for those outputs which are not handled by the previous ones. All input and
output values can be represented by the Universal Value Type, described below.

3.2 Universal Value Type

Nowadays boards may contain a large number of inputs and outputs, often with
some advanced capabilities. Commonly a control program will change outputs
in dependence on inputs values. To achieve universality and flexibility, a script
may be considered allowing to customize input and output handling without
modifying the control program. Since such a script should process input and
output in a generic way, we will introduce Universal Value Type for representing
the processed values.

Fig. 3. Class for representing universal number type
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Class diagram for the universal type is presented at Fig. 3. It can be no-
ticed that the field fCurrentType is responsible for selecting representation
form and mandatory conversions. The field fFloatVal stores floating-point val-
ues, whereas fIntVal stores all integers and Boolean values. Similar idea of
data storing has been implemented in the language Lua [3]. Value access in
particular type can be obtained by methods AsBool, AsSInt, AsInt, AsDInt,
AsLInt, AsReal, AsLReal. They allow to obtain the value type as the script
writer wants. Storing various values can be achieved by methods like SetBool,
SetSInt, SetInt, SetDInt, SetLInt, SetReal, SetLReal. Using the As and Set

methods may seem a bit difficult at first, so let us consider the expression Z :=

X + Y; as an example. The expression takes the following form, when using the
universal value type:

VAR

X, Y, Z : Value;

END_VAR

...

Z.SetReal(X.AsInt() + Y.AsInt());

This approach makes implementation of script much easier. Such universal value
can be used in both operations – acquiring inputs and storing outputs, regardless
of their types. The universal value type is used in the board capability interfaces
described below.

3.3 Board Capabilities

Manufactures produce different boards which are equipped with various combi-
nation of input and output channels. An interface hierarchy is proposed here to
generalize the capabilities of the boards. The model is presented at Fig. 4.

BinaryInputBoard interface has been designed for boards equipped with bi-
nary inputs. It consists of two methods: EnumBinaryInputs which returns an
array of all binary inputs attached to the board, as instances of BinaryInput
interface from Fig. 1. The second method GetBinaryInput acquires the univer-
sal type value described in 3.2. The input of the method is one element of array
returned by EnumBinaryInputs.

Similar approach can be seen in BinaryOutputBoard interface. EnumBinary-
Outputs returns an array of BinaryOutput instances (Fig. 2). The method
SetBinaryOutput can be used to set value of the output. It requires two para-
meters: BinaryOutput instance and universal value to set. As the result, value
of type BOOL can be returned to indicate success or failure.

Boards equipped with analog inputs implement the AnalogInputBoard inter-
face. As in its binary counterpart, it provides method for enumerating all ana-
log inputs on the board (EnumAnalogInput), and GetAnalogInput which pro-
vides the value acquired from analog input. AnalogOutputBoard interface covers
boards with analog outputs. Similarly, it provides method EnumAnalogOutputs
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Fig. 4. Hierarchy interfaces of I/O boards

and SetAnalogOutput. Quite commonly, boards are equipped in both binary in-
puts and binary outputs. For such scenario, IOBinaryBoard interface has been
prepared, which inherits from the two parent interfaces. Similar IOAnalogBoard
interface exists for analog inputs and analog outputs on a single board.

4 Implementation Example

As a practical example we will now show how the proposed object model has
been implemented in the CPDev engineering environment. CPDev is a tool for
creating and executing IEC 61131-3 control software, with debugging and testing
capabilities [4]. The object-oriented I/O handling has been prototyped in CPDev
to demonstrate the new approach for IEC programming.

4.1 Execution Platform

CPDev control programs can be run on multiple hardware platforms via the
virtual machine, being a portable interpreter of binary code produced by the
compiler [8]. The runtime environment for the prototype implementation of the
object I/O model is a PC computer running a version of Windows operating
system (e.g. Windows Embedded). In this case, the CPDev virtual machine is
built into a software module called WinController creating an executing environ-
ment for control programs. Main concepts of WinController resemble CPCtrl soft
controller [7] handling I/O boards [5], but with some advanced enhancements.
For example, it allows to utilize multiple virtual PLC controllers, each running
a separate task. WinController is run as the operating system service, meaning
it is constantly online. During development the user can use direct connection
between CPDev IDE and WinController for program uploading and monitoring.
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4.2 I/O Boards

WinController interfaces external inputs and outputs via dedicated external
modules. The modules handle specific I/O hardware and connects it with CPDev
virtual machine. WinController is able to connect to more than a single module
at the same time, thus making the system scalable and flexible. For demon-
stration purposes, we will present here a sample setup with three external I/O
modules, i.e.:

– RT-DAC USB data acquisition card from Inteco,

– NI-DAQ USB 6008 from National Instruments,
– generic GPS module with NMEA protocol.

Fig. 5. CPDev WinController with three external I/O modules

The overall structure of the setup is shown in Fig. 5. The first two modules
are data acquisition cards with several binary and analog inputs and outputs.
Their vendors provide software libraries which have been used to interface the
cards with WinController. The latter module generates a stream of text data
with GPS readouts. As shown in Fig. 5, WinController can run multiple control
task simultaneously, however for simplicity we will consider here a single task
only.

4.3 Code Example

The sample CPDev project with object I/O involves three global variables de-
fined as follows:

VAR_GLOBAL

IOBAORD1 : RTDAC;

IOBOARD2 : NIDAQ;

GPS_SOURCE : GPS_NMEA;

END_VAR
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The two IOBOARD variables are object instances of the types RTDAC and
NIDAQ respectively, while GPS SOURCE instantiates the type GPS NMEA.
The types used are object types implementing the model interfaces described in
section 3. For example, RTDAC is defined as:

CLASS RTDAC IMPLEMENTS IOBinaryBoard, IOAnalogBoard

...

END_CLASS

Since the RT-DAC board involves both binary and analog inputs and outputs,
the class implements two interfaces modeled in Fig. 4 (NIDAQ class is defined
similarly). Implementation of the interface methods, such as GetBinaryInput or
SetAnalogOutput depend on the vendor’s card libraries. For example, RTDAC
uses C++ library with low-level configuration and communication functions.
The functions are called from IEC 61131-3 ST language via the CPDev native
function block mechanism [8].

The control code can refer to the I/O objects e.g. in the following way:

VAR

SIGNAL : Value;

END_VAR

SIGNAL := IOBOARD1.GetBinaryInput(IOBOARD1.EnumBinaryInputs()[1]);

IOBOARD2.SetBinaryOutput(IOBOARD2.EnumBinaryOutputs()[3], SIGNAL);

The code transfers a Boolean value stored in the SIGNAL variable of the
universal type from the first binary input of IOBOARD1 (i.e. RTDAC) to the
third output of IOBOARD2 (NIDAQ). It can be seen, that using the interface
functions makes the code universal, so it does not depend on the particular setup.
One can switch the cards or use a card from another manufacturer by changing
the types of global variables only.

The GPS NMEA is a class-based implementation of the GPS example shown
previously in [6]. By using the object-oriented features, the code for accessing
GPS data can now take the form of a class:

CLASS GPS_NMEA IMPLEMENTS AnalogInputBoard

...

LONGITUDE_INPUT : REAL_ANALOG_INPUT;

METHOD PUBLIC GET_LONGITUDE : REAL

VAR w : VALUE; END_VAR

w := THIS.GetAnalogInput(LONGITUDE_INPUT);

GET_LONGITUDE := w.AsReal();

END_METHOD

...

END_CLASS
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The GPS module is a kind of analog input board, with three basic in-
puts: longitude, latitude, altitude (real numbers). Since the class implements
AnalogInputBoard interface, one can access them via the generic function
GetAnalogInput, but for convince extra public methods i.e GET LONGITUDE,
GET LATITUDE, GET ALTITUDE are available (only the first one is shown
in the code above), giving the values in a simpler way, e.g.:

LON := GPS_SOURCE.GET_LONGITUDE();

5 Summary

The new object-oriented features of IEC 61131-3:2013 provide the user with
a high-level concept of programming available so far in general-purpose languages
such as Java or C#. Object orientation can be a challenge and uncommon for IEC
engineers accustomed to classical programming scheme. In the paper we have
presented a possible way of how the object approach can be applied to input and
output handling. The given concept uses a set of new code constructions such as
interfaces and classes. A practical example shows implementation of the UML
object model adding a possibility to handle I/O modules from different vendors.
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cent Advances in Automation, Robotics and Measuring Techniques. AISC, vol. 267,
pp. 81–90. Springer, Heidelberg (2014)

5. Rzoca, D., Sadolewski, J., Trybus, B.: Coloured Petri-nets models of CPDev
soft controller with I/O boards. Przeglad Elektrotechniczny (Electrical Review) 9,
170–173 (2010)

6. Rzonca, D., Sadolewski, J., Trybus, B.: Interfacing inputs and outputs with IEC
61131-3 control software. In: Szewczyk, R., Zieliński, C., Kaliczyńska, M. (eds.) Re-
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Abstract. The descriptor fractional continuous-time linear systems with two 
different fractional orders are considered. The Drazin inverse of matrices is 
applied to find the solutions of the state equations. Some additional changes to 
classical Drazin approach for finding solution of the state equation of descriptor 
systems is proposed. An equality defining the set of admissible initial 
conditions for given inputs is derived. 

Keywords: descriptor, fractional, different order, solution. 

1 Introduction 

Descriptor (singular) linear systems have been considered in many papers and books 
[1‒3, 5, 6, 8, 10, 15, 16, 20, 28, 29]. The first definition of the fractional derivative 
was introduced by Liouville and Riemann at the end of the 19th century [22, 23] and 
another on was proposed in 20th century by Caputo [24]. This idea has been used by 
engineers for modeling different processes [7, 9]. Mathematical fundamentals of 
fractional calculus are given in the monographs [19, 21‒24]. The positive fractional 
linear systems have been investigated in [13, 14, 19].  

The positive linear systems with different fractional orders have been addressed in 
[17, 18]. 

Stability of fractional continuous-time linear systems consisting of n subsystem 
with different fractional orders [3]. The reachability and minimum energy control 
problem for systems with two different fractional orders in [25‒27]. 

Drazin inverse matrix method for fractional descriptor continuous-time and 
discrete-time linear systems have been proposed in [11, 12]. 

In this paper solution to the state equation of descriptor fractional positive 
continuous-time linear systems with two different fractional orders will be formulated 
and solved.  

The paper is organized as follows. In section 2 the basic definitions and theorems of 
the descriptor fractional continuous-time linear systems are recalled. Section 3 gives the 
problem formulation for systems with two different fractional orders. Solution to the state 
equation is given in section 4. Concluding remarks are given in section 5. 
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The following notation will be used: ℜ  ‒ the set of real numbers, mn×ℜ  ‒ the set 

of mn ×  real matrices, nI  ‒ the nn ×  identity matrix.  

2 Descriptor Fractional System 

Consider the fractional descriptor continuous-time linear system 

)()()(0 tButAxtxDE t +=α , nn <<− α1 , Wn ∈ ,                     (2.1) 
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where )]([)( tfsF L=  and nn <<− α1 , Wn∈ .   

It is assumed that det E = 0 but the pencil (E, A) of (2.1) is regular, i.e. 

0]det[ ≠− AEs  for some C∈s  (the field of complex numbers).                 (2.5) 

Assuming that for some chosen C∈c , 0]det[ ≠− AEc  and premultiplying (2.1) by 
1][ −− AEc  we obtain 

)()()(0 tuBtxAtxDE t +=α ,                                            (2.6a) 

where  

EAEcE 1][ −−= , AAEcA 1][ −−= , BAEcB 1][ −−= .                  (2.6b) 



  Solution of the State Equation of Descriptor Fractional Continuous-Time Linear Systems 235 

 

Note that the equations (2.1) and (2.6a) have the same solution )(tx . 

Definition 2.1. The smallest nonnegative integer q is called the index of the matrix 
nnE ×ℜ∈  if [4, 16] 

1rank rank += qq EE .                                                      (2.7) 

Definition 2.1. [4, 16] A matrix DE  is called the Drazin inverse of nnE ×ℜ∈  if it 
satisfies the conditions 
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DDD EEEE = ,                                                         (2.8b) 

qqD EEE =+1 ,                                                           (2.8c) 

where q is the index of E  defined by (2.6). 

The Drazin inverse DE  of a square matrix E  always exists and is unique [4, 16]. 

If 0det ≠E  then 1−= EE D . 

Lemma 2.1. [4, 16] The matrices E  and A  defined by (2.5b) satisfy the following 
equalities 
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0det ≠T , 11 nnJ ×ℜ∈ , is nonsingular, 22 nnN ×ℜ∈  is nilpotent, nnn =+ 21 , 
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∑∫
−

=
−+−Φ+Φ=

1

0

)(

0
0 )()()()()()()(

q

k

kDkD
n

D
t

DD tuBAAEIEEduBtEvEEttx ατττ , 

(2.10a) 
where  

∑
∞

= +Γ
=Φ

0
0 )1(

)(
)(

k

kkD

k

tAE
t

α

α
, ∑

∞

=

−+

+Γ
=Φ

0

1)1(

])1[(

)(
)(

k

kkD

k

tAE
t

α

α
,                  (2.10b) 

)()( 0
)( tuDtu k

t
k αα =                                              (2.10c) 

and the vector nv ℜ∈ is arbitrary [12]. 
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3 Systems with Two Different Fractional Orders 

Consider a fractional linear system with two different fractional orders βα ≠  

described by the equation [18, 26] 
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It is well-known [17, 18] that the solution of the equation (3.1) for 
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Now let consider the fractional descriptor continuous-time linear system with 
different fractional orders 
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where C is the field of complex numbers. 

Similar as for (2.1) assuming that for some chosen C, 21 ∈cc ,  
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Note that the equations (3.4) and (3.6a) have the same solution )(tx . 

In case of system with two different fractional order the Definition 2.1 takes the form: 
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Definition 3.1. The smallest nonnegative integer iq , 2,1=i  is called the index of the 

matrix ii nn
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and 21 qqq +=  is the index of E . 
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and (2.9d) holds. 
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Therefore, the solution (4.1a) satisfies the equation (3.6a). □ 
From (4.1a) for t = 0 we have 
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Therefore, for given admissible )(tu  the consistent initial conditions should satisfy 

the equality (4.6). In particular case for 0)( =tu  we have vEEx D=0  and 

)Im(0
DEEx ∈  where Im denotes the image of DEE . 

5 Concluding Remarks 

The descriptor fractional continuous-time linear systems with two different fractional 
orders has been considered. The Drazin inverse of matrices has been applied to find 
the solutions of the state equations of the considered system. Some additional changes 
to classical Drazin approach for finding the solution of the state equation of descriptor 
systems is proposed. An equality defining the set of admissible initial conditions for 
given inputs has been derived. 
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Abstract. This paper describes the hybrid approach to optimization of decision 
problems in sustainable supply chain (SSC). The hybrid approach proposed 
here combines the strengths of mathematical programming (MP) and constraint 
logic programming (CLP), which leads to a significant reduction in the search 
time necessary to find the optimal solution, and allows solving larger problems. 
The hybrid method appears to be not only as good as either of its components 
used independently but in most cases it is much more effective. The simplified 
models of cost optimization presented in the article illustrate the advantages of 
the approach. For these models, the use of hybrid approach allows obtaining op-
timal solutions ten times faster.  

Keywords: constraint logic programming, mathematical programming, optimi-
zation, sustainable supply chain, decision support. 

1 Introduction 

Modern supply chains have evolved into highly complex structures with multiple 
layers of sourcing, planning levels, multimodality and extended information exchange 
at every link of the chain. The principal challenge of supply chain management is to 
maintain a regular and undisrupted flow of goods, services, information, and financial 
resources while minimising costs. Along with complexity, enormous numbers of con-
straints relating to resources, time, production capacity, distribution capacity, trans-
portation, etc. characterize today’s supply chains. Until recently, the businesses had to 
contend with those challenges and constraints mainly in terms of short-term profits. 
Nowadays, given the new constraints related to the availability of non-renewable 
resources (coal, petroleum, natural gas, etc.), enterprises are more than ever obliged to 
rethink their strategies to ensure the sustainability of their operations. Another group 
of new constraints results from novel research areas dealing with the actions related to 
one or more phases of the product life cycle such as product design [6], production 
planning and control for remanufacturing [10], product recovery [7], reverse logistics 
and carbon emissions reduction [16]. Sustainable development means the interde-
pendence between three aspects: the economic, the environmental, and the social 
performance of an enterprise. An integrated approach that links supply chain deci-
sions to the three key elements of sustainability is the ultimate goal of sustainable 
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supply chain management (SSCM) [13]. Aggregation of the new challenges and re-
definition of management goals and objectives have to result in the modification and 
expansion of decision and optimization models. Most decision and optimisation mod-
els for solving problems in supply chain management (SCM) [12] and in sustainable 
supply chain management are derived from the operations research (OR) areas, 
mathematical programming (MP) in particular. Due to a variety of constraint types 
and logical interdependencies between them, the constraint programming (CP) envi-
ronment [1, 14, 3] can offer a very good framework for representing the knowledge 
and information needed for the decision support in SCM and SSCM. 

The main contribution is to propose a hybrid approach (mixed MP and CP) with 
the transformation of the problem in the context of SSCM. In addition, showing the 
versatility and effectiveness of the hybrid approach to optimize the SSCM problems 
using Hybrid Solution Platform (HSP). At the end, the use of HSP in modeling and 
optimization of hybrid models is presented. 

The remainder of the article is organized as follows. Research methodology and 
motivation are provided in Section 2. In Section 3 the hybrid solution platform is 
described and the implementation aspects discussed. Optimisation models presented 
as illustrative examples are provided in Section 4. Computational examples and tests 
of the implementation platform are presented in Sub-section 4.4. The possible exten-
sions of the proposed approach as well as the conclusions are included in Section 5. 

2 Methodology and Motivation 

Based on numerous studies and our own experience, we strongly believe that the con-
straint-based environment [1, 14, 2, 20, 17], offers a very good framework for repre-
senting the knowledge, information and methods needed for the decision support. The 
central issue for a constraint-based environment is a constraint satisfaction problem 
(CSP), which is a mathematical problem defined as a set of elements whose states 
must satisfy a number of constraints. CSP represents the entities in a problem as a 
homogeneous collection of finite constraints over variables, which is solved using 
constraint satisfaction methods. 

Constraint satisfaction problems on finite domains are typically solved using a 
form of search. The most widely used techniques include variants of backtracking, 
constraint propagation, and local search. Constraint propagation embeds any reason-
ing that consists in explicitly forbidding values or combinations of values for some 
variables of a problem because a given subset of its constraints cannot be satisfied 
otherwise [18]. Effective search for the solution in CSP problems depends considera-
bly on the effective constraint propagation, which makes it a key method of the con-
straint-based approach. Constraint logic programming (CLP) is a form of constraint 
programming (CP), in which logic programming is extended to include concepts from 
constraint satisfaction. A constraint logic program contains constraints in the body of 
clauses. Constraints can also be present in the goal. These environments are declara-
tive. The declarative approach and the use of logic programming provide incompara-
bly greater possibilities for decision problems modelling than the pervasive approach 
based on mathematical programming (MP). 
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Based on [5, 8, 9] and our previous work [15, 21, 19], we observed some advan-
tages and disadvantages of these environments. An integrated approach of constraint 
programming (CP) and mixed integer programming (MIP) can help to solve optimisa-
tion problems that are intractable with either of the two methods alone [4, 11]. 

Both MIP and finite domain CP/CLP involve variables and constraints. However, 
the types of the variables and constraints that are used, and the ways the constraints 
are solved are different in the two approaches [4]. 

In both MIP and CP/CLP, there is a group of constraints that can be solved with 
ease and a group of constraints that are difficult to solve. The easily solved constraints 
in MIP are linear equations and inequalities over rational numbers.  

Integrity constraints are difficult to solve using mathematical programming meth-
ods and often the real problems of MIP make them NP-hard. In CP/CLP, domain 
constraints with integers and equations between variables are easy to solve. The sys-
tem of such constraints can be solved over integer variables in polynomial time. The 
inequalities between variables, general linear constraints, and symbolic constraints are 
difficult to solve in CP/CLP (NP-hard). This type of constraints reduces the strength 
of constraint propagation. Both approaches, CLP and MP, use various layers of the 
problem (methods, the structure of the problem, data) in different ways. The MP ap-
proach focuses mainly on the methods of optimization and, to a lesser degree, on the 
structure of the problem. The data, however, is completely outside the model. The 
same model without any changes can be solved for multiple instances of data. In the 
CLP approach, due to its declarative nature, the methods are already in place. The 
data and structure of the problem are used for its modelling. 

Observations above together with the knowledge of the properties of CLP and MP 
systems enforce the integration. The integration called hybridization consists in the 
combination of both systems and the transformation of the modelled problem. 

The motivation underlying this research was to implement this approach as a hy-
brid solution platform to support managers in the modelling and optimization of deci-
sion problems in SSCM. This solution is better than using MP or CLP separately. 
What is difficult to solve in one environment can be easy to solve in the other. The 
hybrid approach allows the use of all layers/dimensions of the problem to solve it. 

3 A Hybrid Approach – Concept and Implementation 

The hybrid approach to modelling and optimization of decision problems in SSCM is 
able to bridge the gaps and eliminate the drawbacks that occur in both MP and CLP 
approaches. To support this concept, we propose the hybrid solution implementation 
platform (HSP), where: 

• knowledge related to the sustainable supply chain can be expressed as linear and 
logical constraints; 

• the novel method of constraint propagation is introduced (obtained by transforming 
the decision model to explore its structure); 
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• constrained domains of decision variables (domain solution), new constraints and 
values for some variables are transferred from the CLP into the MP system in order 
to optimize; 

• efficiency of finding solutions to larger size problems is increased. 

Linking various types of constraints in one environment and using the best and al-
ready proved problem optimization and transformation methods constitute the base of 
the hybrid solution platform architecture. The concept and architecture of this plat-
form with its CLP-predicates and MP-procedures is presented in Fig. 1. 

 

Fig. 1. Detailed scheme of the hybrid solution platform (HSP) 

From a variety of tools for the implementation of CLP techniques in the hybrid so-
lution platform, ECLiPSe software [23] was selected. ECLiPSe is an open-source soft-
ware system for the cost-effective development and deployment of constraint pro-
gramming applications. Environment for the implementation of MP in HSE was 
LINGO by LINDO Systems [22].  

4 Illustrative Example 

The HSP proposed was verified and tested for the illustrative example, which is the 
authors’ original model of cost optimization for the supply chain with multimodal 
transportation and recycling. 
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The proposed model is the cost model taking into account different types of pa-
rameters, i.e., space (area/volume occupied by the product, distributor capacity and 
capacity of transportation unit, recycling centre capacity), time (duration of delivery 
and service by distributor, etc.) and a transportation mode. Multimodality in this ex-
ample is understood as the possibility of using different modes of transportation: rail-
way, commercial vehicles, heavy trucks, etc. It is a simplified SSCM problem in 
which financial and environmental dimensions are included. The environmental di-
mensions refer to both transportation and recycling. The introduced environmental 
costs of the use of the given transportation means are constant and dependent on the 
transportation means type. The additional environmental costs are hidden in the trans-
portation costs and depend on the route followed and on the quantity of the goods 
transported. The simplified structure of the sustainable supply chain network for this 
example has been shown at the Fig. 2. The all parameters, indices, decision variables 
for illustrative model have been presentenced. 

 

Fig. 2. The simplified structure of the sustainable supply chain network 

4.1 Objective Function 

The objective function (1) defines the aggregate costs of the entire chain and consists 
of nine elements. The first element comprises the fixed costs associated with the opera-
tion of the distributor involved in the delivery (e.g. distribution centre, warehouse, 
etc.). The second and eight elements correspond to environmental costs of using vari-
ous means of transportation. Those costs are dependent on the number of courses of the 
given means of transportation, and additionally, on the environmental levy, which in 
turn may depend on the use of fossil fuels and carbon-dioxide emissions. The third 



248 P. Sitek 

 

component determines the cost of the delivery from the manufacturer to the distributor. 
Another component is responsible for the costs of the delivery from the distributor to 
the end user (the store, the individual client, etc.). The next component of the objective 
function determines the cost of manufacturing the product by the given manufacturer. 
The sixth component determines the fixed costs associated with recycling. The seventh 
component of the objective function represents the profit earned from the sale of prod-
ucts after recycling as the raw material for producers or suppliers. There is a minus 
sign next to it because the remaining components of the objective function are cost 
components, and the profit reduced the costs. The last component defines the costs of 
the product delivery from customers to the recycling centres. 
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4.2 Constraints 

The model was based on constraints (2)‒(23). Constraint (2) specifies that all deliver-
ies of product k produced by the manufacturer i and delivered to all distributors s 
using mode of transportation d do not exceed the manufacturer’s production capacity. 
Constraint (3) covers all customer j demands for product k (Zj,k) through the imple-
mentation of delivery by distributors s (the values of decision variables Yj,s,k,d). The 
flow balance of each distributor s corresponds to constraint (4). The possibility of 
delivery is dependent on the distributor’s – constraint (5a) and recycling centres’ ‒ 
(5b) technical capabilities. Time constraint (6) ensures the terms of delivery are met. 
Constraints (7a), (7b), (7c), (8) guarantee deliveries with available transportation 
taken into account. Constraints (9a), (9b), (10a), (10b), (10c), (11) set values of deci-
sion variables based on binary variables Tcs, Xai,s,d, Yas,j,d, Zaj,b,d, Tbb. The remaining 
constraints (14)‒(23) arise from the nature of the model (MILP). Constraint (24)  
allows the distribution of exclusively one of the two selected products in the distribu-
tion centre s. Similarly, constraint (25) allows the production of exclusively one of the 
two selected products in the factory i. Similar constraint (26) prevents the simultane-
ous recycling of selected pairs of products. Those constraints result from technologi-
cal, marketing, sales or safety and environmental reasons. Therefore, some products 
cannot be distributed and/or produced together. The constraint can be re-used for 
different pairs of product k and for some of or all distribution centres s, factories i and 
recycling centres b. A logical constraint like this cannot be easily implemented in a 
MILP model. Only declarative application environments based on constraint satisfac-
tion problem (CSP) make it possible to implement constraints such as (24), (25), (26). 
Adding this type of constraints changes the model class. It is a hybrid model (1)‒(26). 
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Table 1. Summary indices, parameters and decision variables 

Symbol Description 
Indices 

N number of manufacturers/factories 
M number of customers 
E number of distributors 
O number of product types 
L number of mode of transportation 
U number of recycling centres 
k product type k = 1..0  
j delivery point/customer/city j = 1..M 
i manufacturer/factory i = 1..N 
s distributor /distribution centre s = 1..E 
d mode of transportation d = 1..L 
b recycling center b = 1..U 
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Table 1. (continued) 

Input parameters 
Fs the fixed cost of distributor/distribution center s  
Pk the area/volume occupied by product k 
Vs distributor s maximum capacity/volume  
Vrb recycling center b maximum capacity/volume 
Wi,k production capacity at factory i for product k 
Ci,k the cost of product k at factory i 
Rs,k if distributor s can deliver product k then Rs,k = 1, otherwise Rs,k = 0 
Tps,k the time needed for distributor s to prepare the shipment of product k 
Tcj,k the cut-off time of delivery to the delivery point/customer j of product k  
Zj,k customer demand/order j for product k 
Ztd the number of transportation units using mode of transportation d 
Ptd the capacity of transportation unit using mode of transportation d 
Tfi,s,d the time of delivery from manufacturer i to distributor s using mode of transportation d 

Kai,s,k,d 
the variable cost of delivery of product k from manufacturer i o distributor s using mode of 
transportation d 

Rai,s,d 
if manufacturer i can deliver to distributor s using mode of transportation d then Rai,s,d = 1, 
otherwise Rai,s,d = 1 

Ai,s,d the fixed cost of delivery from manufacturer i to distributor s using mode of transportation d 
Tms,j,d the time of delivery from distributor s to customer j using mode of transportation d  

Kbs,j,k,d 
the variable cost of delivery of product k from distributor s to customer j using mode of 
transportation d 

Rbs,j,d 
if distributor s can deliver to customer j using mode of transportation d then Rbs,j,d = 1, oth-
erwise Rbs,j,d = 1 

Gs,j,d the fixed cost of delivery from distributor s to customer j using mode of transportation d 
Odd the environmental cost of using mode of transportation d 
Frb the fixed cost of recycling centre b 
Cbb,k the value of product k at recycling centre b 

Rcj,b,d 
if customer j can deliver to recycling centre b using mode of transportation d then Rcj,b,d = 1, 
otherwise Rcj,b,d = 1 

Krj,b,d 
the fixed cost of delivery from customer j to recycling centre b using mode of transportation 
d 

Rbb,k if recycling centre b can deliver product k then Rbb,k = 1, otherwise Rbb,k = 0 
Udj,k percentage coefficient of products number k delivered for recycling by customer j 

Decision variables 

Xi,s,k,d 
delivery quantity of product k from manufacturer i to distributor s using mode of transporta-
tion d 

Ys,j,k,d delivery quantity of product k from distributor s to customer j using mode of transportation d 

Xai,s,d 
if delivery is from manufacturer i to distributor s using mode of transportation d then Xai,s,d = 
1, otherwise Xai,s,d = 1 

Xbi,s,d the number of courses from manufacturer i to distributor s using mode of transportation d 

Yas,j,d 
if delivery is from distributor s to customer j using mode of transportation d then Yas,j,d = 1, 
otherwise Yas,j,d = 0 

Ybs,j,d the number of courses from distributor s to customer j using mode of transportation d 
Tcs if distributor s participates in deliveries, then Tcs = 1, otherwise Tcs = 0 
Tbb if recycling centre b participates in deliveries, then Tbb = 1, otherwise Tbb = 0 

Zrj,b,k,d 
delivery quantity of product k from customer j to recycling centre b using mode of transpor-
tation d 

Zaj,b,d 
if delivery is from customer j to recycling centre b using mode of transportation d then  
Zaj,b,d = 1, otherwise Zaj,b,d = 0 

Zbj,b,d the number of courses from customer j to recycling centre b using mode of transportation d 
values calculated 

Koai,s,d the total cost of delivery from manufacturer i to distributor s using mode of transportation d 
Kogs,j,d the total cost of delivery from distributor s to customer j using mode of transportation d 
Cw arbitrarily large constant, for instance, the sum of all orders  
Vxs the value corresponds to the distributor’s real uptake capacity  
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4.3 Model Transformation 

The transformation is an important and inseparable part of the hybrid approach (see 
Fig. 1). Due to the nature of the decision and optimization problems in SCM, SSCM 
(adding up decision variables and constraints involving a lot of variables), the con-
straint propagation efficiency decreases dramatically. The idea was to transform the 
problem by changing its representation without changing the very problem. At the 
stage of transformation, the structure of, and maximum knowledge about the problem 
have to be used, including the knowledge about the orders, technical capacity of the 
producers, distributors and recycling centres. All permissible routes were first gener-
ated based on the fixed data and a set of orders, then the specific values of parameters 
i, s, k, d, b were assigned to each of the routes. In this way, only decision variables X 
and Zr (deliveries) had to be specified. This transformation fundamentally improved 
the efficiency of the constraint propagation and reduced the number of backtracks and 
decision variables. This is due to the simple fact that it should be set-values for the 
two decision variables instead of seven. A route model is a name adopted for the 
models that underwent the transformation. 

4.4 Numerical Experiments 

In order to verify and evaluate the proposed approach, many numerical experiments 
were performed for the illustrative example. All the experiments relate to the supply 
chain with two manufacturers (i = 1..2), three distributors (s = 1..3), five customers 
(j = 1..5), three modes of transportation (d = 1..3), two recycling centres (b = 1..2), 
twenty types of products (k = 1..20), and five sets of orders (E1(5), E2(10), E3(15), 
E4(20), E5(25), (n) – the number of orders in set E). In order to compare the results 
and effectiveness of the HSP, the model was also implemented in mathematical pro-
gramming environment (LINGO). The experiments were conducted to optimise ex-
amples E6(25), E7(25), which were the implementations of the hybrid model (with 
logical constraints) in the HSF. 

Table 2. Results of numerical examples for both approaches 

E(No) 
MILP-LINGO MILP-HSF 

Fc T V C Fc T V C 
E1(5) 8199 67 3485(2711) 2297 8199 7 827(200) 434 
E2(10) 22558 84 3485(2711) 2567 22558 9 889(256) 440 
E3(15) 32103 219 3485(2711) 2837 32103 9 919(280) 446 
E4(20) 52691* 900** 3485(2711) 3107 52547 45 946(304) 452 
E5(25) 54215* 900** 3485(2711) 3371 53950 134 1018(376) 452 

P(No) 
Hybrid-HSF  

Fc T V C     
E7(25)  54129 195 1024(392) 476     
E8(25)  54322 201 1036(402) 482     
Fc the optimal value of the objective function 
T solution search time 
V/C the number of integer variables/constraints 
* the feasible value of the objective function after the time T 
** calculation was stopped after T=900s 
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In example E6, the implementation of logical constraints for the hybrid model was 
as follows: product k = 2 cannot be distributed with product k = 11; product k = 2 
cannot be distributed with product k = 12, and these products cannot be produced and 
recycling together. In example E7, the implementation of logical constraints for the 
hybrid model was as follows: product k = 2 cannot be shipped with product k = 11 
and product k = 2 cannot be shipped with product k = 12.  

The results of these experiments are shown in the Table 2. The use of the HSF 
helped achieve high efficiency at reduced computing time. For the sets with a smaller 
number of orders, E1(5), E2(10), E3(15), the optimal answer was found nine to 
twenty four times faster than when using LINGO. For larger sets, only the HSP was 
capable of finding optimal answers within acceptable time (below 900 s). 

5 Conclusion 

This paper provides a robust and effective hybrid approach to modelling and optimi-
zation of SSCM problems, implemented with the hybrid solution platform (HSP) 
which incorporates two environments (i) mathematical programming (LINGO) and 
(ii) constraint logic programming (ECLiPSe). The models presented as examples are 
transformed using the HSP, which results in the new representation of the problem. 
The application of this hybrid leads to a substantial reduction in (i) number of deci-
sion variables (up to four times), (ii) number of constraints (up to seven times) (iii) 
computing time (up to twenty four times). The proposed solution method with HSP is 
recommended for decision-making problems whose structure is similar to that of the 
presented models (Section 4). This structure is characterized by (i) constraints and the 
objective function in which decision variables are added up and (ii) logical constraints 
which are difficult to implement in mathematical programming-based models.  In the 
versions to follow, implementation is planned of other supply chain layers such as 
remanufacturing, reverse logistic, etc. and agile supply chain [24]. 
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Abstract. The post-industrial Europe cannot effectively fight the economic cri-
sis. The Europa 2020 strategy goal is the advancement of the European Union 
economy which would be impossible without re-industrialisation. To reverse 
the declining role of industry, the re-industrialisation will notably be based on 
SMEs in which the production processes are not automated enough. In result 
the existing, as well as new companies will invest significant efforts in Automa-
tion and Robitisation (A&R) to minimise costs by eliminating manual work. 
The article presents the approach for preparation of the new generation voca-
tional courses tailored especially to meet the needs and expectations of small 
and medium enterprises connected with introduction of new technologies, espe-
cially connected with Automation and Robotisation. 

Keywords: automation, robotisation, e-learning, vocational training, reindustri-
alisation, SME. 

1 Introduction 

Reindustrialization of the European economy is a must. More and more people come 
to this conclusion, more and more new voices announces that there is no other way. 
The service based economy was a great mistake. There is no other way of strengthen-
ing the economy than creating goods the real one not virtual.  

The Europe still suffers from economic crisis and if there will be no immediate ac-
tions performed to change the situation the crisis can last for a long time. One of the 
main reasons for that is based on a fact that the current, post-industrial, based on ser-
vices, model of European economy does not have strong enough basement to fight the 
crisis efficiently. To overcome that one of the Europe 2020 strategy key priorities 
envisages advancement of the European economy. This was perceived by European 
Commission which in October 2012 announced communication to, among others, 
European Parliament 'A Stronger European Industry for Growth and Economic Re-
covery'. With the renewed industrial strategy outlined in this Communication, the 
Commission seeks to reverse the declining role of industry in Europe from its current 
level of around 16% of GDP to as much as 20% by 2020.  

To achieve that goals the Europe must enter the path of sustainable development 
characterized by social inclusion and innovation which has to be supported by a  
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reindustrialization of Europe economies. This approach was remarked by the Report 
on EU competiveness [1].  

The reindustrialization will notably be based on manufacturing companies, espe-
cially SMEs and the main rationale for strengthening the manufacturing sector in 
Europe is rooted in evidence that the sector is the locus of significant innovation, 
which in turn also provide opportunities for growth in the service sector as well (in 
particular business services) [2]. The manufacturing sector can be still treated as the 
engine for modern economies because development in manufacturing has a multiplier 
effect on the growth of the economy [3]: a general increase in productivity of the 
manufacturing sector makes a contribution to the growth of GDP that is four times 
higher than that of other inputs. 

The reindustrialization process requires new skills (in quantitative and qualitative 
terms) to support changes in technology and organizational models (within the com-
panies and in their networks) [2] especially in SMEs where in comparison to large 
industrial enterprises, the production processes are not automated enough. These new 
skills can be nurtured in workplaces or their development can be incorporated in the 
educational pathway (beginning from the secondary level). New skills are also needed 
by the labour force already employed or seeking employment, and both the companies 
and training organizations, until now devoted to the adult training, can be better inte-
grated with the general education system.  

All of this means that, in near future, the market demand for high qualified special-
ists for different industry branches will explode. 

Unfortunately, European education and training systems still do not provide proper 
skills for people employability. Moreover, there is no cooperation with business or 
employers to make the learning experience closer to the reality of working environ-
ment [4]. The education system changes are necessary and foreseen. However, it will 
be rather long time process; evolution not a revolution. There is still a place for 
smaller independent of the system initiatives providing focused on skills vocational 
trainings. The advantage of such initiatives is that they require much shorter time to 
appear and less efforts to sustain and with utilization of modern ICT technologies 
their impact is over national [5]. Over one year ago a consortium of several institu-
tions from different European countries seeing the necessity of increasing skills for 
employability in reindustrialized Europe launched such initiative to elaborate voca-
tional training system for automation and robotisation education for small and medium 
enterprises [6]. 

SMEs (small and medium-sized enterprises) represent 99% of all businesses in 
Europe and account in average for more than 60% of the employment and turnover 
figures (Source: European Small Business Survey, 2012). However only 24% of 
SMEs provide vocational education and training compared to 80% of large enterprises 
(employing over 250 people). SMEs play a key role in generating employment and 
creating economic wealth, but skill deficiencies in SMEs are adversely affecting their 
ability to reach their growth potential. Today more than ever before, the skills, moti-
vation and activation of employees are crucial preconditions for the sustainable suc-
cess, productivity and innovation of enterprises. However, the situation of SMEs with 
regard to training is characterized by a paradox. On the one hand, continuous training 
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and lifelong learning (both for workers and managerial staff) are regarded as crucial 
elements of competitiveness against the backdrop of globalization. On the other hand 
however, statistics show that continuous training and qualifications are less likely to 
be available to employees working in SMEs than to those in large companies [7]. By 
their very nature, SMEs are small, constrained by time and budget and reluctant to 
engage in learning/training programs. 

2 Building the Concept 

The main initial assumption for new vocational education platform was that it will be 
based entirely on an e-learning solution. To assure as much as possible system func-
tionalities and education content matching requirements of current skills demand the 
consortium adopted one of agile software development methodologies for the system  
development where close collaboration with stakeholders and potential end-users is 
one of the significant priority. The initial, general system concept required polishing 
and enrichment with details. At the beginning the end-users needs and requirements 
research was done.  

Consortium partners have elaborated and distributed among project target groups a 
detailed questionnaire for requirements gathering and needs analysis regarding the 
way to plan and improve skills and professional knowledge for SMEs. 

A total of 103 questionnaires were filled by the target groups: SMEs managers, 
employees, trainers and consultants involved in automation and manufacturing jobs. 
The answers were distributed among the partner countries as follows: 36 from Bul-
garia, 25 from Italy and 42 from Poland. The answers collected at the end of survey 
analysis allowed achieving a good level of knowledge about SMEs needs in the auto-
mation and robotics training field. 

The results of the survey illustrate how professional associations and consultants 
may contribute to the use of e-learning technologies for SMEs. It also shows that – 
besides significant cost savings – there are further advantages that make the use of  
e-learning technologies attractive. In fact online learning can provide several good 
opportunities to SMEs in overcoming part of their technological, environmental, or-
ganizational, and managerial inadequacies. 

Savings of travel or hotel costs are an obvious advantage of e-learning compared to 
face-to-face seminars. There are, however, also a number of other benefits, which are 
less easy to express in numbers but that have been also frequently reported by the 
target groups’ feedback: 

• Time independence. Learning activities can be carried out in the evening or during 
the weekend. Thus, managers and employees are not inhibited in their daily work 
routine. 

• Focus. In their daily work, managers and employees are used to focusing on the 
essentials. This working style is better supported by e-learning than by face-to-face 
seminars. Participants can concentrate on the specific Automation learning goals, 
in which they are interested. 

• Learning at one’s own pace. Participants of e-learning courses can take the time 
they need to assimilate learning material. By contrast, during seminars participants 
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are often reluctant to ask several times about the same problem, even if they have 
not yet understood it. 

• Advanced learning culture in SMEs. The application of e-learning as part of  
the learning opportunities in a SME company leads to developing new learning 
culture. Compared to face-to-face seminars, e-learning allows for a prompt realiza-
tion of the knowledge acquired. Consultants therefore interact more often and ex-
change information more frequently than was the case when attending face-to-face 
seminars. 

The responders expressed their expectations for the future online course. They 
were based on their preferences and supported by a real assessment of the possibilities 
for course participation. First of all they expect flexible time and place for conduction 
for the course supported by well-structured materials on interesting and useful topics. 

Simulations, good practices and exercises were also expected. Participants re-
quested that the information presented will be practical and specific and not general. 
What respondents wanted as a result of the course was to improve their qualification 
and to widen their worldview. Maximum interactivity and availability of links to other 
sites was also recommended. There should be no excessive audio and visual effects, 
and still the information has to be detailed enough, if necessary there should be graphs 
(pictures) and video clips. Respondents also expect the course to be practically ori-
ented, to present different case studies and to encourage the application of the learned 
in the production process, not to be only theoretical. The course has to be conducted 
with a real lecturer but in virtual environment, in real time in order to follow the re-
sults of the training, as well as online training with video materials. 

From the analysis of the ARIALE questionnaires on end users requirements, sev-
eral interesting conclusions can be drawn: 

• The target group involvement in competence development and learning contents 
improvements can have a very positive effect on the individual SME’s competi-
tiveness and performance. 

• Formal methods of teaching and learning are not necessarily the most appropriate 
way of engaging, motivating and transferring knowledge to SMEs workforce. So 
formal training is not the best way of learning for SMEs. Instead, non-formal and 
informal learning can constitute the most important way of acquiring and develop-
ing the skills and competencies required at work. 

• Training activities have to be focused on the specific needs of the SMEs for exam-
ple giving the possibilities to assemble the learning contents available in the plat-
form. An active learning approach focuses on solving real problems and the em-
ployees’ needs. 

• The SMEs’ heads frequently own a negative attitude to change and learning. In 
many cases, time devoted to learning activities is considered as lost time. When 
employees are involved in the learning process dealing with issues of relevance to 
their careers they become motivated learners. To get effective motivation the 
learner should be put in the centre of learning. 

• SMEs are driven primarily by profit and they are focused especially on bottom 
line. The role of promotion is very essential. No matter how good the training and 
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support material, it has to be carefully promoted from the head and delivered to be 
effective. It must go to considerable lengths to highlight the commercial benefits of 
business improvement (non–commercial benefits can be promoted as secondary 
benefits once the main commercial message has been thought). 

• Learning for many SMEs’ heads has seen unfortunately as a cost, and they do not 
always consider it as an investment for the future. The curricula should have a 
measurable impact within the organisation and should be affordable and value for 
money. 

• SMEs use a short-term approach; they only set up a training action plan on Auto-
mation or Robotics only when they face meet problems. Approaches to learning, 
training and development in small firms needs to take account of the shorter plan-
ning time frames they use by relating learning opportunities and benefits to these 
shorter periods. 

• Some of the advantages of e-learning directly address the needs of SME’s: flexibil-
ity, cost benefits, location is not a barrier, freedom to work at own pace, less dis-
ruption to work schedules.  

• An informal environment should be built to aid networking. The network should 
provide a forum for exploring ideas with peers, and give support to individuals. 
Network learning broadens access and participation of SMEs in real-life learning 
environments. Network technology offers the opportunity to facilitate, strengthen 
and connect SMEs in order to build and enhance networks of business at the re-
gional, national, or international level [8]. 

The user requirements survey results was also used to specify e-learning system 
shape and features. Answers was grouped in three categories: course delivery and 
organization, communication in the course, course content. It is very interesting that 
despite the survey was done in three such a different countries the answers were very 
similar In most questions only small, negligible differences were observed only for 
some questions differences were noticeable but still answers were very similar. 

Most respondents prefer web forms or e-mails for course registration. Fax or tele-
phone were not very popular answer. It can be concluded that such way of communi-
cation seems rather old fashioned and not very convenient nowadays. Trainees should 
have possibility to assess their knowledge level before attending to the course to 
check if the new knowledge is appropriate for them. Minor differences were observed 
between countries regarding way of knowledge assimilation assessment. However 
most respondents prefer test questions after each lessons. Very important for the ques-
tioned potential end-users was overall system functionality and user friendly interface 
of the e-learning system. It should be simple, easy to learn its logic and to navigate. 
Respondents opt for clear introduction to the course explaining benefits for learner, 
scope of the knowledge and logical structure of learning modules and lessons. Each 
lesson should also have short introductory description. Access to entire course should 
not be restricted in any way, learner should have possibility to stop learning any les-
son at any time and start another module/lesson. At the end of the course a certificate 
of course completion should be issued, but only for students who achieved at least 
80% of proper answers for test questions. The system should have the possibility to pro-
vide courses for organized groups of students with supervision of the teacher/instructor. 
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Such events should have an introductory presentation given by the teacher. All re-
spondents were interested in obtaining course materials off-line e.g. On CD-ROM. 
Practical tasks, e-tasks or out-of-class work were also considered as highly useful and 
helpful in the learning process. 

For the communication channel between learners and between learners and teach-
ers the online discussion forum an e-mails where chosen. Only for Italy respondents 
prefer the videoconferencing. Very important were e-participation, e-collaboration 
and virtual classroom. The system should allow such functionality. The learning proc-
ess should be supported by teacher/instructor. It was not considered as necessary to 
have such support on-line. Just e-mail contact is satisfactory. But an online discussion 
functionality should be assured by the system. Teachers should have possibility to 
monitor course participants progress. 

Regarding the course content answers in each country were most consistent. 
Course content must be arranged in clear and logical order. Learning goals and objec-
tives should be clearly presented at the beginning of each lesson. Course content 
should contain as much as possible practical knowledge. The questionnaire presented 
proposed course structure and thematic scope. It was considered by the respondents as 
highly usable and should be followed in further development. 

3 Prototype Implementation 

At the early stage of the initiative the hardware server was carefully selected. The 
basic condition for it was to ensure high level of data safety. The installed sever 
hardware contains 3 hard disks configured in RAID 5 array. Such configuration en-
sures very high data security with reasonable storage area management in comparison 
to other RAID arrays levels. In case of one disk failure the entire array work without 
interruption and all the data is continuously available. Only read/write performance of 
the array is decreased during the time of new disk replacement. Other sever hardware 
specifications were at secondary importance, however it was considered that the 
server should ensure comfortable work in moderate internet connection load. 

The server was installed at PIAPs premises and connected to the Internet by the lo-
cal PIAP-LAM network. 

As the operating system Linux Debian distribution was chosen. The open source 
solutions  allows to decrease overall sever costs. Debian is one of the most stable and 
secure Linux distributions available. The complete software configuration necessary 
to establish e-learning system comprises: 

• operating system Debian Wheezy (last, most stable release) 
• web server Apache 2 
• data base MySQL 
• script language interpreter PHP 
• Moodle LCMS 

All software components are continuously monitored and upgraded to the last, most 
stable and safe releases. 



 New Approach to Automation and Robotics Vocational Education 261 

 

Then based on above mentioned identified target audience needs and requirements 
the first prototype instance of an e-learning system with chosen training materials was 
developed. A set of learning objects was implemented to newly established e-learning 
platform. The vast range of knowledge related to automation and robotics was divided 
and grouped in six major thematic modules: 

• ICT based means for automation and innovation  
• Sensors in industrial automation 
• Actuators in industrial automation  
• Application of PLC in industrial automation 
• Industrial networks and interfaces in industrial automation systems  
• Industrial robots in automation systems 

The main goal of technical development was to establish initial version of the e-
learning system containing lessons in English language and to prepare the system for 
testing by end-users.  

 

Fig. 1. ARIALE system front page 

The ARIALE system front page presents list of available courses for three target 
groups: 

• SME managers, 
• SME workers, 
• Trainer and consultants. 
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The access to each course is restricted only for authorized users. Once the visitor 
chooses a course he is redirected to the login page. 

 

Fig. 2. Course structure 

At the top of the page there is an area where news from discussion forum are pre-
sented. The user has access to the discussion forum where users can exchange opin-
ions on the topics related to the course. On the left side of the page there is navigation 
menu allowing user to navigate through entire course content. This menu is also 
available in the lesson presentation pages. 

The final version of the course will offer flexible array of activities including fo-
rums, glossaries, resources, chats and workshops. Students will be able to participate 
in those activities, contacting teachers or other students on- and off-line and this kind 
of a collaboration provides a way for experienced individuals to learn and share their 
knowledge. Some tools as discussion boards will also be capable of capturing knowl-
edge and also will function as document repositories for storing files and searching 
for information and files. 

Together with the e-learning system accompanying methodology is developed 
based on the previous approaches researched and successfully used by project  
partners in similar cases. Elaborated methodology comprises of detailed instructions 
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necessary to create and adapt course content, establish the ICT system and implement 
the content as well as to organise and execute the course.  

4 Conclusions 

The overall conclusion of the survey on SMEs was that it is possible to involve suc-
cessfully them by using an engagement strategy that communicates needs and ad-
dressing their current automation problems. The combination of face-to-face and vir-
tual action learning (blended learning) can work well, and help to encourage the 
SMEs to join online courses. The need for a clear structure of the curricula was un-
derestimated and in the future, more attention should be given to informing potential 
participants on the structure, tasks and the expectations of their involvement. 

There is also a need of tutors and/or facilitators to be in communication almost on 
a daily basis and use a flexible style to motivate the participants. 

At present times vocational education of automation and robotics needs to be fast 
and efficient and shall maintain a balance between theory and practice tailored espe-
cially for chosen target audience. The solution which is being developed will be an 
answer to those requirements. The system shall now be tested by end-users for the 
compliance with requirements research done at the beginning. 
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Abstract. The paper presents a ship maneuvering model which can be used in 
autopilot simulators for testing new algorithms. The ship model implements 
both ship dynamics and waves. The motion response amplitude operator (RAO) 
is used for calculating motion disturbances. 

Keywords: ship maneuvering model, waves model, Motion RAO, autopilot. 

1 Introduction 

At the design stage, using of plant simulators is a very reasonable idea. It allows us to 
test software algorithms, especially in case of lacking the real plant, or speeding up 
the process of its creation. It is also a good solution when experiments take a lot of 
time or due to security aspects. By using the simulator you do not need to worry about 
causing physical damage of the plant, which can have serious financial consequences. 

If you create specialized or unusual solutions, you often do not have the plant 
model ready to use. Sometimes, it is possible to find a similar project, but without the 
possibility of its customization. Advanced commercial solutions are powerful, but 
often too expensive. Hardware or software constraints of the target device may also 
be an issue. 

The paper presents a ship maneuvering model used to help in creation of the auto-
pilot software [1] developed as a result of cooperation with Praxis Automation Tech-
nology B.V. from the Netherlands. The target device is based on the ARM7 micro-
controller and programmed in the IEC 61131-3 ST language of CPDev software [2]. 
The model has been implemented as a part of this software for plant simulation or 
wave motion filtering. 

2 Ship Dynamics 

The motion of a ship is usually considered in six degrees-of-freedom. Three of them 
are in horizontal plane (surge, sway, and heave), while the remaining ones (roll, pitch, 
and yaw) describe orientation. To derive the motion equations, two coordinate sys-
tems are considered: inertial (the North-East-Down frame) and body-fixed (Fig. 1). 
The first is defined relative to the earth’s reference ellipsoid, while the other is con-
nected with ship-fixed coordinates. The position [x y z]T and orientation [φ θ ψ]T of 
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the ship are usually described in the inertial frame. Linear velocities [u v w]T and an-
gular velocities [φ θ ψ]T are most often expressed in body-fixed frame. There is also a 
transformation matrix which relates both frames with each other. 

 

Fig. 1. Coordinate system (SNAME 1950) 

The full nonlinear model of motion is described by six equations, and each of them 
represents a mass-damper-spring system. These equations can also be expressed in 
matrix-vector form (1) [3]  

 wavewind0 τττgg(ηνD(ννC(ννM ++=++++ )))  (1) 

where 
ν  – generalized velocity [u v w p q r]T 
η  – position and Euler angles [x y z φ θ ψ]T 

ARB MMM +=  – system inertia matrix (rigid-body + added mass) 

))) (νC(νCC(ν ARB +=  – Coriolis and centripetal matrix 

)D(ν  – damping matrix 

)g(η  – gravitational/buoyancy forces 

0g  – ballast control 

τ  – control forces 

windτ , waveτ  – wind and wave forces 

When the sea currents are considered, same modifications of (1) are needed. 
The large number of matrix coefficients in Eq. (1) causes that such a model is very 

complicated. Some of the coefficients may be obtained from sea trials, some of them 
may be estimated from experiment for the physical model (e.g. scale 1:70) in the pool. 
Another very reasonable solution is to use advanced software (e.g. VERES or 
WAMIT) analyzing the shape of the hull and basic parameters of the ship. Unfortu-
nately, the software is usually very expensive, and used mainly by companies  
involved in ship designing. Models available in publications usually describe only 
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selected aspects of the problem. Without the knowledge about all of the factors, it is 
difficult to compare the results with others.  

One of the advanced, complete and opened projects involving many aspects of ma-
rine technology is Marine Systems Simulator [4]. Authors of the project provide de-
tailed data for ship models, library tools and sample programs in Matlab/Simulink. 
One of the models, after some modifications and added functionalities, is used for the 
presented work.  

The ship maneuvering models usually ignore heave and pitch motion. It allows re-
ducing the number of degrees of freedom to four (4-DoF). When the roll motion is 
ignored as well, the model becomes the 3-DoF model, which in most cases is good 
enough.  

The ship dynamics model from (1) is generally nonlinear, and is often replaced by 
a linear one. For ship maneuvering, the most important relation involves yaw angle 
(or yaw rate) and rudder angle. Assuming some simplifying assumptions, such a rela-
tion can be reduced to a transfer function (2) [5]. 
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Quadratic factors represent the coupling effect from the roll mode on the yaw rate. 
The zero (T3s+1) and the pole (T2s+1) are due to the coupling effect from the sway 
mode on the yaw dynamics. If the roll mode is neglected, equation (2) can be further 
reduced to the following form. 
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Equation (3) is known as the 2nd order Nomoto model in which K is the static yaw 
rate gain, while T1, T2 and T3 are time constants. Because the pole term (T2s+1) and 
the zero term (T3s+1) in (3) nearly cancel each other, a further simplification is al-
lowed to give the 1st order Nomoto model. 
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where T=T1+T2-T3 is called the effective yaw rate time constant. To derive the yaw 
angle ψ, the yaw rate (r=dψ /dt) needs to be integrated. Finally, the relation can be 
presented in the following form.  
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The gain and the time constant of (4) can be derived from standard zig-zag or cir-
cle tests. They are done during sea trials, and from time to time during normal ma-
neuvers of the ship. However, the transfer function parameters change with speed of 
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the ship, so it is necessary to alter them continuously while sailing. It is a common 
practice in commercial autopilots. 

In fact, there are two implementations of the ship dynamics presented in the solu-
tion. The first is the nonlinear model of the S-175 container, based on data from [6], 
[4], and the second one which is based on (5), i.e. the 1st order Nomoto model. Pa-
rameters of the second model are obtained from the zig-zag test of the container ship 
model. The gain and time constant are as follows: K = 0045, T = 19 sec. Implementa-
tion of the autopilot’s function block is supplemented by a simple steering machine 
model, which restricts rudder rate and angle to proper limits.  

3 Sea Waves 

The main distort acting on the vessel are waves. Their height depends on the strength 
of the wind and its duration. The impact on the ship depends on the vessel characteris-
tics (e.g. dimensions and weight), but also on its speed. The wave angle of attack is 
also important (Fig. 2).  
 

 

Fig. 2. Considered wave-ship headings 

 
The long-crested wave elevation under assumption of zero speed can be written as 

a sum of N components. 

 ( )εωζζ += ∑
=
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In case of the ship moving at forward speed V, the encounter frequency of incident 
wave changes its value according to (7). It is also shown in Fig. 3. 
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where β is a wave angle of attack. 
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Fig. 3. Encounter frequency vs. wave frequency 

Equation (7) assumes that the ship changes its position only due to forward speed 
without heading change. The more general equation takes into account any position in 
the wave area regardless of the ship’s speed and orientation 
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where k=ω2/g is the wave number, and x, y are coordinates of the ship position mov-
ing through the water. 

According to the Modified Pierson-Moskowitz wave spectrum, recommended by 
ITTC for a fully developed sea, the wave energy can be calculated as  
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where T1 is the average wave period. A relation between wave spectrum and signifi-
cant wave height (Hs) is shown in Fig. 4. 



270 A. Stec 

 

0 0.5 1 1.5 2
0

5

10

15

20

25

ω (rad/sec)

S
( ω

) (
m

2  s
e

c)
← H

s
=10 m

 

Fig. 4. Wave spectrum vs. wave frequency and significant wave height 

The wave elevation for long-crested sea receives the form 
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The main task for the autopilot is to maintain a constant heading angle (yaw angle) 
while external conditions may vary. This is obtained by rapid rudder deflections in 
response to waves or wind. To prevent unnecessary deflections of the rudder, yaw 
signal must be filtered out. However, the encounter frequency varies with the speed 
and waves direction. It is important to adjust the filter parameters to the encounter 
frequency. 
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Fig. 5. Wave spectrum vs. encounter frequency 
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Figure 5 shows dependence of the spectral density as a function of encounter fre-
quency, for a few speeds of the ship. Positive values ωe mean head seas, while nega-
tive – following seas. It should be noted that the encounter frequency of the following 
seas may change into head seas as the speed of the ship increases. 

4 Response Amplitude Operators 

There are two kinds of Response Amplitude Operators (RAOs), namely Wave Force 
RAO and Motion RAO. The first relates wave amplitude with forces acting on the 
hull of the ship, while the other relates wave amplitude with motions of the hull. 
Force RAO permits computing both the 1st order wave-induces forces (wave frequen-
cy forces) and the 2nd order wave drifts. Motion RAO allows to compute only the  
1st order wave-induces positions (wave frequency motions). Those RAOs can be 
computed by special hydrodynamic programs with results usually returned as data 
tables [7]. The user receives six tables (one for each degree-of-freedom) for wave 
frequency (WF) forces and motions, and three tables for wave drift (WD) [8]. Values 
in tables for forces and motions depend on wave frequency, wave attack angle and 
ship’s speed. Values are proportional to wave amplitude. 
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Fig. 6. Motion RAO table for S-175 ship model as 3D chart (velocity 10.3 m/s) 

The presented model of the ship implements functionality of the Motion RAO for 
yaw angle only, which is the most important for control purposes. Because of hard-
ware constraints and small software resources of the autopilot, the model calculates 
wave-induced yaw disturbances basing on simple equations, which approximate the 
Motion RAO table. Instead of complicated and time consuming calculations or large-
size tables, a few equations similar to (11) are proposed. 



272 A. Stec 

 

 ( ))cos()6/tanh(1
)2()( 2222

2
β

ωξωωω

ωωψ s

nn

n
RAO V

k
−

+−
=  (11) 

In case of S-175 container values of the coefficients are as follows: k = 0.16,  
ωn = 0.6, ξn = 0.5. Figure 7 shows the result of calculations for the same ship model as 
in Fig. 6. In similar way, values for other velocities can be computed. 
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Fig. 7. Motion RAO table for S-175 ship model calculated with (11) 

5 Ship Model with Waves 

The function block diagram for control purposes with maneuvering ship model is 
shown in Fig. 8. The main blocks are: ship dynamics, waves model and motion RAO. 

 

Fig. 8. Function block diagram with maneuvering ship model 
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Time responses of yaw rate (rate of turn, ROT) and yaw angle (heading) for step 
rudder deflection are presented in Fig. 9. As can be seen both S-175 and Nomoto 
response in similar way. It should be noted that the answers depend on speed of the 
ship. Gain and time constant of Nomoto model have to be corrected. 
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Fig. 9. Step responses of S-175 and Nomoto models 

Figure 10 presents the influence of sea waves on measured signal. The waves are 
4 m height and the angle of attack is equal to 45 degrees. The influence seems to be 
small, but cannot be neglected as the rate of change is quite significant. 
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Fig. 10. The influence of sea waves on the ship 
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6 Summary 

The paper presents the maneuvering ship model that could be integrated with the au-
topilot software. Two algorithms for the dynamics have been implemented. The first 
is a nonlinear 4-DoF model of the S-175 container, while the other is its 1st order 
Nomoto model. The nonlinear 4-DoF model is mainly intended for plant simulation, 
while the 1st order Nomoto model can be built into sea wave filter of the autopilot to 
estimate the position and orientation of the ship, e.g. Kalman filter. In addition to the 
ship dynamics, yawing motion caused by wave oscillation is modeled. In this case, 
simple equations for modelling of Motion RAO are used instead of large-size tables. 
The ship’s position can also be changed under the sea currents interactions. 
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Abstract. The article present basic research of the piezoelectric tube actuator. 
In this study the actuator was tested for various DC voltages. Further hysteresis 
and creep effect of the piezo ceramic material were presented. The next point of 
this research was positioning control of tube under closed loop control. For this 
purpose classic PID control algorithm was applied, with a negative feedback 
from laser displacement sensor. The control software was developed under Mat-
lab Simulink and dSPACE control system, which allows fast modification and 
testing. 

Keywords: piezoelectric tube, PID control, hysteresis, creep. 

1 Introduction 

Piezoelectric actuators are commonly used for high precision positioning applications, 
because of their high positioning resolution and fast response time. However the pie-
zoelectric actuators exhibit strong hysteresis behaviour which rises with an increase of 
the intensity of applied electric field. The same material properties cause in creep 
effect – unwanted displacement of the actuator over time with unchanged control 
voltage. This nonlinearities have a strong influence in reducing the expected position-
ing accuracy in an open loop control system [1–3]. The applicability of the actuator is 
determined by capability to remove this disadvantages during the control process. 
Because of this many efforts were made to minimalized this effects, by applying dif-
ferent control strategies.  

Among different control methods, these effects can be eliminated by a closed loop 
control system in an effective way. This paper presents research of the basic piezo-
electric tube properties and investigation of a closed loop control with use of a classi-
cal proportional integral derivative (PID) control algorithm. 

2 Piezoelectric Tube Actuator 

The researched PT230 tube was developed by PI Ceramic. The investigated piezo-
electric tube actuator has unique features comparing to others piezoelectric actuators. 
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The tube can elongate along the longest axis, change it radius dimension or bend the 
free end, depending on the electrical connection and electrodes configuration. The 
piezoelectric tube actuator is made of ferroelectrically soft ceramic material (PIC151 
type), based on Lead Zirconate Titanate (PZT) [8]. This material use inverse piezo 
effect discovered by Jacques and Pierre Curie, which describes that piezoelectric ma-
terial exposed to an electric potential change its shape. The lateral motion of the free 
end of the tube will be under investigation in this paper. The actuators are used as 
transducers inter alia in scanning tunnelling microscopy, scanning probe microscopy, 
as fibre stretchers and in microdosing applications [4, 5, 8].  

The tube has five electrodes, one inner and four distributed on the outer surface 
(circumference of the tube), used for motion control of the free end of the actuator. 
For the purpose of this research only two outer opposite electrodes were energized, 
while the remaining electrodes are connected to ground. The fifth electrode located on 
the inner side of the tube was connected to ground. The electrical connection is shown 
in Fig. 1b. In this configuration the free end of the tube will bend along the x axis 
(Fig. 1a). The geometrical parameters of the tube are length L = 40 mm, outer diame-
ter do = 3.2 mm, inner diameter di = 2.2 mm. The piezoelectric charge constants for 
the actuator d31 = -210e-12 C/N, and the maximal operating voltage is ±250 V.  

 

a)

 

b)

 

c) . 

Fig. 1. Piezoelectric tube actuator a) bending directions, b) cross-section of the actuator and 
power connection configuration, c) PT230 tube 

3 Test Bench 

For the purpose of this research a test rig was designed and is presented in the Fig. 2. 
The investigated PZT tube was electric isolated and glued in the mounting bracket  
(no. 1). To control of the piezoelectric tube actuator a high voltage amplifier was 
designed (no. 2). The device consists of: AC transformer, DC rectifier with filtering, 
and two power amplifier modules based on PA91 (APEX). Every channel normally 
works in inverting mode, with option to work in non-inverting mode. The gain of 
each channel can be set separately. For the purpose of this work the gain was set to 
20, due to the ratio of input and desired output signal. 
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Fig. 2. Test rig and an enlargement of the piezo tube 

 

Fig. 3. Scheme of the test rig 

The whole control system used to drive piezo works under Matlab-Simulink  
(no. 3). All input and output signals were connected to dSPACE DS2201 ADC/DAC 
converter cards (no. 4). Matlab-Simulink model was used to set generator signal, 
gather measurement data and to implement the PID regulator. Output signals from 
DAC card was directly connected to voltage amplifier. One of the signals was soft-
ware inverted in order to obtain two differential voltages for piezo electrodes. ADC 
card was used to collect and register signal from displacement sensor. Created system 
works in real time mode under Control Desk dSPACE software, where all parameters 
from Simulink model can be changed continuously. The piezo displacement was 
measured whit Philtec Fiberoptic Sensor D47 (no. 5). The block scheme of the test rig 
was shown in Fig. 3. 
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4 Piezo Tube Research 

In order to study the basic properties of the actuator, a number of studies were per-
formed on the aforementioned test stand. The first test concern about the hysteresis 
behaviour of this material. The Fig. 4 shows that the relationship between voltage and 
displacement is not linear. The test material also exhibits a symmetric hysteresis of 
approximately 20% – the ratio of the extreme difference in the displacement for 0 V, 
to the maximum displacement.  
 

 

 

Fig. 4. The results of displacement for different supply voltage for 3 Hz sinus input signal 

 
The next test was preformed to show the change of the hysteresis loops for a de-

creasing input signal ν(t) = cos(2π/6 t). The amplitude of the control signal was from  
-1 VDC to 1 VDC, what stands for a piezo input signal from -190 VDC to 190  
VDC. The results were presented in the figure 5, shows the main and minor hysteresis 
loops. 
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Fig. 5. Piezoelectric tube displacement response for a decreasing input signal 

The creep effect was researched next. This effect is defined as unwanted displace-
ment of the actuator over time at unchanged control voltage [6]. This phenomenon 
was tested and shown in Fig. 6. The study was performed for step response input sig-
nal and continued for over one hundred seconds. 

  

Fig. 6. Creep test results in normal and logarithmic scale 
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5 PID Displacement Control 

In this paragraph results of PID closed loop position control of the PZT tube were 
presented. The aim of this was to reduce the influence of the hysteresis behaviour on 
positioning. The proportional-integral-derivative (PID) controller was implemented in 
Simulink model. During testing the PID control algorithm was tuned using manually 
tuning method under real time work in dSPACE software Control Desk. 

 

 
Fig. 7. Simulink model with PID controller 

The Simulink model is presented in Fig. 7. The step response of the regulator and 
result of control is shown in Fig. 8. Controller parameters during the test were P = 0.1, 
I = 2, D = 0.0004. On the Fig. 9 tracing error and the piezo displacement under PID 
control in time were presented.  
 

 
Fig. 8. Step response of PID regulator and displacement under control of sinusoidal input signal 
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Fig. 9. Control error and piezo displacement under PID control 

6 Conclusions 

Performed basic researches have shown that the piezo actuator exhibit a symmetric hys-
teresis of approximately 20% of width. The creep effect was also recognized and it shows 
that the piezo tube continues to change it position at unchanged control voltage. This 
materials properties make the tube not suitable for open loop positioning with out of an 
additional controller. The authors used basic closed loop control to minimalize the influ-
ence of hysteresis on positioning accuracy. The applied classical PID controller was ef-
fective and allowed to reduce the tracking error under 1 µm. The next step of research 
will be piezo tube positioning control under different input signal frequencies. 
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Abstract. The article concerns about a piezoelectric tube actuator hysteresis. 
The actuator can bend in two directions and application of this piezo elements 
can entail new features and capabilities of mechatronic devices. Unfortunately as 
other smart materials, piezoelectric materials are distinguished by hysteresis 
phenomenon. Authors present result of displacement measurement, which was 
performed for decreasing amplitude cosine input signal. Based on this result 
phenomenological generalized Prandtl-Ishlinskii model was matched. The re-
sults of the piezoelectric tube and the model displacement were compered. 

Keywords: piezoelectric tube, generalized Prandtl-Ishlinskii model, hysteresis. 

1 Introduction 

Actuators based on piezoelectric materials have been widely used in high precision 
systems, for instance scanning probe microscopes, micro-positioning devices [1–3]. It 
is because of their high positioning resolution, very fast frequency response and small 
size. Despite their advantages, piezoelectric materials exhibit strong nonlinearities 
such as hysteresis and creep. Because hysteresis cause inaccuracies in the system 
positioning, many efforts have been made to eliminate these properties [4–6]. 

One of the proposed solutions to reduce the hysteresis effect is the inverse com-
pensation applied in a controller design, which uses an inversed hysteresis model  
[7–9]. To describe the hysteresis phenomenon, many different models are proposed in 
the literature. This approaches can be divided into physics based models [10] and 
phenomenological models [11–13].  

The generalized Prandtl-Ishlinskii model (GPI) model as well as classical Prandtl-
Ishlinskii model (PI) are well-known phenomenological hysteresis models. The PI 
model and his modification were proposed to characterize symmetric hysteresis prop-
erties, similarly to piezoceramic materials [14–17]. The GPI model allow to model 
asymmetric hysteresis loops and their saturation. Thus the GPI model is more suffi-
cient for modeling of transducers based on magnetostrictive or shape memory alloys. 
Despite that, GPI model can be used for symmetric hysteresis actuators and provide 
even better results than the classical PI model [18]. Therefore, in this publication a 
generalized Prandtl-Ishlinskii model was used to describe the hysteresis of 
piezoceramic tube actuator. 
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1.1 Generalized Prandtl-Ishlinskii Hysteresis Model 

The generalized Prandtl-Ishlinskii uses a generalized play operator, which is nonlinear 
comparing to the classical play operator (Fig. 1). 

 

Fig. 1. Classical PI play operator (left), generalized PI play operator (right) 

The classical play operator Fr behaves like backlash block in Simulink. Backlash 
block represents equal proportional change in output for raising input. Implicitly in 
backlash when threshold equals 0 output value is given by f(x) = x function. This 
discontinuity works when input changes its direction of change, then decreasing input 
does not change output value. Output value Fr can be described as formulation (1) for 
input function ν(t) which is monotone in each subinterval [ti ≤ ti+1] and satisfies con-
ditions (2), (3). These conditions are also true for generalized output Gr. Dependence 
between input and output value of this model is represented by equation (4). Each 
output of single play operator is multiplied by p(r) which is non-negative density 
function determined from measured input-output transducer characteristics [18].  

(ݐ)[ݒ]௥ܨ  = ቐ݉ܽݔ൫(ݐ)ݒ − ,ݎ (ݐ)ݒ൯,݉݅݊൫(௜ݐ)ݓ + ,ݎ ,(௜ݐ)ݓ,൯(௜ݐ)ݓ  for (ݐ)ݒ  > (ݐ)ݒ for(௜ݐ)ݒ  < (ݐ)ݒ for(௜ݐ)ݒ = (௜ݐ)ݒ                      (1) 

௜ݐ  < ≥ ݐ  ௜ାଵ                                                              (2)ݐ
  0 < ݅ ≤ ܰ − 1                                                      (3) 
 

   ௉ܻ(ݐ) = [ݐ](ݒ)߱ + ׬ ோ଴ݎ݀(ݐ)[ݒ]௥ܨ(ݎ)݌                             (4) 
 
In generalized operator output value Gr increases along function defined as γl and 

decreases along other γr (5). This combination helps in description of asymmetric 
behavior. 

 

(ݐ)[ݒ]௥ܩ   = ቐ݉ܽݔ൫ߛ௟(ݐ) − ,ݎ (ݐ)௥ߛ൯,݉݅݊൫(௜ݐ)ݖ + ,ݎ ,(௜ݐ)ݖ,൯(௜ݐ)ݖ  for (ݐ)ݒ  > (ݐ)ݒ for(௜ݐ)ݒ  < (ݐ)ݒ for(௜ݐ)ݒ = (௜ݐ)ݒ                  (5) 



 Hysteresis Modelling of a Piezoelectric Tube Actuator 285 

 

For description of generalized play operator two envelop functions are used. Be-
cause the hysteresis loops of piezoelectric actuator are symmetric, the envelop func-
tions are linear [18].  

 
௥ߛ     = ܽ଴ݒ + ܽଵ                                                     (6) 
 
௟ߛ     = ܾ଴ݒ + ܾଵ                                                      (7) 
 
Density function is different for each play operator and depends on threshold val-

ue. Value of rj is always positive and N is number of generalized play operators. In 
this case eight operators were used. 

 
௝൯ݎ൫݌     =  ఛ௥ೕ                                                    (8)ି݁ߩ
 
௝ݎ     =  (9)                                                                ݆ߙ 
 
    ݆ ∈ < 1; ܰ >                                                      (10) 
 
Sum of integral generalized operator and value of function Ω[v](t) (11) is an output 

of model. Described integral can be also represented by sum of finite number of gen-
eralized play operators (12). 

 

  ௉ܻఊ(ݐ) = Ω[ݒ](ݐ) + ׬ ௟௥ఊܩ(ݎ)݌ ோ଴ݎ݀(ݐ)[ݒ]                                       (11) 
 
  ௉ܻఊ(ݐ) = Ω[ݒ](ݐ) + ∑ ௟ೕ௥ೕఊܩ௝൯ݎ൫݌ ே௝ୀଵݎ݀(ݐ)[ݒ]                                (12) 

 
Function Ω[v](t) consists of single linear functions, which act for increasing and 

decreasing input signal. More precise analyses can be found in papers [18]. 
 
    Ω[ݒ](ݐ) = ܿ଴ݒ + ܿଵ                                           (13) 

2 Experimental Setup and Data Acquisition 

In this research, PT230 piezoelectric tube developed by PI Ceramic was used (Fig. 2). 
The geometrical parameters of the tube are: length L = 40 mm, outer diameter do = 3.2 
mm, inner diameter di = 2.2 mm. The piezoelectric charge constant is d31 = -180e-12 C/N 
and the maximal operating voltage is ±250 VDC. The tube has five electrodes, one inner 
and four distributed on the outer surface. The four equal electrodes allow to move the 
free end of the tube on the z-y plane (Fig. 2 c)). For the purpose of this paper, two oppo-
site electrodes were connected to supply voltage, and the inner electrode to the common 
ground – presented on the Fig. 2 c). In this electrical configuration, when voltages with  
equal magnitude, but opposite polarity are applied to the two opposite electrodes, the 
tube bends towards the z axis positive direction. It is because one side of the tube extends 
and the opposite side retracts, depending on the polarity of applied voltage. 
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Fig. 2. Piezoelectric tube a) PT230, b) dimensions, c) electric connection schematic 

The main parts of the test bench showed on the figure 3 are: piezoceramic tube ac-
tuator (no. 1), PHILTEC Fibreoptic D47 displacement sensor (no. 2), solid metal 
mounting (no. 3), high voltage power supply (no. 4), AC transformer (no. 5), PC with 
Matlab-Simulink (no. 6) and a dSPACE DS2201 ADC/DAC converter card (no. 7).  

 

Fig. 3. Test rig and an enlargement of the piezo tube 

The piezo tube was electrically isolated and glued in the metal mounting. A light 
cuboid was glued on the free end of the tube to create a good flat reflect surface for 
the fibre optic sensor. The supply power for the piezoelectric tube actuator was deliv-
ered by a high voltage amplifier designed for purpose of this research. This amplifier 
consists of: AC transformer, DC rectifier with filtering, and two PA91 (APEX) high 
voltage and power amplifier modules. The amplifier was supplied by an autotrans-
former connected to the power grid.  

Created system works in real time mode under Control Desk dSPACE software, 
where all parameters from Matlab-Simulink model can be changed continuously. The 
model was used to generate signals and get measurement data. Output signals from 
DAC card were directly connected to voltage amplifier. One of the signals was in-
verted in order to obtain two voltages supply signals with opposite polarity. ADC card 
was used to collect and register signal from displacement sensor. The figure 4 shows 
the schematic of the test bench configuration. 
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Fig. 4. Scheme of the test rig 

3 Experimental Results  

The generalized Prandtl-Ishlinskii model parameters need to be estimated on the base 
on a characteristic gathered from a modelled object. The response characteristic of the 
piezo tube was based on decreasing input signal ν(t) = cos(2π/6 t), with a maximal 
amplitude from -1 VDC to 1 VDC.  

Tests of the piezoelectric tube were performed on the aforementioned test bench. 
The input signal is proportional to the voltage generated by the amplifier. The ampli-
tude -1 VDC to 1 VDC of the input signal stand for 190 VDC to -190 VDC supply 
voltage. The input signal was shown in the Fig. 5 and output characteristics of the 
piezoceramic tube was presented on the Fig. 6. Thanks to applying of decreasing co-
sine function major and minor hysteresis loop could be evaluate. 

 

Fig. 5. Input signal for the piezo tube hysteresis characterization 
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Fig. 6. Piezoelectric tube displacement response for the input signal 

 
The GPI model parameters were identified through a minimization of an error 

squared function, using the Matlab-Simulink Optimization Toolbox. The obtained 
parameters of the model were presented in the Table 1. 

 

Table 1. Estimated GPI model values 

Parameter 
Estimated values 

[dimensionless] 

α 0.1577 

ρ 0.92697 

τ -1.40379 

a0 0.78482 

a1 0.24793 

b0 0.76125 

b1 -0.92390 

c0 -1.14128 

c1 -23.95506 

3.1 Generalized Prandtl-Ishlinskii Model Results 

After model parameters estimation, the model was tested for the same ν(t) input signal 
like the piezo tube. The comparison of the piezo and GPI model displacement re-
sponse for the input signal in time were plotted in the Fig. 7. In the Fig. 8 the shape of  
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the major and minor hysteresis loop generated by the GPI model was compared to the 
piezo displacement results. The last Fig. 9 present the GPI modelling error, calculated 
as a difference between the measured and modelled displacement. 
 

 

Fig. 7. Comparison of the piezoelectric tube and GPI model displacement response in time  

 

 

Fig. 8. Comparison of the piezo tube and GPI model displacement response versus input signal 



290 F. Stefański, B. Minorowicz, and A. Nowak 

 

 

Fig. 9. Generalized Prandtl-Ishlinskii model error 

4 Conclusions 

The results show that the generalized Prandtl-Ishlinskii model can provide an effec-
tive hysteresis model of the piezoelectric tube. The Fig. 7 and Fig. 8 shows that the 
model follows with a good precision the shape of the major as well as minor hystere-
sis loops. The biggest model error can be noticed at the start and around the minor 
hysteresis loops. However, the model error presented on the Fig. 9 shows that the 
peek error of the modelled displacement is approximately 3.3% relative the whole 
displacement range. The model accuracy is sufficient, and will be used in the future to 
prepare an inverse hysteresis model. 
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Abstract. Paper presents the results of application of extended Jiles-Atherton 
model for modeling of the magnetic hysteresis loops of anisotropic, grain ori-
ented Unisil M130-27s silicon electrical steel. During the modeling both anisot-
ropy of the magnetic material as well as changes of average energy required to 
break pinning site were considered. Moreover, equation determining anisotropic 
anhysteretic magnetization was corrected to be coherent with isotropic model. 
Parameters of the model were determined during the evolutional strategy-based 
optimization process simultaneously considering six hysteresis loops measured 
for different value of amplitude of magnetizing field as well as for magnetiza-
tion in direction of the easy and hard axis of the magnetic material. Source code 
for this process is available at the web page. High level of agreement between 
experimental results and results of modeling was achieved and confirmed by the 
value of coefficient of determination. Simultaneous determination of Jiles-
Atherton model parameters based on six hysteresis loops enables successful as-
sessment of average anisotropy energy density during the optimization process. 
Moreover, set of nine Jiles-Atherton model’s parameters is suitable to model 
functional characteristics of the magnetic core made of silicon electrical steel nec-
essary for numerical optimization of construction of electric and electronic devices. 

1 Introduction 

Grain oriented electrical steels [1] and other anisotropic materials, such as amorphous 
[2] and nanocrystalline [3] alloys, are commonly used in electric and electronic indus-
try as material for cores of inductive components, especially for transformers or choke 
coils. However, numerical optimization of parameters of such devices require nu-
merical models of magnetic hysteresis loops which can successfully operate in wide 
range of amplitudes of magnetizing fields and consider anisotropic properties of elec-
trical steels as well. One of the most suitable models for this purpose is Jiles-Atherton 
model presented by Jiles and Atherton [4, 5] and developed by Andrei [6]. It should 
be highlighted, that this model connect specific physical properties of the magnetic 
material, such as average anisotropy energy density [7‒9], with technical properties of 
the material determined by its magnetic hysteresis loops.  
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On the other hand, one set of original Jiles-Atherton model parameters enable ef-
fective modeling only for single hysteresis loop. For this reason extension of this 
model was proposed by [10]. As a result wide range of hysteresis loops during the 
magnetizing in both easy and hard axis of material may be modelled. However, re-
sults of such modeling for anisotropic electrical steel, where one set of parameters is 
determined for magnetization in the easy and hard axis, were still not presented. This 
paper is going to fill this gap and provide effective tool for modeling magnetic hys-
teresis of cores of grain oriented steel-based inductive components. 

2 Tested Material  

Experiments were carried out on grain oriented Unisil M130-27s silicon electrical 
steel. Silicon content in such steel is 3.1 %, its density is 7.65 kg/dm3 whereas resis-
tivity about 48 μΩcm. For grain oriented electrical steel testing, the Magnite-S heat 
resistant insulation coatings were applied to both sides of the sample strips. The coat-
ings are approximately 3 μm thick per side. 

Three sets of strips for Epstein frame were cut: (1) in rolling direction, (2) perpen-
dicularly to rolling direction, (3) in angle equal 55º to rolling direction. Cutting direc-
tion accuracy was better than 1º. 

3 Magnetic Measurements  

For magnetic measurements three Epstein frames, accordingly to methods described 
in IEC 60404-2, were produced. Each frame consist of 48 strips cut in specific direc-
tion. Frames were wound with 400 turns of magnetizing windings and 400 turns of 
sensing windings accordingly to IEC 60404-2. 

 

Fig. 1. Schematic block diagram of digitally controlled hysteresis graph 

Measurements of B-H hysteresis loops were carried out with use of digitally con-
trolled hysteresis graph presented in Fig. 1. Magnetizing winding was connected to 
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the output of BOP36-6 high power voltage-current converter produced by Kepco, 
whereas sensing winding was connected to input of type 480 fluxmeter produced by 
Lakeshore. Whole system was controlled by personal computer equipped with data 
acquisition card produced by National Instruments. Measuring process was controlled 
by special software developed in LabVIEW environment. 

To reduce dynamic effects, the measurements were carried out in quasi-static 
mode. For this reason frequency of magnetizing current was reduced to 0.5 Hz. This 
reduction was important from the results of the modeling interpretation point of view. 

Results of measurements of B(H) hysteresis loops of grain oriented Unisil  
M130-27s silicon electrical steel are presented in Fig. 2 as dotted lines. As it was 
expected, for strips of material magnetized perpendicularly to the rolling direction, 
lower values of flux density B are achieved (for given value of amplitude of magnet-
izing field H) than for material cut in the rolling direction. However, for material, 
which was cut in angle equal 55º to rolling direction, the same shape of hysteresis 
loop was achieved as for material cut perpendicularly to rolling direction. As a result, 
to simplify the modeling of magnetic properties, uniaxial anisotropy of Unisil  
M130-27s silicon electrical steel was assumed. 

4 Jiles-Atherton Model for Anisotropic Materials and Proposed 
Extension of This Model  

The Jiles-Atherton (J-A) model enables modeling the B(H) hysteresis loops of soft 
magnetic materials. This model of magnetization process is based on the analysis of 
the total free energy of the magnetic material [4, 5] accordingly to following funda-
mental equations: 

MHGA ⋅⋅+= 0μ        (1) 

λσ ⋅+⋅−=
2

3
STUG            (2) 

2
02
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MU ⋅⋅= μα        (3) 

where A is Helmholtz free energy, G – Gibbs free energy, U – is internal energy,  
S – entropy, M – magnetization, α – interdomain coupling accordingly to Bloch 
model and T, σ, λ are temperature of material, stresses and magnetostrictive strain 
respectively.  

Effective strength of magnetic field He, which influence the magnetization process 
may be calculated directly from total free energy equations as: 
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Above equation reduces to Heff = H + αM for materials which are not subjected to 
the influence of stresses σ. 
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First step of modeling with use of Jiles-Atherton model is calculation of anhyster-
etic magnetization Man. In general form, for anisotropic materials, this magnetization 
is given as by Ramesh [7] and corrected [11] to following form: 
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where θ  is the integration parameter and E(i) is given by following dependence [7]: 
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where Ms is saturation magnetization, a quantifies domain walls density, Kan is anisot-
ropic energy density, and φ1=ψ − θ  as well as φ2=ψ + θ, where ψ is an angle be-
tween the easy axis of the material and the magnetizing field direction. Unfortunately, 
functions in equation (2) don’t have any known antiderivatives. As a result, Maniso has 
to be calculated numerically. 

In the case of magnetization of isotropic magnetic materials Miso, due to the ab-
sence of Kan, equation (5) reduces to the Langevin equation [5]: 
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It should be indicated, that in the original equation (5) in Jiles-Atherton model for 
anisotropic materials, presented by Ramesh [7], sum of energies E(1) and E(2) is not 
divided by 2. As a result anhysteretic anisotropic magnetization Maniso is not coherent 
with Miso, given by equation (7), for Kan equal zero. Equation (5) presented in this 
paper is corrected. This form is coherent with isotropic magnetization Miso as well as 
is physically judged. 

According to Jiles-Atherton model, the total value of  anhysteretic magnetization 
Man can be calculated as a weighted sum of anisotropic magnetization Maniso and iso-
tropic magnetization Miso [7] in the real material: 

    isoanisoan MtMtM ⋅−+⋅= )1(         (8) 

where t is the weight coefficient, describing a participation of anisotropic phase in the 
material [7]. 

In the Jiles-Atherton model the irreversible magnetization Mirr can be calculated 
from following equation: 
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taking into account the parameter k, which quantifies average energy required to 

break pining site. In this equation parameter δ = +1 for 
ௗுௗ௧ > 0  and δ = -1 for ௗுௗ௧ < 0. 

Additional parameter δM = 0 when 
ௗுௗ௧ < 0 and Man – M > 0 as well as when ௗுௗ௧ ≥ 0 and Man – M < 0. In other cases δM = 1. Parameter δM guarantees the avoid-

ance of  unphysical stages of the Jiles-Atherton model for minor loops, in which 
incremental susceptibility becomes negative [8]. 

Reversible magnetization Mrev in the Jiles-Atherton model can be calculated from 
equation Jiles and Atherton [4, 5]: 

)( irranrev MMcM −⋅=      (10) 

where c describes magnetization reversibility. Total magnetization M is given as the 
sum of reversible magnetization Mrev and irreversible magnetization Mirr [4, 5]. 

irrrev MMM +=      (11) 

The most significant limitation of original Jiles-Atherton model is the fact, that it 
can give quite good agreement between experimental hysteresis loop and results of 
the modeling, but only for single hysteresis loop [10]. This limitation is especially 
important from practical point of view. As a result it is problematic to use Jiles-
Atherton model in case of changing amplitude of magnetizing field. 

To overcome this problem it should be taken into account, that the Jiles-Atherton 
model parameter k changes during the magnetization process [4, 5]. These changes 
are connected with changes of the average energy required to break pining site [12]. 
As a result model’s parameter k should be connected with the magnetic state of the 
material.  

In the previous attempts, this state was described by the magnetizing field H [13]. 
However, from physical point of view, the magnetic state of the material should be 
described by magnetization M. To describe the changes of parameter k, the following 
equation was proposed [10]: 
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where parameters k0, k1 and k2 describe shape of function determining k. 
Conception of extension of Jiles-Atherton model presented above was verified for 

both isotropic [14] and anisotropic [15] magnetic materials. However, verification 
was focused only on magnetizing field H parallel to the easy axis of magnetization. 
This creates problems with determination of average anisotropy energy density Kan in 
the material.  
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5 Determination of Model’s Parameters  

Unfortunately, there is no clearly stated methodology of determination of Jiles-
Atherton model’s parameters. As a result, on the base of experimental B(H) hysteresis 
loops, values of the extended Jiles-Atherton model’s parameters were calculated dur-
ing the optimization process. However, for proper determination of extended Jiles-
Atherton model’s parameters, the set of three hysteresis loops (for each magnetizing 
field direction) measured for the different value of magnetizing field have to be used 
[10]. In these measurements amplitudes of magnetizing field should cover areas of 
both reversible magnetization for amplitude in the range of coercive field Hc, as well 
as range of domain walls movements, for the amplitude about 10 Hc. 

Moreover, for proper determination of value of average anisotropy energy density 
Kan in Unisil M130-27s silicon electrical steel, two such sets of three hysteresis loops 
were used: one for strips of material magnetized perpendicularly to the rolling direc-
tion, and the second for material cut perpendicularly to rolling direction.  

The target function G for optimization process was given by the following equa-
tion: 

∑
=

− −=
n

i
imeasiAJ HBHBG

1

2))()((      (13) 

where BJ-A were the results of the modelling and Bmeas were the results of the experi-
mental measurements, both for the value Hi of magnetizing field. As a result in pre-
sented research the Jiles-Atherton model’s parameters were determined simultane-
ously for six B-H hysteresis loops measured for different value of magnetizing field H 
provided in two perpendicular angles. 

Target function G exhibits many local minima but is continuous on the intervals. 
For this reason, in the case of minimization of the target function, the evolutional 
cognitive methods [16, 17] such as strategy (μ+λ) together with simulated annealing 
[18] in the first step, and then the gradient optimization in the second step, were ap-
plied.  

In opposite to the (μ,λ) evolutional strategy, (μ+λ) is especially suitable for this 
kind of optimization due to the fact, that it can’t lose the best results, once they are 
achieved. In (μ+λ) strategy the population (group) of vectors of the nine Jiles-
Atherton model’s parameters (individuals) was subjected to iterative mutation (ran-
dom value changes of each parameter in vector) and crossing-over exchange of pa-
rameters between vectors, as well as to the selection accordingly with the best value 
of target function.  

In presented investigation the population of N = 900 vectors (individuals) was 
used. During the crossing-over operation, the group of μ = 3 parents vectors was able 
to generate during the crossing-over exchange λ = 12 descendant vectors. These de-
scendant vectors were subjected to mutations. The mutation had a normal distribution 
with initial standard deviation σ = 0.04 of initial value of each parameter. The value 
of σ decreased to its 96% in each iteration of evolutional strategy, which is in line 
with the idea of the simulated annealing. 
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Finally, twenty of vectors connected with the lowest value of optimization function 
G were subjected to gradient descent optimization. Gradient descent was realized only 
for limited total changes of parameters, which minimized risk connected with local 
minims.  

To enable verification and further development of software for calculation accord-
ing to Jiles-Atherton model, all MATLAB scripts used in presented research, together 
with results of experimental measurements of B(H) hysteresis loops of Unisil M130-
27s silicon steel are available at: http://zsisp.mchtr.pw.edu.pl/JASmodel/M130/ 

6 Results of Modeling  

The set of Jiles-Atherton model’s parameters calculated on the base of experimental 
results is presented in Table 1. The Fig. 2 presents both experimental results of meas-
urements of B(H) hysteresis loops of grain oriented Unisil M130-27s silicon electrical 
steel as well as the results of calculation of these loops on the base of parameters pre-
sented in table 1. The same set of parameters was used for calculation of hysteresis 
loops measured for magnetizing field perpendicular and parallel to rolling direction of 
this steel. 

Table 1. Estimated parameters of Jiles-Atherton model for grain oriented Unisil M130-27s 
silicon electrical steel 

Parameter Description Value 

Ms Saturation magnetization 1.476·106 A/m 

a Quantifies domain walls density 96.11 A/m 

k0 Maximal value of k  15.48 A/m 

k1 Minimal value of k 7.20 A/m 

k2 Shape parameter of function determining k -0.774 

c Magnetization reversibility 0.962 

α Interdomain coupling 1.089·10-4 

t Participation of anisotropic phase  0.243 

Kan Magnetic anisotropy energy density 5266 J/m3 

It should be indicated, that very good agreement was achieved between experimen-
tal and simulation results. This good agreement was confirmed by high level of coef-
ficient of determination R2, which exceeds 0.99.  

Presented results indicate that one set of expended Jiles-Atherton model parameters 
enable modelling of the magnetic hysteresis loops of anisotropic materials in wide range 
of amplitude of magnetization field H as well as for different value of angle between the 
rolling direction of anisotropic steels. These are the significant advantages of extended 
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model, which are especially important from technical point of view. As a result one 
set of nine parameters presented in Table 1 is suitable to model functional characteris-
tics of the magnetic core made of M130-27s silicon electrical steel necessary for nu-
merical optimization of construction of electric and electronic devices. 

 

Fig. 2. B(H) magnetic hysteresis loop of grain oriented Unisil M130-27s silicon electrical steel 
measured for magnetizing field H: a) parallel to the rolling direction, b) perpendicularly to the 
rolling direction. Experimental result: dotted line, results of modeling: solid line 

7 Conclusions 

Presented results confirm possibility of application of extended Jiles-Atherton model 
for modeling the magnetic characteristics of anisotropic, textured materials, such as 
Unisil M130-27s silicon electrical steel. Due to considering the changes of parameter 
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k during the magnetization process, extended model enables modeling the set of mag-
netic hysteresis loops measured for different values of amplitude of magnetizing field 
H. Moreover, the same set of parameters is suitable for the magnetic hysteresis loops 
modeling during the magnetization in the easy and hard axis direction. 

High level of agreement between experimental results and results of modeling was 
achieved. This good agreements was confirmed by the value of coefficient of deter-
mination, which exceeds 99%. 

Simultaneous determination of Jiles-Atherton model parameters based on six hys-
teresis loops enables successful assessment of average anisotropy energy density Kan 
during the optimization process. Such determination of Kan gives more unequivocal 
results when is carried out on the base of hysteresis loops measured parallel and per-
pendicularly to the steel rolling direction.  
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Abstract. Ship autopilots are divided into conventional, capable of keeping de-
sired course, and advanced which can track the path connecting waypoints on 
the route. The paper presents tuning rules for PID controller of conventional au-
topilot and for PI or state-space controller of advanced one. Single design pa-
rameters determining closed-loop dynamics are specified for each of them. The 
rules are implemented in software of autopilot prototype developed jointly with 
a Dutch company. 

Keywords: ship autopilot, PID controller, tuning rules, state observer. 

1 Introduction and Motivation 

Automatic control of ship course is executed by conventional autopilots which correct 
the actual course by means of the rudder to bring it back to desired reference. Gyro-
scope or magnetic compass measure the course. Adaptive autopilot adjusts controller 
settings to ship speed. The rudder should not be affected by wave-induced yaw mo-
tions of the ship. 

Advanced autopilots not only keep the desired course but are also able to track a 
path connecting waypoints on the route. It requires a GPS-based navigation system 
which determines deviation from the path due to sea current or wind, and corrects the 
course. Advanced autopilot is in fact a cascade system with track controller acting as 
primary, and course controller as secondary. Well established companies like Sperry 
Marine, Raytheon, Kongsberg and a few others offer both conventional and advanced 
autopilots with adaptive features. 

Since a few years Rzeszów University of Technology has been cooperating with 
Praxis Automation Technology B.V. in the Netherlands on implementation of CPDev 
package [5] for programming ship monitoring and navigation systems manufactured 
by Praxis. Several months ago joint development of autopilot prototype has been ini-
tiated, with Rzeszów responsible for control software. Preliminary version of such 
software implemented on PC and ARM microcontroller has been completed recently. 

Tuning rules of the autopilot controllers were one of the problems encountered at 
the beginning, since well regarded textbooks [2,3,4] are not sufficiently specific in 
this respect. For practical reasons, we have been looking for such rules, which apart 
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from no oscillations and no overshoot requirements, are able to determine dynamics 
of course and track control loops by means of single design parameters. The dynamics 
depend on ship construction and sea state. 

Outline of development of such rules for PID course controller and PI or state-
space track controller is presented in this paper. They have been tested on 4-DOF 
model of a container ship [6],[8]. We begin with overview of the autopilot structures 
to show major components of control software.  

2 Structure of the Autopilots 

Structure of conventional adaptive autopilot, based on the guidelines from [2,3], is 
shown in Fig.1. refψ  and ψ  are reference and actual course, respectively, δ  denotes 

rudder angle. Lψ , Hψ  are low- and high-frequency components of ψ , the latter 

inducted by waves as yaw motions. The observer generates estimates Lψ̂ , Hψ̂ , of 

which Lψ̂  is used by course feedback. This limits reaction of the rudder to waves. 

The observer can be implemented either as Kalman filter or Luenberger observer. 
ARMAX identifier determines wave frequency nω  which is a coefficient in observer 

equations. Note that nω  depends on sea state and direction of the wind in relation to 

ship course. Rate limiter eliminates overshoot after step change of refψ . Settings of 

the PID controller are adapted to ship speed .V  
 

PID Ship

Observer
 Lψ̂  

 Hψ̂  

 δ

 ψ

Lψ
Hψ

 refψ Rate 
limiter 

wind 
current

ARMAX
 nω

 ψ  

 

Fig. 1. Structure of the course autopilot 

Cascade structure of the track autopilot is shown in Fig.2. If deviation y  of the 

ship from reference path is detected, track controller (primary) corrects reference 

refψ  by refψΔ , so the sum refref ψψ Δ+  becomes set-point for the course controller 

(secondary). Track controller can be implemented as state-space or PI. Track-keeping 
settling time can be specified for the former and not for the latter. Naturally, all state 
variables, and not just y  as in Fig.2, are needed to implement state feedback. Kine-

matics equations involving GPS position, speed V  and course ψ  (or refψψψ −=Δ ) 

determine forward displacement x  and perpendicular deviation y . 
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Fig. 2. Structure of the track-keeping autopilot 

3 PID Course Controller 

An integral with time constant 
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called Nomoto model [2,3,4] is a simple description of the way according to which 
rudder angle δ  affects the ship course angle ψ . The gain k  depends directly and 

time constant T  inversely on the ship speed V , i.e. 
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The reference three },,{ 000 VTk  is assumed known from zig-zag maneuvers during sea 

trials or after leaving the port. 00 ,Tk  also include dynamics of the steering machine. 

Course control is implemented by means of the PID controller 
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Tuning specifications are as follows: 

(a) no oscillations of the transient responses 
(b) closed-loop time constant given by 

 1, >= r
r

T
Td  (4) 

(c) no overshoot to step changes of set-point. 

The condition (b) requires the time constant clT  to be r-times smaller than the ship 

time constant T . r  is a design parameter. By choosing large r  one can make the 
loop arbitrarily "fast" (theoretically). 
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To determine controller settings pk , iT , dT , we apply time constant cancellation 

by taking 

 TT =2  (5) 

Then the open-loop and closed-loop transfer functions become 
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with 
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The condition (a) is satisfied if determinant of loopG 's denominator equals zero, 

what gives 
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Then the double root is 
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The condition (b) requires the closed-loop time constant 21 12,1 TsTcl ==  to be 

equal to rT . From this we get 
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Now PID settings follow from (3b), (6c) (7) and (9), so 
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Note that due to (2), the settings depend on the ship speed V . Sensitivity tests have 
revealed that the settings should be modified only if speed change exceeds 20%. 



 Tuning Rules of Conventional and Advanced Ship Autopilot Controllers 307 

 

The system involving PID controller only will exhibit overshoot due to the term 
11 +sT  in the numerator of loopG . To eliminate this we can use the set-point filter 

)1(1 1 +sT , as shown in Fig.3. The transfer function of the system becomes 
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Fig. 3. Course control system for controller design 

4 Set-Point Rate Limiter 

Since the rudder angle δ  cannot exceed certain rudder limit Mδ  

 ,Mδδ <  (12) 

so the prefilter )1(1 1 +sT  does not suffice for to avoid overshoot for step changes of 

refψ ′  (typically °= 35max Mδ ). Besides, helmsman may adjust Mδ  to ship speed .V  

As in some process control systems where overshoot is not allowed, the autopilot 
must be provided with a set-point rate limiter, which limits rate of refψ ′  change to 

some value v .  
Let tvref ⋅=′ψ . Using (11), one can write an expression for the rudder angle 
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Its time representation )(tδ  has a maximum for TTcl <  ( 1>r ). From the condition  

 Mt δδ ≤)(max  (14) 

and using rTTcl =  one can find 
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k
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where the function )(rf  is shown in Fig.4. As seen, the smaller rudder limit Mδ  and 

larger design parameter r  (i.e. the smaller required clT ), the smaller rate v  of the set-

point change allowed by the limiter.  
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Fig. 4. Function )(rf  for set-point rate limiter 

5 Limitation of PI Track Controller 

Suppose we are given a reference path to be followed by the ship. Let refψ denotes 

the course along this path. GPS navigation system determines perpendicular deviation 
y  from the path. As shown in [2], for small course error refψψψ −=Δ , deviation y  

is a speed-weighted integral of ψΔ , i.e. 

 )()( s
s

V
sy ψΔ=  (16) 

( ψΔ  in radians). Applying standard PI controller we consider the system of Fig.5. 
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Fig. 5. Track-keeping system with standard PI controller 

Specifications are the following: 

(a) no oscillations of the transient responses 
(b) short settling time (as far as possible). 

The problem can be solved by applying root locus design [1],[7]. 
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The two requirements will be satisfied if we find such controller zero iT1  for 

which the closed-loop system has a triple real pole (unique in this case). After some 
Matlab trials one can find such pole at cltr Ts 16.0−=  for 

 cli TT 15=  (17) 

Then the root locus magnitude condition yields 
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Settling time of the track-keeping is 

 cl
tr

tr T
s

t 25
4 =≅  (19) 

Note that such settling time is over 6 times longer than settling time of the course 
control ( clT4 ). Besides, for typical data pk  turns out to be very small and iT  large. 

So, as may be expected from [1], we have got a low-gain PI controller. 

6 State-Space Track Controller 

If slow dynamics of the standard PI track-keeping is not satisfactory, state-space con-
troller may be a solution. Deviation y , course error ψΔ  and its derivative ⋅Δψ  are 

state variables, with ⋅Δψ  obtained either from direct measurement (rate-of-turn) or by 

differentiation of ψΔ  (with some smoothing). To compensate steady-state disturb-

ances we have to add an integral of y  as the fourth variable. Thus the state vector 

consists of 

 ⋅Δ==== ∫ ψψ 321 ,,, xxyxydtxI  (20) 

Output of the controller is generated by 

 )( 332211 xKxKxKxK IIref +++−=Δψ  (21) 

Building a state-space description },,{ cbA  for the "plant" composed of 2)1(1 +sTcl  

and sV  is straightforward, so omitted here. 

To get analytical results quickly, assume that specification has the form of quadru-
ple closed-loop pole 

 
clT

p
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related to course control time constant clT , with some design parameter σ . By 

choosing 1=σ  one can make settling time of track-keeping comparable to that of 
course control ( clT4 ). This may be, however, too ambitious, so values 5.0≤σ  are 

rather recommended.  
Having the state-space description },,{ cbA  and the closed-loop characteristic 

equation 4)( ps +  with clTp σ=  one can find the following gains 
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Note how the gains depend on σ  and clT . 

Simulation of track-keeping for a container ship [6],[8] is shown in Fig.6. Dashed 
and continuous line denote reference and actual path, respectively. Small overshoot 
indicates that some improvement may still be needed. 
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Fig. 6. Track-keeping plot with a change of reference path 

7 Conclusions 

Tuning rules for PID controller of conventional autopilot and for PI or state-space 
track controller of advanced autopilot have been presented. Single design parameters 
to determine closed-loop dynamics are required for each of them. Hence autopilot 
behavior can be easily adjusted to ship construction or sea state. Controller settings 
depend on ship speed. Set-point rate limiter eliminates overshoots by automatic ad-
justment of the rate to rudder limit and course controller design parameter. 

The rules are applied in control software of autopilot prototype. Service screen of 
the preliminary interface is shown in Fig.7. The following operating modes are avail-
able: Heading Control (HDG_C, i.e. course control), TRACK Control, Turn Radius, 
Turn ROT (rate-of-turn). 
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Fig. 7. Service screen of the prototype interface 
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Abstract. This study deals with scheduling groups of jobs, their arrival and de-
livery, and individual processing of each of them. All jobs in a group should be 
delivered at the same time after processing. The objective of the problem is to 
minimize the average delivery time of the group containing that job (waiting 
period). The authors present a novel way of modeling the optimization problem 
– a hybrid approach to modeling. This approach includes the design and imple-
mentation of the optimization model in the MILP (Mixed-Integer Linear Pro-
gramming) environment, an iterative algorithm for solving the model under the 
dynamic emergence of new orders as well as transformation and linearization of 
the model in CLP/MILP environments. In addition, the paper proposes new 
functionalities based on the CLP (Constraint Logic Programming) environment 
and illustrative models for service providers (a restaurant). 

Keywords: mathematical programming, constraint logic programming, optimi-
zation, decision support systems, group work. 

1 Introduction 

A very good illustration of the handling of jobs in groups is the process of preparing 
and serving food in a restaurant [1]. Guests enter the restaurant in different groups at 
different moments. Each group chooses a table and all orders of the group members 
are taken simultaneously. After the accomplishment of these processes, all meal items 
ordered by a group are served simultaneously. The quality of service and the rate of 
customer satisfaction are raised if a meal item is served as soon as it is ready. In  
a restaurant, a group of meal items ordered by guests sitting at a table should be deliv-
ered together. Thus, the cooked meal items for a specific group have to wait until the 
last item of that group is cooked and is ready to be served.  

The proposed research problem finds many applications in industrial companies, 
including but not limited to food, ceramic tile, textile production industries, distribu-
tions, supply chain, installation of bulky equipment, manufacturing of complex devic-
es, etc. It can be noticed in many production and logistic industries that have different 
customers. Assume that each customer has different orders. Each order has a different 
process function and resources, but all items ordered by a customer or group of cus-
tomers should be delivered at the same time in one package to reduce the transporta-
tion costs, subsequent processing steps time and costs or/and assure proper quality of 
the product/service and customer satisfaction. 
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The remainder of the article is organized as follows. Section 2 presents a literature 
review. Problem statement, research methodology, mathematical model and contribu-
tion are provided in Section 3. Computational examples, tests of the implementation 
platform and discussion are presented in Section 4. Possible extensions of the pro-
posed approach as well as the conclusions are included in Section 5. 

2 Literature Review 

To best meet customers’ expectations (Section 1), multiple decision problems have to 
be solved. These include processes of food preparation and delivery, proper arrange-
ments of customers at the tables, etc. Due to the number and character of the problems 
(multimodal, asynchronous, parallel) as well as constraints related to resources, time, 
etc., they are considered at different decision making levels. At the strategic level, 
problems of optimal configuration of the order processing/handling environment oc-
cur. In the case of a restaurant, these include the selection, configuration and ar-
rangement of tables, known as the Table Mix Problem (TMP) [1, 2]. The ‘‘best’’ table 
mix is influenced by several factors such as: the expected number of each size party 
that will be potential customers; the expected meal duration of each party; the dimen-
sions and the layout of the restaurant, which limit the number and type of tables that 
can be used, and the possibility of combining tables of different dimensions. Once the 
TMP is solved, i.e. the number of tables, their size, etc. are decided, it is necessary to 
assign tables to customers in the most profitable way. Operational decisions are main-
ly concerned with the most profitable assignment of customers to specific tables. The 
‘‘Parties Mix Problem’’ consists of deciding on accepting or denying a booking re-
quest from different groups of customers, with the aim of maximizing the total ex-
pected revenue [3]. The revenue management RM problem is dealt with in multiple 
papers as the overarching question [3, 4]. Scheduling methods for optimal and simul-
taneous provision of service to groups of customers are proposed most often in the 
flexible flow-shop system (FFS). In the FFS system, processing is divided into several 
stages with parallel resources at least in one stage. All of the tasks should pass 
through all stages in the same order (preparing meals) [5, 6]. The exemplified objec-
tives of the problem [6] are minimizing the total amount of time required to complete 
a group of jobs and minimizing the sum of differences between the completion time 
of a particular job in the group and the delivery time of this group containing that job 
(waiting period). 

Our motivation was to develop a method that allows modeling and optimization 
decisions for problems handling incoming orders in groups with the same date of 
completion for various forms of organization. Development of decision-making mod-
els, whose implementation using the proposed method will allow obtaining quick 
answers to key questions asked by a service manager. The method takes into account 
the dynamics resulting from the coming of new groups of orders while previous or-
ders are handled. 
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3 Problem Statement and Methodology 

The majority of models presented in the literature (Section 2) refer to a single prob-
lem and optimization according to the set criterion. Fewer studies are devoted to mul-
tiple-criteria optimization by operations research (OR) methods [6]. One paper [7] 
applies constraint programming, but it is used only to solve the static problem of res-
taurant configuration. Declarative environments such as CP/CLP facilitate problem 
modeling and introduction of logical and symbolic constraints [8‒12]. Unfortunately, 
high complexity of decision-making models and their integer nature contribute to 
poor efficiency of modeling in OR methods and inefficient optimization in CLP. 
Therefore, a novel approach to modeling and solving these problems was developed. 
A declarative environment was chosen as the best structure for this approach [8, 11, 
13]. Mathematical programming environment was used for problem optimization 
[14]. This mixed and integrated approach is the basis for the creation of the imple-
mentation environment to support managers. In addition to optimizing particular deci-
sion making problems connected with groups of orders, such environment allows 
asking various questions while processing the orders.  

The main contribution on our part is the new method for the modeling and optimi-
zation of decision-making problems for handling orders in groups. It is based on the 
integration of CLP and MP environments (section 3.3). The objective function of the 
constructed decision model is to minimize the average service/waiting time for each 
group. The linearization model of decision-making was built using the CLP environ-
ment. Based on the proposed method and model, we designed the environment that 
allows managers to ask questions and get fast answers in the process of handling 
groups of orders. The iterative algorithm proposed enables dynamic use of this meth-
od. The algorithm is designed in such a way that allows you to run framework in sub-
sequent periods in which there are orders. The algorithm also updates every period the 
availability of resources. 

3.1 Problem Description 

This problem can be stated as follows (Fig. 1). Orders (j = 1..M) enter the system in 
groups at different periods (h = 1..V). Each order should be processed by specific 
resources, including parallel resources (k = 1..E). The orders (j = 1..M) in each group 
should be delivered. It is assumed that all processors in the last stage are eligible to 
process all jobs. This assumption is valid due to the fact that processors in the last 
stage (waiters at restaurants who deliver meals or packers in a factory, or quality con-
trol) are the same in most of the application areas of the proposed problem. Special 
points at which orders are submitted and then delivered are introduced (e.g. tables)  
(i = 1..N). (These points can be aggregated in groups b = 1..W). The problem does not 
cover configuration of the points but relates to handling orders, as many orders may 
come from one customer (orders several items from the menu). Each order may be 
processed by a different resource set in any order. 

The objective function is stated as the minimization of the average delivery time 
for each group. Possible questions for this model are: 
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• What is the minimum average waiting time in each group? (Q1) 
• Can the order be delivered within g period? (Q2) 
• Which order (meal item) cannot be delivered in each group of orders within g peri-

od? (Q3) 
• Which order (meal item) can be prepared in the number of M within g period for 

points i? (Q4) 
• With the specified number of resources Rzt (waiters), is it possible to deliver orders 

to all groups within N time? (Q5) 
• Is it possible to deliver orders of all groups with resources d1, d2, ..dk within g peri-

od? (Q6) 

 

Fig. 1. Scheme for the problem of handling orders in a restaurant 

3.2 Mathematical Model  

A mathematical model is developed for the research problem. The sets, indices, pa-
rameters, decision variables are presented in Table 1. 

Objective Function 
Minimization of average waiting time at each point i (1). 

Constraints 
Constraint (2) specifies the starting time of handling order j from point i. Deliv-
ery/processing/handling of order j cannot start before moment St, at which demand 
appears (3). Only available number of resources k can be used in any period of time 
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(4). When order j for point i is delivered using resource k in period g, the resources 
have to be reserved for a period of time (5). Determining the end times for resource 
jobs – constraints (6), (7) ensure the value of variable Yi,j,k,g and continuous han-
dling/processing of the order. All orders j for point i should end at the same moment 
(8). Constraint (9) binds variable Xi,j,k,g (setting its value to be 1 where index g takes 
values ranging from Si,j to Tkpi) (9). Constraint (10) specifies the number of different 
type of resources. Constraint (11) is responsible for the binarity of selected decision 
variables. 

Table 1. Summary indices, parameters and decision variables 

Sets 
Set of points (tables) N 
Set of orders M 
Set of resources E 
Number of periods U 
Number of periods in which orders can be entered V 

Indices 
Points (tables) i = 1..N 
Orders j = 1..M 
Resources k = 1..E 
Period g = 1..U 
Period in which orders can be entered h = 1..V 

parameters 
Time for execution of order j tj 

Available number of resources k  dk 

Number of k resources needed for execution of order j Rj,k 

The number of resources of different type (waiters) Rzt 
Number used to convert periods to moments (for connecting index g with varia-
ble Si,j, if Si,j=7 then index g=7)  

ppg 

Inputs 
The number of orders j at point i during period g Zg,i,j 

Decision variables 
If the execution of order j for point i uses resource k in period g then Xi,j,k,g=1, 
otherwise Xi,j,k,g=0 

Xi,j,k,g 

If g is the last period in which resource k is used in the execution of order j for 
point i then Yi,j,k,g=1, otherwise Yi,j,k,g = 0 

Yi,j,k,g 

If g is the last period in which orders are executed for point i then Wi,g=1, other-
wise Wi,g=0 

Wi,g 

Calculated number of periods g (using ppg) delivery of all orders for point i. Tkpi 
Calculated number of periods g (using ppg) starting time of order j delivery for 
point i. 

Si,j 

 ∑
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3.3 Linearization of the Model 

The mathematical model presented in 3.2 is non-linear. To linearize this model, an 
ancillary variable was used, Wi,g = {0, 1}, determined according to formula 12 (where 
coefficients/factors ppg are determined by the CLP). Additional constraints (13), (14) 
and (15) were introduced to replace constraint (9). After the linearization, the model 
was formulated in the form of the mixed integer linear programming (MILP) problem. 
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3.4 A Novel Integrated Approach to Modeling, Solving and Optimization 

The idea of integrating CLP and MILP environments outlined in Section 3 idea was 
expanded into the framework, as in Fig. 2. It can be used to implement specific  
decision models (Section 3.2) as well as ask questions related to these models. The 
questions and the additional constraints are implemented in the form of CLP predi-
cates. Examples of question that can be asked are presented in Section 3. The CLP 
environment is used to model the problem, linearize and transform it. It is also effec-
tive in terms of receiving answers to general questions, such as Is it possible…? Is it 
enough..?. For optimization and specific questions, such as What is the minimum ..? 
What is the shortest time ..? , after the initial “domain” solving, the problem is finally 
solved in the MP environment. 

Fig. 2. The scheme of the integrated implementation framework 
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4 Numerical Experiments 

In order to verify and evaluate the proposed approach, many numerical experiments 
were performed for the illustrative example. All the experiments relate to the restau-
rants with twenty points (tables) (i = 1..20), twenty five order types (j = 1..25), fifteen 
resource types (k = 1..15), twenty time periods (g = 1..20) and twenty eight orders 
Zg,i,j Computational experiments consisted in asking questions Q1..Q6 for the model 
(Section 3.2) implemented in the framework (Section 3.3) iteratively run with interac-
tive algorithm. Orders are ordered in groups of h1 = 1, h2 = 3, h3 = 6 periods. Figure 3 
shows the implementation schedule of all orders for this example while minimizing 
the average waiting time. The answer to question Q1, ie. the minimum waiting time 
for each order of period h1 is from Tpk = 3 to Tpk = 4, for the period h2 is from  
Tpk = 3 to Tpk = 8, and for the period h3 respectively from Tpk = 2 to Tpk = 5. 

 

Fig. 3. Gantt chart for illustrative example (Zi,j) 

The answer to the question Q2 for ordering h1 period is for g = 1, g = 2, g = 3,  
g = 4 No, but for g = 5 Yes. For the remaining periods of order h2 and h3 response can 
be read from the schedule (Fig. 3). For the h1 period if we take g = 4 the answer to Q3 
is that it is impossible to achieve groups of orders from the i = 2, i = 3 points and can 
be from the point i = 1. Table 2 shows the possible answers to the question Q4 with 
the following parameters: What order (item meal can be prepared in a number of 20 
within g = 10 period to five points i? 
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Table 2. Answers to the question Q4 for illustrative example 

j Answer g j Answer g j Answer g 
1 Yes 10 10 Yes 4 18 No -- 
2 Yes 10 11 Yes 4 19 No -- 
3 Yes 10 12 Yes -- 20 No -- 
4 Yes 10 13 Yes -- 21 Yes 10 
5 Yes 10 14 Yes 7 22 Yes 10 
6 Yes 7 15 Yes 10 23 Yes 10 
7 Yes 7 16 No -- 24 Yes 10 
8 Yes 7 17 No -- 25 Yes 10 
9 Yes 7    

For questions Q5 if we assume that Rzt = 2 and period g = 11, the answer is No. 
However, if Rzt = 5 g = 11 the answer is Yes. 

For questions Q6 with the number of resources (dk) of respectively 5, 6, 7, 8, 9, 4, 
5, 6, 7, 8, 8, 7, 6, 5, 4 at the g = 11 the answer is No, and period g = 18, the answer is 
Yes.  

5 Conclusion 

The proposed approach to the optimization processes for the reference problem of 
handling orders in a restaurant can be used in many areas. Similar issues exist wher-
ever there are a variety of customer orders, the handling of which requires processes 
and additionally, both are ordered and executed jointly with a single delivery dead-
line. In practice, such an approach to group order handling occurs in manufacturing, 
services, logistics and project management. The presented framework, which is an 
implementation of the proposed approach, enables effective planning, design and 
management of the processes by a manager. This allows the implementation of deci-
sion-making models with different objective functions and the introduction of the 
models already implemented with additional constraints. It also provides the oppor-
tunity to ask two types of questions and obtain answers. General questions may re-
quire domain solution, which in practice determines the availability of resources to 
execute orders. The wh-questions will in practice define the best, fastest, cheapest or 
the most expensive of the possible solutions. To obtain answers, optimization is nec-
essary. The illustrative example shows only part of the framework’s potential.  Fur-
ther work will consist in the implementation of more complex models such as a deci-
sion-making model covering operations. Introduction of precedence constraints to 
operations and orders, uncertainty, fuzzy logic etc. is considered. New questions will 
be implemented to broaden the scope of decision support. 
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Abstract. Presented – implemented and made available to users in the PIAP – a 
multi-access file server, whose functionality is achieved by implementing Ac-
cess Control List ACL in the operating system Linux OS. Discusses the meth-
odology for configuring the server constituting condition for achieving this  
objective. Analyzed the server implementation which allows the use of the 
ACL. The implementation of this mechanism was preceded by modifying a 
standard file system on the server to the version that supports Extended Attrib-
utes EA. In the Linux  server has been implemented Samba server  in which are 
located defined resources. Discussed the process of setting up a Samba server. 
To manage the obtained functionality has been developed and presented a meth-
od to allocate permissions for individual users to specific resources and proposed 
solutions for managing access ACL. Discussed the resource size constraints on 
the disk based on the properties usrquota and grpquota of the file system. 

Keywords: File Server, Samba, Access Control List, Extended Attributes. 

1 Introduction 

In everyday practice, while computer data processing, are used a variety of server 
solutions, of which Novell NetWare server is already a classic solution. It allows the 
establishment of rights to information resources [SRWCEMFA] [Supervisor, Read, 
Write, Create, Erase, Modify, File scan, Access control]. Despite the clarity of func-
tionality OS NetWare, there are some imperfections such as small management capa-
bilities, its questionable stability and well-known among users ABEND (abnormal 
termination or stop functioning of the program), and at the end, the language barrier 
and lack of openness of the system.  

Differently from the NetWare OS is Linux OS – selected for use while research on 
the issues discussed in the presented article. During the research, the authors used the 
version of CentOS Linux distribution, which is characterized by transparency, high 
stability, user friendly interface, resources security , and above all, is easy to integrate 
the system in a network environment LAN PIAP of Institute, where Windows 7 OS is 
used, and where the backups are performed on servers running CentOS.  

Access to IT resources in the standard CentOS system is implemented as follows: 
[u [g [o [a]]]] [+ - =] [r [w [x]]] 



324 M. Wrzesień and P. Ryszawa 

 

which means that the rights to read (r), write (w) and execute (x) are being added (+) 
subtracted (-) or replaced (=) to the user or to group or to others. This solution implies 
a limit the setting of the rights to one user and one group. Delegating access to other 
users can be accomplished only by categorizing users in groups, causing quite a stir 
when assigning accesses.  

The aim of this study was to: 

• Server implementation, that allows the use of ACLs, 
• The use of existing mechanisms in the Samba server, which are used to share spec-

ified resources, 
• Developing a method for assigning access rights to specific IT resources for an 

individual user. 

It was proposed solutions to manage the list of ACLs from the server. 

2 The Server with ACL Mechanism 

The implementation of the server with the privileges of the ACL includes: 

• Modification of the file system which enables the use of ED (Extended Attributes) 
to store the rights in the ACL, 

• Implementing a Samba server which is designed for storing and sharing computer 
data. 

After completion of the server deployment, have been designed and launched  the 
tools for managing the ACL access rights. 

2.1 Implementation of the ACL Server  

The Server Software 
The server uses CentOS Linux operating system. During the implementation of the 
system, the modules outside of this version of the distribution have not been applied. 

Server ACL Configuration 
The condition to obtain the functionality of the ACL was to modify the file system 
/home partition, which is intended to be the location of shared IT resources. This was 
done during the implementation of the server by entering in the configuration file 
/etc/fstab – shown in Fig. 1 – beyond-standard file system modifications. 
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Fig. 1. Extract from the configuration file /etc/fstab 

Entries in the /home partition cause inclusion of the following mechanisms:  

• the limits for disk resources (usrquota, grpquota),  
• EA (usr_xattr),  
• ACL (ACL).  

EA and ACL entries allow to store ACLs defined in the NTFS file system, in the 
metadata included in the inodes which point  the file or directory with EA functional-
ity. Graphic illustration of the functionality of the ACL of the server is a "+" in the 
chain provides for access to individual files or directories, as shown on the Fig. 2 
below. 

 

Fig. 2. Implementation of the usr_xattr and acl in the directory 

The implementation of server functionality which implements ACL, can start the 
Samba server implementation. 

2.2 Implementing a Samba Server 

The primary role of the Samba server is sharing server disk resources to users in ocal 
network. In the server Linux Centos 6.6 installed software samba-3.6.23-12.el6.x86_64. 
During the implementation of work has been developed server configuration and auto-
matic configuration of the user accounts. 
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Server Configuration 
Samba server settings are contained in the /etc/samba/smb.conf configuration file. 
This file is divided into sections, as defined by the headers placed in square parenthe-
ses. The most important section is the [global], which contains the basic server set-
tings. The most important server settings are as below: 

• Choosing the type of the database containing user identity attributes 

passdb backend = tdbsam  
(trivial database functionally integrated out of the SAM database – used to store the 
attributes of the Windows users). 

• Protection of the shared resources at the user level  

security = user. 

• Settings that allow to mirror Windows ACL rights in the Samba server: 
─ vfs objects = acl_xattr,  
─ map acl inherit = yes,  
─ store dos attributes = yes 

The rules for providing users the home directories was defined in the [homes] sec-
tion. To provide the access to  home directories one should follow the appropriate 
SELinux policy. SELinux is the security enhancement in Linux which allows users 
and administrators for more control of the access policy. To achieve this, should be 
set the samba_enable_home_dirs parameter as 1. 

The configuration file contains also other sections whose entries are responsible for 
providing the resources for group work. In the present embodiment is shown configu-
ration of the resources (InfoX) provided for group work. 

 

[InfoX] 
      path = /home/APPS/InfoX 
      security mask = 0700 
      force group = InfoX 
      guest ok = no 
      directory security mask = 0700 
      writable = yes 

In the configuration section [InfoX] were used the minimum number of parameters 
required to share a resource with defined ACL permissions.  

In the server also is installed GUI Samba Web Administration Tool so-called 
SWAT. This interface is used only to monitor the Samba server however the  
modifying the server configuration is done by editing the configuration file from the 
console. 
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Fig. 4. UML diagram: Process of creating user accounts  
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To create, lock or unlock the Samba user account is used command smbpasswd: 

• smbpasswd -a [user] – adding an Unix user to Samba 
• smbpasswd -d [user] – locking a Samba account  
• smbpasswd -e [user] – unlocking a previously locked Samba account 

Limitation of the Samba Server Disk Resources 
Disk limitations are implemented by the quota mechanism. Enabling the quota mech-
anism requires the appropriate parameters (usrquota, grpquota) which are assigned in 
the /home partition and defined in the file /etc/fstab. To limit the number and space of 
home directories, the usrquota for each individual user has been applied. Linux sys-
tem does not allow to set limits on the disk shared resources (group work), as it is 
implemented in Windows Server. In order to obtain the functionality available in the 
Windows Server disk quotas system, was used on Linux grpquota mechanism. The 
names of the user groups created in Linux, are named according to the names of net-
work shares. The created groups have been granted ownership of the shared re-
sources. The groups were deprived of the right to resources in order to enable access 
control which are assigned to users and are based on ACL attributes only. Changing 
the group permissions results in a change of the mask permissions. Removing of the 
group permission causes that the mask has the following form  

 mask::---. 

In this case mask suspends permissions  to the resource despite of the fact that the 
user is granted privileges to it, as shown in the example below: 

 user:jkowalski:r-x               #effective:--- 

In order to solve the above problem which concern mask permissions, the mask has 
been modified as shown below. 

 setfacl -R -m m::rwx 

As a result of the above changes were obtained following form masks 

 mask::rwx. 

Thus defined mask does not limit user rights. 

 user:jkowalski:r-x               #effective:r-x 

3 ACL Access Rights Management 

ACL access control mechanism has been developed to increase access to files, direc-
tories for multiple users and multiple groups. The standard mechanism allows assign 
rights only for the one user and one group. This mechanism works in the simple cases 
with the few users. The system described in this article can support more than 200 
users and groups. 

ACL mechanism allows user to create masks for permissions. Effective permis-
sions on the file (directory), are the sum of the bit of the mask and of the user right. 
To read the effective permissions, one should use getfacl -e command. 
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When granting permissions, need to be remembered that the standard permissions 
are prevail for the ACL, e.g. the user has only the ACL right to read, but Linux be-
longs to a group that has permission to read and write – which means that user has the 
right to read and write. 

While starting the Samba server are defined the resources which are made availa-
ble by the server. Rights to individual directories should allow the user to, respective-
ly, read (R), write (W), execution (X), inheritance. Here were defined the following 
access rights defined by the following rules that are shown in Fig. 5. 

 

 

Fig. 5. Interpretation of the access rights ACL 

RWX  ancestor: the transition,  a descendant: inheritance RWX 
RX   ancestor: the transition,  a descendant: inheritance RX 
RWX +  ancestor: RWX,  a descendant: inheritance RWX 
RX +  ancestor: RWX,  a descendant: inheritance RX 

3.1 Assign Permissions to Directories 

Defined during the implementation of the Samba server resources should be assigned 
access rights in accordance with the requirements of their respective owners. For this 
purpose was developed SetAclSamba tool used for each directory falling within the 
defined resources. Below (Fig. 6) shows a sample script used for broadcasting rights 
in the resource ACL "Katalog01" contains subdirectories presented. ACL rights as 
defined above, are allocated to the user (user01, ..., user12) 

In this script, the nomenclature used in accordance with the previously accepted 
meanings rights. The definitions of the various functions contained in the script at-
tached to the script which confers the right (Fig. 7.). 
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Fig. 6. Script to allocate permissions ACL 
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Fig. 7. Script that defines the functions fit right ACL 

4 Summary 

As a result of research work has been implemented a file server that provides con-
trolled access to IT resources for multiple users and multiple groups. This was 
achieved by implementing a server that allows the user to use the Access Control List 
ACL and by using mechanisms Samba server that contains specific IT resources.  
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Friendly use of this solution is ensured thanks to the developed method for allocat-
ing access to IT resources for each individual user, as well as through the proposed 
approach to the access ACL management. 

Authors prepared also vector faxing system based on USB modems (modems FM). 
In this approach, USB modems successfully replaced solutions based on large-scale, 
stand-alone fax machines, the size of which significantly hampered the construction 
of tens-line fax system environment PSTN (Public Switched Telephone Network) – 
necessary for the proper functioning of a large company business [5]. 
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Abstract. This paper presents development and simulation results of
a computationally efficient predictive control algorithm based on a re-
current Elman neural network. The considered process is a multivariable
neutralisation reactor. Process modelling and control issues are thor-
oughly discussed. In particular, the discussed computationally efficient
predictive control algorithm with on-line trajectory linearisation and
quadratic optimisation is compared to the truly nonlinear scheme with
nonlinear optimisation repeated of each sampling instant on-line.

Keywords: Process control, Model predictive control, Elman neural
networks.

1 Introduction

The core idea of Model Predictive Control (MPC) algorithms is to use on-line a
dynamic model of the process to calculate predicted control errors and to min-
imise a predefined cost-function which defines the future control quality [1,10,14].
Different variants of MPC algorithms are nowadays successfully used in thou-
sands of industrial applications [13]. It is due to advantages of MPC:

a) the ability to take into account constraints imposed on input and output
variables (or state variables) in a systematic way,

b) the ability to control multi-input multi-output processes,
c) very good control quality.

As a result, theMPC technique is a sound alternative to the classical Proportional-
Integral-Derivative (PID) controller, which may turn out to be useful in the sim-
plest case of single-input single-output not delayed processes with no constraints.

For modelling of dynamic processes neural networks are often used [4]. In most
cases, the perceptron with one hidden layer (Multi-Layer Perceptron – MLP) is
used, the Radial Basis Functions (RBF) network is less popular. Both MLP and
RBF structures are static approximators. In the discrete-time dynamic model
the dynamics is realised by delivering the input and output signals from some

c© Springer International Publishing Switzerland 2015 335
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previous sampling instants to the inputs of the network. Interesting alternatives
are recurrent neural networks [4,11], which are inherently dynamic models. One
example of a recurrent network structure is the Elman neural network [2,4,11].
Elman networks are used in various applications: eg. in approximation of phenol
concentration [12], in short-term temperature forecasts [5], in modelling of the
flow of passengers in subway [6], in identification of the grammatical structure
of literary works [7], in air pressure control supplied to the disc drill subway
tunnel under a river [15], where, unfortunately, a heuristic optimisation is used
for on-line optimisation, with no guarantee of finding a solution.

This paper shows development and simulation results of computationally ef-
ficient predictive control algorithm in which the recurrent Elman network is
used as a model of the controlled process. A multivariable neutralisation reac-
tor as considered process is chosen. Process modelling and control problems are
thoroughly discussed. The discussed computationally efficient predictive control
algorithm with linearisation around the trajectory (MPC-NPLT) is compared to
the truly nonlinear scheme with nonlinear optimisation (MPC-NO) repeated of
each sampling instant on-line.

2 Description of Neutralisation Process

A multivariable neutralisation process (pH reactor) with two manipulated and
two controlled variables is considered. Control of pH is of crucial importance in
many chemical and biochemical processes. It exhibits severe nonlinear behaviour
and therefore cannot be controlled by simple MPC algorithms based on constant
linear models or PI controllers. The process with one input and one output is
usually considered [3], the multivariable one is researched less frequently [9].

The reactor is shown schematically in Fig. 1. Acid HNO3, base NaOH and
buffer NaHCO3 are mixed in the tank. From the modelling point of view the
process has two manipulated inputs (q1, q3) and two controlled outputs (h, pH).
The fundamental model of the process consists of differential equations

dWa4(t)

dt
=

(
Wa1 −Wa4(t)

Ah(t)

)
q1(t) +

(
Wa2 −Wa4(t)

Ah(t)

)
q2(t) +

(
Wa3 −Wa4(t)

Ah(t)

)
q3(t)

dWb4(t)

dt
=

(
Wb1 −Wb4(t)

Ah(t)

)
q1(t) +

(
Wb2 −Wb4(t)

Ah(t)

)
q2(t) +

(
Wb3 −Wb4(t)

Ah(t)

)
q3(t)

dh(t)

dt
=

q1(t) + q2(t) + q3(t)− CV

√
h(t)

A

and the algebraic equation

Wa4(t) + 10pH(t)−14 − 10−pH(t) +Wb4 (t)
1 + 2× 10pH(t)−pK2

1 + 10pK1−pH(t) + 10pH(t)−pK2
= 0

where pK1 = −log10Ka1 , pK2 = −log10Ka2 .
The nominal operating point and the parameters of the fundamental model

are given in Table 1. The discussed neutralisation reactor is characterised by
a highly non-linear properties. Fig. 2 presents the static characteristics of the
process.
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Fig. 1. Neutralisation reactor

3 Computationally Efficient MPC of the Neutralisation
Process Based on the Elman Neural Network

3.1 MPC Algorithm with Linearisation around the Trajectory
(MPC-NPLT)

The process has two inputs and two outputs, the input and output vectors are:
u = [u1 u2]

T
, y = [y1 y2]

T
, respectively. In MPC algorithms [10,14] at each

consecutive sampling instant k, k = 0, 1, 2, . . ., a set of future control increments

�u(k) =

⎡
⎢⎢⎣

�u(k|k)
�u(k + 1|k)

. . .
�u(k +Nu − 1|k)

⎤
⎥⎥⎦

is calculated, where �u(k+p|k) = u(k+p|k)−u(k+p−1|k). It is assumed that
�u(k+p|k) = 0 for p ≥ Nu, where Nu is the control horizon. The objective is to
minimise differences between the reference trajectory yref(k+p|k) and predicted

Table 1. The operating point and the parameters of a fundamental model of the
reactor

q10 = 16.6 ml/s q20 = 0.55 q30 = 15.6 ml/s
pH0 = 7.0255 h = 14.009 cm Ka1 = 4.47× 10−7

Ka2 = 5.62 × 10−11 Wa1 = 3× 10−3 mol Wb1 = 0 mol
Wa2 = −3× 10−2 mol Wb2 = 3× 10−2 mol Wa3 = −3.05× 10−3 mol
Wb3 = 5× 10−5 mol CV = 8.75 ml/cm s A = 207 cm2
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Fig. 2. Static characteristics of the neutralisation reactor

values of the output ŷ(k + p|k) over the prediction horizon N ≥ Nu. Hence, the
future control increments are determined from the following MPC optimisation
task

min
�u(k)

{
J(k) = ‖yref(k)− ŷ(k)‖2M + ‖�u(k)‖2Λ

}
subject to

umin ≤ u(k) ≤ umax

−�umax ≤ �u(k) ≤ �umax

where

yref(k) =

⎡
⎢⎣
yref(k)

...
yref(k)

⎤
⎥⎦ , ŷ(k) =

⎡
⎢⎣

ŷ(k + 1|k)(k)
...

ŷ(k +N |k)(k)

⎤
⎥⎦ ∈ R

nyN

umin =

⎡
⎢⎣
umin

...
umin

⎤
⎥⎦ , umax =

⎡
⎢⎣
umax

...
umax

⎤
⎥⎦ , �umax =

⎡
⎢⎣
�umax

...
�umax

⎤
⎥⎦ ∈ R

NuNu

Only the first two elements of the calculated sequence is applied to the process.
At the next sampling instant, k+1, the output signal is measured and updated,
and the whole procedure is repeated.

The general straightforward idea of reducing computational burden of nonlin-
ear MPC is to calculate on-line a linear approximation of the model and use it
for prediction [8,14]. In more advanced approaches not the model, but the pre-
dicted trajectory is linearised on-line [8]. In this study the MPC algorithm with
Nonlinear Prediction and Linearisation around the Trajectory (MPC-NPLT) is
considered and derived for the neural Elman network. At each sampling instant
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of the MPC-NPLT algorithm the predicted output trajectory (ŷ(k)) is linearised
along the future control sequence

utraj(k) =

⎡
⎣ utraj(k|k)

. . .
utraj(k +Nu − 1|k)

⎤
⎦

Using the Taylor’s series expression, the linearised trajectory is

ŷ(k) = ŷtraj(k) +H(k)(u(k)− utraj(k)) (1)

where the output trajectory

ŷtraj(k) =

⎡
⎣ ŷtraj(k + 1|k)

. . .
ŷtraj(k +N |k)

⎤
⎦

corresponds to the assumed input trajectory utraj(k) and is calculated from a
model of the process,

H(k) =
dŷ(k)

du(k)

∣∣∣∣ ŷ(k)=ŷtraj(k)

u(k)=utraj(k)

=

⎡
⎢⎢⎣

∂ŷtraj(k+1|k)
∂utraj(k|k) · · · ∂ŷtraj(k+1|k)

∂utraj(k+Nu−1|k)
...

. . .
...

∂ŷtraj(k+N |k)
∂utraj(k|k) · · · ∂ŷtraj(k+N |k)

∂utraj(k+Nu−1|k)

⎤
⎥⎥⎦

is a matrix of dimensionality nyN × nuNu, and the vector

u(k) =

⎡
⎣ u(k|k)

. . .
u(k +Nu − 1|k)

⎤
⎦

corresponds to the decision variables of the MPC algorithm �u(k).
Thanks to using the prediction equation (1), the optimisation problem be-

comes the quadratic programming task

min
�u(k)

{J(k) = ‖yref(k)−H(k)JΔu(k)− ŷtraj(k)

−H(k)(u(k − 1)− utraj(k))‖2M + ‖�u(k)‖2Λ}
subject to

umin ≤ JΔu(k) + u(k − 1) ≤ umax

−�umax ≤ �u(k) ≤ �umax

where Λ = diag(λ, . . . , λ), J is the all ones lower triangular matrix of dimen-
sionality 2Nu × 2Nu.

Selection of the future input trajectory utraj(k) affects the linearisation accu-
racy and quality of control. The control signal calculated at the previous sam-
pling instant are used

utraj(k) =

⎡
⎢⎣
u(k − 1)

...
u(k − 1)

⎤
⎥⎦
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Fig. 3. The Elman neural network

3.2 Elman Neural Network

Fig. 3 shows the structure of the Elman neural network. The network has nu

inputs associated with input signals of the process u1(k − 1), . . . , unu(k − 1),
K hidden neurons with nonlinear activation function ϕ : R → R, one neuron
(adder) and one output y(k). Output signals of hidden layer (v1(k), . . . , vK(k))
are entered through delay blocks to the inputs of the network, which means that
the network has nu+K inputs u1(k−1), . . . , unu(k−1), v1(k−1), . . . , vK(k−1).
The output of the Elman neural network model is

y(k) = w
(2)
0 +

K∑
i=0

w
(2)
i ϕ(w

(1)
i,0 +

nu∑
j=1

w
(1)
i,j uj(k − τj) +

K∑
j=1

w
(1)
i,j+nu

vj(k − 1)) (2)

where w
(2)
i are weights of the second layer of the network (for i = 0, . . . ,K),

whereas the signal v0(k) = 1 is bias. Output signals of each hidden neuron
(i = 1, . . . ,K) are calculated from the formula

vi(k) =

nu+K∑
j=0

w
(1)
i,j Xj(k − 1)

where w
(1)
i,j are weight of the first layer of the network (for i = 0, . . . ,K, j =

0, . . . , nu +K) and

Xj(k − 1) =

⎧⎪⎨
⎪⎩
1 for j = 0

uj(k − 1) for 1 ≤ j ≤ nu

vj(k − 1) dla nu < j ≤ nu +K

3.3 Implementation of the MPC-NPLT Algorithm for the Elman
Neural Network

For the considered process with two inputs (nu = 2) and two outputs, the
model consists of two Elman networks. From Eq. (2), the output trajectory
corresponding to the input sequence utraj(k) is
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ŷm,traj(k + p|k) = w
(2,m)
0 +

Km∑
j=1

w
(2,m)
i ϕ(zm,traj

i (k + p|k)) + dm(k)

where the index m = 1, 2 indicates the output and

zm,traj
i (k + p|k) = w

(1,m)
0 +

nu∑
j=1

w
(1,m)
j utraj

j (k − 1 + p|k)

+

Km∑
j=1

w
(1,m)
j+nu

vm,traj
j (k − 1 + p|k)

where vm,traj
i (k+ p|k) = ϕ(zm,traj

i (k+ p|k)). The unmeasured disturbance is the
difference between the measured output signal and the model output

dm(k) = ym(k)− w
(2,m)
0

Km∑
i=1

w
(2,m)
i ϕ

(
w

(1,m)
i0 +

nu∑
j=1

w
(1,m)
ij uj(k − 1)

+

K∑
j=1

w
(1,m)
ij+nu

vmj (k − 1)

)

A linear approximation of the nonlinear output trajectory (Eq. (1)) is determined
by a matrix H(k), each element of which is a 2× 2 submatrix

∂ŷtraj(k + p|k)
∂utraj(k + r|k) =

⎡
⎣ ∂ŷ1,traj(k+p|k)

∂u1,traj(k+r|k)
∂ŷ1,traj(k+p|k)
∂u2,traj(k+r|k)

∂ŷ2,traj(k+p|k)
∂u1,traj(k+r|k)

∂ŷ2,traj(k+p|k)
∂u2,traj(k+r|k)

⎤
⎦

Its entries are calculated according to the formula

∂ŷm,traj(k + p|k)
∂un,traj(k + r + 1|k) =

Km∑
i=1

w
(2,m)
i

∂vm,traj
i (k + p|k)

∂un,traj(k + r + 1|k)

where p = 1, . . . , N and r = 0, . . . , Nu − 1. The partial derivatives are

∂vm,traj
i (k + p|k)

∂un,traj(k + r + 1|k) =(1 − tanh2(zm,traj
i (k + p|k)))

(
∂ui,traj(k + p|k)

∂un,traj(k + r + 1|k)

+
∂zm,traj

i (k + p|k)
∂un,traj(k + r + 1|k)

)

where the partial derivatives ∂ui,traj(k+p|k)
∂un,traj(k+r+1|k) have a non-zero value w1,m

i,n+1 only

if p = r + 1 or (p > r + 1 and r = Nu − 1) (otherwise they are 0) and

∂zm,traj
i (k + p|k)

∂un,traj(k + r + 1|k) =

Km∑
j=1

w1,m
i,j+Nu

∂vm,traj
j (k − 1 + p|k)

∂un,traj(k + r + 1|k)
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Table 2. The comparison of the number of parameters (LP) and accuracy (Etr(w) –
for training data set, Eval(w) – for the validation data set, Etest(w) – for test data set)
of the recurrent Elman neural network as a model for the neutralisation reactor

Model for h LP Etr(w) Eval(w) Etest(w)

K = 1 6 5.2389×10−3 1.0194×10−2 –
K = 2 13 1.7783×10−3 8.0903×10−3 –
K = 3 22 7.8891×10−4 2.5322×10−3 –
K = 4 33 5.4332×10−5 1.3425×10−4 2.5823×10−4

K = 5 46 3.1090×10−5 8.7833×10−4 –
K = 6 61 3.7831×10−6 2.4245×10−3 –
K = 7 78 2.4416×10−6 6.0560×10−4 –

Model for pH LP Etr(w) Eval(w) Etest(w)

K = 7 78 8.2390×10−2 1.1845×10−1 –
K = 8 97 3.0902×10−2 7.4531×10−2 –
K = 9 118 6.4925×10−3 3.0987×10−2 –
K = 10 141 1.7612×10−3 8.7009×10−3 1.2311×10−2

K = 11 166 1.2254×10−3 2.5698×10−2 –
K = 12 193 8.4389×10−4 1.4761×10−2 –
K = 13 222 8.1113×10−4 4.1230×10−2 –

4 Simulation Results

Because the process has two outputs, two Elman networks are used. Because
ranges of input and output variables are different, the signals are scaled: u1 =
(q1 − q10)/15, u2 = (q3 − q30)/15, y1 = (h− h0)/35 and y2 = (pH − pH0)/4.

At first the network with different number of hidden nodes are evaluated. As
far as the first output of the process is considered (the first network), Elman
structures with K = 1, . . . , 7 nodes are compared, as far as the second output
is considered (the second network), the structures with K = 7, . . . , 13 nodes are
compared. For each of the structures 10 independent experiments are performed
(the weights are initialised randomly). Table 2 presents for each structure of the
Elman network errors obtained for training, validation and test data sets, the
best models are chosen.

For the output h the structure of the recurrent Elman neural network with 4
hidden neurons is chosen, and for the output pH the structure with 10 hidden
neurons is chosen. Those networks provides good quality modelling and good
generalisation.

Fig. 4 and fig. 5 show a comparison of operation of the MPC-NO algorithm
with nonlinear optimisation and the MPC-NPLT algorithm with on-line lineari-
sation around the trajectory and with quadratic optimisation for two types of
set-point (reference) trajectory. The great advantage of the MPC-NPLT algo-
rithm is the fact that the obtained trajectories are very similar to those obtained
in the MPC-NO scheme.
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Fig. 4. Simulation results: MPC-NO (dashed line) and MPC-NPLT (solid line) algo-
rithms
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5 Summary

This paper describes predictive control of the multivariable neutralisation pro-
cess. The recurrent Elman neural network is used as the model of the reactor.
For predictive control the future output trajectory is linearised on-line, which
makes it possible to use computationally simple quadratic optimisation. It is
demonstrated that the algorithm gives control accuracy comparable with that
possible in MPC with on-line nonlinear optimisation.
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Abstract. The basic techniques of automatic identification (auto-id) in logistics 
systems are presented in brief. Auto-id technologies are described with attention 
given to the existing criteria of their evaluation. A new approach to auto-id sys-
tem evaluation is proposed. It consists in taking into account the interaction of 
the automatic identification subsystem with logistics system functional compo-
nents. Also system energy consumption is taken account in accordance with [2] 
since this paper continues the series of papers [6‒8]. A case illustrating the use 
of the new method of evaluating auto-id systems is presented. Conclusions are 
drawn and the direction of further research in this field is indicated. 

Keywords: logistics warehousing system, energy consumption, automatic iden-
tification. 

1 Introduction 

Automatic identification systems (auto-id systems) constitute a subsystem of logistics 
systems. According to [1], a logistics system is defined as the efficient transfer of 
cargoes (or persons), accompanied by the flow of information. A peculiar characteris-
tic of the logistics system is that at any process time t it can be defined by an ordered 
pair of numbers representing the state of a cargo unit and information about it. There-
fore a properly functioning system of transmitting information about goods being 
transferred in a logistical chain, characterized by short times, reliability, faultlessness 
and automation, is vital. Information is conveyed through tags readable and under-
standable by automatic systems. The information is used to identify a commodity, a 
document and a person (biometric identification). The information read from a tag can 
be full, i.e. not requiring verification in a database, but in practice information from a 
barcode needs to be processed by a computer system and then further processed 
within the database at the particular workstations. This is referred to as the interaction 
of the auto-id system with the database system. For the purposes of paper-free infor-
mation interchange in the whole logistics system the auto-id system exports data to 
electronic data interchange (EDI) systems, i.e. the information from tags is put into 
electronic documents covering administration, trade and transport [3], and vice versa. 
When the application of logistics is extended to areas where the human being is the 
system subject (mass or cultural events, hotel or tourist services, hospitals, education), 
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the identification of persons becomes necessary. This special identification (verifica-
tion) is based on the analysis of human biometric or anthropometric characteristics. 
Auto-id systems create conditions for, among other things, the automatic sorting of 
goods during their quick transfer. Auto-id systems are increasingly commonly used 
owing to: 

─ increasing personnel costs, 
─ decreasing costs of information processing in computer systems, 
─ the growing production rate and difficulties in keeping information transfer 

through conventional channels up with it, 
─ the increasingly widespread use of electronic data interchange and common data-

bases, contributing to collaboration between clients and suppliers, 
─  a reduction in errors caused by the human factor, 
─ information can be obtained in real time, i.e. at the same moment at which the 

event (process) occurs. 

The main determinants of the auto-id system, having a bearing on system operating 
costs, are information transfer time and faultlessness. 

Research carried out by the US Defence Department [5] shows that about 10 000 
and 3000 errors occurred per 3 million characters entered using respectively the key-
board and the OCR technique, whereas only one wrong reading occurred when read-
ing barcodes in the Code 39 symbology. This results have been corroborated by other 
independent American studies, which show that only 4 errors occurred per 13 million 
barcode code 39 readings. This confirms the enormous efficiency of automatic identi-
fication systems. The speed of entering data from the keyboard is 300‒400 characters 
per minute, while the speed of automatic reading is measured in KB per second. Tests 
of transponders have been carried out in the Wroclaw University of Technology Lab 
and their results are reported in [6, 11]. 

From the information carrier point of view the following auto-id technologies can 
be distinguished: 

─ Barcodes. Over 400 different varieties of barcodes are distinguished today, some 
of them have already fallen into disuse while other are gaining recognition and are 
increasingly often used. As regards their structure, barcodes are divided in four 
groups: linear (1D), stacked, composite and matrix. Moreover, a new group of 
“special” (single- and two-state) barcodes, i.e. farmacodes and postal barcodes, is 
forming. All of them are graphic characters applied to the substrate using printing, 
engraving and etching techniques. Information coding through barcodes consists in 
contrastingly printing code symbology and then reading it by an optical system. 
Optical signals reflected from the background with the symbology are analyzed by 
a photo-electronic system which decodes the information. 

─ Transponders (tags, RFID tags, electronic product codes (EPC)). These are de-
vices interchanging information over a distance through radio waves. As regards 
their structure and properties, they are divided into active and passive transponders, 
depending on how they are powered. Passive transponders are powered through  
radio waves and the receiving system. Active transponders are powered from a  
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battery or from the mains through a power supply unit. Today passive transponders 
have a range from a few centimetres to 13 meters. The range of active transponders 
reaches several hundred meters. Transponders assume the form of: discs, labels, ID 
badges, capsules, belts, clip-ons, rings, etc. 

─ Perforated cards and tapes. Information was recorded on them in the form of 
round, square or rectangular holes. A hole represented an on-bit while no hole 
meant an off-bit. The ASCII code (among other codes) was used to record a char-
acter (a digit, a letter or other graphic character). 

─ Magnetic tapes, cards, bands and other magnetic carriers contained information 
coded in the magnetic coating, read by readers with magnetic heads. 

─ Electronic contact cards. Information is stored in a magnetic memory with high 
information concentration and read by a microprocessor. The information can be 
processed and encrypted. 

─ Human biometric or anthropometric characteristics are identified by determin-
ing characteristic points and an algorithm of measuring biometric or anthropomet-
ric characteristics, and comparing the latter with a reference, such as a fingerprint, 
and image of the face, the hands, the iris or the retina. Also human gait and signa-
ture dynamics are currently being tested. 

─ The electronic signature is one of the latest technologies emulating one of the 
oldest methods of identifying the author of a given text. In Poland it has been im-
plemented pursuant to the Electronic Signature Act of 2002 [4, 5]. 

─ Other systems, occurring in many niche applications in the economy, e.g. a ma-
chine vision system for object size and machining tool recognition, etc. 

Currently the following criteria are used to evaluate auto-id system: the type of in-
formation, the structure of the information, the space available for marking on the 
object wall, the environmental hazards (temperature, dust, moisture, solar radiation, 
wear, etc.) to the information carrier, reading speed, the possibility of information 
multiplication, ergonomics (easy information reading not necessitating any manipula-
tions by the servicing personnel), the cost of implementing a selected system with 
accessories, system operating costs, system reliability, the reading method and read-
ing system flexibility. 

These are both determinate and indeterminate factors. In order to select the proper 
system one can use one of the commonly known methods, e.g. the point method, but 
one should be aware that it is based on the experience of experts who determine the 
weights of the parameters. 

Table 1. Comparison of area taken up by barcodes [own study] 

 6-digit code 10-digit code 18-digit code 
Code 2/5  9 7 6 
Code 28 9 6 6 
Code 39 14 12 10 

DataMatrix 1 1 1 
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2 Assessment of Auto-id System Energy Consumption 

In the design and operation of logistics systems one comes across such topics as zero-
energy facilities, energy recovery and system energy consumption. Auto-id systems 
include sets of devices for reading tags, e.g. (radio) barcodes, printing (in the case of 
RFID recording), applying codes and creating codes directly on the wall of the tagged 
object, and computers with proper database software and optionally, a computer sys-
tem aiding logistics system management, such as WMS, MPR, etc. 

It has been observed that because of the economic crisis and savings sought by 
companies the time between reporting a defect of an auto-id system and restoring its 
full functionality is a major consideration in the selection of an auto-id system.  
A faulty auto-id system servicing cargo units, cash registers, etc. causes a halt of the 
acceptance/release/groupage/sale processes. 

Hence the questions arise: when one should purchase a new reader and when a 
second-hand one?, and  is operating intensity a consideration (a scanner used more 
intensively is more exposed to damage)? The costs of new readers and second-hand 
readers are much different. They also depend on the type of reader, considering that 
an industrial device  works in harder conditions. In the case of a reader intended for 
continuous operation, its resistance to accidental dropping and impact and its maxi-
mum reading range are important. 

An analysis of the situation in enterprises will show approximately how many and 
what readers are needed for a small storehouse of 100‒150 m2 in size and how many 
for a warehouse of up to 400 m2 in size. Their cost can range from about 1000 Euros 
to 1500 Euros. For facilities of about 400 m2 in size, the equipment cost will amount 
to about 7000 Euros.  

It appears from the above that the persons selecting an auto-id system do not pay 
attention to its energy consumption. Most probably the purchaser thinks that a few 
scanners, a barcode printer and a PC consume very little energy. Calculations made 
for real facilities indicate that the energy consumption of an auto-id system for a 
400 m2 warehouse amounts to about 830 KW/year for three-shift operation, i.e. it is 
small in comparison with the energy consumption of, e.g., the lighting of the facility. 

However, as demonstrated in [7] for a “manual” system versus a terminal with an 
electronic data interchange the difference in the costs of purchasing and operating the 
auto-id system amounts to 30%, whereas the annual energy consumption of the sys-
tems differs by 150%. Therefore when selecting an auto-id system one should con-
sider not only its cost, but also the energy consumption of the whole logistics system. 
In such cases ISO 500001:2011 should be taken into account. 

2.1 ISO 50001:2011 Can Serve as Evaluating Tool 

Standard PN-EN 50001: 2011 deals with energy management systems. It was devel-
oped mainly to protect the environment through rational energy management. The 
Standard helps firms to improve their energy efficiency. By defining energy utiliza-
tion indices and energy consumption indices it enables them to determine the energy 
utilization level which will guarantee the proper energy result. By implementing the 
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Standard an organization contributes to an improvement in the energy policy in the 
whole sector and to a reduction in the emission of greenhouse gases. The main pur-
pose of the Standard is to support organizations in the generation of processes and 
systems needed to improve the energy results. It is based on the well-known continu-
ous improvement principle: Plan-Do-Check-Action. 

 

Fig. 2. Procedure for evaluating system on basis of [2] 

Plan means prepare goals, tasks and actions to maximally improve the energy re-
sult, do – implement the plan, check – supervise the particular processes and produce 
a report, and action – take concrete steps to improve the energy result. The Standard 
says that action plans must include above all measures through which the set goals 
will be reached. Also a method of verifying the energy result should be specified. In 
the first step for a system which has it peculiar requirements one must define its 
boundaries (the immediate and further environment), which must be defined for each 
process and operation through their short description including the characteristic pa-
rameters. In the second step one should establish, introduce, maintain and improve an 
energy management system. All these actions are necessary. Finally, an organization 
must describe in what way it will satisfy the Standard requirements in order for the 
energy result to be increasingly better. The auto-id system processes for any logistics 
system can be presented as in Fig. 3. The latter can be even treated as an algorithm for 
the preliminary selection of an auto-id system for any case [7]. 

 



 Evaluation of Automati

 

Fig. 3. Algorithm for 

2.2 Determination of E

Energy consumption of aut
on the utilitarian value of th
ing in their character, whe
practicable. Therefore an at
tarian value of information
relevancy, completeness, a
signed numerical measures
information the utilitarian v
five-dimensional vector spa

ic Identification Systems According to ISO 50001: 2011 

preliminary check of auto-id system choice (own study) 

Energy Consumption 

to-id systems in logistics systems to a large extent depe
he information, which is affected by several factors dif

ereby attempts to present them in the scalar form are 
ttempt was undertaken at the vector description of the u
n, assuming its key characteristics to be: up-to-daten
assimilability and reliability. The characteristics were 
s in such a way that for statistically independent pieces
value of information satisfies the additivity condition i
ace. The particular characteristics are defined as follows

351 

 

ends 
ffer-

not 
tili-
ess, 
as-

s of 
in a 
. 



352 P. Zając 

 

The up-to-dateness of information is described by a monotonically non-increasing 
function of delay with which the information reaches the decision-maker. Delay tx is 
counted from the instant at which the event described by this information occurred 
and it is referred to standard (permissible) value t0. The measure of information up-to-
dateness is up-to-dateness coefficient ka expressed by the following formula 

 (1)       9 < 0ݐ ,0ݐݔݐ−1 = ܽ݇ 

The relevancy of information expresses its conformity with the user’s need. It is 
defined by a ratio of information units describing information essential for the deci-
sion-maker (Ir) to total number of information units Ic (e.g. bits). 

 ݇௥ = ௥ܫ ௖ൗܫ        (2) 

The completeness of information is a ratio of relevant information Ir received by 
the decision-maker to the amount of relevant information Ic which ideally he/she 
would obtain fully utilizing the information capacity of the supervised object. 

 ݇௞ = ௥ܫ ௖ൗܫ   (3) 

The assimilability of information is a characteristic expressing its suitability for the 
direct use by the decision-maker. It is the higher, the lower the anticipated expendi-
tures (costs, time, etc.) necessary to process the received information to a desirable 
form. If the incurred expenditure amounts to Nx and the standard (allowable) expendi-
ture is N0, the assimilability coefficient will amount to 

 ݇௣ = 1 − ௫ܰ ଴ܰൗ , ଴ܰ > 0             (4) 

The reliability of information is a characteristic expressing its agreement with the 
object state described by it. It is described by a monotonically non-increasing function 
of the error with which the function reflects the actual object state. If the information 
error amounts to δx and its allowable value is δ0, the information reliability coefficient 
is described by the formula 

 ݇௪ = 1 − δ௫
δ଴ൗ , δ଴ > 0    (5) 

This means that a negative value of the reliability coefficient indicates information 
unreliability. Thus the utilitarian value of information can be described by the vector 

 ܸ = ൣ݇௔,݇௥,݇௞,݇௣,݇௪ ൧  (6) 

Since all the components of this vector are dimensionless quantities it is possible to 
semi-order the vector space by means of multicriterial optimization, assuming the 
method of subordinating the defined vector with weight coefficients 

 ܿ = ൣܿ௔,ܿ௥,ܿ௞,ܿ௣,ܿ௪ ൧                (7) 
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where the vector components express the weight assigned to the particular character-
istics of information and satisfy the condition: 

 ܿ௔ + ܿ௥ + ܿ௞ + ܿ௣ + ܿ௪ = 1 (8) 

where each of the weights is contained in closed interval  <0, 1>. 
Under such assumptions it is possible to compare the utilitarian values of the par-

ticular pieces of information with regard to energy consumption 

ᇱࢂ  >  ᇱᇱ then and only then when    (c, V’) > (c, V")      (9)ࢂ

where (c, V) is a scalar product of the vectors 

,ࢉ)  (ࢂ = ܿ௔ ௔ܸ + ܿ௥ ௥ܸ + ܿ௞ ௞ܸ + ܿ௣ ௣ܸ + ܿ௪ ௪ܸ   (10) 

The above criterion provides the rational basis for the selection of the best auto-id 
system with logistics system energy consumption taken into account. 

3 Example of Method Application 

Models of the press distribution processes in a certain firm are presented below [10]. 
The original press distribution (Fig. 4) consisted of: press distribution for dispatching, 
advice note acceptance, returns procedure acceptance, the acceptance of newspaper 
packages into a storage facility, drawing up a delivery specification and plan, specifi-
cation printing, the physical distribution of the newspapers, the delivery of the press 
and the collection of returns, entering data from plans of returns, invoicing, printing 
of invoices, sending invoices, receiving payment, filling in return documents for the 
press distribution storage facility, sending documents to the distribution storage facil-
ity, end. The model was corrected by removing processes 5, 8 and 10 as a result of 
auto-id system reorganization through the introduction of changes in the form bar-
codes solely into the auto-id system, consisting in the direct interchange of informa-
tion between the distributor  and the particular retail outlets and enabling electronic 
interchange of data about the demand for the press, the circulation and daily returns, 
corrections of delivery specifications and invoices. Both models have one common 
subprocess, i.e. delivery check A. 
 

 

Fig. 4. Press distribution model for dispatching needs (own study) 
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Siemiątkowska, Barbara 53
Sitek, Paweł 243
Smater, Michał 255
Stec, Andrzej 265, 303
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Świder, Zbigniew 303
Szewczyk, Roman 293

Trybus, Bartosz 223
Trybus, Leszek 303



358 Author Index
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