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Chapter 1
Generalized Fuzzy Measurability

Anca Croitoru and Nikos Mastorakis

Abstract In this paper we introduce two concepts of generalized measurability
for set-valued functions, namely '-�-total-measurability and '-�-measurability
relative to a non-negative function ' W P0.X/ � P0.X/ ! Œ0;C1/ and a non-
negative set function � W A ! Œ0;C1/ and present some relationships between
them. We also define different types of convergences for sequences of set-valued
functions and prove some relationships among them and a theorem of Egorov type.
Finally, we introduce two semi-metrics on a space of set-valued functions and then
compare them.

Keywords Measurable • Totally-measurable • Set-valued function • Theorem
of Egorov type • Almost everywhere convergent • Pseudo-almost everywhere
convergent • Almost uniformly convergent • Pseudo-almost uniformly convergent

1.1 Introduction

The theory of set-valued functions has interesting and important applications in
many theoretical or practical domains such as economy, theory of control, statistics,
fixed point theory, tochastic processes, information sciences, optimization (e.g.,
[1–32]). In the present work we focus on measurable set-valued functions. Thus we
introduce two notions of generalized measurability, namely '-�-total-measurability
and '-�-measurability relative to a non-negative function ' W P0.X/ � P0.X/ !
Œ0;C1/ and a non-negative set function � W A ! Œ0;C1/. These concepts
generalize the classic definitions from the theory of measurable functions. This
work is organized as follows: Sect. 1.1 is for introduction and some preliminaries.
In Sect. 1.2 we present the two concepts of generalized measurability and give some

A. Croitoru (�)
Faculty of Mathematics, “Al. I. Cuza” University, Iaşi, Romania
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2 A. Croitoru and N. Mastorakis

relationships between them. In the last Sect. 1.3 we introduce different types of
convergences for sequences of set-valued functions and prove some relationships
among them. A theorem of Egorov type is also established. Moreover, we define
two semi-metrics on a space of set-valued functions and obtain a comparative result
between them.

Let T be a non-empty set, A a �-algebra of subsets of T and P.T / the family of
all subsets of T .

Definition 1. A set function � W A ! Œ0;C1� is called:

(i) monotone if �.A/ � �.B/, for every A;B 2 A, with A � B .
(ii) fuzzy if � is monotone and �.;/ D 0.

(iii) strongly order-continuous (shortly strongly o-continuous) if lim
n!1�.An/ D 0,

for every .An/n2N � A with AnC1 � An for all n 2 N,
1S
nD0

An D A; A 2 A
and �.A/ D 0.

(iv) autocontinuous from above if lim
n!1�.A[Bn/ D �.A/, for everyA 2 A and

.Bn/n2N � A with lim
n!1�.Bn/ D 0.

(v) null-additive if �.A[ B/ D �.A/ for every A;B 2 A with �.B/ D 0.
(vi) decreasing continuous if for every .An/n2N � A, A0 � A1 � A2 �

: : : An � AnC1 � : : : it results lim
n!1�.An/ D �.

1T
nD0

An/.

(vii) increasing continuous if for every .An/n2N � A, A0 � A1 � A2 � : : : �
An � AnC1 � : : : it results lim

n!1�.An/ D �.
1S
nD0

An/.

(viii) continuous if � is both increasing continuous and decreasing continuous.

Definition 2.

(i) Consider a set function � W A ! Œ0;C1� or � W A ! X , where .X; k · k/
is a normed space. To � we associate the set function � W P.T / ! Œ0;C1�

defined by �.E/ D supf
nP

iD1
k�.Ai /kIAi � E , Ai 2 A for any i 2 f1; : : : ; ng,

Ai \ Aj D ; for i ¤ j g. � is called the variation of �.
(ii) To a set function� W A ! Œ0;C1�we associate the set function�� W P.T / !

Œ0;C1� called the semivariation of �, defined by:

��.E/ D inff�.A/jE � A;A 2 Ag;8E 2 P.T /:

(iii) Let � W A ! Œ0;C1� be a set function. We say that a property (P) about the
points of T holds almost everywhere (denoted �-a.e.) if there exists A 2 P.T /
so that ��.A/ D 0 and (P) holds on T nA.
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Remark 1. I. �.A/ � �.A/, 8A 2 A.
II. �.A/ D 0 ) �.A/ D 0, 8A 2 A.

III. � is monotone.
IV. If � is fuzzy, then � is fuzzy.
V. � is superadditive on P.T / that is,�.A[B/ � �.A/C�.B/, 8A;B 2 P.T /.

VI. �� is monotone and ��.;/ D inf
A2A�.A/.

VII. If � is monotone, then ��.A/ D �.A/ for every A 2 A.

Let X be a non-empty set and P0.X/ the family of non-empty subsets of X .

Definition 3. Let ' W P0.X/ � P0.X/ ! Œ0;C1� be a non-negative function.

(i) ' is called symmetric if '.C;D/ D '.D;C /, for every C;D 2 P0.X/.
(ii) We say that ' satisfies the triangle inequality (shortly TI) if '.C;D/ � '

.C;E/C '.E;D/, for any C;D;E 2 P0.X/.
Example 1. I. Let .X; d/ be a metric space and '.A;B/ D inf

x2A
y2B

d.x; y/, for every

A;B 2 P0.X/.
Then ' is symmetric and '.A;A/ D 0, for every A 2 P0.X/.

II. Let .X; d/ be a metric space and the Hausdorff metric

h.A;B/ D maxfsup
x2A

d.x; B/; sup
y2B

d.y;A/g;

where d.x;B/ D inf
y2B d.x; y/, for every A;B 2 P0.X/. Then h is symmetric,

h satisfies TI and h.A;A/ D 0, for every A 2 P0.X/.
III. Let .X; k · k/ be a normed space and '.A;B/ D sup

x2A;y2B
kx 	 yk, for every

A;B 2 P0.X/. Then ' is symmetric, ' satisfies TI and '.A;A/ D 0, for every
A 2 P0.X/.

Definition 4. I. A function f W T ! Œ0;C1/ is called A-measurable (shortly
measurable) if f �1.Œ˛;C1// D ft 2 T If .t/ � ˛g 2 A, for every
˛ 2 Œ0;C1/.

II. If ' W P0.X/ � P0.X/ ! Œ0;C1� is a non-negative function and F;G W
T ! P0.X/ are set-valued functions, then '.F;G/ is called measurable if the
function t ! '.F.t/; G.t// is measurable.

Definition 5 ([36]). Let A be a ring of subsets of T , � W A ! Œ0;C1/ a
fuzzy measure and f W T ! Œ0;C1/ be a measurable function. The Sugeno
integral of f on A 2 A with respect to �, denoted by

R
A fd�, is defined by

R
A fd

� D sup
˛2Œ0;C1�

minf˛;�.A\ f �1.Œ˛;C1///g.
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1.2 Generalized Fuzzy Measurability

In this section we introduce two concepts of generalized measurability for set-valued
functions (particularly for functions) and present some relationships between them.

Let T ¤ ;, A a non-empty family of subsets of T and a set function � W A !
Œ0;C1�. Suppose X is a non-empty set and ' W P0.X/ � P0.X/ ! Œ0;C1� is a
non-negative function.

Definition 6.

(i) A finite family fAigniD1 � A is called an A-partition of a set B 2 A if

B D
nS

iD1
Ai and Ai \ Aj D ; for i ¤ j , i; j 2 f1; 2; : : : ; ng.

(ii) A set-valued function F W T ! P0.X/ is called A-simple (shortly simple) if

F D
nP

iD1
Ci�Ai , where Ci 2 P0.X/, Ci ¤ Cj for i ¤ j , i; j 2 f1; : : : ; ng and

fAigniD1 � Anf;g is an A-partition of T (we denote by �Ai the characteristic
function of Ai ).

(iii) Let F;Fn W T ! P0.X/; n 2 N. We say that .Fn/ is '-�-convergent to
F if for every " > 0, we have lim

n!1�
�.En."// D 0, where En."/ D ft 2

T j'.Fn.t/; F .t// > "g, for every n 2 N and " > 0. Denote this by Fn
˛��	! F .

(iv) A set-valued function F W T ! P0.X/ is called '-�-totally measurable
(shortly �-totally measurable) (on T ) if there exists a sequence .Fn/ of

A-simple set-valued functions such that Fn
˛��	! F .

(v) A set-valued function F W T ! P0.X/ is called '-�-measurable (on T )
(shortly �-measurable) if for every " > 0, there is fAi gniD0 an A-partition of
T with A1; : : : ; An 2 Anf;g, so that �.A0/ < " and

osc'.F;Ai / D sup
t;s2Ai

'.F.t/; F .s// < ";8i 2 f1; : : : ; ng:

Remark 2. Let � W A ! Œ0;C1� be a set function such that �.;/ D 0 and let ' W
P0.X/ � P0.X/ ! Œ0;1� so that '.C;C / D 0; 8C 2 P0.X/. If F W T ! P0.X/
is simple, then F is �-measurable. Indeed, let F D

nP

iD1
Ci ·�Ai , fCigniD1 � P0.X/,

fAigniD1 is an A-partition of T . Considering now the partition fA0;A1; : : : ; Ang,
with A0 D ;, we have �.A0/ D 0 and

osc'.F;Ai / D sup
t;s2Ai

'.F.t/; F .s// D 0 < "; 8i 2 f1; : : : ; ng:

So F is �-measurable.

Proposition 1. Suppose � W A ! Œ0;C1� is null-additive and �.;/ D 0.
If F;G W T ! P0.X/ are set-valued functions so that F is �-measurable and
F D G �-a.e., then G is �-measurable.
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Proof. Let C D ft 2 T jF.t/ ¤ G.t/g. Since F D G�-a.e., it follows C 2 A and
�.C / D 0.

Let be " > 0. Since F is �-measurable, there is fAi gniD1 an A-partition of T such
that �.A0/ < " and

osc'.F;Ai / < "; 8i 2 f1; : : : ; ng: (1.1)

Now, consider the following A-partition of T W B0 D A0 [ C , Bi D Ai \ .T nC/,
for every i 2 f1; : : : ; ng. By the null-additivity of �, we have �.B0/ D �.A0/ < "

and from (1.1) we obtain

osc'.G;Bi / D sup
t;s2Bi

'.G.t/; G.s// � osc'.F;Ai / < "; 8i 2 f1; : : : ; ng:

Thus G is �-measurable. ut
Theorem 1. Suppose ' W P0.X/ � P0.X/ ! Œ0;C1� satisfies TI and A is an
algebra of subsets of T . Let � W A ! Œ0;C1� be a set function and F W T !
P0.X/ a set-valued function. Then F is �-totally-measurable if and only if F is
�-measurable. Moreover, if � is monotone and F is �-measurable on T , then F is
�-measurable on every set B 2 A.

Proof. Suppose F is �-totally measurable and let " > 0. Then there exists a

sequence .Fn/n2N of simple set-valued functions so that Fn
˛��	! F . Then there

is n0 2 N such that

��.En0.
"

3
// <

"

3
;

where En0.
"
3
/ D ft 2 T j'.Fn.t/; F .t// > "

3
g.

According to Definition 2 -(ii), there is A0 2 A, such that En0.
"
3
/ � A0 and

��.En0.
"

3
// � �.A0/ <

"

3
: (1.2)

Suppose Fn0 D
pn0P

iD1
C
pn0
i �Bn0i

, where Cn0
i 2 P0.X/ for every i 2 f1; : : : ; pn0g and

.B
n0
i /

pn0
iD1 is an A-partition of T .

Now, if t; s 2 T nA0, then

'.Fn0.t/; F .t// � "

3
: (1.3)

We can write T nA0 D
pn0S

iD1
Ai , where Ai D B

n0
i \ .T nA0/, 8i 2 f1; : : : ; pn0g.

We remark that the sets .Ai /
pn0
iD0 are mutually disjoint. Let i 2 f1; : : : ; pn0g and
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t; s 2 Ai . It follows Fn0.t/ D Fn0.s/ D C
n0
i and from (1.3) we have:

'.F.t/; F .s// � '.F.t/; C
n0
i /C '.C

n0
i ; F .s// D

D '.F.t/; Fn0.t/C '.Fn0.s/; F .s// � "

3
C "

3
D 2"

3
;

that implies sup
t;s2Ai

'.F.t/; F .s// � 2"
3
< ". So for every " > 0, there is .Ai /

pn0
iD0 an

A-partition of T , such that �.A0/ < " (due to (1.2)) and osc'.F;Ai / < ", for every
i 2 f1; : : : ; pn0g, which shows that F is �-measurable.

Suppose now F is �-measurable. Considering " D 1
n

, n 2 N
�, it results there is

fAni gpniD0, an A-partition of T , such that:

�.An0/ <
1

n
and (1.4)

osc'.F;Ani / <
1

n
;8i 2 f1; : : : ; png: (1.5)

For every i 2 f0; 1; 2; : : : ; png let tni 2 Ani and define the simple set-valued function

Fn D
pnP

iD0
F.tni /�Ani . Now, let " > 0. Then there is n0 2 N

� so that 1
n
< ", for every

n � n0. Denote En."/ D ft 2 T j'.Fn.t/; F .t// > "g, " > 0, n 2 N
�. For every

t 2
pnS

iD1
Ani , there exists i0 2 f1; : : : ; png so that t 2 Ani0 . From (1.5) it results:

'.Fn.t/; F .t// D '.F.tni0/; F .t// � osc'.F;Ani0 / <
1

n
< ":

So
pnS

iD1
Ani � T nEn."/, which is equivalent to En."/ � An0 . From (1.4) and from

the monotonicity of ��, we obtain ��.En."// < 1
n

, for every n 2 N, n � n0,
which shows that lim

n!1�
�.En."// D 0. So, there is .Fn/n2N, a sequence of simple

set-valued functions so that Fn
'��	! F . In other words, F is �-totally-measurable.

Suppose now � is monotone. Let F be �-measurable on T and " > 0. Then
there exists fAi gniD0 an A-partition of T , so that �.A0/ < " and osc'.F;Ai / < ",
8i 2 f1; : : : ; ng. Let Ci D Ai \ B , for every i 2 f0; 1; : : : ; ng. It results
osc'.F; Ci / � osc'.F;Ai / < ", for every i 2 f1; : : : ; ng and from the monotonicity
of � we obtain �.C0/ � �.A0/ < ". So F is �-measurable on B . ut
Remark 3. We can obtain similar measurability results for functions f W T ! X ,
considering a non-negative function ' W X �X ! Œ0;C1�.
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1.3 Fuzzy Convergences

In this section we define different types of convergences for sequences of set-valued
functions, prove some relationships among them and a theorem of Egorov type. We
also introduce two semi-metrics on a space of set-valued functions and obtain a
comparison between them.

Let be ; ¤ A � P.T /, � W A ! Œ0;C1� a non-negative set function and X a
non-empty set.

Definition 7. Let F;Fn W T ! P0.X/, n 2 N.

I. The sequence of multifunctions .Fn/n2N is called '-almost everywhere con-

vergent to F (denoted by Fn
'�ae! F ) if ft 2 T I'.Fn.t/; F .t// ¹ 0g 2 A

and

�.ft 2 T I'.Fn.t/; F .t// ¹ 0g/ D 0:

II. The sequence .Fn/n2N is called pseudo-almost everywhere convergent to F

(denoted by Fn
'�pae	! F ) if there exists A 2 A with �.T nA/ D �.T / and

'.Fn.t/; F .t// ! 0 for every t 2 T nA.

III. We say that .Fn/ converges uniformly to F on A 2 A (denoted Fn
u	!
A
F ) if

'.Fn; F /
u	!
A
0 (i.e. 8" > 0; 9n" 2 N such that '.Fn.t/; F .t// < "; 8t 2 A).

IV. .Fn/ is called '-almost uniformly convergent to F (denoted Fn
'�au! F ) if there

is .Ap/p2N � A, with lim
p!1�.Ap/ D 0 such that Fn

u			!
T nAp

F , for every fixed

p 2 N.

V. .Fn/ is called '-pseudo-almost uniformly convergent to F (denoted Fn
pau! F )

if there is .Ap/p2N � A, with lim
p!1�.T nAp/ D �.T / such that Fn

u			!
T nAp

F ,

for every fixed p 2 N.

In the sequel, we outline some relationships among the convergences introduced
in Definition 7.

Theorem 2. Suppose � W A ! Œ0;C1� is null-additive and let F;Fn W T !
P0.X/, n 2 N. If Fn

'�ae! F , then Fn
'�pae! F .

Proof. Denote A D ft 2 T I'.Fn.t/; F .t// ¹ 0g 2 A. Since Fn
'�ae! F , we have

�.A/ D 0. Since � is null-additive, we obtain �.T / D �..T nA/ [ A/ D �.T nA/
and it is obvious that '.Fn.t/; F .t// ! 0 for every t 2 T nA. So, Fn

'�pae! F . ut
Theorem 3. Suppose � W A ! Œ0;C1/ is auto-continuous from below and let

F;Fn W T ! P0.X/; n 2 N. If Fn
'�au! F , then Fn

'�pau! F .
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Proof. Since Fn
'�au! F , there is .Ap/p2N � A with lim

p!1�.Ap/ D 0 such that

Fn
u			!

T nAp
F , for every fixed p 2 N. Since � is autocontinuous from below, we

obtain

lim
p!1�.T nAp/ D �.T /:

So, Fn
'�pau! F . ut

Theorem 4. Suppose A is a �-algebra, � W A ! Œ0;1� is a fuzzy measure and let
F;Fn W T ! P0.X/, n 2 N.

I. If Fn
'�au! F , then Fn

'�ae! F .

II. If Fn
'�pau! F , then Fn

'�pae! F .

Proof. I. Since Fn
'�au! F , there is .Ap/p2N � A, with lim

p!1�.Ap/ D 0 such

that Fn
u			!

T nAp
F , for every fixed p 2 N. Considering B D

1T
pD1

Ap , since � is

fuzzy we obtain �.B/ D 0. Now, for every t 2 T nB D
1S
pD1

.T nAp/, there exists

p 2 N
�, so that t 2 T nAp . Consequently, '.Fn.t/; F .t// ! 0. Thus,Fn

'�ae! F .
II. We proceed similarly to I. ut
Theorem 5 (Egorov Type). Suppose A is a �-algebra, � W A ! Œ0;C1/ is fuzzy
continuous and let F;Fn W T ! P0.X/, n 2 N. If '.Fn.t/; F .t// ! 0, for every

t 2 T , then Fn
'�au! F and Fn

'�pau! F .

Proof. Let Apn D
1T
kDn

ft 2 T I'.Fk.t/; F .t// < 1
p

g, for every p 2 N
�. Then Apn �

A
p
nC1, for every p; n 2 N

� and T D
1T
pD1

1S
nD1

A
p
n . It results lim

n!1�.T nApn/ D ;, for

every fixed p 2 N
�. Let " > 0 be arbitrarily. Since � is continuous from above,

there exists n1 2 N so that �.T nA1n1/ < "
2
. Now there is n2 2 N; n1 < n2, so

that �..T nA1n1/ [ .T nA2n2// < "
2

C "
22

. Consequently, there exists .Aknk /k2N so that

�.
pS

kD1
.T nAknk // <

pP

kD1
"
2k

D .1 	 1
2p
/" < ". Since � is continuous from below, we

have �.
1S
kD1
.T nAknk // < ". We have to prove that Fn

u					!
1T

kD1

Aknk

F . For every ı > 0

there exists k0 2 N
� so that 1

k0
< ı. For every t 2

1T
kD1

Aknk , we have:
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'.Fk.t/; F .t// <
1

k0
< ı;8k � nk0 :

So, Fn
'�au! F . The fact that Fn

'�pau! F follows in a similar way. ut
Corollary 1. Let be A a �-algebra, � W A ! Œ0;1/ a null-additive continuous

fuzzy measure and F;Fn W T ! P0.X/, n 2 N. If Fn
'�ae! F , then Fn

'�au! F and

Fn
'�pau! F .

Theorem 6. Let � W A ! Œ0;C1� be so that �� is strongly o-continuous and let

F;Fn W T ! P0.X/, n 2 N
�, such that Fn

'�ae	! F . Then Fn
'��	! F .

Proof. If Fn
'�ae	! F , then ��.E/ D 0, where E D ft 2 T I'.Fn.t/; F .t// ¹ 0g.

We can write E D
1S
mD1

1S
nD1

1S
kDn

ft 2 T I'.Fk.t/; F .t// � 1
m

g.

Denoting

Em
n D

1[

kDn
ft 2 T I'.Fk.t/; F .t// � 1

m
g

and Em D
1T
nD1

Em
n , for every m 2 N

�, it follows ��.Em/ D 0 and Em
n & Em.

Since �� is strongly o-continuous, lim
n!1�

�.Em
n / D 0, for everym 2 N

�.
But

0 � ��.ft 2 T I'.Fn.t/; F .t// � 1

m
g/ � ��.Em

n /;

for every m; n 2 N
�. This implies lim

n!1�
�.ft 2 T I'.Fn.t/; F .t// � 1

m
g/ D 0, for

everym 2 N
�, which shows that Fn

'��	! F . ut
Definition 8. Let F;Fn W T ! P0.X/, n 2 N

�. Suppose '.Fn; F / is measurable
for every n 2 N

�. The sequence .Fn/n2N is called '-mean convergent to F (denoted

by Fn
'�m	! F ) if lim

n!1
R
T
'.Fn; F /d� D 0.

Theorem 7. Let F;Fn W T ! P0.X/, n 2 N
�, so that '.Fn; F / is measurable for

every n 2 N
�. Then Fn

'��	! F if and only if Fn
'�m	! F .

Proof. Suppose Fn
'��	! F . Then for every " > 0, there exists n0 2 N so that

�.ft 2 T I'.Fn.t/; F .t// � "

2
g/ < ";

for every n � n0. By Lemma 7.5 [32], it results .S/
R
T
'.Fn; F /d� < ", which

shows that Fn
'�m	! F .
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Conversely, suppose Fn
'�m	! F and Fn

'��
¹ F . Then there exist " > 0; ı > 0

and a sequence .kn/n2N� � N so that

�.ft 2 T I'.Fkn.t/; F .t// � "g/ > ı

for every n 2 N
�. Now, we obtain:

.S/

Z

T

'.Fkn; F /d� D

D sup
˛2Œ0;C1�

minf˛;�.'�1.Œ˛;C1///g �

� minf"; �.ft 2 T I'.Fkn.t/; F .t// � "g/g �
� minf"; ıg > 0;8n 2 N

�;

which contradicts the fact that Fn
'�m	! F . ut

In the sequel, T and X are non-empty sets, A is a �-algebra of subsets of T ,
� W A ! Œ0;C1� is a fuzzy measure and ' W P0.X/ � P0.X/ ! Œ0;C1� is a
non-negative function.

Let F D fF jF W T ! P0.X/g and M � F satisfying the following properties:

(
) '.F.t/; G.t// < C1; 8F;G 2 M, 8t 2 T ;
(

) '.F;G/ is measurable, 8F;G 2 M.

Denote d'.F;G/ D R
T

'.F;G/

1C'.F;G/d�, for every F;G 2 M and B.F; "/ D fG 2
MI d'.G; F / < "g [ fF g, for every F 2 M. We shortly denote d'.F;G/ by
d.F;G/, 8F;G 2 M.

Let F;Fn 2 M, n 2 N. We denote Fn
d	! F iff lim

n!1d.Fn; F / D 0.

Remark 4. I. d.F;G/ � 0; 8F;G 2 M.
II. If F and G are measurable functions, then d is a semi-metric.

III. If ' is symmetric, then d is symmetric.
IV. If ' satisfies TI, then d.F;H/ � d.F;G/Cd.G;H/, for every F;G;H 2 M.

Example 2. SupposeX D R, ' is the Hausdorff metric on P0.R/ and M D fF jF W
T ! P0.R/, F.t/ D Œf .t/; g.t/�, 8t 2 T , f; g W T ! R are measurableg. Then
M satisfies the above conditions .
/ and .

/.

Following Wu et al. [34], we obtain the next results:

Theorem 8. Let F;Fn 2 M, n 2 N. Then Fn
d! F , Fn

'��! F .

Proof. Suppose lim
n!1 d.Fn; F / D 0 and let " > 0. Then there is n0 2 N so that

d.Fn; F / <
"

1C "
; 8n � n0: (1.6)
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Since the function u W Œ0;C1/ ! R, u.x/ D x
1Cx , is increasing and � is fuzzy, we

have

�.ft 2 T I'.Fn.t/; F .t// � "g/ � xn;8n 2 N;

where xn D �.fx 2 T I '.Fn.t/;F .t//

1C'.Fn.t/;F .t// � "
1C"g/. Suppose there exists n � n0 such

that xn > "
1C" . Then

d.Fn; F / D
Z

T

'.Fn; F /

1C '.Fn; F /
d� � minf "

1C "
; xng D "

1C "

which contradicts (1.6). It follows that xn � "
1C" for every n � n0. Now, we have

�.ft 2 T I'.Fn.t/; F .t// � "g/ � xn D minf "

1C "
; xng �

� sup
˛2Œ0;1/

minf˛;�.ft 2 T I '.Fn.t/; F .t//

1C '.Fn.t/; F .t//
� ˛g/g D (1.7)

D
Z

T

'.Fn; F /

1C '.Fn; F /
d� D d.Fn; F /; 8n � n0:

By (1.7) and the fact that lim
n!1d.Fn; F / D 0, it results Fn

'��! F . Now, suppose

Fn
'��! F and denote f .t/ D '.Fn.t/;F .t//

1C'.Fn.t/;F .t// for every t 2 T . Then for every " > 0

there is n0 2 N so that

�.ft 2 T I'.Fn.t/; F .t// � "g/ < "; 8n � n0: (1.8)

Since � is fuzzy and by (1.8) we obtain

d.Fn; F / D
Z

T

'.Fn; F /

1C '.Fn; F /d� D sup
˛2Œ0;1/

minf˛;�.ft 2 T I f .t/ � ˛g/g D

D maxf sup
0�˛�"

minf˛;�.ft 2 T I f .t/ � ˛g/g; sup
˛>"

minf˛;�.ft 2 T I f .t/ � ˛g/gg�

� maxf"; sup
˛>"

minf˛;�.ft 2 T I f .t/ � "g/gg �

� maxf"; sup
˛>"

minf˛;�.ft 2 T I '.Fn.t/; F.t// � "g/gg D "; 8n � n0

that is, Fn
d! F .

Theorem 9. If � satisfies the condition

8m 2 N; m > 1;8A 2 Awith�.A/ <
1

m
;8.Bn/ � A; �.Bn/ ! 0 ) (1.9)
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9n0 2 Ns:t:�.A [ Bn/ < 1

m
;8n � n0;

then there is a unique topology � on M, defined by the neighborhood system
V.F / D fV 2 P.M/j9n 2 N

� so that B.F; 1
n
/ � V g for every F 2 M.

Proof. Let F 2 M. From the definitions it results:

(i) F 2 V;8V 2 V.F /.
(ii) For every V 2 V.F /, we have U 2 V.F / for every U � V .

(iii) Let V1; V2 2 V.F /. Then there exist n1; n2 2 N so that B.F; 1
n1
/ � V1 and

B.F; 1
n2
/ � V2. Taking n D maxfn1; n2g, we have

B.F;
1

n
/ � B.F;

1

n1
/\ B.F;

1

n2
/ � V1 \ V2

that is, V1 \ V2 2 V.F /.
(iv) Let V 2 V.F /. Then there is n 2 N so that B.F; 1

n
/ � V . Taking W D

B.F; 1
n
/, it follows that W 2 V.F / and we have to show that W 2 V.G/, for

every G 2 W . In order to show this, we prove

8p 2 N
�;8G 2 B.F; 1

p
/; 9n0 2 N

� suchthat B.G;
1

n0
/ � B.F;

1

p
/: (1.10)

Suppose by contrary that there are p0 2 N
�, G0 2 B.F; 1

p0
/ and for every n 2 N

�,
there is Gn 2 B.G0; 1n / so that

Gn … B.F; 1
p0
/: (1.11)

Since Gn 2 B.G0;
1
n
/, it results d.Gn;G0/ < 1

n
, for every n 2 N

�. This implies

Gn
d	! G and by Theorem 8, it follows that Gn

'��	! G. That is, lim
n!1�.Bn/ D 0,

where Bn D ft 2 T I'.Gn.t/; G0.t// � bg; 8n 2 N
� and b D 1

3p0
	 1

3
d.G0; F /.

Denote A D ft 2 T I '.G0.t/;F .t//

1C'.G0.t/;F .t// � 1
p0

	 2bg. Notice that 0 < b < 1
p0

and
1
p0

	 2b > d.G0; F / � 0. Thus we obtain

d.G0; F / D
Z

T

'.G0; F /

1C '.G0; F /
d� D

D sup
˛�0

minf˛;�.t 2 T I '.G0.t/; F .t//

1C '.G0.t/; F .t//
� ˛/g � (1.12)

� minf 1
p0

	 2b; �.A/g D �.A/:

From (1.12) it results �.A/ < 1
p0

.
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Denote f .t/ D '.Gn.t/; G0.t// C '.G0.t/;F .t//

1C'.G0.t/;F .t// , for every t 2 T and xn D
�.ft 2 T If .t/ � 1

p0
	bg/, for every n 2 N. Since � is fuzzy and by (1.9), it results

that there exists n0 2 N so that

xn � �.A[ Bn/ <
1

p0
; 8n � n0: (1.13)

From (1.13) we have

d.Gn; F / D
Z

T

'.Gn; F /

1C '.Gn; F /
d� D

D sup
0�˛<1

minf˛;�.ft 2 T I '.Gn.t/; F .t//

1C '.Gn.t/; F .t//
� ˛g/g �

� sup
0�˛<1

minf˛; xng D maxf sup
0�˛< 1

p0
�b

minf˛; xng; sup
1
p0
�b�˛<1

minf˛; xngg �

� maxf 1
p0

	 b; sup
1
p0
�b�˛<1

minf˛; xngg � maxf 1
p0

	 b; xng < 1

p0
; 8n � n0:

So d.Gn; F / < 1
p0

, for every n � n0, that contradicts (1.11).
So (1.10) hold. Now, for n andG, according to (1.10), there is n0 2 N

� such that

B.G;
1

n0
/ � B.F;

1

n
/ D W;

that is W 2 V.G/ and the theorem is proved. ut
Remark 5. If � is autocontinuous from above, then � satisfies (1.9).

In the sequel we will introduce another semi-metric on the space M.

Definition 9. For every F;G 2 M, let D.F;G/ be defined by

D.F;G/ D inff" > 0j�.ft 2 T I'.F.t/; G.t// > "g/ � "g:

I. 0 � D.F;G/ � �.T /;8F;G 2 M.
II. �.ft 2 T I'.F;G/ > D.F;G/g/ � D.F;G/;8F;G 2 M.

In the next theorem we present some properties of D, including a comparison
with d , following Florescu [35].
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Theorem 10. The application D W M � M ! Œ0;1� has the following
properties:

(i) if ' is symmetric, then D is symmetric;
(ii) if ' satisfies TI and � is subadditive, then D also satisfies TI;

(iii) if � W A ! Œ0; 1� is a continuous fuzzy measure, then D2 � .1C �.T //d .

Proof. (i) It results from the definitions.
(ii) Let be F;G;H 2 M and every ˛ < D.F;G/ C D.G;H/. Then there exist

ˇ; � such that ˛ D ˇ C �; ˇ > D.F;G/; � > D.G;H/. Let be 0 < " <

ˇ; 0 < ı < � so that:

�.ft 2 T I'.F.t/; G.t// > "g/ � " and �.ft 2 T I'.G.t/;H.t// > ıg/ � ı:

Since ' satisfies TI and � is subadditive we obtain �.ft 2 T I'.F.t/;
H.T // > " C ıg/ � " C ı. So D.F;H/ � " C ı < ˇ C � D ˛. Thus
D.F;H/ � D.F;G/CD.G;H/.

(iii) Let be F;G 2 M. For every ˛ < D.F;G/, we have �.A/ > ˛, where
A D ft 2 T I'.F.t/; G.t// > ˛g. Hence

d.F;G/ D
Z

T

'.F;G/

1C '.F;G/
d� �

Z

A

'.F;G/

1C '.F;G/
d� � ˛

1C ˛
minf1; �.A/g

D ˛

1C ˛
�.A/ >

˛2

1C ˛
>

˛2

1CD.F;G/
� ˛2

1C �.T /
:

This implies
p
.1C �.T //d.F;G/ � ˛ for every ˛ < D.F;G/.

So D2.F;G/ � .1C �.T //d.F;G/ and the proof is complete. ut
Corollary 2. If ' is symmetric and satisfies TI, and � is a submeasure, thenD is a
semi-metric on M.

Remark 6. The theory of fuzzy convergences of set-valued functions sequences and
set-valued integrals have interesting and important applications in:

– modeling subjective evaluation or subjective preference [36, 37];
– (multi-criteria) decision making theory [38, 39];
– stochastic processes [40];
– information sciences and theory of aggregation operators [32, 41, 42];
– study of efficiency or relevance of different processes in medicine, accident

statistics, work technology [43–45].

1.4 Conclusion

We introduced two concepts of generalized measurability for set-valued functions,
namely '-�-total-measurability and '-�-measurability, relative to a non-negative
function ' W P0.X/ � P0.X/ ! Œ0;C1/ and a non-negative set function
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� W A ! Œ0;C1/, and present some relationships between them. We also
defined different types of convergences for sequences of set-valued functions such
as almost everywhere convergence, pseudo-almost everywhere convergence, almost
uniformly convergence, pseudo-almost uniformly convergence, and prove some
relationships among them and a theorem of Egorov type. Finally, we introduced
two semi-metrics on a space of set-valued functions and then compared them.
As future work, we are going to study the topologies induced by the two semi-
metrics.
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Chapter 2
Short Term Load Forecasting in Electric Power
Systems with Artificial Neural Networks

G.J. Tsekouras, F.D. Kanellos, and N. Mastorakis

Abstract The demand in electric power should be predicted with the highest
possible accuracy as it affects decisively many of power system’s operations.
Conventional methods for load forecasting were built on several assumptions, while
they had to cope with relations between the data used that could not be described
analytically. Artificial Neural Networks (ANNs) gave answers to many of the above
problems and they became the predominant load forecasting technique. In this
chapter the reader is first introduced to Artificial Neural Networks and their usage
in forecasting the load demand of electric power systems. Several of the major
training techniques are described with their pros and cons being discussed. Finally,
feed- forward ANNs are used for the short-term forecasting of the Greek Power
System load demand. Various ANNs with different inputs, outputs, numbers of
hidden neurons etc. are examined, techniques for their optimization are proposed
and the obtained results are discussed.

Keywords Artificial neural networks • ANN evaluation • Load Forecasting
• Short term load forecasting • Training methods

2.1 Introduction

In a deregulated electricity market, the electric load has to be predicted with the
highest possible accuracy for different time periods: very short-term (few minutes),
short-term (few hours up to 1 week), midterm (few weeks up to few months) and
long-term (few months up to years). Especially, the short-term load forecasting is
very crucial as it affects decisively several power systems operations such as unit
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commitment [1], spinning reserve scheduling [2], estimation of available transfer
capability [3] and stability margins [3], load shedding decisions, etc. Consequently,
the accurate load forecasting ensures higher reliability in power system operation
while it facilitates the minimization of its operation cost by providing accurate input
to day-ahead scheduling.

The efficiency of load forecasting is highly affected by the used input data. The
most significant data used for short-term load forecasting are the hourly average
values of the load for time periods extending from few past hours up to some weeks
before the day the load is forecasted. The type of the day e.g. weekday, special
day, weekend etc. plays also a key role in load forecasting accuracy. For example,
load profile is different in weekdays and weekend, while load is more difficult to
be forecasted in special days. Electric load can be also attributed with different
behavior over the epochs of the year e.g. in Greece load demand is higher in summer
due to the increased touristic activity and energy demand for air-conditioning. The
above issues can be addressed with careful and methodical selection of the input
data used for the load forecasting and the time period they are referred to.

Before applying a load forecasting model the load demand should be carefully
decomposed in its components e.g. deterministic load, weather-dependent load
component etc. Several load decomposition methods have been proposed so far in
the literature. Namely, load decomposition:

(a) in four components: Deterministic load, weather-independent load, weather-
dependent load and noise component for the remaining load [4].

(b) in three components: Yearly, seasonal and daily loads [5] that can be exploited in
autoregressive models. Alternatively, the daily, weekly and cyclic components
of the load can be used [6].

(c) in two components: the basic and the weather-dependent load components [7].

Several methods have been used for short-term load forecasting with different
levels of success, such as ARMAX models [8], regression [5], Artificial Neural
Networks (ANNs) [9], fuzzy logic [10], expert systems etc. Among the variety of
load forecasting methods ANNs have been proved the most effective [9]. In this
chapter introduction to ANNs and their application to load forecasting is provided,
special issues concerning the optimization of ANN training and validation are
discussed, while results obtained from the exploitation of various types of ANNs
for Greek power system load forecasting are presented and discussed.

2.2 Review of Short Term Load Forecasting Methods

A large number of modern load forecasting techniques are based on the exploitation
of ANNs as there are no well–defined relations between the load and several factors
affecting it, such as temperature, humidity, time, load values at previous hours etc.
Despite the fact that ANNs were initially avoided [11, 12] as they did not help to
understand the nature of the problem they finally dominated due to the same reason
i.e. they allow to tackle extremely complex problems without fully understanding
them.
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Pioneers in this field were the members of the EPRI research team, Khotanzad
et al., that developed various methodologies exploiting separate ANNs, for the
prediction of time components of the load (weekly, daily, hourly) [13], for each
prediction hours [14] and the load types (weather non-dependent and dependent load
components) [15]. Papalexopoulos et al. introduced the concept of load seasonality
through the use of sinusoidal functions of period equal to the number of days of the
year [16].

Rapid developments in load forecasting took place in the following period.
More specifically, significant advances occurred in, the forecasting of load increase
[17], learning techniques [18–21]. New network structures such as: radial basis
function networks [22–24], recurrent networks [25], not fully connected networks
[26], abductive networks [27], probabilistic networks [28, 29], and networks using
similar days [30] were also explored. Moreover, several new techniques like fuzzy
logic [31–39], wavelet decomposition [40], support vector machines [24, 41],
genetic algorithms [42], harmony search [43] etc. were combined with ANNs to
enhance their performance. Especially for Greece, pioneers in load forecasting were
Bakirtzis et al., that proposed load forecasting techniques for interconnected power
systems [44] as well as autonomous systems [45] followed by Kalaitzakis et al. [20]
and Tsekouras et al. [46–48].

Hippert et al. [9], Choueiki et al. [49], and other researchers [50–54] have
proved that the short-term load forecasting with classical multilayer artificial neural
networks trained by error back propagation algorithm lead to mean absolute fore-
casting error ranging between 1.5 and 2.5 %. Usually, these techniques incorporate
simple correction algorithms of data irregularities e.g. load behavior in holidays,
measurement errors etc. However, the conclusions drawn can be hardly generalized
as the influence of the inherent characteristics of the power systems is very strong
and differs from system to system.

2.3 Multilayer Feed Forward Artificial Neural Networks

2.3.1 Introduction

A widely used type of multilayer artificial neural networks is the multilayer
perceptron (MLP). The structure of a MLP is presented in Fig. 2.1. The neurons
of the network are organized into three layers: the input, the hidden and the output
layer. MLP is characterized as a feed forward network as the information flows
only on the direction from the input to the output layer. According to Kolmogorov’s
theorem [55] an ANN can solve a problem by using one hidden layer provided that it
comprises adequate number of neurons. Under these circumstances one hidden layer
is used, but the number of its neurons should be properly selected. The number of
the output layer neurons is equal to the number of the model output variables, while
the input nodes correspond to the input variables of the model.
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Input layer
(Layer 0)

Hidden layer
(Layer 1)

Output layer
(Layer 2)

Fig. 2.1 2-3-3 (with 2 input, 3 hidden and 3 output neurons) feed forward artificial neural network

The increased computational capability of a MLP stems from the inherent
nonlinear nature of its neurons, the complete interconnection between successive
layers and its ability to learn after proper training. Research interest in MLPs first
appeared by Rosenblatt in his work on the perceptron and also by Widrow who
presented Madaline network in 1962. However, an efficient training algorithm for
these networks was missing until 1985. Then, the error back-propagation algorithm
was proposed for application to multilayer ANNs and it is still one of the most
widely used ANN training methods. It should be noticed that error back propagation
algorithm was first proposed by Werbos in his Ph.D. thesis in 1974. From 1985 until
1986 it was used by Rumelhart, Hinton, Williams, McClelland, Parker and LeCun,
while it has been used since then in numerous applications [55, 56].

Next some basic information on ANN models is provided. The activation signal
(input) of the k-th neuron of the `-th layer of an ANN is:

u.`/k .n/ D
p`�1X

vD0
w.`/kv .n/y

.`�1/
v .n/ (2.1)

where wkv
(`) is the interconnection weight between the k-th neuron of the `-th layer

and the v-th neuron of the (`	 1) -th layer, p`�1 is the total number of the neurons
of the (`	 1) -th layer and yv

(`�1) is the output of the v-th neuron of the (`	 1) -th
layer.
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Fig. 2.2 Activation functions

The activation function of the neurons is denoted next with f. Hence, the output
the k-th neuron of the ` -th layer is:

y
.`/

k .n/ D f
�

u.`/k .n/
�

(2.2)

The most common activation functions are shown in Fig. 2.2.
Nonlinear activation functions are preferred in nonlinear problems. However, in

that case saturation problems may occur. These problems can be attributed to the
use of sigmoid activation functions which take values in a bounded area and are also
highly nonlinear outside the region [	1, 1]. In order to avoid saturation problems
the input and the output variables of the ANN are normalized as in the following
relation:

bx D aC b 	 a
xmax 	 xmin

.x 	 xmin/ (2.3)
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where bx is the normalized value of variable x, xmin and xmax are the lower and the
upper bounds of x, and a, b are the respective values of the normalized variable.

Alternatively, the input and output variables can be normalized by using their
mean and standard deviation values as shown in Eq. (2.4).

_
x D x 	 �

�
(2.4)

However, the second method does not necessarily maintain the normalized variables
outside the highly nonlinear region of the activation function.

2.3.2 Steepest Descent Error Back-Propagation Algorithm

Appropriate data sets are needed for the training, evaluation, validation and opti-
mization of the network. Let us assume that m1 vectors are used for training, m2 for
optimization-evaluation of ANN parameters and m3 for load forecasting purposes.
The data set comprising the m2 vectors used for network evaluation and optimization
may be a subset of the training data set.

The basic steps of the steepest descent error back-propagation training algorithm
[55, 56] are as follows:

(a) Initialization: Parameters like the number of the neurons in each layer, the
training rate etc. are defined. Connection weights are initialized to small
random values uniformly distributed in the interval [	0.1, 0.1].

(b) Use of the training set: In each training epoch all the training patterns are
randomly used. For each input vector c and d steps are applied.

(c) Forward pass calculations: The n-th training pattern is defined as
f	!x in.n/;

	!
t .n/g, where 	!x in.n/ is the qinx1 input vector comprising the

normalized input variables xj and
	!
t .n/ the respective qoutx1 normalized

output vector. The activation signal of the k-th neuron of the `-th layer is:

u.`/k .n/ D
p`�1X

vD0
w.`/kv .n/y

.`�1/
v .n/ (2.5)

where wkv
(`) is the weight assigned to the connection of the k-th neuron of

the `-th layer with the v-th neuron of the (`	 1) -th layer, p`�1 is the total
number of neurons of the (`	 1) -th layer and yv

(`�1) is the output of the v-
th neuron of the (`	 1) -th layer. For v D 0, the bias is defined as 	 k D wk0,
while y0

(`�1) D 	 1. The activation function f at each layer can be the hyperbolic
tangent, sigmoid or linear. The output of the neuron is:

y
.`/

k .n/ D f
�

u.`/k .n/
�

(2.6)



2 Short Term Load Forecasting in Electric Power Systems. . . 25

The output of the v-th neuron of the input layer is:

y.0/v .n/ D xv.n/; 8v (2.7)

where xv(n) is the v-th element of network input vector 	!x in.n/.
The output of the k-th neuron of the output layer (L) is:

y
.L/

k .n/ D ok.n/; 8k (2.8)

where ok(n) is the k-th element of the output vector 	!o .n/, estimated by the
ANN.

Hence, the error obtained at output of the k-th neuron of the output layer is:

ek.n/ D tk.n/ 	 ok.n/ (2.9)

(d) Reverse pass calculations: The weights are updated by using the delta-rule:

w.`/kv .nC 1/ D w.`/kv .n/C 
 · ı.`/k .n/ · y.`�1/v .n/ (2.10)

where, n is the constant training rate and ık
(`)(n) the local descent of the k-th

neuron estimated for the output and hidden layers as following:

ı
.L/

k .n/ D e
.L/

k .n/ ·f =
�

u.L/k .n/
�

(2.11)

ı
.`/

k .n/ D f =
�

u.`/k .n/
�

·
X

i

ı
.`C1/
i .n/w.`C1/ik .n/ (2.12)

(e) Stopping criteria: Steps b up to d are repeatedly executed until the weights
of neuron interconnections are stabilized or the output error function does not
improve or the maximum number of epochs is exceeded.

Neurons’ connection weights stabilization criterion is formulated as:

ˇ
ˇ
ˇw

.`/

kv .ep/	 w.`/kv .ep 	 1/
ˇ
ˇ
ˇ < `imit1;8k; v; ` (2.13)

where, `imit1 is the upper limit of the absolute weight change and ep is the
current epoch of training algorithm.

The output error function is the root mean square error RMSEva estimated
for the evaluation data set according to:

RMSEva D
v
u
u
t 1

m2 · qout

m2X

mD1

qoutX

kD1
e2k.m/ (2.14)
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The respective stopping criterion is formulated as:

jRMSEva.ep/	 RMSEva .ep 	 1/j < `imit2 (2.15)

where `imit2 is the upper bound of the absolute change of RMSE in two
successive epochs.

The maximum number of epochs exceedance criterion is formulated as:

ep � max_epochs (2.16)

If one of the above criteria becomes true, the main core of error back-
propagation algorithm is ended. Otherwise the number of epochs is increased
by one and the algorithm returns to step b. The above criterions are used on one
hand to avoid data overfitting and on the other to enable the training algorithm
to converge.

(f) Validation criteria: The mean absolute percentage error (MAPE) is calculated
for the evaluation data set as following:

MAPEva D 100% ·
m2X

iD1
j.tk.i/ 	 ok.i// =tk.i/j=m2 (2.17)

In this training process each input vector is used randomly per epoch (stochastic

training) to minimize the error function,G.n/ D 1
2

qoutX

jD1
e2j .n/.

Alternatively, all input vectors can be used in a series during the forward
process and afterwards the weights are updated minimizing the average output

error function, Gav D 1
m1

m1X

nD1
G.n/ D 1

2m1

m1X

nD1

qoutX

jD1
e2j .n/. This training process

is called batch mode and the respective weights update term is calculated as:

�	!w .ep/ D 	
 · rG �	!w .ep/� (2.18)

If a momentum term, a, is added then the respective equation becomes:

�	!w .ep/ D 	
 · rG �	!w .ep/�C a ·�	!w .ep 	 1/ (2.19)

In steepest descent algorithm the parameters of learning rate and momentum
are kept constant. Alternatively, decreasing exponential functions, as described
in Eqs. (2.20) and (2.21) can be used:


.ep/ D 
0 · exp
�	ep=T


�
(2.20)

a.ep/ D a0 · exp .	ep=Ta/ (2.21)
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where, Tn, Ta are time parameters and n0, a0 the initial values of training rate
and momentum term, respectively. Faster convergence can be achieved through
the proper calibration of Tn, n0, Ta, a0 and it becomes even faster especially if
the initial values n0, a0 are large.

2.3.3 Other Training Methods Based on Error
Back-Propagation Algorithm

Variations of the error back-propagation algorithm are presented in the following
paragraphs.

2.3.3.1 Adaptive Error Back Propagation

In this method both the training rate and the momentum term are adaptively changed
as described in Eqs. (2.22) and (2.23) in order to achieve rapid convergence.


.ep/ D
�


 .ep 	 1/ ; RMSEt r .ep/ > RMSEt r .ep 	 1/

 .ep 	 1/ · exp

�	1=T

�
; RMSEt r .ep/ � RMSEt r .ep 	 1/ (2.22)

a.ep/ D
�

a .ep 	 1/ ; RMSEt r .ep/ � RMSEt r .ep 	 1/
a .ep 	 1/ · exp .	1=Ta/ ; RMSEt r .ep/ > RMSEt r .ep 	 1/ (2.23)

where 
0 D 
(0), a0 D a(0) and RMSEtr(ep) is the root mean square of the output
error estimated for the training data set in training epoch, ep. If RMSEtr(ep 	 1)
is larger than RMSEtr(ep), which means that neurons’ connection weights were
updated in the correct direction, then training rate is decreased while the momentum
term values remains the same in the next epoch. In this way, the previous successful
update of the weights is rewarded. Otherwise, if RMSEtr(ep)>RMSEtr(ep 	 1) it is
reasonable to reduce the momentum term and keep the learning rate constant as a
penalty to the previous unsuccessful update of the weights. It should be noted that
increasing the momentum term or the learning rate, as proposed in [57], may lead
the training process to instability.

2.3.3.2 Resilient Algorithm

In resilient algorithm only the sign of the derivative of the error function with respect
wij is used for the estimation of the connection weight change direction. The weights
are updated by using the following relations:
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�wij .ep/ D

8
<̂

:̂

ı1 ·�wij .ep 	 1/ ; @Gav
@wij

.ep/ · @Gav
@wij

.ep 	 1/ > 0
�wij .ep 	 1/ ; @Gav

@wij
.ep/ · @Gav

@wij
.ep 	 1/ D 0

1
ı2

·�wij .ep 	 1/ ; @Gav
@wij

.ep/ · @Gav
@wij

.ep 	 1/ < 0
(2.24)

where, ı1, ı2 are increasing and decreasing factors of the weight change over
two successive epochs, respectively. If the derivative of the error function G with
respect to the weight wij maintains the same sign during two sequential epochs, the
weight change over epoch ep is the multiple of the respective change in epoch, ep-1
(multiplied by ı1). Respectively, if the sign of the derivative changes then the weight
change is decreased else if the derivative is zero then the same weight change with
the one of the previous epoch is applied.

2.3.3.3 Conjugate Gradient Algorithms

In conjugate gradient (CG) algorithm [21] a search is performed along conjugate
directions leading generally to faster convergence than following the steepest
descent direction. The basic steps of the CG algorithm (Fletcher-Reeves and Polak-
Ribiere) are as follows:

(a) In the first iteration the search direction 	!p 0 is determined by the opposite of the
output error function gradient:

	!p 0 D 	rG �	!w �ˇˇ�!wD�!w 0
(2.25)

(b) At k-th iteration the weights of the network are updated towards the search
direction 	!p k as following:

�	!w k D ak · 	!p k (2.26)

The positive parameter ak is calculated by numerical methods such as the golden
section, bisection etc.

(c) In the next iteration the search direction 	!p kC1 is calculated by:

	!p kC1 D 	rG �	!w �ˇˇ�!wD�!w kC1
C ˇkC1 · 	!p k (2.27)

ˇkC1 is calculated either by the Fletcher-Reeves [58] or Polak-Ribiere equation
[59] respectively:

ˇkC1 D
rG �	!w �ˇˇT�!wD�!w kC1

· rG �	!w �ˇˇ�!wD�!w kC1

rG �	!w �ˇˇT�!wD�!w k
· rG �	!w �ˇˇ�!wD�!w k

(2.28)
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ˇkC1 D
�
�

rG �	!w �ˇˇT�!wD�!w k

�
· rG �	!w �ˇˇ�!wD�!w kC1

rG �	!w �ˇˇT�!wD�!w k
· rG �	!w �ˇˇ�!wD�!w k

(2.29)

(d) If the algorithm has not converged then step (b) is repeated. It is mentioned
that the k-th iteration usually coincides with the respective epoch, but this is
not necessarily the case. The iterative process must be occasionally restarted
in order to avoid a constant convergence rate. It is usual to restart it every Nw

or (Nw C 1) iterations, where Nw is the number of the variables (weights and
biases). Powell and Beale [60] proposed to restart the process of Polak-Ribiere
algorithm occasionally or when the orthogonality between 	!p k and 	!p k�1 is
quite small:

ˇ
ˇ
ˇrG �	!w �ˇˇT�!wD�!w k

· rG �	!w �ˇˇ�!wD�!w kC1

ˇ
ˇ
ˇ

� limorthogonali ty ·
�
�
�rG �	!w �ˇˇ�!wD�!w kC1

�
�
�
2

with k � 1 (2.30)

The limit, limorthogonality, may take values within the interval (0.1, 0.9). Usually,
it is set equal to 0.2.

The basic drawback of CG algorithm is the complexity of the evolved calcu-
lations per iteration as a linear search is performed to determine the appropriate
step size. In scaled conjugate gradient algorithm (SCGA) the search process is
avoided by using the Levenberg-Marquardt approach. The basic steps of SCGA are
as follows [61]:

(a) 	!p 0 is initialized by Eq. (2.25) and the vector of the weights and biases 	!w 0 is
properly chosen. The rest parameters of the algorithm (� , �0, �0, flag) are set
as following:

0<� � 10�4 0<�0 � 10�6 �0 D 0 flag D 1
(b) If flag is 1 then the following additional information is calculated:

�k D �=
�
�
�
	!p k

�
�
� (2.31a)

	!s k D
�

rG �	!w �ˇˇ�!wD�!w kC�k ·�!p k
	 rG �	!w �ˇˇ�!wD�!w k

�
=�k (2.31b)

ık D 	!p T

k · 	!s k (2.31c)

(c) The parameter ık is scaled according to:

ık D ık C
�
�k 	 �k

�
·
�
�
�
	!p k

�
�
�
2

(2.32)
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(d) If ık � 0, then the Hessian matrix is made positive by setting:

�k D 2

�

�k 	 ık=
�
�
�
	!p k

�
�
�
2
	

(2.33a)

ık D 	ık C �k ·
�
�
�
	!p k

�
�
�
2

(2.33b)

�k D �k (2.33c)

(e) The step size is calculated as:

�k D 		!p T

k · rG �	!w �ˇˇ�!wD�!w k
(2.34a)

ak D �k=ık (2.34b)

(f) The comparison parameter�k is calculated as:

�k D 2 · ık ·
�
G
�	!w �ˇˇ�!wD�!w k

	 G
�	!w �ˇˇ�!wD�!w kCak ·�!p k

�
=�2k (2.35)

(g) If �k � 0 then a successful reduction in error can be achieved by applying the
following equations:

�	!w k D ak · 	!p k (2.36a)

	!r kC1 D 	rG �	!w �ˇˇ�!wD�!w kC1
(2.36b)

�k D 0 (2.36c)

f lag D 1 (2.36d)

(h) If the number of iterations is multiple of the population of the weights and
biases, Nw, then the algorithm is restarted:

	!p kC1 D 	rG �	!w �ˇˇ�!wD�!w kC1
(2.37)

else:

ˇkC1 D
��
�
�rG �	!w �ˇˇ�!wD�!w kC1

�
�
�
2 	 rG �	!w �ˇˇT�!wD�!w kC1

· rG �	!w �ˇˇ�!wD�!w k

	

=�k

(2.38)

	!p kC1 D 	rG �	!w �ˇˇ�!wD�!w kC1
C ˇkC1 · 	!p k (2.39)
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If �k � 0:75, then �k D 0.25 · �k, else �k D �k , flag D 0.

If �k < 0:25, then �k D �k C ık .1 	�k/ =
�
�
�
	!p k

�
�
�
2

.

(i) If rG �	!w �ˇˇ�!wD�!w kC1
¤ 	!
0 , then k D k C 1 and the step (b) is repeated else the

training process is completed.

The basic drawback of the SCGA algorithm is the increased complexity of the
calculations within an iteration that is in the order of O(6Nw

2) instead of O(3Nw
2)

of the basic steepest descent method. If the scale parameter �k is zero, then the
SCGA coincides with the CGA. SCGA’s basic advantage is that the error decreases
monotonically as error increase is not allowed. If the error is constant for one or
two iterations then the Hessian matrix has not been positive definite and �k has been
increased. It is also recommended that the value of parameter � should be as small
as possible in order to constrain its effect on the performance of the algorithm.

2.3.3.4 Newton Algorithm

In Newton method the inverse of the Hessian matrix, r2G
�	!w �, is used to update

the connection weights and biases of the network as follows:

�	!w k D 	r2G
�	!w �ˇˇ�1�!wD�!w k

· rG �	!w �ˇˇ�!wD�!w k
(2.40)

Usually, the convergence of this algorithm is more rapid than the aforementioned
algorithms if the size of the problem is small. The calculation and the inversion
of Hessian matrix are complex and computationally demanding processes. Hessian
and Jacob matrices are estimated according to the following equations:

Hessian matrix:

r2G
�	!w � D J

�	!w �T ·J
�	!w �C

m1X

jD1
ej
�	!w � · r2ej

�	!w � (2.41)

Jacob matrix:

J
�	!w � D

2

6
6
6
6
4

@e1
@w1

@e1
@w2

� � � @e1
@wNw

@e2
@w1

@e2
@w2

� � � @e2
@wNw

:::
:::
: : :

:::
@em1
@w1

@em1
@w2

� � � @em1
@wNw

3

7
7
7
7
5

m1�Nw

(2.42)

The quasi-Newton method belongs to this family of Newton’s algorithms. In this
method the second term of Hessian matrix is omitted as it usually takes small values
that are not significant.
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Alternatively, in the one step secant algorithm only the diagonal elements of
Hessian matrix are used to simplify its inversion. It needs more iterations than
the basic Newton method but the required computational effort is significantly
compressed.

The Levenberg-Marquardt method [62, 63] is another commonly used variation
of Newton algorithm. The weights and the biases of the network are updated as
follows:

�	!w k D 	�J T ·J C � ·diag


J T ·J

���1
· rG �	!w �ˇˇ�!wD�!w k

D 	�J T ·J C � ·diag


J T ·J

���1
·J T · 	!e �	!w k

�
(2.43)

Factor � is updated with respect to the change of the output error function as
following:

� .k C 1/ D
8
<

:

�.k/ ·ˇ; Gav.k/ > Gav .k 	 1/
�.k/; Gav.k/ D Gav .k 	 1/

�.k/=ˇ; Gav.k/ < Gav .k 	 1/
(2.44)

The parameter ˇ usually takes values near 10. The Levenberg-Marquardt algorithm
is not the optimal one but it performs extremely well if the number of the weights
and biases is smaller than few thousands.

2.3.4 Bias-Variance Dilemma

One significant issue closely related with the efficiency of the ANNs is the selection
of the number of the neurons at hidden layer. Using many neurons leads the network
to memorize the training data and degradation of its generalization properties occurs
i.e. the ANN does not perform satisfactorily on data not belonging to the training
set. On the contrary, small number of neurons reduces the capability of the ANN
to identify complex relations between the input data while generalization capability
may be satisfactory.

Therefore, it is crucial to determine the optimal ANN structure that leads to
accurate results and ensures at the same time satisfactory generalization properties.
This is known as the bias-variance dilemma where the generalization error is
expressed by the terms of bias and variance. Simple models are characterized by
increased bias while complex models comprising large number of parameters lead
to increased variance. According to bias-variance dilemma, if the bias increases then
variance decreases and vice versa. Consequently, the best model is the one obtained
by the optimal proportion of the two terms.

There are two major approaches to achieve balance between bias and variance.
In the first, known as the “structural” approach, the number of the neurons of the
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hidden layer is gradually increased until the optimal generalization is achieved.
Generalization becomes optimal when MAPE of the test data set starts to increase
and overtraining occurs.

The second approach is based on the idea of network parameters regularization.
The simplest way to achieve regularization is the introduction of a penalty term at
the output error function of the network. This term prevents the parameters (weights
and biases) from taking large values. In this way, parameters of small significance
are nullified and the number of the parameters of the network eventually decreases.
The sum of the squared values of the network parameters is often used as the
regularization term. Assuming that pi are the parameters of the network and G the
output error function of the network then the following function is minimized during
the training process:

Gf D G C � ·
X

i

p2i (2.45)

where, � is the parameter that determines the significance of the two minimization
goals that are the minimization of the output error function and the reduction of
network parameters values.

2.3.4.1 Confidence Interval Estimation

In case of ANNs the confidence interval is not directly estimated unlike to the
classical forecasting models. Three techniques have been proposed so far [64]:

(a) error output: According to this technique the ANN model uses two outputs for
each output variable, the first one is the forecasted mean value and the second
one the respective absolute percentage error. After the training process a larger
confidence interval is determined by multiplying the initial one by a proper
factor in order to reach to the required confidence level.

(b) re-sampling: The prediction and the respective error are calculated for each set
and for all available m input vectors and are sorted in ascending order. The
cumulative distribution function of the prediction errors can be estimated by:

Sm.z/ D
8
<

:

0; z < z1
r=m; zr � z < zrC1
1; zm � z

(2.46)

When m is large enough, Sm(z) is a good approximation of the true cumulative
probability distribution F(z). The confidence interval is estimated by keeping
the intermediate value zr and discarding the extreme values, according to the
desired confidence degree. The obtained intervals are equal in probability (not
necessarily symmetric in z). The number of cases to discard in each tail of the
prediction error distribution is n · p, where p is the probability in each tail. If n · p
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is not an integer then bn ·pc cases are discarded in each tail. If the cumulative
probability distribution F(Zp) equals to p, then an error is less than or equal to
Zp with a p probability which indicates that Zp is the lower confidence limit.
Consequently, Z1�p is the upper limit and there is a (1 	 2p) confidence interval
for future errors.

(c) multi-linear regression model adapted to ANN: This technique can be applied
only if linear activation functions are used at the output layer. In this technique,
a multi-linear regression model can be implemented for each neuron of the
output layer. The inputs of the regression model are the outputs of the hidden
neurons, while regression coefficients are their connection weights with the
output neuron. The computation of the confidence interval is accomplished
through the estimation of the prediction error variance:

�2 D
m1X

iD1
.ti 	 oi/2= .m1 	 pc/ (2.47)

where, pc is the number of the regression model coefficients. The confidence
interval at a prediction point � can be computed using the prediction error vari-
ance estimated in Eq. (2.47), the ANN inputs and the desired confidence degree
that follows t-Student’s distribution with (m1 	 pc) degrees of freedom [64].

Re-sampling technique is usually preferred to the other two techniques as
the doubling of the ANN’s outputs and the use of linear activation function at
the output layer are voided. Finally, Silva et al. [65] propose the re-sampling
technique as the most suitable for the estimation of the confidence interval with
a high degree of confidence.

It is noted that the second method has been the most applied [65] with some
empirical enhancements in some cases [66] while other similar probabilistic
methods have been recently proposed [67, 68].

2.3.5 Compression of the Input Data

Usually, a large number of inputs is used in short-term load forecasting models.
Compression techniques, such as the principal component analysis (PCA), can be
applied [21, 69] to suppress the inputs of the model. Let us assume that X is a Nxpin

matrix whose rows contain the input vectors while the pin columns of X represent the
properly transformed input variables so as their means equal to zero. Also, vector	!a is defined as the vector that maximizes variance of X projection on it (X · 	!a ).
The variance of 	!a is defined as:

�2a D
�
X · 	!a

�T
·
�
X · 	!a

�
D 	!a T ·XT ·X · 	!a D 	!a T ·V · 	!a

where V D XT · X is the covariance matrix of X.
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�a
2 the variance is a function of both 	!a and X and it must be maximized.

In order to avoid unconstraint increase of 	!a it is normalized according to the

constraint, 	!a T · 	!a D 1. In this case the optimization problem is transformed to the

maximization of the quantity fopt D 	!a T ·V · 	!a 	 � ·
�	!a T · 	!a 	 1

�
, where � is a

Lagrange multiplier. By setting the derivative of fopt with respect to 	!a equal to zero
the maximization problem is finally reduced to the estimation of the eigenvalues of
the covariance matrix V as follows:

@fopt

@	!a D 2 ·V · 	!a 	 2 ·� · 	!a D 0 ) .V 	 � · I / · 	!a D 0

If the eigenvalues of V are ranked in descending order, the first principal component	!a 1 is the eigenvector associated with the largest eigenvalue �1 of the covariance
matrix V, the second principal component 	!a 2 is the eigenvector associated with
the second largest eigenvalue �2 etc. The obtained eigenvectors are orthogonal each
other because the V matrix is real and symmetric.

A basic property of this method is that if the data are projected to the first k
eigenvectors then the variance of the projected data can be expressed as the sum of

the eigenvalues,
kX

jD1
�j . Equivalently, the squared error in matrix X approximation

by using only k eigenvectors can be expressed as
pinX

jDkC1
�j =

pinX

jD1
�j . Increasing the

number, k, of the principal components the respective mean square error Jk D
NX

mD1

�
�
�
�
�
�

kX

jD1
�j · 	!a j 	 	!x m

�
�
�
�
�
�

2

decreases, where 	!x are the column-vectors of XT .

In case of multidimensional data sets with strongly correlated elements, 5 up
to 10 principal elements are necessary to achieve at least a 90 % accumulated
percentage of explained variance.

2.4 Short Term Foresting of the Greek Power System
Load Demand by Using ANNs

In this paragraph feed forward multilayer ANNs are used for load forecasting
purposes in Greek electric power system. Different configurations of ANNs and
issues related with their optimization are examined.
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2.4.1 Basic ANN Configuration

The basic ANN configuration used in the following analysis comprises 71 input
variables [44, 46]. Assuming that the hourly average values of the load of the d-th
day of the year are to be forecasted the input and output variables of the basic ANN
model are grouped as in Table 2.1.

It is noted that according to Kolmogorov’s theorem [56] ANNs comprising one
hidden layer with adequate number of neurons can describe any nonlinear system.
Hence, ANNs with one hidden layer are used and the optimal number of the neurons
of the hidden layer should be found. The basic ANN configuration is shown in
Fig. 2.3.

In the next paragraphs several case studies are presented concerning the use
of different training methods, inputs/outputs of the ANN, confidence interval
estimation etc. In each of the examined cases the general heuristic methodology
shown in Fig. 2.4 is used to determine the optimal parameters of the ANN model.

A brief description of the basic steps of the methodology of Fig. 2.4 is provided
next.

(a) Data selection: The input and output variables of the forecasting model are
selected. The inputs and the outputs of the basic ANN configuration are as
described Table 2.1 while scenarios concerning the use of different inputs and
outputs will be examined in the next paragraphs.

(b) Data pre-processing: Data normality is examined and outliers are modified or
extracted from the data (noise suppression). Next, input and output variables are
normalized according to Eq. (2.3) in order to avoid saturation.

(c) Main procedure: A large number of model parameters combinations are used in
order to optimize the performance of the ANN model. The obtained forecasting
models are tested and evaluated. Mean absolute percentage error (MAPE) is
used for evaluation purposes.

MAPE is estimated by:

MAPEev D 100% ·
1

mev

·
mevX

dD1

24X

iD1

ˇ
ˇ
ˇ
ˇ
_

L .d; i/	 L.d; i/

ˇ
ˇ
ˇ
ˇ

L.d; i/
(2.48)

Where, L(d,i) is the measured value of load demand at the i-th hour of d-th

day of the evaluation set,
_

L .d; i/ the respective forecasted load and mev is the
number of the data vectors of the evaluation set.

(d) ANN test: The load demand is finally estimated for the days of the test set by
using the optimal values of the parameters that lead to the lowest MAPE.

Next, the above optimization method is applied to the basic ANN configuration
of Fig. 2.3. Several parameters of the ANN model and the training method are
optimized and they are listed next:
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Fig. 2.3 Basic ANN configuration

• the number of the neurons of the hidden layer ranging from 20 up to 70.
• the initial value of n, n0, and the time parameter Tn of the training rate, which

get values from the sets f0.1, 0.2, : : : , 0.9g and f1,000, 1,200, : : : , 2,000g,
respectively.
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Data selection

Data preprocessing

Set ANN parameters

Combine ANN
parameters values

Training Process

Evaluation

End of trials?

Yes

No

Selection of the set of parameters
with the lowest MAPE

ANN Test

Main Procedure

Fig. 2.4 Flowchart of the ANN optimization and the evaluation process

• the initial value of parameter a and the time parameter Ta of the momentum term,
which get values from the sets f0.1,0.2, : : : ,0.9g and f1,000, 1,200, : : : , 2,000g,
respectively,

• the type and the parameters of the activation functions used at the hidden
and output layers. The type of the activation functions can be the hyperbolic
tangent, linear or logistic, while their parameters a1, a2 get values from the set
f0.1,0.2, : : : , 0.5g and parameters b1, b2 from the set f0.0, ˙0.1,˙0.2g.

Stopping criteria are defined after a few trials as max_epochsD 10,000,
limit1 D 10�5, limit2 D 10�5.

In this study the combinations resulting from the above assumptions account
to 836,527,500 and they cannot be practically examined. To this end, calibration
process through successive variations of the parameters values is applied in order to
determine the optimal or nearly optimal values of the parameters.

First, the number of the hidden neurons is varied from 20 up to 70, while the
remaining parameters are assigned with fixed values (a0 D 0.4, Ta D 1,800, 
0 D 0.5,
T
 D 2,000, the type of activation functions at hidden and output layers is hyperbolic
tangent with a1 D a2 D 0.25, b1 D b2 D 0.0). MAPE of the training, evaluation and
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Fig. 2.5 MAPE (%) of all sets versus the number of hidden neurons. (a0D 0.4, TaD 1,800,

0D 0.5, T
D 2,000, activation functions in both layers: hyperbolic tangent, a1D a2D 0.25,
b1D b2D 0.0)

test sets versus the number of the hidden neurons are presented in Fig. 2.5. The
MAPE of the evaluation and tests set keep step with the respective one of the training
set and the following relationship is valid within the entire examined range of hidden
neurons number:

MAPEt raining < MAPEevaluation < MAPEtest (2.49)

MAPE of the evaluation set is minimized for 45 neurons at hidden layer while it
rapidly increases when the number of the hidden neurons increases.

Next, the initial value 
0 and the time parameter T
 of the training rate are
varied while the other parameters remain constant (hidden neurons D 45, a0 D 0.4,
Ta D 1,800, hyperbolic tangent activation functions are used at hidden and output
layers with a1 D a2 D 0.25, b1 D b2 D 0.0). It appears in Fig. 2.6 that the results
obtained for the MAPE of the evaluation set are satisfactory for 0.5 � 
0 � 0.8 and
1,000 � T
 � 1,400. The lowest MAPE is obtained for 
0 D 0.5, T
 D 2,000. It is
mentioned that MAPE increases dramatically for 
0 � 0.7 and T
 � 1,600.

In the next step of the calibration process, the initial value a0 and the time
parameter Ta of the momentum term are simultaneously varied, while the rest of the
parameters are kept constant (hidden neurons D 45, 
0 D 0.5, T
 D 2,000, activation
functions at hidden and output layers: hyperbolic tangent with a1 D a2 D 0.25,
b1 D b2 D 0.0). In this case, the obtained MAPE of the evaluation set is satisfactory
for a0 � 0.6 and Ta � 1,600, while the lowest MAPE is obtained for a0 D 0.9,
Ta D 2,000. It is mentioned that MAPE increases dramatically for a0 � 0.5.

Similarly, it is found that the ANN gives better results if the hyperbolic tangent
activation function with parameters a1 D a2 D 0.25 and b1 D b2 D 0.0, is used at both
layers. The results obtained by using different activation functions are registered in
Table 2.2.
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Fig. 2.6 MAPE (%) of the evaluation set versus parameters Tn and n0. (
0Df0.1, 0.2, : : : , 0.9g,
T
Df1,000, 1,200, : : : , 2,000g, hidden neurons: 45, a0D 0.4, TaD 1,800, activation function
used in both layers: hyperbolic tangent, a1D a2D 0.25, b1D b2D 0.0)

Table 2.2 MAPE (%) of (A) training set, (B) evaluation set, (C) test set for different
activation functions

Activation function of hidden layer
Hyperbolic sigmoid Hyperbolic tangent LinearActivation function

of output layer (A) (B) (C) (A) (B) (C) (A) (B) (C)

Hyperbolic sigmoid 2.030 2.048 2.625 1.510 1.621 1.817 1.788 1.850 2.091
Hyperbolic tangent 1.671 1.737 2.042 1.383 1.482 1.749 1.900 1.987 2.200
Linear 1.603 1.691 1.903 1.390 1.522 1.747 1.936 2.023 2.194

Number of hidden neurons: 45, a0D 0.4, TaD 1,800, 
0D 0.5, T
D 2,000,
a1D a2D 0.25, b1D b2D 0.0

The above described process finally leads to the following optimal intervals of
the parameters values: 40 up to 50 neurons at the hidden layer, a0 D 0.8 	 0.9,
Ta D 1,800-2,000-2,200, 
0 D 0.5 	 0.6, T
 D 1,000-1,200-1,400, activation func-
tions of both layers: hyperbolic tangent with a1 D a2 D 0.20-0.25-0.30, b1 D b2 D 0.

The minimum MAPE of the evaluation set is 1.48 % and it is obtained for
an ANN with 45 neurons in the hidden layer, a0 D 0.9, Ta D 2,000, 
0 D 0.5,
T
 D 2,000, a1 D a2 D 0.25 and b1 D b2 D 0 with hyperbolic tangent activation
functions in hidden and output layer.
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2.4.2 Comparison of Different Training Algorithms

In this case study the basic ANN structure presented in paragraph 2.4.1 is used
while parameters, such as the number of neurons of the hidden layer, activation
functions, weighting factors, learning rate, momentum term, etc. are determined by
a calibration methodology through an extensive search. The performance of each set
of parameters is evaluated by the MAPE index of the evaluation data set. The ANN
parameter calibration process is based on the philosophy of the heuristic process
outlined in Fig. 2.4 and it is repeated for 14 different training algorithms. The main
goals are:

• the determination of the optimal ANN structure (number of neurons in the
hidden layer, learning rate initial value, etc.) for each of the examined training
algorithms,

• the comparison of the training algorithms in terms of MAPE and computation
time minimization

• the selection of the training algorithm with the best performance.

The examined training algorithms are registered in Table 2.3. Several parameters
of the ANN model should be optimized for each of the case studies included in
Table 2.3. The common parameters in all cases are:

• the number of the hidden neurons, Nn,
• the type of the activation functions (hyperbolic tangent, logistic, linear),

Table 2.3 Examined training algorithms

No. Training algorithms

1 Stochastic training with learning rate and momentum term (decreasing exponential
functions)

2 Stochastic training, use of adaptive rules for the learning rate and the momentum term
3 Stochastic training, constant learning rate
4 Batch mode, constant learning rate
5 Batch mode with learning rate and momentum term (decreasing exponential functions)
6 Batch mode, use of adaptive rules for the learning rate and the momentum term
7 Batch mode, conjugate gradient algorithm with Fletcher-Reeves equation
8 Batch mode, conjugate gradient algorithm with Fletcher-Reeves equation and

Powell-Beale restart
9 Batch mode, conjugate gradient algorithm with Polak-Ribiere equation
10 Batch mode, conjugate gradient algorithm with Polak-Ribiere equation and

Powell-Beale restart
11 Batch mode, scaled conjugate gradient algorithm
12 Batch mode, resilient algorithm
13 Batch mode, quasi-Newton algorithm
14 Batch mode, Levenberg-Marquardt algorithm
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• the parameters of the activation functions,
• the maximum number of the training epochs.

The additional parameters used in the each of the examined training methods are
listed next.

Methods 1–6:

• the time parameter, Tn, and the initial value of the learning rate, n0,
• the time parameter, T˛ , and the initial value of the momentum term, ˛0 (not

applied to methods 3, 4).

Methods 7–10:

• the initial value of s,
• the number of iterations, Tbn, for the calculation of the basic vector,
• the number of iterations, Ttrix, used for the trisection according to the golden

section method for output error minimization.

Method 11:

• Parameters ¢ and œ0,

Method 12:

• the increasing and decreasing factors ı1 and ı2 (see Eq. (2.24))

Method 14:

• the initial value of �, �(0), and the multiplicative parameter ˇ.

The number of all possible combinations of the values of the parameters that
should be examined ranges in the order of some hundreds of millions. Hence, all
possible combinations cannot be practically examined and a gradual calibration
process is applied. The intervals of the parameters values used in this study are
registered in Table 2.4 while the calibrated parameters obtained for the 14 examined
scenarios of Table 2.3 are registered in Table 2.6.

The minimum MAPE of the evaluation data set is obtained by the stochastic
training algorithm with adaptive rules for the learning rate and the momentum term
and the scaled conjugate gradient algorithm. The MAPE of the test data set is also
satisfying while the stochastic training algorithm with decreasing learning rate and
momentum term leads to slightly better results (see Table 2.5).

The proportion of the computation times the first 11 training algorithms require,
is: 3.2  3  1.2  4.0  3.5  1.4  10  12  12  12  1.

Based on the above the scaled conjugate gradient algorithm is proposed.
An indicative daily load curve and the respective load curve forecasted by the

proposed ANN are presented in Fig. 2.7. The MAPE of the specific daily load curve
is 1.173 %.
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Table 2.4 Intervals of the training parameters values

Training algorithm Intervals of the training parameters values

1–2 ˛0D 0.1,0.2, : : : ,0.9, T˛D 1,000,1,200, : : : ,2,000,

0D 0.1,0.2, : : : ,0.9, T
D 1,000,1,200, : : : ,2,000

3 
0D 0.01,0.02, : : : ,0.1,0.2, : : : ,3
4 
0D 0.1,0.2, : : : ,3
5–6 ˛0D 0.1,0.2, : : : ,0.9, T˛D 1,200,1,500, : : : ,6,000,


0D 0.1,0.2, : : : ,0.9, T
D 1,200,1,500, : : : ,6,000
7, 9 sD 0.04,0.1,0.2, TbvD 20, 40, TtrixD 50, 100, etrixD 10�6,

10�5

8, 10 sD 0.04,0.1,0.2, TbvD 20, 40, TtrixD 50, 100, etrixD 10�6,
10�5, limorthogonalityD0.1,0.5,0.9

11 � D 10�3, 10�4, 10�5, �0D 10�6, 10�7, 5 · 10�8

12 ı1D 0.1,0.2, : : : ,0.5, ı2D 0,1,0.2, : : : , 2
13 –
14 �(0)D 0.1, 0.2, : : : , 1, 2, : : : , 5, ˇD 2, 3, : : : , 9, 10, 20, : : : , 50
Common parameters NnD 20,21, : : : ,70, activation function for hidden and output

layerD hyperbolic tangent, linear, logistic, a1D 0.1,0.2, : : : ,
0.5, a2D 0.1,0.2, : : : , 0.5, b1D 0.0,˙0.1,˙0.2, b2D 0.0,
˙0.1,˙0.2

Table 2.5 MAPE (%) of
training, evaluation and test
sets for all examined ANN
training algorithms

MAPE (%)
Training algorithm Training set Evaluation set Test set

1 1.383 1.482 1.749
2 1.311 1.475 1.829
3 1.372 1.489 1.833
4 2.356 2.296 2.602
5 2.300 2.294 2.783
6 2.019 2.026 2.475
7 1.798 1.831 2.147
8 2.544 2.595 3.039
9 2.545 2.600 3.035
10 2.544 2.600 3.035
11 1.294 1.487 1.781
12–14 # # #

2.4.3 Study of ANN Inputs

In this paragraph, several scenarios regarding the input variables of the model
are examined. A methodology based on the heuristic methodology introduced in
paragraph 2.4.1 is used to obtain the optimal set of input variables and ANN
parameters. The steps followed are briefly described next.
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Fig. 2.7 Chronological load curve (measured and estimated load) of 1 day of the test set
(Thursday, June 8, 2000)

(a) Data selection: In this step the input variables for the short term load forecasting
model are defined.

• 1st scenario (basic): The input and output variables of the basic ANN
configuration as described in paragraph 2.4.1 are used.

• 2nd scenario: This scenario is same with the 1st except from the use of a
seven-digit binary coding for the weekdays in replacement of the sinusoidal
functions (cos(2d/7), sin(2d/7)).

• 3rd scenario: This scenario is same with the 2nd scenario except from the use
of 3-h average temperature values of the d-th day and the previous one (for
Athens and Thessalonica) in replacement of the group of inputs ANN_Inp.2
up to ANN_Inp.6. In this case the input vector of t he ANN comprises 84
elements.

• 4th scenario: This scenario is same with the 1st scenario except from the fact
that only the hourly load measurements of the previous day (d 	 1) are used.
In this scenario, the input vector comprises 47 elements.

• 5th scenario: This scenario is same with the 1st scenario except from the fact
that hourly load measurements for 3 days before the prediction day are used.
In this case the input vector comprises 95 elements.

• 6th scenario: In this scenario, PCA is applied to the input data used in the
2nd scenario eventually suppressing the input variables from 66 to 6 with a
99 % accumulated percentage of explained variance according to Kaiser’s
criterion [21].

• 7th scenario: In this scenario, PCA is applied to the inputs used in 2nd

scenario except from the ones dealing with the week days and the season
of the year. The input variables are eventually suppressed from 66 to 19 with
a 99 % accumulated percentage of explained variance according to Kaiser’s
criterion.
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(b) Data pre-processing: As described in paragraph 2.4.1.
(c) Main procedure: The ANN is trained by using the scaled conjugate gradient

algorithm (SCGA).

The optimal results obtained for each of the seven examined scenarios are
summarized in Table 2.7. The basic scenario (no 1 of Table 2.7) leads to the
minimum MAPE of the evaluation set. The second and the third scenario lead to
similar results. It is worth mentioning that if MAPE of the test set is considered
then the third scenario becomes the optimal while the first and the second scenarios
perform similarly. MAPE increases in scenarios 4 and 5 while further increase
occurs in scenarios 6 and 7.

The proportion of the computation times of the seven examined scenarios is:
10.981.10.81.30.4 0.55. The use of compression techniques decreases
the computational time significantly, but MAPE is considerably increased. Accord-
ing to the obtained results the first scenario is suggested for this case study.

2.4.4 Study of ANN Outputs

The outputs of the ANN models examined so far are the 24 hourly load values that
should be forecasted. This classical design imposes the use of ANNs with 24 output
variables. An alternative solution comprises 24 different ANNs that are separately
used for the prediction of each of the 24 hourly load demands. The performance
of each of the 24 ANNs can be affected in a different way by the inputs it uses.
Hence, various scenarios will be studied next regarding the inputs used. In all
cases the scaled conjugate gradient training algorithm is used with its most crucial
parameters being properly calibrated. Moreover, a large number of combinations of
ANN parameters such as the number of neurons, the type of the activation functions,
etc. are explored in order to finally obtain the optimal configuration of the short
term load forecasting model and the optimal set of training parameters values. The
performance of each of the examined forecasting models is evaluated by using the
MAPE of the evaluation data set.

The scenarios examined are:

• 1st scenario: The ANN described in paragraph 2.4.1 trained with scaled conjugate
gradient training algorithm is used.

• 2nd scenario: 24 ANNs are used; one for each of the predicted hourly average
loads. The input variables of the ANNs are the same with those used in the
1st scenario except from the seven digit binary coding of the weekdays that is
replaced by the two sinusoidal functions cos(2d/7) and sin(2d/7).

• 3rd scenario: In this scenario, PCA is applied to the input variables used in 2nd

scenario except from the ones dealing with the weekdays and the season of the
year. The inputs are eventually suppressed from 66 to 19 with a 99 % accumu-
lated percentage of explained variance according to Kaiser’s criterion [21].
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• 4th scenario: The inputs of the i-th ANN (used for the forecasting of the average
load demand of the i-th day hour) are:

– The average load demands of the i-th, (i 	 1)-th and (i 	 2)-th hour of the
previous 2 days of the day the load is forecasted.

– The mean temperatures of Athens and Thessalonica for the current day and
the previous one.

– Two sinusoidal functions representing the week day.
– Two sinusoidal functions representing the seasonal behaviour of the load.

In this scenario the input vector comprises 14 elements.
• 5th scenario: It is the same with the 4th scenario, but Principal Components

Analysis is applied to all inputs except from those dealing with the weekly and
seasonal behaviour of the load. The inputs are suppressed in a way that 99 %
accumulated percentage of explained variance according to Kaiser’s criterion.
The number of the remaining inputs after PCA application is different for each
ANN.

The MAPE estimated for the training, evaluation and test data sets and the output
of the ANN used to forecast the load demand at the 12-th hour of the day of the year,
are shown in Table 2.8. Moreover, the optimally calibrated parameters of the ANN
are registered in the same Table. It is noted here, that the parameters of the training
algorithm, the type and the parameters of the activation functions of the hidden and
the output layers are the same with those used in the 1st scenario.

Respectively, the MAPE of training, evaluation and test sets and for all examined
scenarios are shown in Fig. 2.8 and Table 2.9. For scenarios 2–5 the average of the
MAPE of the 24 ANNs is calculated.

The proportion of the computation times of the examined scenarios is:
10.40.050.150.03. This indicates that the computation time decreases
significantly when the dimension of the input vector decreases. Even larger decrease
could be achieved in scenarios 2–5 if 24 different computers were used (parallel
processing) for the training of each ANN. However, the 1st scenario leads to the
minimum MAPE of the evaluation data set while the second and the third scenario
lead to slightly worse results. MAPE of test set remains almost the same in 1st and
2nd scenario. In the 4th scenario, leaving out some of the input data led to worse
results. The application of PCA (3rd and 5th scenarios) decreases significantly the
computation time but the performance of the forecasting model deteriorates. This
becomes even more evident if MAPE of the test data set is considered. Based on the
previous observations the data compression is not suggested while the 2nd scenario
presents satisfactory behavior regarding MAPE and it could be preferred to the 1st

scenario if minimization of the computation time is of high importance.
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Fig. 2.8 MAPE (%) of training, evaluation and test set for the interconnected Greek power system
and the 5 different scenarios of output variables

Table 2.9 MAPE (%) of
training, evaluation and test
sets for the 24-h load
prediction

MAPE (%)
Scenario Training set Evaluation set Test set

1 1.294 1.487 1.781
2 1.390 1.603 1.830
3 1.565 1.667 1.994
4 1.850 1.989 2.503
5 2.596 2.598 3.043

Fig. 2.9 90 % confidence interval limits with respect to the training, evaluation and test sets for
the best ANN model for 8-6-2000 in Greek interconnected power system

2.4.5 Estimation of the Confidence Interval

Using the basic ANN configuration described in paragraph 2.4.1 the 90 % confi-
dence interval is estimated using the re-sampling technique with the probability in
each tail equal to 5 %. In Fig. 2.9 the prediction errors of a typical summer day
for Greek interconnected power system of the year 2000 (Thursday 8-6-2000) are
presented for the training, evaluation and test sets respectively, while in Fig. 2.10
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Fig. 2.10 Chronological active load curves of the measured load, the estimated load, the estimated
load with the 5 % lower limit with respect to evaluation set, the estimated load with the 5 % upper
limit with respect to evaluation set, the estimated load with the 5 % lower limit with respect to test
set, the estimated load with the 5 % upper limit with respect to test set for the best ANN model for
8-6-2000 in Greek interconnected power system

the respective measured and estimated load values are presented together with the
90 % confidence intervals of the evaluation and the test data sets.

It is observed in Fig. 2.10 that the lower limits of the confidence intervals for the
three data sets are quite similar. The ratio between the lower hourly errors of the test
set to the respective one of the evaluation set varies between 0.71 and 1.60, while
the mean value is equal to 1.00. However, the upper limit of the confidence intervals
for the test set is almost the double of the respective one of the evaluation set. The
ratio between the upper hourly errors of the test set to the respective one of the
evaluation set varies between 1.22 and 3.02, while the mean value is equal to 1.78.
It is observed in Fig. 2.10 that the confidence interval of the test set is broader than
the respective one of the evaluation set. Similar behavior is presented for all days
studied. In fact the limits of the test set are unknown in real applications, which
means that they should be corrected, i.e. using the proper multiplying factor which
is calculated by trial executions with historical data [66].

2.4.6 Effect of the Special Days

Load curves of special days differ significantly from the respective ones of the
regular days. One approach to dealing with this problem is to ignore the irregularity
of the special days and include their data into the training and test sets. However,
ANN performance is generally expected to deteriorate in this case.

In a different approach, proposed in [44], the load curve of a special day is
decomposed in two components; one representing the load of a normal day and
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another representing the special day effect. More specifically, the load is expressed
as follows:

Lholiday D Lnormal 	�Lholiday (2.50)

Hence, the vectors of the input data set corresponding to special days are increased
by the special day corrective term, �Lholiday , before they are used in training
process. Finally, the vectors used for the training are of the form Lnormal D
N
�
X C�Xholiday

�
. Where,X is the input vector comprising load data containing,

temperature measurements and �Xholiday the correction term of the effect of the
special days. The last term is calculated by reusing load data of respective special
days of previous years.

Another way to deal with the effect of the special days is to properly group the
input data with emphasis placed on the special days [70].

2.4.7 The Effect of the Time Period Length
Used for the Training of the ANN

In order to study the effect of the duration of the training data time period seven
different time periods were used. More specifically, these time periods extend on
the last one, two, : : : , and seven years before the reference year, respectively.
The MAPE of the training, test and validation data sets obtained for the basic
ANN configuration of paragraph 2.4.1 (trained with the scaled conjugate gradient
algorithm) is shown in Fig. 2.11. It appears that in case of short term load forecasting
in Greek power system using data from the last 3 years leads to the best results
regarding MAPE minimization. The use of validation test set is necessary as it helps
to achieve better generalization results and it seems to have similar behaviour with
the test set rather than the training set.

Fig. 2.11 MAPE of training, validation and test sets versus the training years. The scaled
conjugate gradient training algorithm is use and the 10 % of the data is used for model evaluation
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Fig. 2.12 MAPE of training, validation and test sets versus the percentage of the data used for
ANN evaluation. Scaled conjugate gradient training algorithm is used

Another important issue that should be carefully studied is the percentage of the
data used for the evaluation of the model. Due to the abundance of the available
data it was decided that the training and evaluation data sets should not overlap.
For the specific case study, it is proved that the minimum MAPE is obtained if the
10 % of the data is used for evaluation purposes. The respective results are shown
in Fig. 2.12.

2.5 Conclusions

Short term load forecasting in electric power systems is a very complex problem.
ANNs have been proved very efficient in short term load forecasting and they
constitute nowadays the predominant method in this field. The basics of ANNs and
the major training techniques are described at the beginning of this chapter. Next,
several variations concerning the structure of the ANN model, the training method
and its parameters have been examined and applied to the Greek power system for
short term load forecasting. The results obtained reveal that general conclusions
cannot be easily extracted as the performance of each of the examined forecasting
models depends highly on the characteristics of each case study. However, it seems
that in most cases the basic ANN configuration described in 2.4.1 seems to be
the most appropriate for application to Greek power system. Data compression
techniques reduce greatly computation time but generally deteriorate performance.
Hence, they could be avoided if computation time is not a constraining factor.

Further work on this topic could be the combination of ANNs with other tech-
niques like fuzzy logic, GA algorithms etc. Moreover, short term load forecasting
in emerging types of power systems incorporating extensive smart load demand
management will be a topic of great importance in the forthcoming years.
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Chapter 3
Analysis of Non-linear Vibrations
of a Fractionally Damped Cylindrical Shell
Under the Conditions of Combinational
Internal Resonance

Yury Rossikhin and Marina Shitikova

Abstract Non-linear damped vibrations of a cylindrical shell subjected to the
different conditions of the combinational internal resonance are investigated. Its
viscous properties are described by Riemann-Liouville fractional derivative. The
displacement functions are determined in terms of eigenfunctions of linear vibra-
tions. The procedure resulting in decoupling linear parts of equations is proposed
with the further utilization of the method of multiple time scales for solving
nonlinear governing equations of motion, in so doing the amplitude functions are
expanded into power series in terms of the small parameter and depend on different
time scales. It is shown that the phenomenon of internal resonance can be very
critical, since in a circular cylindrical shell the internal additive and difference
combinational resonances are always present. The influence of viscosity on the
energy exchange mechanism is analyzed. It is shown that each mode is characterized
by its damping coefficient connected with the natural frequency by the exponential
relationship with a negative fractional exponent.

Keywords Cylindrical shell • Free nonlinear damped vibrations • Combinational
internal resonance • Fractional derivative • Method of multiple time scales

3.1 Introduction

Beginning with the paper by Witt and Gorelik [1], whose authors were among the
first to show theoretically and experimentally the two-to-one internal resonance
with the energy exchange from one subsystem to another using the simplest

Yu. Rossikhin • M. Shitikova (�)
Research Center for Wave Dynamics of Solids and Structures
Voronezh State University of Architecture and Civil Engineering
20-letija Oktjabrja Str. 84, Voronezh 394006, Russia
e-mail: shitikova@vmail.ru; MVS@vgasu.vrn.ru

© Springer International Publishing Switzerland 2015
N. Mastorakis et al. (eds.), Computational Problems in Science and Engineering,
Lecture Notes in Electrical Engineering 343, DOI 10.1007/978-3-319-15765-8_3

59

mailto:shitikova@vmail.ru
mailto:MVS@vgasu.vrn.ru


60 Yu. Rossikhin and M. Shitikova

two-degree-of-freedom mechanical system as an example, interest of researchers to
the problems of the internal resonance in mechanical systems does not relax. It will
suffice to mention the state-of-the-art article [2] and the monograph [3], wherein
the extensive review of literature in the field of internal resonances in different
mechanical systems is presented. Different types of the internal resonance: one-
to-one, two-to-one, as well as a variety of combinational resonances, when three
and more natural modes interact, have been discussed. The enumerated internal
resonances were investigated in mechanical systems with more than one degree-
of-freedom, as well as in strings, beams, plates, and shells.

It has been emphasized by many researchers [4, 5] that the phenomenon of
internal resonances can be very critical especially for circular cylindrical shells.
Thus, the nonlinear vibrations of infinitely long circular cylindrical shells under
the conditions of the two-to-one internal resonance were studied in [6] via the
method of multiple time scales using the simple plane strain theory of shells.
Parametrically excited vibrations of infinitely long cylindrical shells and nonlinear
forced vibrations of a simply supported, circular cylindrical shell filled with an
incompressible, inviscid, quiescent and dense fluid were investigated, respectively,
in [4, 5, 7] using Donnell’s nonlinear shallow-shell theory. The flexural deformation
is usually expanded by using the linear shell eigenmodes, in so doing the flexural
response involves several nodal diameters and one or two longitudinal half-waves.
Internal resonances of different types have been analyzed in [8, 9].

In spite of the fact that many studies have been carried out on large amplitude
vibrations of circular cylindrical shells and many different approaches to the
problem have been used, we agree with Amabili et al. [5] that this research area
is still far from being well understood. The extensive review of studies on shallow
shells nonlinear vibrations could be found in the state-of-the-art articles by Kubenko
and Koval’chuk [10], Amabili and PaR{doussis [11], and Lee [12], as well as in recent
papers [13, 14].

The problem of free, as well as forced nonlinear vibrations of cylindrical shells
can be considered from different positions depending on the shell geometry, in
so doing the nonlinear displacement field is approximated by a finite sum of
global interpolating functions. However the choice of appropriate modal expan-
sions is fundamental to guaranteeing accuracy of the results for large-amplitude
vibrations [15]. Thus, for example, different expansions involving from 14 to 48
generalized coordinates, associated to natural modes of simply supported shells,
have been discussed in [16].

A comparison of five shell theories for large-amplitude vibrations of circular
cylindrical shells which are generally applied to geometrically non-linear problems
that use only three variables, which are the three middle surface displacements, has
been carried out in [16]. More complicated shell theories, suitable for moderately
thick laminated shells exist, and they use five independent variables, three displace-
ments and two rotations, [17, 18] or even six variables if thickness variation is taken
into account [19].

In recent years much attention is given to damping features of mechanical
systems subjected to the conditions of different internal resonances. Damping prop-
erties of non-linear systems are described mainly by the first-order time-derivative
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of a generalized displacement [3]. However, as it has been shown by Rossikhin
and Shitikova [20], who analyzed free damped vibrations of suspension combined
system under the conditions of the one-to-one internal resonance, for good fit of
the theoretical investigations with the experimental results it is better to describe
the damping features of non-linear mechanical systems in terms of fractional
time-derivatives of the generalized displacements [21]. The analysis of non-linear
vibrations of a two-degree-of-freedom mechanical system, the damping features
of which are described by a fractional derivative, has shown [22] that in the case
when the system is under the conditions of the two-to-one or one-to-one internal
resonance, viscosity may have a twofold effect on the system: a destabilizing
influence producing unsteady energy exchange, and a stabilizing influence resulting
in damping of the energy exchange mechanism. The same phenomenon was noted
when considering non-linear vibrations of a fractionally damped plate under the
conditions of the two-to-one [23] or one-to-one [24] internal resonance, as well
as during non-linear vibrations of a fractionally damped cylindrical shell under
the conditions of the internal resonance of the order of " [25], where " is a small
parameter.

In the present paper, non-linear free damped vibrations of a thin cylindrical
viscoelastic shell, the damping properties of which are described by the Riemann-
Liouville fractional derivatives, are investigated. The dynamic behaviour of the
shell is described by a set of three coupled non-linear differential equations with
due account for the fact that the shell is being under the conditions of the internal
combinational resonance resulting in the interaction of three modes corresponding
to the mutually orthogonal displacements. The displacement functions are deter-
mined in terms of eigenfunctions of linear vibrations. The procedure resulting in
decoupling linear parts of equations is proposed with the further utilization of the
method of multiple scales for solving nonlinear governing equations of motion,
in so doing the amplitude functions are expanded into power series in terms of
the small parameter and depend on different time scales. It is shown that the
phenomenon of combinational internal resonance, resulting in coupling of three
modes of vibrations, can be very critical, since in a circular cylindrical shell internal
additive and difference combinational resonances are always present.

3.2 Problem Formulation and Governing Equations

Let us consider the dynamic behaviour of a free supported non-linear elastic circular
cylindrical shell of radius R and length l , vibrations of which in the cylindrical
system of coordinates is described by the Donnell–Mushtari–Vlasov equations with
respect to the three displacements [26]:
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(3.3)

where the x-axis is directed along the axis of the cylinder, ' is the polar angle in the
plane perpendicular to the x-axis, u D u.x; '; t/, v D v.x; '; t/, and w D w.x; '; t/
are the displacements of points located in the shell’s middle surface in three mutually
orthogonal directions x; '; r , r is the polar radius, h is the thickness, � is the density,
E and � are the elastic modulus and Poisson’s ratio, respectively, t is the time, and

r4 D r2r2 D @4
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@'4
:

The initial conditions

ujtD0 D vjtD0 D wjtD0 D 0; (3.4)

Pu
ˇ
ˇ
ˇ
ˇ
tD0

D "V 0
1 .x; '/; Pv

ˇ
ˇ
ˇ
ˇ
tD0

D "V 0
2 .x; '/; Pw

ˇ
ˇ
ˇ
ˇ
tD0

D "V 0
3 .x; '/; (3.5)

where V 0
˛ .x; '/ are corresponding initial velocities and " is a small value, should be

added to Eqs. (3.1)–(3.3). Hereafter overdots denote time-derivatives.
The boundary conditions for the free supported shell (Navier conditions for the

edges free supported in the x-direction) have the form [26]:
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ˇ
ˇ
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ˇ
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D 0 : (3.6)

Let us rewrite Eqs. (3.1)–(3.3), the initial conditions (3.4) and (3.5), and the
boundary conditions (3.6) in a dimensionless form introducing the following
dimensionless values:

u� D u

l
; v� D v

l
; w� D w

l
; x� D x

l
; t� D t

l

s
E

� .1 	 �2/ : (3.7)

Omitting asterisks near the dimensionless values, rewriting Eqs. (3.1)–(3.6) in
the dimensionless form with due account for (3.7), and considering that the shell
vibrates in a viscoelastic medium yields [25]

uxx C 1 	 �
2

ˇ21u'' C 1C �

2
ˇ1vx' 	 �ˇ1wx C wx

�

wxx C 1 	 �

2
ˇ21w''

	

C1C �

2
ˇ21w'wx' D Ru C æ1

�
d

dt

	�
u ; (3.8)

ˇ21v'' C 1 	 �

2
vxx C 1C �

2
ˇ1ux' 	 ˇ21w' C ˇ1w'

�

ˇ21w'' C 1 	 �
2

wxx

	

C1C �

2
ˇ1wxwx' D Rv C æ2

�
d

dt

	�
v;

(3.9)

ˇ22
12
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ˇ21u'' C 1C �

2
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2
ˇ1ux'

	

	 wxx.ux C �ˇ1v' 	 �ˇ1w/

	ˇ21w''.�ux C ˇ1v' 	 ˇ1w/	 .1 	 �/ˇ1wx'.ˇ1u' C vx/

D 	 Rw 	 æ3

�
d

dt

	�
w:

(3.10)
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Equations (3.8)–(3.10) are subjected to the initial

ujtD0 D vjtD0 D wjtD0 D 0; (3.11)

Pu
ˇ
ˇ
ˇ
ˇ
tD0

D "v01.x; '/; Pv
ˇ
ˇ
ˇ
ˇ
tD0

D "v02.x; '/; Pw
ˇ
ˇ
ˇ
ˇ
tD0

D "v03.x; '/; (3.12)

and boundary conditions

wjxD0 D w

ˇ
ˇ
ˇ
ˇ
xD1

D 0; vjxD0 D v

ˇ
ˇ
ˇ
ˇ
xD1

D 0;

ux

ˇ
ˇ
ˇ
ˇ
xD0

D ux

ˇ
ˇ
ˇ
ˇ
xD1

D 0; wxx

ˇ
ˇ
ˇ
ˇ
xD0

D wxx

ˇ
ˇ
ˇ
ˇ
xD1

D 0; (3.13)

where ˇ1 D l=R and ˇ2 D h=l are the parameters defining the dimensions
of the shell, lower indices label the derivatives with respect to the corresponding

coordinates, v0i .x; '/ D V 0
i .x; '/

q
�.1��2/
E

are dimensionless initial velocities, æi
(i D 1; 2; 3) are damping coefficients.

It was shown in Samko et al. [27] (see Chap. 2, Paragraph 5, point 70) that the
fractional order of the operator of differentiation

�
d
dt

��
is equal to Marsho fractional

derivative, which, in its turn, equal to Riemann-Liouville derivativeD�
C

�
d

dt

	�
f D 1

�.	�/
Z 1
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f .t 	 t 0/ 	 f .t/
t 01C�

dt0 D D
�
Cf; (3.14)

or with due account for equality ��.�/ D �.1C �/
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dt
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f D �
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Z 1
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f .t/ 	 f .t 	 t 0/
t 01C�

dt0 D D
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Cf; (3.15)

where

D
�
Cf D 1

�.1 	 �/

d

dt

Z t

�1
f .t 0/dt0

.t 	 t 0/� D 1

�.1	 �/

d

dt

Z 1

0

f .t 	 t 0/dt0

t 0�
: (3.16)

Distinct to the traditional modeling the viscous resistance forces via first order
time-derivatives [28], in the present research we adopt the fractional order time-
derivatives D�

C, what, as it will be shown below, will allow us to obtain the
damping coefficients dependent on the natural frequency of vibrations. It has been
demonstrated in [20, 29] that such an approach for modeling the damped non-
linear vibrations of thin bodies provides the good agreement between the theoretical
results and the experimental data through the appropriate choice of the fractional
parameter (the order of the fractional derivative) and the viscosity coefficient.
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It has been noted in [20, 23] that a fractional derivative is the immediate extension
of an ordinary derivative. In fact, when ı ! 1, D�

Cx tends to Px, i.e., at � ! 1 the
fractional derivative goes over into the ordinary derivative, and the mathematical
model of the viscoelastic shell under consideration transforms into the Kelvin-Voigt
model, wherein the elastic element behaves nonlinearly, but the viscous element
behaves linearly. When � ! 0, the fractional derivative D�

Cx tends to x.t/. To
put it otherwise, the introduction of the new fractional parameter along with the
parameters æi allows one to change not only the magnitude of viscosity at the cost
of an increase or decrease in the parameters æi , but also the character of viscosity at
the sacrifice of variations in the fractional parameter.

Reference to (3.5) shows that free vibrations are excited by weak disturbance
from the equilibrium position.

Since the set of Eqs. (3.8)–(3.10) admits the solution of the Navier type, then the
displacements could be represented in the form

u.x; '; t/ D
1X

mD1

1X

nD1
x1 mn.t/
1 mn.x; '/; (3.17)

v.x; '; t/ D
1X

mD1

1X

nD1
x2 mn.t/
2 mn.x; '/; (3.18)

w.x; '; t/ D
1X

mD1

1X

nD1
x3 mn.t/
3 mn.x; '/; (3.19)

where m and n are integers, xi mn.t/ are the generalized displacements, and

i mn.x; '/ .i D 1; 2; 3/ are the eigenfunctions satisfying the boundary conditions
(3.13) at 0 � x � 1 and 0 � ' � 2:


i mn.x; '/ D

8
ˆ̂
<

ˆ̂
:

cosmx sin n'

sinmx cosn':

sinmx sin n'

(3.20)

Substituting (3.17)–(3.20) into Eqs. (3.8)–(3.10), multiplying (3.8), (3.9), and
(3.10) by 
1lk, 
2lk, and 
3lk, respectively, integrating over x and ', and using the
orthogonality conditions for linear modes within the domains of 0 � x � 1 and
0 � ' � 2 , we are led to a coupled set of nonlinear ordinary differential equations
of the second order in xi mn .i D 1; 2; 3/:

Rxi mn C æiD�xi mn C Smn
ij xj mn D 	Fi mn; (3.21)

where the summation is carried out over two repeated indices, the elements of the
matrix Smn

ij .i; j D 1; 2; 3/ are defined as follows:
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Smn11 D
�

2m2 C 1 	 �
2

ˇ21n
2

	

; Smn12 D Smn21 D 1C �

2
ˇ1mn;

Smn13 D Smn31 D �ˇ1m; Smn23 D Smn32 D ˇ21n ; (3.22)

Smn22 D
�
1 	 �
2

2m2 C ˇ21n
2

	

; Smn33 D ˇ22
12

�
2m2 C ˇ21n

2
�2 C ˇ21 :

The nonlinear parts Fi mn of Eq. (3.21) have the form

F1mn D 2
X

m1

X

n1

X

m2

X

n2

x3m1n1x3m2n2A
m1n1m2n2
mn ; (3.23)

F2mn D 2
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mn ; (3.24)

F3mn D 	 2


X

m1

X

n1

X

m2

X

n2

h
x3m1n1x1m2n2C

m1n1m2n2
mn
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; (3.25)
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	 1C �
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2m1m2n2a
m1n1m2n2
7mn

	 ˇ1n1

�
1 	 �

2
2m2

2 C ˇ21n
2
2

	

a
m1n1m2n2
8mn ;

Em1n1m2n2
mn D ˇ1

�
�2m2

2 C ˇ21n
2
2

�
a
m1n1m2n2
5mn

	 ˇ1

2

�
�2m1m2a

m1n1m2n2
9mn C ˇ21n1n2a

m1n1m2n2
10mn

�
;

and the coefficients am1n1m2n2k mn .k D 1; 2; : : : ; 10/ depending on the combinations
of sine and cosine functions entering into the eigenfunctions (3.20) are presented in
Appendix A.

Since the matrix Smn
ij is symmetric, then it has three real eigenvalues ˝i mn

.i D 1; 2; 3/ which are in correspondence with three mutually orthogonal eigen-
vectors

LI
mn

˚
LI
i mn

�
; LII

mn

˚
LII
i mn

�
; LIII

mn

˚
LIII
i mn

�
: (3.26)

Thus, the matrix Smn
ij and the generalized displacements xi mn could be expanded

in terms of the vectors (3.26) as

Smn
ij D ˝2

1 mnL
I
i mnL

I
j mn C˝2

2 mnL
II
i mnL

II
j mn C˝2

3 mnL
III
i mnL

III
j mn; (3.27)

xi mn D X1 mnL
I
i mn CX2 mnL

II
i mn CX3 mnL

III
i mn : (3.28)

Substituting (3.27) and (3.28) in Eq. (3.21) and then multiplying them succes-
sively by LI

i mn, LII
i mn, and LIII

i mn with due account for

LI
i mnL

II
i mn D LI

i mnL
III
i mn D LII

i mnL
III
i mn D 0;

LI
i mnL

I
i mn D LII

i mnL
II
i mn D LIII

i mnL
III
i mn D 1; (3.29)

we obtain the following three equations:

RX1mn C æ1D�X1mn C˝2
1mnX1mn D 	

3X

iD1
Fi mnL

I
i mn; (3.30)

RX2mn C æ2D�X2mn C˝2
2mnX2mn D 	

3X

iD1
Fi mnL

II
i mn; (3.31)

RX3mn C æ3D�X3mn C˝2
3mnX3mn D 	

3X

iD1
Fi mnL

III
i mn (3.32)

in terms of three new generalized displacements X1 mn, X2 mn, and X3 mn
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X1 mn D xi mnL
I
i mn D x1 mnL

I
1 mn C x2 mnL

I
2 mn C x3 mnL

I
3 mn; (3.33)

X2 mn D xi mnL
II
i mn D x1 mnL

II
1 mn C x2 mnL

II
2 mn C x3 mnL

II
3 mn; (3.34)

X3 mn D xi mnL
III
i mn D x1 mnL

III
1 mn C x2 mnL

III
2 mn C x3 mnL

III
3 mn : (3.35)

It should be emphasized that left-hand side parts of (3.30)–(3.32) are linear and
independent of each other, while Eqs. (3.30)–(3.32) are coupled only by non-linear
terms in their right-hand sides.

In order to show the influence of the initial conditions (3.4) and (3.5) on the
solution to be constructed, let us expand the desired functionsXi mn .i D 1; 2; 3/ in
a series in terms of the small parameter "

Xi mn D "X0
i mn C "2X1

i mn C : : : .i D 1; 2; 3/ : (3.36)

Substituting (3.36) in the set of Eqs (3.30)–(3.32) and restricting ourselves by
the terms of the order of ", we are led to a linear homogeneous set of differential
equations

RX0
i mn C˝2

i mnX
0
i mn D 0 .i D 1; 2; 3/ : (3.37)

The solution of (3.37) has the form

X0
i mn D Ai mn."t/ exp.i˝i mnt/C NAi mn."t/ exp.	i˝i mnt/; (3.38)

where Ai mn."t/ and NAi mn."t/ .i D 1; 2; 3/ are complex conjugate functions to be
found.

Representing functions Ai mn."t/ in the polar form

Ai mn."t/ D ai mn."t/e
i i mn."t/ .i D 1; 2; 3/; (3.39)

the solution (3.36) is reduced to

Xi mn D "X0
i mn D 2"ai mn."t/ cos Œ˝i mnt C  i mn."t/� ; (3.40)

where ai mn."t/ and  i mn."t/ .i D 1; 2; 3/ are the amplitudes and phases of
non-linear vibrations, respectively.

Differentiating (3.40) with respect to time t and ignoring the terms of the order
of "2, we obtain

PXi mn D 	2"ai mn."t/˝i mn sin Œ˝i mnt C  i mn."t/� : (3.41)

Now substituting (3.28) in (3.17)–(3.19) with due account for (3.40), we have
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u.x; '; t/ D 2"

1X

mD1

1X

nD1

˚
a1mn."t/ cos Œ˝1mnt C  1mn."t/� L

I
1mn

C a2mn."t/ cos Œ˝2mnt C  2mn."t/� L
II
1mn

C a3mn."t/ cos Œ˝3mnt C  3mn."t/� L
III
1mn

�

1mn.x; '/; (3.42)

v.x; '; t/ D 2"

1X

mD1

1X

nD1

˚
a1mn."t/ cos Œ˝1mnt C  1mn."t/� L

I
2mn

C a2mn."t/ cos Œ˝2mnt C  2mn."t/� L
II
2mn

C a3mn."t/ cos Œ˝3mnt C  3mn."t/� L
III
2mn

�

2mn.x; '/; (3.43)

w.x; '; t/ D 2"

1X

mD1

1X

nD1

˚
a1mn."t/ cos Œ˝1mnt C  1mn."t/� L

I
3mn

C a2mn."t/ cos Œ˝2mnt C  2mn."t/� L
II
3mn

C a3mn."t/ cos Œ˝3mnt C  3mn."t/� L
III
3mn

�

3mn.x; '/ : (3.44)

Using the initial conditions (3.11) and (3.12) with due account for relationships
(3.41), from (3.42)–(3.44) at t D 0 we obtain an infinite set of algebraic equations
for determining ai mn.0/ and  i mn.0/ (i D 1; 2; 3)

a1mn.0/L
I
1mn cos 1mn.0/C a2mn.0/L

II
1mn cos 2mn.0/

Ca3mn.0/L
III
1mn cos 3mn.0/ D 0;

a1mn.0/L
I
2mn cos 1mn.0/C a2mn.0/L

II
2mn cos 2mn.0/

Ca3mn.0/L
III
2mn cos 3mn.0/ D 0; (3.45)

a1mn.0/L
I
3mn cos 1mn.0/C a2mn.0/L

II
3mn cos 2mn.0/

Ca3mn.0/L
III
3mn cos 3mn.0/ D 0;

	 a1mn.0/˝1mnL
I
1mn sin 1mn.0/	 a2mn.0/˝2mnL

II
1mn sin 2mn.0/

	a3mn.0/˝3mnL
III
1mn sin 3mn.0/ D æ1mn;

	a1mn.0/˝1mnL
I
2mn sin 1mn.0/	 a2mn.0/˝2mnL

II
2mn sin 2mn.0/

	a3mn.0/˝3mnL
III
2mn sin 3mn.0/ D æ2mn; (3.46)

	a1mn.0/˝1mnL
I
3mn sin 1mn.0/	 a2mn.0/˝2mnL

II
3mn sin 2mn.0/

	a3mn.0/˝3mnL
III
3mn sin 3mn.0/ D æ3mn;
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where

æ1mn D
R 1
0

R 2
0
v01.x; '/
1mn.x; '/dxd'

R 1
0

R 2
0

21mn.x; '/dxd'

;

æ2mn D
R 1
0

R 2
0
v02.x; '/
2mn.x; '/dxd'

R 1
0

R 2
0

22mn.x; '/dxd'

;

æ3mn D
R 1
0

R 2
0 v03.x; '/
3mn.x; '/dxd'
R 1
0

R 2
0 
23mn.x; '/dxd'

:

All subsequent approximations are determined from an inhomogeneous set of
differential equations with known right parts. Since the general solution of such
a system is the sum of two solutions, a particular solution of the inhomogeneous
system and a general solution of the corresponding homogeneous system, then
arbitrary constants could be chosen in such a way that the initial conditions of all
subsequent approximations would be zero ones.

It is known [3, 30] that during nonstationary excitation of thin bodies not all
possible modes of vibration would be excited. Moreover, the modes which are
strongly coupled by any of the so-called internal resonance conditions are initiated
and dominate in the process of vibration, resulting in the energy transfer from one
subsystem to another between the coupled modes, in so doing the types of modes to
be excited are dependent of the character of the external excitation.

Assume hereafter that the vibration process occurs in such a way that only three
natural modes corresponding to the generalized displacements X1s1s2 , X2k1k2 , and
X3l1l2 are excited and dominate over other natural modes. In this case, the right parts
of Eqs. (3.30)–(3.32) are significantly simplified, and equations of free vibrations
(3.30)–(3.32) take the form

RX1s1s2 C æ1D�X1s1s2 C˝2
1s1s2

X1s1s2 C aI11s1s2X
2
1s1s2

C aI22s1s2X
2
2k1k2

C aI33s1s2X
2
3l1l2

C aI12s1s2X1s1s2X2k1k2

C aI13s1s2X1s1s2X3l1l2 C aI23s1s2X2k1k2X3l1l2 D 0; (3.47)

RX2k1k2 C æ2D�X2k1k2 C˝2
2k1k2

X2k1k2 C aII
11k1k2

X2
1s1s2

C aII
22k1k2

X2
2k1k2

C aII
33k1k2

X2
3l1l2

C aII
12k1k2

X1s1s2X2k1k2

C aII
13k1k2

X1s1s2X3l1l2 C aII
23k1k2

X2k1k2X3l1l2 D 0; (3.48)

RX3l1l2 C æ3D�X3l1l2 C˝2
3l1l2

X3l1l2 C aIII
11l1l2

X2
1s1s2

C aIII
22l1l2

X2
2k1k2

C aIII
33l1l2

X2
3l1l2

C aIII
12l1l2

X1s1s2X2k1k2

C aIII
13l1l2

X1s1s2X3l1l2 C aIII
23l1l2

X2k1k2X3l1l2 D 0; (3.49)
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where

a˛11mn D 2



n�
LI
3s1s2

�2 �
L˛1mnA

s1s2s1s2
mn C L˛2mnB

s1s2s1s2
mn C L˛3mnE

s1s2s1s2
mn

�

C �
LI1s1s2C

s1s2s1s2
mn C LI2s1s2D

s1s2s1s2
mn

�
LI
3s1s2

L˛3mn

�
; (3.50)

a˛22mn D 2



n�
LII
3k1k2

�2 �
L˛1mnA

k1k2k1k2
mn C L˛2mnB

k1k2k1k2
mn C L˛3mnE

k1k2k1k2
mn

�

C �
LII
1k1k2

C k1k2k1k2
mn C LII

2k1k2
Dk1k2k1k2

mn

�
LII
3k1k2

L˛3mn

�
; (3.51)

a˛33mn D 2



n�
LIII
3l1l2

�2 �
L˛1mnA

l1l2l1l2
mn C L˛2mnB

l1l2l1l2
mn C L˛3mnE

l1l2l1l2
mn

�

C �
LIII
1l1l2

C l1l2l1l2
mn CLIII

2l1l2
Dl1l2l1l2

mn

�
LIII
3l1l2

L˛3mn

�
; (3.52)

a˛13mn D 2



˚
LI
3s1s2

LIII
3l1l2


�
As1s2l1l2mn C Al1l2s1s2mn

�
L˛1mn

C �
Bs1s2l1l2

mn C Bl1l2s1s2
mn

�
L˛2mn C �

Es1s2l1l2
mn CEl1l2s1s2

mn

�
L˛3mn

�

C 

LI
3s1s2

LIII
1l1l2

C s1s2l1l2
mn C LIII

3l1l2
LI
1s1s2

C l1l2s1s2
mn

C LI
3s1s2

LIII
2l1l2

Ds1s2l1l2
mn C LIII

3l1l2
LI
2s1s2

Dl1l2s1s2
mn

�
L˛3mn

�
; (3.53)

a˛23mn D 2



˚
LII
3k1k2

LIII
3l1l2


�
Ak1k2l1l2mn C Al1l2k1k2mn

�
L˛1mn

C �
Bk1k2l1l2

mn C Bl1l2k1k2
mn

�
L˛2mn C �

Ek1k2l1l2
mn C El1l2k1k2

mn

�
L˛3mn

�

C 

LII
3k1k2

LIII
1l1l2

C k1k2l1l2
mn C LIII

3l1l2
LII
1k1k2

C l1l2k1k2
mn

C LII
3k1k2

LIII
2l1l2

Dk1k2l1l2
mn C LIII

3l1l2
LII
2k1k2

Dl1l2k1k2
mn

�
L˛3mn

�
; (3.54)

a˛12mn D 2



˚
LI
3s1s2

LII
3k1k2


�
As1s2k1k2mn C Ak1k2s1s2mn

�
L˛1mn

C �
Bs1s2k1k2

mn C Bk1k2s1s2
mn

�
L˛2mn C �

Es1s2k1k2
mn C Ek1k2s1s2

mn

�
L˛3mn

�

C 

LI
3s1s2

LII
1k1k2

C s1s2k1k2
mn CLII

3k1k2
LI
1s1s2

C k1k2s1s2
mn

C LI
3s1s2

LII
2k1k2

Ds1s2k1k2
mn C LII

3k1k2
LI
2s1s2

Dk1k2s1s2
mn

�
L˛3mn

�
: (3.55)

From relationships (3.50)–(3.55) we could calculate all coefficients entering in
Eq. (3.47) at ˛ D I , m D s1 and n D s2, in Eq. (3.48) at ˛ D II, m D k1 and
n D k2, and in Eq. (3.49) at ˛ D III, m D l1 and n D l2.

Omitting hereafter the subindices s1s2, k1k2, and l1l2 for ease of presentation,
Eqs. (3.47)–(3.49) could be rewritten as
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RX1 C æ1D�X1 C˝2
1X1 C aI11X

2
1 C aI22X

2
2 C aI33X

2
3

C aI12X1X2 C aI13X1X3 C aI23X2X3 D 0; (3.56)

RX2 C æ2D
�X2 C˝2

2X2 C aII
11X

2
1 C aII

22X
2
2 C aII

33X
2
3

C aII
12X1X2 C aII

13X1X3 C aII
23X2X3 D 0; (3.57)

RX3 C æ3D�X3 C˝2
3X3 C aIII

11X
2
1 C aIII

22X
2
2 C aIII

33X
2
3

C aIII
12X1X2 C aIII

13X1X3 C aIII
23X2X3 D 0 : (3.58)

3.3 Method of Solution

An approximate solution of Eqs. (3.56)–(3.58) for small but finite amplitudes
weakly varying with time can be represented by a third-order uniform expansion
in terms of different time scales in the following form [31]:

Xi D "Xi1.T0; T1; T2 : : :/C "2Xi2.T0; T1; T2 : : :/C "3Xi3.T0; T1; T2 : : :/C : : : ;

(3.59)

where i D 1; 2; 3, " is a small dimensionless parameter of the same order of
magnitude as the amplitudes, Tn D "nt are new independent variables, among
them: T0 D t is a fast scale characterizing motions with the natural frequencies,
and T1 D "t and T2 D "2t are slow scales characterizing the modulation of the
amplitudes and phases of the modes with nonlinearity.

Recall that the first and the second time-derivatives are defined, respectively, as
follows

d

dt
D D0 C "D1 C "2D2 C : : : ;

d 2

dt2
D D2

0 C 2"D0D1 C "2
�
D2
1 C 2D0D2

�C : : : ; (3.60)

while the fractional-order time-derivative could be represented following Rossikhin
and Shitikova [20] as

�
d

dt

	�
D �

D0 C "D1 C "2D2 C : : :
��

(3.61)

D D
�
0 C "�D

��1
0 D1 C 1

2
"2�

h
.� 	 1/D��2

0 D2
1 C 2D

��1
0 D2

i
C : : : ;

whereDn D @=@Tn, andD�
0 ,D��1

0 ,D��2
0 ; : : : are the Riemann-Liouville fractional

derivatives in time t defined in (3.16).
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Considering that the viscosity is small, i.e.,

æi D "k�i �
�
i ;

where �i is the relaxation time of the i -th generalized displacement, �i is a finite
value, and the choice of k depends on the order of smallness of the viscosity
coefficients æi , substituting (3.59)–(3.61) in Eqs. (3.56)–(3.58), after equating the
coefficients at like powers of " to zero, we are led to a set of recurrence equations to
various orders:

to order "

D2
0X11 C˝2

1X11 D 0; (3.62)

D2
0X21 C˝2

2X21 D 0; (3.63)

D2
0X31 C˝2

3X31 D 0I (3.64)

to order "2

D2
0X12 C ˝2

1X12 D 	2D0D1X11 	 aI11X2
11 	 aI22X

2
21 	 aI33X

2
31

	 aI12X11X21 	 aI13X11X31 	 aI23X21X31 	 �1.2 	 k/��1 D�
0X11; (3.65)

D2
0X22 C ˝2

2X22 D 	2D0D1X21 	 aII
11X

2
11 	 aII

22X
2
21 	 aII

33X
2
31

	 aII
12X11X21 	 aII

13X11X31 	 aII
23X21X31 	 �2.2 	 k/��2 D�

0X21; (3.66)

D2
0X32 C ˝2

3X32 D 	2D0D1X31 	 aIII
11X

2
11 	 aIII

22X
2
21 	 aIII

33X
2
31 	 aIII

12X11X21

	 aIII
13X11X31 	 aIII

23X21X31 	 �3.2 	 k/�
�
3 D

�
0X31 ; (3.67)

to order "3

D2
0X13 C ˝2

1X13 D 	2D0D1X12 	 �
D2
1 C 2D0D2

�
X11

	 2aI11X11X12 	 2aI22X21X22 	 2aI33X31X32

	 aI12 .X11X22 CX12X21/ 	 aI13 .X11X32 CX12X31/

	 aI23 .X21X32 CX22X31/ 	 �1.2 	 k/�
�
1 D

�
0X12

	 �1�.2	 k/�
�
1 D

��1
0 D1X11 	 �1.k 	 1/�

�
1 D

�
0X11; (3.68)

D2
0X23 C ˝2

2X23 D 	2D0D1X22 	 �
D2
1 C 2D0D2

�
X21

	 2aII
11X11X12 	 2aII

22X21X22 	 2aII
33X31X32

	 aII
12 .X11X22 CX12X21/ 	 aII

13 .X11X32 CX12X31/

	 aII
23 .X21X32 CX22X31/ 	 �2.2 	 k/�

�
2 D

�
0X22

	 �2�.2	 k/�
�
2 D

��1
0 D1X21 	 �2.k 	 1/�

�
2 D

�
0X21; (3.69)
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D2
0X33 C ˝2

3X33 D 	2D0D1X32 	 �
D2
1 C 2D0D2

�
X31

	 2aIII
11X11X12 	 2aIII

22X21X22 	 2aIII
33X31X32

	 aIII
12 .X11X22 CX12X21/	 aIII

13 .X11X32 CX12X31/

	 aIII
23 .X21X32 CX22X31/	 �3.2 	 k/��3 D�

0X32

	 �3�.2	 k/�
�
3 D

��1
0 D1X31 	 �3.k 	 1/�

�
3 D

�
0X31 : (3.70)

In order to construct the uniformly valid solution, it is necessary on each step
to use the solution from the preceding step and to eliminate secular terms during
integration [31].

We shall seek the solution of Eqs. (3.62)–(3.64) in the form

Xj1 D Aj .T1; T2/ exp.i˝jT0/C NAj .T1; T2/ exp.	i˝jT0/; (3.71)

whereAj .T1; T2/ .j D 1; 2; 3/ are unknown complex functions, and NAj .T1; T2/ are
the complex conjugates of Aj .T1; T2/.

To solve the sets of Eqs. (3.65)–(3.67) and (3.68)–(3.70), it is necessary to specify
the action of the fractional derivative D�

0 on the functions Xj1, i.e., to calculate
D
�
0 e

i˝j t . It has been shown in [32] that

D
�
0 e

i˝j t D .i˝j /
�ei˝j t : (3.72)

Note that since the process of vibrations starts at t D 0, then the fractional
derivative should be defined on the segment Œ0; t �, i.e.,

D
�
0 x.t/ D 1

�.1 	 �/

d

dt

Z t

0

x.s/ds

.t 	 s/�
: (3.73)

Then instead of formula (3.72), the application of the fractional derivative (3.73)
on the exponent results in the following relationship [32]:

D
�
0 e

i˝j t D .i˝j /
� ei˝j t C sin�



Z 1

0

u�

u C i˝j

e�utdu: (3.74)

However, the second term of (3.74), as it has been proved in [33], does not
influence the solution constructed via the method of multiple time scales restricted
to the first- and second-order approximations.

In other words, even the utilization of exact formula (3.74) in the problem under
consideration produces completely equivalent results given by the approximate
formula (3.72) if the solution is constructed via the method of multiple time scales
within the considered orders of approximation. Thus, in further analysis we will
utilize formula (3.72).
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Fig. 3.1 Contour of
integration

It has been shown by Rossikhin and Shitikova [32] that formula (3.74) could be
obtained from the Mellin-Fourier formula for the functionD�

0 e
i˝j t . Really,

D
�
0 e

i˝j t D 1

2i

Z cCi1

c�i1
p�eptdp

p 	 i˝j

: (3.75)

To calculate the integral in the right-hand side of (3.75), one can use the contour
of integrationL shown in Fig. 3.1. Applying the theorem of residues for the integral
over the contour L, we have

1

2i

Z

L

p�eptdp

p 	 i˝j

D .i˝j /
�ei˝j t : (3.76)

Writing the contour integral in terms of the sum of integrals along the vertical
segment of the straight line, along the arcs of the circumferences with radii CR and
C�, and along the branches of the cut of the negative real semi-axis, then tending R
to 1 and � to 0, and considering Jordan lemma, we arrive at the relationship (3.74).

Reference to Fig. 3.1 shows that the first term in (3.74) is defined by the residues
at the point p D i˝j , while the second term of (3.74) is governed by the integration
along the cut of the negative semi-axis.

Note also that it has been shown in [33] that the utilization of the fractional
derivatives due to the Caputo definition and Riemann-Liouville definition together
with the method of multiple time scales produces the completely equivalent solution
within the limits of the leading and second-order approximations.

For further analysis it is also a need to specify the order of weak damping.
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3.3.1 Viscosity of the Order of "

Let us first consider the case of viscosity of the order of ". Then at k D 1

Eqs. (3.65)–(3.67) are reduced to

D2
0X12 C ˝2

1X12 D 	2D0D1X11 	 aI11X2
11 	 aI22X

2
21 	 aI33X2

31

	 aI12X11X21 	 aI13X11X31 	 aI23X21X31 	 �1�
�
1 D

�
0X11; (3.77)

D2
0X22 C ˝2

2X22 D 	2D0D1X21 	 aII
11X

2
11 	 aII

22X
2
21 	 aII

33X
2
31

	 aII
12X11X21 	 aII

13X11X31 	 aII
23X21X31 	 �2�

�
2 D

�
0X21; (3.78)

D2
0X32 C ˝2

3X32 D 	2D0D1X31 	 aIII
11X

2
11 	 aIII

22X
2
21 	 aIII

33X
2
31

	 aIII
12X11X21 	 aIII

13X11X31 	 aIII
23X21X31 	 �3�

�
3 D

�
0X31 : (3.79)

Substituting (3.71) in the right-hand side of Eqs. (3.77)–(3.79) with due account
for (3.72) yields

D2
0X12 C ˝2

1X12D	2i˝1D1A1.T1/exp.i˝1T0/	aI11
h
A21exp.2i˝1T0/CA1 NA1

i

	 aI22

h
A22 exp.2i˝2T0/C A2 NA2

i
	 aI33

h
A23 exp.2i˝3T0/C A3 NA3

i

	 aI12
˚
A1A2 exp Œi.˝1 C˝2/T0�C A1 NA2 exp Œi.˝1 	˝2/T0�

�

	 aI13
˚
A1A3 exp Œi.˝1 C˝3/T0�C A1 NA3 exp Œi.˝1 	˝3/T0�

�

	 aI23
˚
A2A3 exp Œi.˝2 C˝3/T0�C A2 NA3 exp Œi.˝2 	˝3/T0�

�

	 �1�
�
1 A1 .i˝1/

� exp.i˝1T0/C cc; (3.80)

D2
0X22 C ˝2

2X22 D 	2i˝2D1A2.T1/ exp.i˝2T0/ 	 aII
11

h
A21 exp.2i˝1T0/C A1 NA1

i

	 aII
22

h
A22 exp.2i˝2T0/C A2 NA2

i
	 aII

33

h
A23 exp.2i˝3T0/C A3 NA3

i

	 aII
12

˚
A1A2 exp Œi.˝1 C˝2/T0�C A1 NA2 exp Œi.˝1 	˝2/T0�

�

	 aII
13

˚
A1A3 exp Œi.˝1 C˝3/T0�C A1 NA3 exp Œi.˝1 	˝3/T0�

�

	 aII
23

˚
A2A3 exp Œi.˝2 C˝3/T0�C A2 NA3 exp Œi.˝2 	˝3/T0�

�

	 �2�
�
2 A2 .i˝2/

� exp.i˝2T0/C cc; (3.81)

D2
0X32 C ˝2

3X32 D 	2i˝3D1A3.T1/ exp.i˝3T0/ 	 aIII
11

h
A21 exp.2i˝1T0/C A1 NA1

i

	 aIII
22

h
A22 exp.2i˝2T0/C A2 NA2

i
	 aIII

33

h
A23 exp.2i˝3T0/C A3 NA3

i

	 aIII
12

˚
A1A2 exp Œi.˝1 C˝2/T0�C A1 NA2 exp Œi.˝1 	˝2/T0�

�
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	 aIII
13

˚
A1A3 exp Œi.˝1 C˝3/T0�C A1 NA3 exp Œi.˝1 	˝3/T0�

�

	 aIII
23

˚
A2A3 exp Œi.˝2 C˝3/T0�C A2 NA3 exp Œi.˝2 	˝3/T0�

�

	 �3�
�
3 A3 .i˝3/

� exp.i˝3T0/C cc ; (3.82)

where cc is the complex conjugate part to the preceding terms.
Reference to Eqs. (3.80)–(3.82) shows that the following types of the internal

resonance could occur on this step [25]:

1. the two-to-one internal resonance, when one natural frequency is twice the other
natural frequency,

˝1D2˝2 .˝3¤˝1; ˝3¤2˝2/; or ˝2D2˝1; (3.83)

˝1D2˝3 .˝2¤˝1; ˝2¤2˝3/; or ˝3D2˝1; (3.84)

˝2D2˝3 .˝1¤˝2; ˝1¤2˝3/; or ˝3D2˝2I (3.85)

2. the one-to-one-to-two or one-to-two-to-two internal resonance, i.e.,

˝1 D ˝2 D 2˝3; or 1 W 1 W 2; (3.86)

˝1 D 2˝2 D ˝3; or 1 W 2 W 1; (3.87)

2˝1 D ˝2 D ˝3; or 2 W 1 W 1; (3.88)

˝1 D 2˝2 D 2˝3; or 1 W 2 W 2; (3.89)

2˝1 D ˝2 D 2˝3; or 2 W 1 W 2; (3.90)

2˝1 D 2˝2 D ˝3; or 2 W 2 W 1I (3.91)

3. the combinational resonance of the additive-difference type of the first order, i.e.,

˝1D˝2C˝3; or ˝2D˝1	˝3; or ˝3D˝1	˝2; (3.92)

˝1D˝2	˝3; or ˝2D˝1C˝3; or ˝3D˝2	˝1; (3.93)

˝1D˝3	˝2; or ˝2D˝3	˝1; or ˝3D˝1C˝2: (3.94)

3.3.2 Viscosity of the Order of "2

Now let us consider vibrations of a nonlinear shell putting k D 2 in its equations of
motion (3.65)–(3.67)

D2
0Xj2 C˝2

jXj2 D 	 2D0D1Xj1 	
3X

kD1
aJkkX

2
k1

	 aJ12X11X21 	 aJ13X11X31 	 aJ23X21X31; (3.95)

where the upper index J takes on the values of I; II; III for j D 1; 2; 3, respectively.
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Substituting (3.71) in the right-hand side of Eqs. (3.95) yields

D2
0Xj2 C˝2

jXj2D	2i˝jD1Aj .T1/ exp.i˝j T0/	
3X

kD1
aJkk

h
A2k exp.2i˝kT0/CAk NAk

i

	 aJ12
˚
A1A2 exp Œi.˝1 C˝2/T0�C A1 NA2 exp Œi.˝1 	˝2/T0�

�

	 aJ13
˚
A1A3 exp Œi.˝1 C˝3/T0�C A1 NA3 exp Œi.˝1 	˝3/T0�

�

	 aJ23
˚
A2A3 exp Œi.˝2 C˝3/T0�C A2 NA3 exp Œi.˝2 	˝3/T0�

�C cc : (3.96)

Assume that the natural frequencies ˝j (j D 1; 2; 3) possess such magnitudes
that any of the combinations from (3.83) to (3.94) could not occur. Then the
functions exp.˙i˝jT0/ entering into the right-hand side of Eqs. (3.96) produce
secular terms.

To eliminate circular terms in Eqs. (3.96), it is necessary to vanish to zero the
coefficients standing at exp

�˙i˝jT0
�
, i.e.,

D1Aj .T1; T2/ D 0; (3.97)

whence it follows that Aj are T1-independent.
Considering (3.97), solution of Eqs. (3.96) at j D 1; 2; 3 has the form

X12 D k1A
2
1 exp.2i˝1T0/C k2A1 NA1 C k3A

2
2 exp.2i˝2T0/C k4A2 NA2

C k5A
2
3 exp.2i˝3T0/C k6A3 NA3 C k7A1A2 exp Œi.˝1 C˝2/T0�

C k8A1 NA2 exp Œi.˝1 	˝2/T0�C k9A1A3 exp Œi.˝1 C˝3/T0�

C k10A1 NA3 exp Œi.˝1 	˝3/T0�C k11A2A3 exp Œi.˝2 C˝3/T0�

C k12A2 NA3 exp Œi.˝2 	˝3/T0�C F1.T2/ exp.i˝1T0/C cc ; (3.98)

X22 D g1A
2
1 exp.2i˝1T0/C g2A1 NA1 C g3A

2
2 exp.2i˝2T0/C g4A2 NA2

C g5A
2
3 exp.2i˝3T0/C g6A3 NA3 C g7A1A2 exp Œi.˝1 C˝2/T0�

C g8A1 NA2 exp Œi.˝1 	˝2/T0�C g9A1A3 exp Œi.˝1 C˝3/T0�

C g10A1 NA3 exp Œi.˝1 	˝3/T0�C g11A2A3 exp Œi.˝2 C˝3/T0�

C g12A2 NA3 exp Œi.˝2 	˝3/T0�C F2.T2/ exp.i˝2T0/C cc; (3.99)

X32 D q1A
2
1 exp.2i˝1T0/C q2A1 NA1 C q3A

2
2 exp.2i˝2T0/C q4A2 NA2

C q5A
2
3 exp.2i˝3T0/C q6A3 NA3 C q7A1A2 exp Œi.˝1 C˝2/T0�

C q8A1 NA2 exp Œi.˝1 	˝2/T0�C q9A1A3 exp Œi.˝1 C˝3/T0�
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C q10A1 NA3 exp Œi.˝1 	˝3/T0�C q11A2A3 exp Œi.˝2 C˝3/T0�

C q12A2 NA3 exp Œi.˝2 	˝3/T0�C F3.T2/ exp.i˝3T0/C cc; (3.100)

where Fj .T2/ (j D 1; 2; 3) are new functions to be determined, and coefficients ki ,
gi , and qi (i D 1; 2; : : : ; 12) are presented in Appendix B.

Taking (3.97) into account, Eqs. (3.68)–(3.70) at k D 2 are reduced to the
following set of equations:

D2
0Xj3 C ˝2

jXj3 D 	2D0D2Xj1 	 2aJ11X11X12 	 2aJ22X21X22 	 2aJ33X31X32
	 aJ12 .X11X22 CX12X21/	 aJ13 .X11X32 CX12X31/

	 aJ23 .X21X32 CX22X31/	 �j �
�
j D

�
0Xj1 .j D 1; 2; 3/ : (3.101)

Substituting (3.71) and (3.98)–(3.100) with due account for (3.97) in
Eqs. (3.101), we have

D2
0Xj3 C ˝2

jXj3 D 	
h
2i˝jD2Aj C �j �

�
j

�
i˝j

��
Aj

i
exp.i˝j T0/

	
�
dJ1 A

2
1

NA1 C dJ2 A1A2
NA2 C dJ3 A1A3

NA3
�

exp.i˝1T0/

	
�
dJ4 A

2
2

NA2 C dJ5 A2A1
NA1 C dJ6 A2A3

NA3
�

exp.i˝2T0/

	
�
dJ7 A

2
3

NA3 C dJ8 A3A1
NA1 C dJ9 A3A2

NA2
�

exp.i˝3T0/

	 dJ10A
3
1 exp.3i˝1T0/	 dJ11A

3
2 exp.3i˝2T0/ 	 dJ12A

3
3 exp.3i˝3T0/

	 aJ12 .A1F2 C A2F1/ exp Œi.˝1 C˝2/T0�

	 aJ12
�
A1 NF2 C NA2F1

�
exp Œi.˝1 	˝2/T0�

	 aJ13 .A1F3 C A3F1/ exp Œi.˝1 C˝3/T0�

	 aJ13
�
A1 NF3 C NA3F1

�
exp Œi.˝1 	˝3/T0�

	 aJ23 .A2F3 C A3F2/ exp Œi.˝2 C˝3/T0�

	 aJ23
�
A2 NF3 C NA3F2

�
exp Œi.˝2 	˝3/T0�

	 eJ1 A1A2A3 exp Œi.˝1C˝2C˝3/T0�	 eJ2 A1A2
NA3 exp Œi.˝1C˝2	˝3/T0�

	 eJ3 A1
NA2A3 exp Œi.˝1	˝2C˝3/T0�	 eJ4

NA1A2A3 exp Œi.˝2	˝1C˝3/T0�
	 cJ1 A1A

2
2 exp Œi.˝1 C 2˝2/T0� 	 cJ2 A1A23 exp Œi.˝1 C 2˝3/T0�

	 cJ3 A
2
1A2 exp Œi.2˝1 C˝2/T0� 	 cJ4 A21A3 exp Œi.2˝1 C˝3/T0�

	 cJ5 A2A
2
3 exp Œi.˝2 C 2˝3/T0� 	 cJ6 A22A3 exp Œi.2˝2 C˝3/T0�

	 cJ7 A
2
1

NA2 exp Œi.2˝1 	˝2/T0�	 cJ8 A
2
1

NA3 exp Œi.2˝1 	˝3/T0�

	 cJ9
NA1A22 exp Œi.2˝2 	˝1/T0�	 cJ10

NA1A23 exp Œi.2˝3 	˝1/T0�
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	 cJ11A
2
2

NA3 exp Œi.2˝2 	˝3/T0� 	 cJ12A
2
3

NA2 exp Œi.2˝3 	˝2/T0�

	
3X

kD1
2aJkkAk



Fk exp.2i˝kT0/C NFk

�C cc ; (3.102)

where all coefficients dJi , cJi (i D 1; 2; : : : ; 12), and eJk (k D 1; 2; 3; 4) are
presented in Appendix B.

Reference to Eqs. (3.102) shows that the following types of the internal resonance
could occur on this step:

1. the one-to-one internal resonance, when one natural frequency is nearly equal to
the other natural frequency,

˝1 D ˝2 .˝3 ¤ ˝1; ˝3 ¤ ˝2/; (3.103)

˝1 D ˝3 .˝2 ¤ ˝1; ˝2 ¤ ˝3/; (3.104)

˝2 D ˝3 .˝1 ¤ ˝2; ˝1 ¤ ˝3/I (3.105)

2. the one-to-one-to-one internal resonance

˝1 D ˝2 D ˝3 I (3.106)

3. the three-to-one internal resonance, when one natural frequency is three times
larger than the other natural frequency,

˝1 D 3˝2 .˝3 ¤ ˝1; ˝3 ¤ 3˝2/; or ˝2 D 3˝1; (3.107)

˝1 D 3˝3 .˝2 ¤ ˝1; ˝2 ¤ 3˝3/; or ˝3 D 3˝1; (3.108)

˝2 D 3˝3 .˝1 ¤ ˝2; ˝1 ¤ 3˝2/; or ˝3 D 3˝2 I (3.109)

4. the one-to-one-to-three or one-to-three-to-three internal resonance, i.e.,

˝1 D 3˝2 D ˝3; or 1 W 3 W 1; (3.110)

˝1 D ˝2 D 3˝3; or 1 W 1 W 3; (3.111)

3˝1 D ˝2 D ˝3; or 3 W 1 W 1; (3.112)

˝1 D 3˝2 D 3˝3; or 1 W 3 W 3; (3.113)

3˝1 D ˝2 D 3˝3; or 3 W 1 W 3; (3.114)

3˝1 D 3˝2 D ˝3; or 3 W 3 W 1I (3.115)

5. the combinational resonance of the additive-difference type of the second order,
i.e.,

˝1 D ˝2 C 2˝3; or ˝2 D ˝1 	 2˝3; or 2˝3 D ˝1 	˝2; (3.116)

˝1 D 2˝2 C˝3; or 2˝2 D ˝1 	˝3; or ˝3 D ˝1 	 2˝2; (3.117)
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˝1 D 2˝3 	˝2; or ˝2 D 2˝3 	˝1; or 2˝3 D ˝1 C˝2 ; (3.118)

˝1 D ˝2 	 2˝3; or ˝2 D 2˝3 C˝1; or 2˝3 D ˝2 	˝1; (3.119)

˝1 D 2˝2 	˝3; or 2˝2 D ˝1 C˝3; or ˝3 D 2˝2 	˝1; (3.120)

˝1 D ˝3 	 2˝2; or 2˝2 D ˝3 	˝1; or ˝3 D 2˝2 C˝1; (3.121)

2˝1 D ˝2 C˝3; or ˝2 D 2˝1 	˝3; or ˝3 D 2˝1 	˝2; (3.122)

2˝1 D ˝2 	˝3; or ˝2 D 2˝1 C˝3; or ˝3 D ˝2 	 2˝1; (3.123)

2˝1 D ˝3 	˝2; or ˝2 D ˝3 	 2˝1; or ˝3 D 2˝1 C˝2 : (3.124)

The different cases of the three-to-one, one-to-one-to-three and one-to-three-to-
three internal resonances (3.107)–(3.115) have been recently analyzed in detail in
[34]. Further we will restrict ourselves by considering the cases of the combinational
resonances characterized by coupling of three interacting modes of vibrations.

3.4 Governing Nonlinear Differential Equations Describing
Amplitude-Phase Modulation for Different Types of the
Combinational Internal Resonance

To deduce the nonlinear differential equations describing the modulation of ampli-
tudes and phases of the cylindrical shell under consideration, we should consider
separately each type of the combinational internal resonance which could occur
with due account for weak damping of the order " or "2.

3.4.1 Combinational Additive-Difference Internal Resonance
of the First Order

Now let us consider the case of the combinational additive-difference internal
resonance of the first order, i.e., when the viscosity has the order of ". As an example,
we will analyze the case (3.92), when ˝1 D ˝2 C˝3. Other possible cases, (3.93)
and (3.94), could be treated similarly.

Eliminating secular terms in Eqs. (3.80)–(3.82) for the case under consideration,
we obtain the following solvability equations:

2i˝1D1A1.T1/C �1 .i˝1�1/
� A1 C aI23A2A3 D 0; (3.125)

2i˝2D1A2.T1/C �2 .i˝2�2/
� A2 C aII

13A1
NA3 D 0; (3.126)

2i˝3D1A3.T1/C �3 .i˝3�3/
� A3 C aIII

12A1
NA2 D 0 : (3.127)
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Let us multiply Eqs. (3.125)–(3.127), respectively, by NA1, NA2, and NA3 and find
their complex conjugates. Adding every pair of the mutually adjoint equations with
each other and subtracting one from another, and considering that

Ai D a
i'i
ie .i D 1; 2; 3/; (3.128)

as a result we have

�
a21
�: C s1a

2
1 D ˝�11 aI23a1a2a3 sin ı; (3.129)

�
a22
�: C s2a

2
2 D 	˝�12 aII

13a1a2a3 sin ı; (3.130)

�
a23
�: C s3a

2
3 D 	˝�13 aIII

12a1a2a3 sin ı; (3.131)

P'1 	 1

2
�1 	 1

2

aI23
˝1

a2a3

a1
cos ı D 0; (3.132)

P'2 	 1

2
�2 	 1

2

aII
13

˝2

a1a3

a2
cos ı D 0; (3.133)

P'3 	 1

2
�3 	 1

2

aIII
12

˝3

a1a2

a3
cos ı D 0; (3.134)

where the phase difference has the form ı D '1 	 .'2 C '3/.
Introducing new functions �1.T1/, �2.T1/, and �3.T1/, such that

a21 D aI23
˝1

�1 exp.	s1T1/; a22 D aII
13

˝2

�2 exp.	s2T1/; a23 D aIII
12

˝3

�3 exp.	s3T1/;
(3.135)

and substituting (3.135) in the left-hand sides of (3.129)–(3.131) yield

P�1 exp.	s1T1/ D a1a2a3 sin ı; (3.136)

P�2 exp.	s2T1/ D 	a1a2a3 sin ı; (3.137)

P�3 exp.	s3T1/ D 	a1a2a3 sin ı; (3.138)

the summation of which results in the following:

2 P�1 exp.	s1T1/C P�2 exp.	s2T1/C P�3 exp.	s3T1/ D 0 : (3.139)

From Eqs. (3.136)–(3.138) we could find that

a2a3

a1
D

P�1
�1

˝1

aI23

1

sin ı
; (3.140)
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a1a3

a2
D 	

P�2
�2

˝2

aII
13

1

sin ı
; (3.141)

a1a2

a3
D 	

P�3
�3

˝3

aIII
12

1

sin ı
; (3.142)

while Eqs. (3.132)–(3.134) could be reduced to

Pı D ˙ C 1

2

aI23
˝1

a2a3

a1
cos ı 	 1

2

aII
13

˝2

a1a3

a2
cos ı 	 1

2

aIII
12

˝3

a1a2

a3
cos ı; (3.143)

where˙ D 1
2
.�1 	 �2 	 �3/ .

Substituting (3.140)–(3.142) in (3.143) yields

Pı 	˙ D 1

2

 P�1
�1

C
P�2
�2

C
P�3
�3

!

cot ı : (3.144)

The first integral of (3.144) could be written in the form

G0 exp

�

	˙
Z T1

0

tan ıdT1

	

D p
�1
p
�2
p
�3 cos ı; (3.145)

where G0 is a constant of integration to be found from the initial conditions

�1

ˇ
ˇ
ˇ
T1D0

D �1 0; �2

ˇ
ˇ
ˇ
T1D0

D �2 0; �3

ˇ
ˇ
ˇ
T1D0

D �3 0; ı
ˇ
ˇ
ˇ
T1D0

D ı0 : (3.146)

From the other hand, substituting (3.135) in (3.143) and (3.136) yields

Pı D ˙ C 1

2
b

 p
�2
p
�3

p
�1

e
1
2 .s1�s2�s3/T1 	

p
�1
p
�3

p
�2

e
1
2 .s2�s1�s3/T1

	
p
�1
p
�2

p
�3

e
1
2 .s3�s1�s2/T1

!

cos ı; (3.147)

P�1 D b
p
�1
p
�2
p
�3 e

1
2 .s1�s2�s3/T1 sin ı; (3.148)

where

b D
s
aI23
˝1

aII
13

˝2

aIII
12

˝3

:

The nonlinear set of Eqs. (3.139), (3.145), (3.147), and (3.148) with the initial
conditions (3.146) completely describe the vibrational process of the mechanical
system being investigated under the condition of the internal combinational reso-
nance of the first order and could be solved numerically.
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3.4.1.1 Particular Case

In the particular case at ˙ D 0 and s1 D s2 D s3 D s, Eq. (3.139) has the form

2 P�1 C P�2 C P�3 D 0; (3.149)

which could be integrated as

2�1 C �2 C �3 D E0; (3.150)

resulting in the following law of energy dissipation:

E D 2
˝1

aI23
a21 C ˝2

aII
13

a22 C ˝3

aIII
12

a23 D E0e
�sT1 ; (3.151)

where E0 is the initial energy of the system.
Introducing a new variable � such that

E0 P� D b
p
�1�2�3 exp.	1

2
sT1/ sin ı; (3.152)

Eqs. (3.136)–(3.138) could be reduced to

P�1 D P�E0; (3.153)

P�2 D 	P�E0; (3.154)

P�3 D 	P�E0; (3.155)

the integration of which yields

�1 D E0.c1 C �/; �2 D E0.c2 	 �/; �3 D E0.c3 	 �/; (3.156)

where ci (i D 1; 2; 3) are constants of integration.
Note that Eq. (3.149) is fulfilled automatically under the substitution of (3.153)–

(3.155) in it, while the substitution of (3.156) in (3.150) results in the relationship
between the constants of integration

2c1 C c2 C c3 D 1 : (3.157)

Considering (3.156), Eqs. (3.145), (3.147), and (3.148) take, respectively, the
form

G.�; ı/ D
p
.c1 C �/.c2 	 �/.c3 	 �/ cos ı D G0.�0; ı0/ ; (3.158)
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Pı D 1

2
b
p
E0

"
.c2	�/.c3	�/	.c1C�/.c3	�/	.c1C�/.c2	�/

p
.c1 C �/.c2 	 �/.c3 	 �/

#

e�
1
2 sT1 cos ı ;

(3.159)

P� D b
p
E0
p
.c1 C �/.c2 	 �/.c3 	 �/ e�

1
2 sT1 sin ı : (3.160)

The second first integral (3.158) defines the stream functionG.�; ı/ such that

v� D P� D 	b
p
E0

@G

@ı
e�

1
2 sT1 ; vı D Pı D b

p
E0

@G

@�
e�

1
2 sT1 ; (3.161)

which describes steady-state vibrations of an elastic shell attenuating with time.
Eliminating the variable ı from (3.158) and (3.160) and integrating over T1, we

have
Z �

�0

d�
q
.c1 C �/.c2 	 �/.c3 	 �/ 	G2

0

D 2b
p
E0

s

�
1 	 e� 12 sT1

�
: (3.162)

The integral in the left-hand side of Eq. (3.162) can be transformed to an
incomplete elliptic integral of the first kind and can be easily calculated using special
tables [35]. So the solution of (3.162) allows one to find the value �.T1/, and thus,
to solve the problem under consideration.

3.4.2 Combinational Additive-Difference Internal Resonance
of the Second Order

Now let us consider the case of the combinational additive-difference internal
resonance of the second order, i.e., when the viscosity has the order of "2. As an
example, we will analyze the case (3.116), when ˝1 D ˝2 C 2˝3. Other possible
cases, (3.117)–(3.124), could be treated similarly.

Eliminating secular terms in Eqs. (3.102), we obtain the following solvability
equations:

2i˝1D2A1.T2/ C �1�
�
1 A1 .i˝1/

� C dI1 A
2
1

NA1 C dI2 A1A2
NA2 C dI3 A1A3

NA3
C cI5 A2A

2
3 D 0 ; (3.163)

2i˝2D2A2.T2/ C �2�
�
2 A2 .i˝2/

� C d II
4 A

2
2

NA2 C d II
5 A2A1

NA1 C d II
6 A2A3

NA3
C cII

10A1
NA23 D 0; (3.164)

2i˝3D2A3.T2/ C �3�
�
3 A3 .i˝3/

� C d III
7 A

2
3

NA3 C d III
8 A3A1

NA1 C d III
9 A3A2

NA2
C eIII

4 A1
NA2 NA3 D 0 : (3.165)
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Applying to (3.163)–(3.165) the same procedure as it was done above in the
case of the combinational internal resonance of the first kind, we obtain a set of six
nonlinear equations describing modulations in amplitudes and phases

�
a21
�: C s1a

2
1 D 	˝�11 cI5 a1a2a

2
3 sin ı; (3.166)

�
a22
�: C s2a

2
2 D ˝�12 cII

10a1a2a
2
3 sin ı; (3.167)

�
a23
�: C s3a

2
3 D ˝�13 eIII

4 a1a2a
2
3 sin ı; (3.168)

P'1 	 1

2
�1 	 1

2

dI1
˝1

a21 	 1

2

dI2
˝1

a22 	 1

2

dI3
˝1

a23 	 1

2

cI5
˝1

a2a
2
3

a1
cos ı D 0;

(3.169)

P'2 	 1

2
�2 	 1

2

d II
5

˝2

a21 	 1

2

d II
4

˝2

a22 	 1

2

dI6
˝2

a23 	 1

2

cII
10

˝2

a1a
2
3

a2
cos ı D 0;

(3.170)

P'3 	 1

2
�3 	 1

2

d III
8

˝3

a21 	 1
2

d III
9

˝3

a22 	 1
2

d III
7

˝3

a23 	 1
2

eIII
4

˝3

a1a2 cos ıD0; (3.171)

where the phase difference has the form ı D '2 C 2'3 	 '1, and an overdot denotes
the differentiation with respect to T2.

Introducing new functions �1.T2/, �2.T2/, and �3.T2/, such that

a21 D cI5
˝1

�1 exp.	s1T2/ ; a22 D cII
10

˝2

�2 exp.	s2T2/ ; a23 D eIII
4

˝3

�3 exp.	s3T2/ ;
(3.172)

and substituting (3.172) in (3.166)–(3.168) yield

P�1e�s1T2 D 	a1a2a23 sin ı; (3.173)

P�2e�s2T2 D a1a2a
2
3 sin ı; (3.174)

P�3e�s3T2 D a1a2a
2
3 sin ı; (3.175)

the summation of which gives

2 P�1e�s1T2 C P�2e�s2T2 C P�3e�s3T2 D 0 : (3.176)

Equations (3.173)–(3.175) could be rewritten as

a2a
2
3

a1
D 	

P�1e�s1T2
a21

1

sin ı
D 	˝1

cI5

P�1
�1

1

sin ı
; (3.177)
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a1a
2
3

a2
D

P�2e�s2T2
a22

1

sin ı
D ˝2

cII
10

P�2
�2

1

sin ı
; (3.178)

a1a2 D
P�3e�s3T2
a23

1

sin ı
D ˝3

eIII
4

P�3
�3

1

sin ı
: (3.179)

Equations (3.169)–(3.171) could be reduced to one following equation:
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C d III
7

˝3

	 1

2

dI3
˝1

	

a23
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cII
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C eIII

10

˝3

a1a2 	 1

2

cI5
˝1

a2a
2
3

a1

	

cos ı ; (3.180)

where˙ D 1
2
�2 C �3 	 1

2
�1 .

Considering (3.172) and (3.177)–(3.179), Eq. (3.180) could be reduced to

Pı	˙ D �4�1e
�s1T2C�5�2e�s2T2C�6e�s3T2C

 
1

2

P�1
�1

C 1

2

P�2
�2

C
P�3
�3

!

cot ı ; (3.181)

where

�4 D
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2
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˝1

	
cI5
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;
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˝1

	
cII
10

˝2

;
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˝2
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	 1

2

dI3
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eII
4

˝3

:

It should be noted that the equation defining the stream function could be
obtained from (3.181), if we neglect the first three terms in (3.181) which decay
rather rapidly as compared with its last term.

Equations (3.166) and (3.180) could be rewritten in another form if we substitute
(3.172) in all its terms

P�1 D 	b�1=21 �
1=2
2 �3e

.1=2 s1�1=2 s2�s3/T2 sin ı ; (3.182)
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Pı 	 ˙ D �4�1e
�s1T2 C �5�2e

�s2T2 C �6�3e
�s3T2

C b
h
�
1=2
1 �

1=2
2 e�

1
2 .s2Cs1/T2 	 1

2
�
�1=2
1 �

1=2
2 �3e

.1=2 s1�1=2 s2�s3/T2

C 1

2
�
1=2
1 �

�1=2
2 �3e

.�1=2 s1C1=2 s2�s3/T2


cos ı ; (3.183)

where

b D eII
4

˝3

�
cI5
˝1

	1=2 �
cII
10

˝2

	1=2

:

The nonlinear set of Eqs. (3.176) and (3.181)–(3.183) with the initial conditions
(3.146) completely describe the vibrational process of the mechanical system being
investigated under the condition of the combinational internal resonance of the
second order and could be solved numerically.

3.4.2.1 Particular Case

In the particular case at ˙ D 0 and s1 D s2 D s3 D s, Eq. (3.176) has the form

2 P�1 C P�2 C P�3 D 0 ; (3.184)

whence it follows that

2�1 C �2 C �3 D E0 ; (3.185)

and the energy of the system decays according the following law:

E D E0e
�sT2 : (3.186)

Introducing a new variable � such that

P�E0 D b
p
�1�2�3 exp.	sT2/ sin ı; (3.187)

Eqs. (3.173)–(3.175) could be reduced to

P�1 D 	P�E0; (3.188)

P�2 D P�E0; (3.189)

P�3 D P�E0; (3.190)
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the integration of which yields

�1 D E0.c1 	 �/ ; �2 D E0.c2 C �/ ; �3 D E0.c3 C �/ ; (3.191)

where ci (i D 1; 2; 3) are constants of integration.
Note that Eq. (3.184) is fulfilled automatically under the substitution of

(3.188)–(3.190) in it, while the substitution of (3.191) in (3.185) results in the
relationship between the constants of integration

2c1 C c2 C c3 D 1 : (3.192)

Considering (3.191), Eqs. (3.182) and (3.183), wherein three terms rapidly
decaying with time have been neglected, are reduced to the following:

P� D bE0
p
.c1 	 �/.c2 C �/.c3 C �/e�sT2 sin ı ; (3.193)

Pı D bE0e
�sT2 cos ı

"
.c1	�/.c3C�/C2.c1	�/.c2C�/	.c2C�/.c3C�/

2
p
.c1 	 �/.c2 C �/

#

;

(3.194)

while Eq. (3.181), wherein three terms rapidly decaying with time have been
neglected, takes the form

Pı tan ı � 1

2

P�1
�1

C 1

2

P�2
�2

C
P�3
�3
; (3.195)

and it could be integrated, resulting in its first integral

G.�; ı/ D
p
.c1 	 �/.c2 C �/.c3 C �/ cos ı D G0.�0; ı0/ : (3.196)

The second first integral (3.196) defines the stream functionG.�; ı/ such that

v� D P� D 	bE0 @G
@ı

e�sT2 ; vı D Pı D bE0
@G

@�
e�sT2 ; (3.197)

which describes steady-state vibrations of an elastic shell decaying with time.
Eliminating the variable ı from (3.193) and (3.196) and integrating over T2, we

have

Z �

�0

d�
q
.c1 	 �/.c2 C �/.c3 C �/2 	G2

0

D bE0
s

�
1 	 e�sT2

�
: (3.198)
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The solution of (3.198) allows one to find the value �.T2/, and thus, to solve the
problem under consideration.

If we represent Pı considering (3.193) as

Pı D dı

d�
P� D dı

d�
bE0

p
.c1 	 �/.c2 C �/.c3 C �/ e�sT2 sin ı ; (3.199)

and retain all terms in (3.183) with due account for (3.191), then (3.183) could be
rewritten as follows

d cos ı

d�
C 1

2

�
1

c2 C �
C 2

c3 C �
	 1

c1 	 �

	

cos ı D 	1
b

"

�4

p
c1 	 �

p
c2 C �.c3 C �/

C �5

p
c2 C �

p
c1 	 �.c3 C �/

C �6
1

p
.c1 	 �/.c2 C �/

#

: (3.200)

Integrating (3.200) yields

G.�; ı/ D
p
.c1 	 �/.c2 C �/.c3 C �/ cos ı C 1

2b

h
	�4.c1 	 �/2

C �5.c2 C �/2 C �6.c3 C �/2
i

D G0.�0; ı0/ : (3.201)

Note that relationships (3.197) are valid in this case as well, while the integral
(3.198) takes the form

Z �

�0

d�
p
.c1 	 �/.c2 C �/.c3 C �/2 	 C2.�/

D bE0
s

�
1 	 e�sT2

�
; (3.202)

where

C.�/DG0 	 1

2b


	�4.c1 	 �/2 C �5.c2 C �/2 C �6.c3 C �/2
�
:

3.5 Numerical Investigations

As examples, let us carry out the qualitative analysis of the cases of combinational
internal resonances of the first order (3.92) and the second order (3.116).



3 Non-linear Vibrations of a Cylindrical Shell 91

3.5.1 Combinational Internal Resonance of the First Order
˝1 D ˝2 C ˝3 (3.92)

For this case, the stream-function G.�; ı/ is defined by relationship (3.158), and
the phase portrait to be constructed according to (3.158) depends essentially
on the magnitudes of the coefficients ci (i D 1; 2; 3). Let us carry out the
phenomenological analysis of the phase portraits constructing them at different
magnitudes of the system parameters.

3.5.1.1 The Case (3.92) at c1 D 1
2

and c2 D c3 D 0

Let us first consider the case (3.92) when c1 D 1
2

and c2 D c3 D 0. The stream-lines
of the phase fluid in the phase plane � 	 ı for this particular case are presented in
Fig. 3.2.

In this case, the stream-function is defined as

G.�; ı/ D �

r
1

2
C � cos ı D G.�0; ı0/;

Fig. 3.2 Phase portrait for the case of the combinational resonance of the first type: c1 D 1
2
,

c2 D c3 D 0
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and its magnitudes are indicated by digits near the curves which correspond to the
stream-lines; the flow direction of the phase fluid elements are shown by arrows on
the stream-lines.

Reference to Fig. 3.2 shows that the phase fluid flows within the circulation
zones, which tend to be located around the perimeter of the rectangles bounded
by the lines � D 0, � D 1, and ı D ˙.=2/ ˙ 2n .n D 0; 1; 2; : : :/. As this
takes place, the flow in each such rectangle becomes isolated. On three sides of the
rectangle, namely: � D 0 and ı D ˙.=2/ ˙ 2n .n D 0; 1; 2; : : :/, G D 0 and
inside each rectangle the valueG preserves its sign. Along the side � D 1 the stream
functionG changes periodically attaining its extreme magnitudes at the points with
the coordinates � D 1, ı D ˙n .n D 0; 1; 2; : : :/ (Fig. 3.2).

All stream-lines inside the rectangle are nonclosed, in so doing their initial and
terminal points locate on the line � D 1. The distribution of the velocities of the
phase fluid points is shown in Fig. 3.2 along the lines � D 0, � D 1, ı D 0, and
ı D 

2
, wherein v�ı or � D vı or �

b
p
E0

.

Along the lines ı D ˙.=2/ ˙ 2n .n D 0; 1; 2; : : :/ in the presence of
conventional viscosity the solution could be written for the amplitude modulated
regimes decaying with time

ln

p
1C 2� 	 1

p
1C 2� C 1

ˇ
ˇ
ˇ
�

�0
D ˙

p
2

s
b
p
E0

�
1 	 e� 12 sT1

�
;

ı.T1/ D ı0 D ˙

2
˙ 2n; n D 0; 1; 2; : : : (3.203)

Along the lines � D 0 and � D 1 the phase modulated regimes decaying with
time are realized

�.T1/ D �0 D 0

ln tan
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1
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ı

ı0
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1 	 e�
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2 sT1
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; (3.204)

and

�.T1/ D �0 D 1

ln tan

�
1

2
ı C 

4

	 ˇ
ˇ
ˇ
ı

ı0
D 4

p
6

3s
b
p
E0

�
1 	 e� 12 sT1

�
: (3.205)

3.5.1.2 The Case (3.92) at c1 D c2 D c3 D 1
4

In this case, the stream-function is defined as

G.�; ı/ D
�
1

4
	 �

	r
1

4
C � cos ı D G.�0; ı0/;

and Fig. 3.3 shows the streamlines of the phase fluid in the phase plane.
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Fig. 3.3 Phase portrait for the case of the combinational resonance of the first type: c1 D c2 D
c3 D 1

4

Reference to Fig. 3.3 shows that the infinite channel (	1 < ı < 1) bounded by
the lines � D 0 and � D 1 is divided into a set of rectangles by the lines � D 1

4
and

ı D ˙
2

˙ 2n .n D 0; 1; 2; : : :/. Within each rectangle, the value of G preserves
its sign and all stream-lines are nonclosed with initial and terminal points locating
on the boundary lines � D 0 and � D 1, along which the stream-function changes
periodically attaining its extreme magnitudes at the points with the coordinates
� D 1, ı D ˙n .n D 0; 1; 2; : : :/ and � D 0, ı D ˙n .n D 0; 1; 2; : : :/

(Fig. 3.3).
Along all boundaries of rectangles the analytical solutions could be found. Thus,

three phase modulated regimes are the following:

�.T1/ D �0 D 0
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1

2
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�
; (3.206)
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; (3.207)
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and

�.T1/ D �0 D 1

ln tan
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2
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ı

ı0
D 13

p
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10s
b
p
E0

�
1 	 e� 12 sT1

�
: (3.208)

Along the lines ı D ˙.=2/˙ 2n .n D 0; 1; 2; : : :/ the amplitude modulated
regimes decaying with time are realized

ln

p
1C 4� 	 p

2
p
1C 4� C p

2

ˇ
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�

�0
D ˙

p
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s
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E0

�
1 	 e� 12 sT1

�
;

ı.T1/ D ı0 D ˙

2
˙ 2n; n D 0; 1; 2; : : : (3.209)

3.5.1.3 The Case (3.92) at c1 D 0, and c2 D c3 D 1
2

In this case, the stream-function is defined as

G.�; ı/ D
�
1

2
	 �

	p
� cos ı D G.�0; ı0/;

and Fig. 3.4 shows the streamlines of the phase fluid in the phase plane.

Fig. 3.4 Phase portrait for the case of the combinational resonance of the first type: c1 D 0,
c2 D c3 D 1

2
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Reference to Fig. 3.4 shows that the infinite channel (	1 < ı < 1) bounded
by the lines � D 0 and � D 1 is divided into a set of equal rectangles by the lines
� D 1

2
and ı D ˙

2
˙ 2n .n D 0; 1; 2; : : :/. Within each rectangle, the value of

G preserves its sign. As this takes place, in the upper rectangles all stream-lines are
nonclosed with initial and terminal points locating on the boundary line � D 1, along
which the stream-function changes periodically attaining its extreme magnitudes at
the points with the coordinates � D 1, ı D ˙n .n D 0; 1; 2; : : :/ (Fig. 3.3), while
along the line � D 0 the magnitude of the stream function is constant and equal to
G D 0, and in the bottom rectangles all stream-lines are closed. The function G
attains its extreme magnitudes at the points with the coordinates � D 1, ı D ˙n
.n D 0; 1; 2; : : :/ and � D 1

6
, ı D ˙n .n D 0; 1; 2; : : :/ within the upper

and bottom rectangles, respectively, in so doing the points with the coordinates
� D �0 D 1

6
, ı D ı0 D ˙n are centers corresponding to stationary motions.

The distribution of the velocity along the boundary line is shown in Fig. 3.4 as
well, whence it follows that the velocity distribution along the vertical lines ı D
˙n=2 .n D 0; 1; 2; : : :/ has the aperiodic character, while in the vicinity of the
line � D 1 it possesses the periodic character. The transition of fluid elements from
the points � D 0; ı D 	=2 ˙ 2n to the points � D 0; ı D =2 ˙ 2n

.n D 0; 1; 2 : : :/ proceeds instantly, because according to the distribution of the
phase velocity along the section ı D 0 (see Fig. 3.4) the magnitude of v tends to
infinity as � ! 0.

Along the boundaries of rectangles the analytical solutions could be found. Thus,
two phase modulated regimes are the following:
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; (3.210)

and
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�
: (3.211)

Along the lines ı D ˙.=2/˙ 2n .n D 0; 1; 2; : : :/ the amplitude modulated
regimes decaying with time are realized
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Fig. 3.5 Phase portrait for the case of the combinational resonance of the first type: c1 D �0:4,
c2 D c3 D 0:9

3.5.1.4 The Case (3.92) at c1 D �0:4, and c2 D c3 D 0:9

In this case, the stream-function is defined as

G.�; ı/ D .0:9 	 �/
p
� 	 0:4 cos ı D G.�0; ı0/;

and Fig. 3.5 shows the streamlines of the phase fluid in the phase plane.
Reference to Fig. 3.5 shows that, as distinct to the previous cases, the infinite

channel (	1 < ı < 1) is narrowed and is bounded by the lines � D 0:4 and
� D 1. It is divided into a set of rectangles by the lines � D 0:9 and ı D ˙

2
˙

2n .n D 0; 1; 2; : : :/. Within each rectangle, the value of G preserves its sign. As
this takes place, in the upper rectangles all stream-lines are nonclosed with initial
and terminal points locating on the boundary line � D 1, along which the stream-
function changes periodically attaining its extreme magnitudes at the points with
the coordinates � D 1, ı D ˙n .n D 0; 1; 2; : : :/ (Fig. 3.3), while along the line
� D 0:4 the magnitude of the stream function is constant and equal toG D 0, and in
the bottom rectangles all stream-lines are closed. The functionG attains its extreme
magnitudes at the points with the coordinates � D 1, ı D ˙n .n D 0; 1; 2; : : :/

and � D 0:567, ı D ˙n .n D 0; 1; 2; : : :/ within the upper and bottom rectangles,
respectively, in so doing the points with the coordinates � D �0 D 0:567, ı D ı0 D
˙n are centers corresponding to stationary motions.

The distribution of the velocity along the boundary line is shown in Fig. 3.5 as
well, whence it follows that the velocity distribution along the vertical lines ı D
˙n=2 .n D 0; 1; 2; : : :/ has the aperiodic character, while in the vicinity of the
line � D 1 it possesses the periodic character. The transition of fluid elements from
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the points � D 0; ı D =2 ˙ 2n to the points � D 0; ı D 	=2 ˙ 2n

.n D 0; 1; 2 : : :/ proceeds instantly, because according to the distribution of the
phase velocity along the section ı D 0 (see Fig. 3.5) the magnitude of v tends to
infinity as � ! 0.

Along the boundaries of rectangles the analytical solutions could be found. Thus,
two phase modulated regimes are the following:
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and
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Along the lines ı D ˙.=2/˙ 2n .n D 0; 1; 2; : : :/ the amplitude modulated
regimes decaying with time are realized
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ı.T1/ D ı0 D ˙

2
˙ 2n; n D 0; 1; 2; : : : (3.215)

3.5.1.5 The Case (3.92) at c1 D 0:1, c2 D 0:3, and c3 D 0:5

In this case, the stream-function is defined as

G.�; ı/ D p
.0:1C �/.0:3 	 �/.0:5 	 �/ cos ı D G.�0; ı0/;

and Fig. 3.6 shows the streamlines of the phase fluid in the phase plane.
Reference to Fig. 3.6 shows that in this case the phase fluid flows in two separate

channels bounded by the lines � D 0, � D 0:3 and � D 0:5, � D 1. The distribution
of the velocity along the boundary lines reveals the fact that in the vicinity of the
external lines � D 0 and � D 1 it possesses the periodic character. However, in
the vicinity of the internal boundaries � D 0:3 and � D 0:5 the magnitude of v
tends to infinity, that is why the transition of fluid elements from the points � D 0:5,
ı D 	=2 ˙ 2n to the points � D 0:5; ı D =2 ˙ 2n .n D 0; 1; 2 : : :/ and
from the points � D 0:3; ı D =2˙2n to the points � D 0:3; ı D 	=2˙2n
.n D 0; 1; 2 : : :/ proceeds instantly.
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Fig. 3.6 Phase portrait for the case of the combinational resonance of the first type: c1 D 0:1,
c2 D 0:3, and c3 D 0:5

Within each rectangle, the value of G preserves its sign. The function G attains
its extreme magnitudes at the points with the coordinates � D 1, ı D ˙n
.n D 0; 1; 2; : : :/ and � D 0:0567, ı D ˙n .n D 0; 1; 2; : : :/ within the upper
and bottom rectangles, respectively, in so doing the points with the coordinates
� D �0 D 0:0567, ı D ı0 D ˙n are centers corresponding to stationary motions.

As this takes place, in the upper rectangles all stream-lines are nonclosed with
initial and terminal points locating on the upper external boundary line � D 1, along
which the stream-function changes periodically attaining its extreme magnitudes
at the points with the coordinates � D 1, ı D ˙n .n D 0; 1; 2; : : :/ (Fig. 3.6),
while along the lines � D 0:5 and � D 0:3 the magnitude of the stream function is
constant and equal to G D 0. In the bottom rectangles there are closed stream-lines
surrounded the center-like points, as well as nonclosed stream lines with initial and
terminal points locating on the bottom external boundary line � D 0, along which
the stream-function changes periodically attaining its extreme magnitudes at the
points with the coordinates � D 0, ı D ˙n .n D 0; 1; 2; : : :/.

Along the external boundaries of rectangles the analytical solutions could be
found corresponding to two phase modulated regimes:

�.T1/ D �0 D 0

ln tan

�
1

2
ı C 

4

	 ˇ
ˇ
ˇ
ı

ı0
D 0:5715

s
b
p
E0

�
1	 e�

1
2 sT1

�
; (3.216)



3 Non-linear Vibrations of a Cylindrical Shell 99

and
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3.5.2 Combinational Internal Resonance of the Second Order
˝1 D ˝2 C 2˝3 (3.116)

For this case, the stream-function G.�; ı/ is defined by relationship (3.196), and
the phase portrait to be constructed according to (3.196) depends essentially on the
magnitudes of the coefficients ci (i D 1; 2; 3).

3.5.2.1 The Case (3.92) at c1 D 1
2

; c2 D c3 D 0

In this case, the stream-functionG.�; ı/ takes the form

G.�; ı/ D �

r

�.
1

2
	 �/ cos ı D G.�0; ı0/;

and Fig. 3.7 shows the stream lines of the phase fluid in the phase plane.
Reference to Fig. 3.7 shows that phase fluid flows within the infinite channel

(	1 < ı < 1) bounded by the bottom boundary line � D 0 and the upper
boundary line � D 0:5. This channel is divided by vertical lines ı D ˙

2
˙ 2n

(n D 0; 1; 2; : : :) into rectangles, along all side of which the stream function G is
equal to zero.

Fig. 3.7 Phase portrait for the case of the combinational resonance of the second type: c1 D 1
2
,

c2 D c3 D 0
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Within each rectangle, the value of G preserves its sign. The function G attains
its extreme magnitudes at the center-like points with the coordinates � D 3

8
,

ı D ˙n .n D 0; 1; 2; : : :/. The stream lines with 0:0075 < G < Gmax D 0:0812

are closed corresponding to periodic change of amplitudes and phase difference.
The stream line with G D 0:0075 is the first nonclosed line with the initial point
� D 0:5, ı D 	

4
and the terminal point � D 0:5, ı D 

4
. All stream lines with

0 < G < 0:0075 are nonclosed with the initial and terminal points located on the
line � D 0:5.

The distribution of velocities along the lines ı D ˙2n and ı D 
2

˙ 2n show
that along the bottom boundary line � D 0 the velocity is equal to zero, while along
the upper boundary line � D 0:5 within the segments 

4
˙2n < ı < 

2
˙2n and


2

˙2n < ı < 3
2

˙2n velocity changes from zero to 	1 and C1, respectively.
Transition of the phase fluid particles from the points � D 0:5; ı D 

4
˙ 2n to

the points � D 0:5; ı D 	
4

˙ 2n proceeds instantly.
Along the vertical lines ı D ˙

2
the analytical solution could be written in the

following form:

4

� 	 0:5

p
.1 	 �/.� 	 0:5/

ˇ
ˇ
ˇ
�

�0
D �bE0

s

�
1 	 e�sT2

�
;

ı.T2/ D ı0 D ˙

2
˙ 2n; n D 0; 1; 2; : : : (3.218)

3.5.2.2 The Case (3.92) at c1 D 0:8 ; c2 D c3 D �0:3

In this case, the stream-functionG.�; ı/ takes the form

G.�; ı/ D .� 	 0:3/
p
.0:8 	 �/.� 	 0:3/ cos ı D G.�0; ı0/;

and Fig. 3.8 shows the stream lines of the phase fluid in the phase plane.
Comparison of Figs. 3.7 and 3.8 shows that the channel with the phase fluid

moves up, in so doing the bottom and upper boundaries � D 0 and � D 0:5

in Fig. 3.7 go over to the bottom and upper boundaries � D 0:3 and � D 0:8

in Fig. 3.8, respectively. As this takes place, the stationary center points with the
coordinates � D 3

8
, ı D ˙n .n D 0; 1; 2; : : :/ in Fig. 3.7 move to the points with

the coordinates � D 0:675, ı D ˙n .n D 0; 1; 2; : : :/ in Fig. 3.8.
All other reasoning presented for the previous case is valid for the case under

consideration.

3.5.2.3 The Case (3.92) at c1 D 1 ; c2 D c3 D �0:5

In this case, the stream-functionG.�; ı/ takes the form

G.�; ı/ D .� 	 0:5/
p
.1 	 �/.� 	 0:5/ cos ı D G.�0; ı0/;

and Fig. 3.9 shows the stream lines of the phase fluid in the phase plane.
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Fig. 3.8 Phase portrait for the case of the combinational resonance of the second type: c1 D 0:8,
c2 D c3 D �0:3

Fig. 3.9 Phase portrait for the case of the combinational resonance of the second type: c1 D 1,
c2 D c3 D �0:5

Comparison of Figs. 3.7, 3.8, and 3.9 shows that the channel with the phase fluid
moves up once more, in so doing the bottom and upper boundaries now take place
at � D 0:5 and � D 1 in Fig. 3.9, in so doing the stationary center points have the
coordinates � D 0:875, ı D ˙n .n D 0; 1; 2; : : :/ in Fig. 3.9.

All other reasoning presented for the last two previous cases is valid for the case
under consideration.

3.6 Conclusion

Free damped vibrations of a non-linear cylindrical shell in a fractional derivative
viscoelastic medium have been investigated. Damped vibrations occur under the
different conditions of the internal resonance: two-to-one, one-to-one, one-to-one-
to-two, one-to-two-to-two, three-to-one, one-to-one-to-three, one-to-three-to-three,
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and combinational resonances of the additive and difference types, in so doing the
type of the resonance depends on the order of smallness of the fractional derivative
entering in the equations of motion of the shell.

Combinational internal resonances resulting in coupling of three modes have
been investigated in detail. The nonlinear sets of resolving equations in terms
of amplitudes and phase differences have been obtained. For both types of the
combinational internal resonances there exist such particular cases when it is
possible to obtain two first integrals, namely: the energy integral and the stream-
function, what allows one to reduce the problem to the calculation of elliptic
integrals.

The proposed analytical approach for investigating the damped vibrations of
the nonlinear cylindrical shell subjected to the conditions of the internal resonance
has been possible owing to the suggested procedure resulting in decoupling linear
parts of equations with the further utilization of the method of multiple scales for
solving nonlinear governing equations of motion. It is shown that the phenomenon
of internal resonance can be very critical, since in the circular cylindrical shell the
internal resonance is always present.

The internal resonances belong to the resonances of the constructive type,
despite of external resonances which could be eliminated by changing the frequency
of external loads. Since all of internal resonances depend on the geometrical
dimensions of the shell under consideration and its mechanical characteristics, that
is why such resonances could not be ignored and eliminated for a particularly
designed shell.

Internal resonances occurring in non-linear systems could be dangerous, since
they could result in the energy transfer from one subsystem to another and reverse.
Thus, in the problem considered in this paper it has been shown that the energy
exchange could occur between three subsystems at a time: normal vibrations of
the shell, its torsional vibrations and shear vibrations along the shell axis. Such
an energy exchange, if it takes place for a rather long time, could result in crack
formation in the shell, and finally to its failure. It is convenient to trace the
energy exchange on the phase portraits, wherein closed phase trajectories are often
changed by non-closed trajectories. The lines separating the closed lines from non-
closed ones are called separatrices, along which irreversible energy interchange
takes place. Along the closed trajectories the energetic state of the subsystem
repeats periodically in time, while along the non-closed lines the functions change
aperiodically.

The influence of viscosity on the energy exchange mechanism has been analyzed.
It has been shown that each mode is characterized by its damping coefficient
connected with the natural frequency by the exponential relationship with a negative
fractional exponent. It has been revealed that during free vibrations of the shell under
consideration with due account for the conditions of the combinational internal
resonance three regimes could be observed: stationary (absence of damping at �=
0 and � D 0), quasi-stationary (damping is defined by an ordinary derivative at
� D 1), and transient (damping is defined by a fractional derivative at 0 < � < 1).
Phenomenological analysis of nonlinear vibrations of a conventionally damped
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cylindrical shell with the combinational internal resonance has been carried out by
constructing the phase portraits of the stream-function at different magnitudes of the
coefficients depending on the shell parameters.
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Government task from the Ministry of Education and Science of the Russian Federation.

Appendix A

a
m1n1m2n2
1mn D

Z 1

0

Z 2

0

sinm1x sin n1' cosm2x sinn2' cosmx sin n' dxd';

a
m1n1m2n2
2mn D

Z 1

0

Z 2

0

cosm1x cosn1' sinm2x cosn2' cosmx sin n' dxd';

a
m1n1m2n2
3mn D

Z 1

0

Z 2

0

sinm1x cosn1' sinm2x sinn2' sinmx cosn' dxd';

a
m1n1m2n2
4mn D

Z 1

0

Z 2

0

cosm1x sin n1' cosm2x cosn2' sinmx cosn' dxd';

a
m1n1m2n2
5mn D

Z 1

0

Z 2

0

sinm1x sin n1' sinm2x sin n2' sinmx sin n' dxd';

a
m1n1m2n2
6mn D

Z 1

0

Z 2

0

cosm1x cosn1' cosm2x cosn2' sinmx sin n' dxd';

a
m1n1m2n2
7mn D

Z 1

0

Z 2

0

cosm1x sin n1' cosm2x sin n2' sinmx sin n' dxd';

a
m1n1m2n2
8mn D

Z 1

0

Z 2

0

sinm1x cosn1' sinm2x cosn2' sinmx sin n' dxd';

a
m1n1m2n2
9mn D

Z 1

0

Z 2

0

cosm1x sin n1' cosm2x sin n2' sinmx sin n' dxd';

a
m1n1m2n2
10mn D

Z 1

0

Z 2

0

sinm1x cosn1' sinm2x cosn2' sinmx sin n' dxd' :

The above integrals could be easily calculated using the following formulas [36]:

sin˛ sinˇ sin � D 1

4

h
sin.˛C ˇ � �/C sin.ˇ C � � ˛/C sin.� C ˛ � ˇ/� sin.˛C ˇ C �/

i
;

sin˛ cosˇ cos � D 1

4

h
sin.˛C ˇ � �/� sin.ˇC � � ˛/C sin.� C ˛ � ˇ/� sin.˛C ˇ C �/

i
;
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sin˛ sinˇ cos � D 1

4

h
� cos.˛ C ˇ � �/C cos.ˇ C � � ˛/C cos.� C ˛ � ˇ/C cos.˛ C ˇC �/

i
;

cos˛ cosˇ cos� D 1

4

h
cos.˛C ˇ � �/C cos.ˇC � � ˛/C cos.� C ˛ � ˇ/C cos.˛C ˇC �/

i
:

Appendix B

k1 D aI11

3˝2
1

; k2 D 	a
I
11

˝2
1

; k3 D aI22

4˝2
2 	˝2

1

; k4 D 	 aI22

˝2
1

; k5 D aI33

4˝2
3 	˝2

1

;

k6 D 	 aI33

˝2
1

; k7 D aI12

.˝1 C˝2/2 	˝2
1

; k8 D aI12

.˝1 	˝2/2 	˝2
1

;

k9 D aI13

.˝1 C˝3/2 	˝2
1

; k10 D aI13

.˝1 	˝3/2 	˝2
1

;

k11 D aI23
.˝2 C˝3/2 	˝2

1

; k12 D aI23
.˝2 	˝3/2 	˝2

1

I

g1 D aII
11

4˝2
1 	˝2

2

; g2 D 	a
II
11

˝2
2

; g3 D aII
22

3˝2
2

; g4 D 	 aII
22

˝2
2

; g5 D aII
33

4˝2
3 	˝2

2

;

g6 D 	 aII
33

˝2
2

; g7 D aII
12

.˝1 C˝2/2 	˝2
2

; g8 D aII
12

.˝1 	˝2/2 	˝2
2

;

g9 D aII
13

.˝1 C˝3/2 	˝2
2

; g10 D aII
13

.˝1 	˝3/2 	˝2
2

;

g11 D aII
23

.˝2 C˝3/2 	˝2
2

; g12 D aII
23

.˝2 	˝3/2 	˝2
2

I

q1 D aIII
11

4˝2
3 	˝2

1

; q2 D 	a
III
11

˝2
3

; q3 D aIII
22

4˝2
2 	˝2

3

; q4 D 	a
III
22

˝2
3

;

q5 D aIII
33

3˝2
3

; q6 D 	a
III
33

˝2
3

; q7 D aIII
12

.˝1 C˝2/2 	˝2
3

; q8 D aIII
12

.˝1 	˝2/2 	˝2
3

;
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q9 D aIII
13

.˝1 C˝3/2 	˝2
3

; q10 D aIII
13

.˝1 	˝3/2 	˝2
3

;

q11 D aIII
23

.˝2 C˝3/2 	˝2
3

; q12 D aIII
23

.˝2 	˝3/2 	˝2
3

I

dJ1 D 2aJ11.k1 C 2k2/C aJ12.g1 C 2g2/C aJ13.q1 C 2q2/;

dJ2 D 4aJ11k4 C 2aJ22.g7 C g8/C aJ12.2g4 C k7 C k8/C 2aJ13q4 C aJ23.q7 C q8/;

dJ3 D 4aJ11k6 C 2aJ33.q9 C q10/C 2aJ12g6 C aJ13.2q6 C k9 C k10/C aJ23.g9 C g10/;

dJ4 D 2aJ22.g3 C 2g4/C aJ12.k3 C 2k4/C aJ23.q3 C 2q4/;

dJ5 D 2aJ11.k7 C k8/C 4aJ22g2 C aJ12.2k2 C g7 C g8/C aJ12.q7 C q8/C 2aJ23q2;

dJ6 D 4aJ22g6 C2aJ33.q11Cq12/C2aJ12k6 CaJ13.k11Ck12/CaJ23.2q6 Cg11 Cg12/;

dJ7 D 2aJ33.q5 C 2q6/C aJ13.k5 C 2k6/C aJ23.g5 C 2g6/;

dJ8 D 2aJ11.k9 C k10/C 4aJ33q2 C aJ12.g9 C g10/C aJ13.2k2 C q9 C q10/C 2aJ23g2;

dJ9 D 2aJ22.g11 Cg12/C 4aJ33q4 CaJ12.k11 Ck12/C 2aJ13k4 CaJ23.2g4 Cq11 Cq12/;

dJ10 D 2aJ11k1 C aJ12g1 C aJ13q1; dJ11 D 2aJ22g3 C aJ12k3 C aJ23q3;

dJ12 D 2aJ33q5 C aJ13k5 C aJ23g5 I

eJ1 D 2aJ11k11 C 2aJ22g9 C 2aJ33q7 C aJ12.g11 C k9/C aJ13.q11 C k7/C aJ23.q9 C g7/;

eJ2 D 2aJ11k12C2aJ22g10C2aJ33q7CaJ12.g12Ck10/CaJ13.q12Ck7/CaJ23.q10Cg7/;

eJ3 D 2aJ11k12 C 2aJ22g9 C 2aJ33q8 C aJ12.g12 C k9/C aJ13.q12 C k8/C aJ23.q9 C g8/;

eJ4 D 2aJ11k11C2aJ22g10C2aJ33q8CaJ12.g11Ck10/CaJ13.q11Ck8/CaJ23.q9Cg8/ I

cJ1 D 2aJ11k3 C 2aJ22g7 C aJ12.g3 C k7/C aJ13q3 C aJ23q7;

cJ2 D 2aJ11k5 C 2aJ33q9 C aJ12g5 C aJ13.q5 C k9/C aJ23g9;

cJ3 D 2aJ11k7 C 2aJ22g1 C aJ12.g7 C k1/C aJ13q7 C aJ23q1;

cJ4 D 2aJ11k9 C 2aJ33q1 C aJ12g9 C aJ13.q9 C k1/C aJ23g1;
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cJ5 D 2aJ22g5 C 2aJ33q11 C aJ12k5 C aJ13k11 C aJ23.q5 C g11/;

cJ6 D 2aJ22g11 C 2aJ33q3 C aJ12k11 C aJ13k3 C aJ23.q11 C g3/;

cJ7 D 2aJ11k8 C 2aJ22g1 C aJ12.g8 C k1/C aJ13q8 C aJ23q1;

cJ8 D 2aJ11k10 C 2aJ33q1 C aJ12g10 C aJ13.q10 C k1/C aJ23g1;

cJ9 D 2aJ11k3 C 2aJ22g8 C aJ12.g3 C k8/C aJ13q3 C aJ23q8;

cJ10 D 2aJ11k5 C 2aJ33q10 C aJ12g5 C aJ13.q5 C k10/C aJ23g10;

cJ11 D 2aJ22g12 C 2aJ33q3 C aJ12k12 C aJ13k3 C aJ23.q12 C g3/;

cJ12 D 2aJ22g5 C 2aJ33q12 C aJ12k5 C aJ13k12 C aJ23.q5 C g12/:
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Chapter 4
Schwartz-Christoffel Panel Method
Improvements and Applications

Etsuo Morishita

Abstract Schwartz-Christoffel panel method is improved and applied to general
and unique airfoils. A potential flow around a two-dimensional circular cylinder
can be transformed to that of a two-dimensional airfoil by the Schwartz-Christoffel
conformal mapping. Multiple straight panels approximate a two-dimensional airfoil.
This method is particularly effective for very thin airfoils. The conventional panel
method would suffer for these extremely thin airfoil problems. First, the method is
improved and tested against a circular cylinder and the analytical Joukowski airfoil.
Several real airfoils are studied together with the unique polygonal airfoil sections
for the propeller of Mars exploration and the dragonfly airfoil. It is shown that the
method gives satisfactory results for all cases.

Keywords Potential flow • Conformal mapping • Airfoil • Panel method

4.1 Introduction

Conformal mapping in the aerodynamics is a classical subject and the most famous
one is the Joukowski transformation. Although the transformation is theoretically
and mathematically beautiful, the method and the airfoil both are hardly used in the
real engineering world. One difficulty lies in the fact that the trailing edge is very
thin. Actually, it has zero thickness. The fact also imposes a numerical difficulty for
the conventional panel methods. No one ever sees a numerical solution for very thin
Joukowski airfoils by the panel methods in the textbooks. This might be due to the
interaction of the singularities arrayed on the airfoil surface particularly around the
trailing edge.

The present author found that the Schwartz-Christoffel transformation [1] can
be applied to the two-dimensional airfoil [2]. A two-dimensional airfoil is approx-
imated as a polygon. Several numerical results are reported for flows around
two-dimensional cross sections including regular polygons and two-dimensional
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airfoils [3, 4]. It was found that the mid-shoulder velocity around some of the regular
polygons, i.e. flat plate, square, hexagon, octagon etc. follow very beautiful formulae
during the course of development [4]. The solution procedure was also improved
from the original paper to the second one to simplify the calculation [2, 4].

In this paper, we would like to extend the application of the Schwartz-Christoffel
method to various general and unique airfoils and show that the method is very
effective for thin and polygonal airfoils for which the conventional panel methods
might face difficulty [5, 6].

4.2 Schwartz-Christoffel Panel Method

The Schwartz Christoffel transformation from a circle to a paneled airfoil can be
obtained from Eq. (4.1) [7].

d�

d z
D A ·

N

…
jD1

�

1 	 zj
z

	�j
D A ·

�

1 	 ei	1

z

	�1
·

�

1 	 ei	2

z

	�2
· : : : ·

�

1 	 ei	N

z

	�N
:

(4.1)

where A is a complex constant
�
A � Kei�

�
, N is the number of apexes, z is the

complex coordinate of an original plane, zj
�D ei	j ; 	1 < 	2 < :: < 	j :: < 	N

�
is

the j-th point on a unit circle, �j is the outer angular ratio to  at the j-th apex of a
polygon and � � � C i
 is the transformed coordinate. A schematic view is shown
in Fig. 4.1. The uniform velocity is U1 at the angle of attack ˛z in the z plane and
V1 at the angle of attack ˛ in the � plane, respectively. The stagnation points are
z1 D 1, and the trailing edge, respectively.

The following equations must be satisfied in Eq. (4.1).

NX

jD1
�j D 2: (4.2)

NX

jD1
�j zj D 0: (4.3)

where Eq. (4.2) represents the fact that the sum of the angular rotation at each j-th
apex of a polygon is equal to 2 , and Eq. (4.3) is a necessary condition to avoid
singularity by Eq. (4.1) and to form a closed polygon.

The complex potential is given by w in Fig. 4.1a. In Fig. 4.1b,

dw

d�

ˇ
ˇj�j!1 D

�
dw
d z

�

1�
d�

d z

�

1
D U1e�i˛z

A
D
�
U1
K

	

e�i .˛zC�/ � V1e�i˛: (4.4)
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Fig. 4.1 Schwartz-Christoffel transformation from a unit circle (a) to an airfoil (b)

Therefore, the uniform velocity V1 and the angle of attack ˛ in the transformed
plane become respectively as follows where K and � are both real constants.

V1 D U1
K

(4.5)

˛ D ˛z C � (4.6)

Equation (4.1) becomes on the unit circle z D ei	 as follows.

d� D K · 22 · e

i ·

2

6
6
4
3
2 C 1

2

NX

jD1
�j · 	jC�

3

7
7
5

·
NY

jD1

�

sin
	j 	 	
2

	�j

· d	: (4.7)
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From Eq. (4.7), for the panel i

�iC1 	 �i D
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4K · 22 ·

	iC1Z

	i

NY

jD1

ˇ
ˇ
ˇ
ˇsin

	j 	 	

2

ˇ
ˇ
ˇ
ˇ

�j
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2
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jD1
�j · 	jC�C

iX

jD1
�j

3

7
7
5

� li · eiıi : (4.8)

where

li � K · 22 ·

	iC1Z

	i

NY

jD1

ˇ
ˇ
ˇ
ˇsin

	j 	 	

2

ˇ
ˇ
ˇ
ˇ

�j

·d	 .1 � i � N/ : (4.9)

and

ıi � 3

2
 C 1

2

NX

jD1
�j · 	j C � C 

iX

jD1
�j .1 � i � N/ : (4.10)

The panel length is li and the panel inclination is ıi for the i -th panel, respectively.
We have to find the proper angle 	j .1 � j � N/ on the unit circle so that the

panel length li becomes exactly the same value as that of the given airfoil. The initial
angle 	1 on the unit circle can be chosen arbitrary and we can set 	1 D 0. Note that
	NC1 D 2 . Therefore for a given airfoil, the governing equation of the Schwartz-
Christoffel panel method becomes Eqs. (4.9), i.e.

K · 22 ·

	iC1Z

	i

NY

jD1

ˇ
ˇ
ˇ
ˇsin

	j 	 	

2

ˇ
ˇ
ˇ
ˇ

�j

·d	 D li .1 � i � N/ : (4.11)

We haveN 	1 unknown angles 	j .2 � j � N/ and one unknown real constant K
here, and therefore we can determine these N unknowns from Eq. (4.11). By adding
the length of each panel, we can get the airfoil perimeter P as follows.

NX

iD1
li D P: (4.12)

Equation (4.12) can replace one of the Eq. (4.11), for example i D N , and is used to
determine the real constant K. When Eqs. (4.11) and (4.12) are satisfied, the polygon
is the same as the given paneled airfoil and it is expected that Eq. (4.3) is satisfied
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automatically. Therefore, Eq. (4.3) was not used in the present study to simplify the
solution process, although it was used in the original analysis [2]. Equation (4.12)
is newly introduced instead of Eq. (4.3).

The governing equations are non-linear and iterations are necessary to determine
	i .2 � i � N/, K and �.

A possible solution procedure is as follows. The angle of attack ˛ in the � -
plane is first given. A given airfoil chord locates on the � -axis. The initial guess for
	i .2 � i � N/ may be given on the unit circle as follows.

	i D 2

N
· .i 	 1/ .2 � i � N/ : (4.13)

The first panel .i D 1/ inclination measured counterclockwise from the � axis is
a given constant ı D ı1 and the geometrical condition becomes

tan . 	 ı1/ D 
2 	 
1

�1 	 �2
: (4.14)

where the right-hand side of Eq. (4.14) is calculated from the given airfoil panel
coordinates and

ı1 D  	 tan�1

2 	 
1
�1 	 �2 : (4.15)

From Eq. (4.10) for the panel i D 1, ı1 satisfies

ı1 D 3

2
 C 1

2

NX

jD1
�j · 	j C � C �1: (4.16)

From Eq. (4.16), we can determine � with ı1 of Eq. (4.15) as follows.

� D ı1 	
2

43

2
 C �1 C 1

2

NX

jD1
�j · 	j

3

5 : (4.17)

Once � is determined, each panel inclination ıi .2 � i � N/ is also calculated.
We can evaluate each tentative panel length l

0

i relative to K from Eq. (4.11)
although we do not know the specific value of the real constant K at this stage.

l 0i
K

D 22 ·

	iC1Z

	i

NY

jD1

ˇ
ˇ
ˇ
ˇsin

	j 	 	
2

ˇ
ˇ
ˇ
ˇ

�j

· d	 Œ� I .	i ; 	iC1/� .1 � i � N/ : (4.18)

where I is an integrated constant obtained numerically.
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For the given airfoil, the exact total panel length, i.e. the perimeter is given by
Eq. (4.12). On the other hand, the perimeter P0 during the iteration is given by

P 0 D
NX

jD1
l 0j D K

NX

jD1
I
�
	j ; 	jC1

� D K · I .0; 2/ : (4.19)

The geometric requirement is P 0 D P , and therefore K is determined as follows.

K D P

I .0; 2/
: (4.20)

The above procedure is the first iteration (see [1–3] in Fig. 4.2).
We then update the angles 	i .2 � i � N/. A simple update method can be as

follows.
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Fig. 4.2 Schwartz-Christoffel panel method iteration procedure. [1] airfoil N panels given. [2]
assume 	i D 2

N
· .i � 1/ .2 � i � N/ and determine � from ı1. [3] K determined from

integral I and airfoil perimeter P. [4] update 	i .2 � i � N/ from excess panel length (�s/s)i

and obtain �. [5] repeat [3] and [4] to achieve j�s=sji < " and restore original airfoil
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where C is a positive constant that may be determined empirically, and s is the
length measured counterclockwise along the airfoil surface from the trailing edge.
The above equation means that when the total panel length up to i -th panel during

the iteration s0i �
i�1X

jD1
l 0j exceeds that of the given one si �

i�1X

jD1
lj , the corresponding

	 i is reduced and vice versa. Convergence is reached when
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i

< ": (4.22)

where " is a small positive constant ." << 1/ and we finally determine
	i .2 � i � N/, K and �. The angle ˛z is determined from Eq. (4.6).

The panel mid complex conjugate velocity is given by

�
dw
d�

�

V1
ji D sin .	i mid 	 ˛z/C sin ˛z

2 ·
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jD1

ˇ
ˇ
ˇ
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ˇ

�j
· e�iˇi : (4.23)

where the numerator is derived from the surface velocity along the unit circle, and

	i mid D 	i C 	iC1
2

: (4.24)

ˇi D 	�1 	  C ı1 C 

iX

jD1
�j : (4.25)

We can show that the lift coefficient Cl is directly obtained from K as follows.

Cl D 4 ·

�
K

c

	

· 2 sin ˛z: (4.26)

where c is the chord length. Note that the location on each panel for Eq. (4.24) is
very close to the middle of the panel, but not the same point.
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The average velocity V i of the i -th panel can be calculated as follows.

dw

d�
·d� D .u 	 iv/ · .d� C id
/ D u ·d� C v ·d
C i .ud
	 vd�/

D V · d l D Vdl: (4.27)

where u and v are the velocity components and V D p
u2 C v2. When we integrate

Eq. (4.27) counterclockwise along the panel surface, we get

	V i · l D 	
	iC1Z
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Vd l D 	V1
	iC1Z

	i

dw

d�
· d� D 2KV1Œcos .	 	 ˛z/	 	 · sin ˛z�
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Therefore, the average velocity of the panel i becomes

V i

V1
D 	K

li
· 2 · Œcos .	iC1 	 ˛z/	 cos .	i 	 ˛z/	 .	iC1 	 	i / · sin ˛z� : (4.28)

This average velocity V i has nearly the same value as that of the panel mid Eq.
(4.23) although it is not necessarily the same.

The moment coefficient around the leading edge and/or the origin Cm0 can be
derived as follows.

dCm0 D 	Cp
d
 	 Cp�d� D
"�
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	2
	 1

#

.�d� C 
d
/ : (4.29)

where Cp is the pressure coefficient and the coordinates are normalized by the
chord length c. When the panel average velocity in Eq. (4.28) is used, the moment
coefficient becomes (excluding -1 term)
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�
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So the panel moment contribution can be approximated as follows.

�Cm0i � 1

2

 
V i

V1

!2 h
j�iC1j2 	 j�i j2

i
: (4.31)
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4.3 Method Validation

4.3.1 Regular Polygons and Circular Cylinder

The Schwartz-Christoffel transformation can generate regular polygons from a unit
circle [3, 4, 8]. The complex conjugate velocity is obtained for the regular polygons
with n apexes and the rear stagnation point on the � axis [4]. For a n-th regular
polygon for 	1 D 0 .� D 0; ˛ D ˛z/

�
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D 21�

2
n · i 1�

2
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� 2
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For a n-th regular polygon for 	1 D 	=n .� D 0; ˛ D ˛z/,
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From Eqs. (4.32) and (4.33), for the n -th even regular polygons, the magnitude of
the shoulder mid velocity Vs _ mid at ˛ D 0 and 	 D =2 becomes

Vs_mid

V1
D 21�

2
n D 2

m�1
m .n D 2; 4; : : : ; 2m; ::/ (4.34)

where m is an integer. Equation (4.34) is shown in Fig. 4.3.
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Figure 4.4 shows the surface pressure distribution around a regular polygon
n D 90 obtained from Eq. (4.32) at ˛ D 0. This is a model for a circular cylinder.
Pressure is calculated from both Vj =V1 and V j =V1 in Eq. (4.32). The shoulder
mid velocity becomes approximately 1.969 for n D 90 and it is smaller than the
panel average velocity 1.999. The equations for Vj =V1 and V j =V1 both approach
to the theory 2 sin 	 for n ! 1. The panel average velocity is almost identical with
that of the theory in spite of the finite panels n D 90:Note that the solution itself is
an exact analytical one for the regular polygon, although it is an approximate model
for a circular cylinder.
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Figure 4.5 shows the surface velocity V=V1
�D Vj =V1

ˇ
ˇ
jD23

�
on the shoulder

panel for n D 90; 88ı � 	 � 90ı: The panel mid velocity is the minimum 1.969
and the velocity goes to infinity at the both panel ends. The panel average velocity
1.999 is very close to the theoretical value 2. The lateral coordinate in Fig. 4.5 is
given by
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where l(	) is the panel length as a function of the angle 	 and

l

�
2

n

	

D 2 sin
�

n

�
(4.36)

when a unit circle circumscribes the regular polygon. It is interesting note that l(	)
is effectively a linear function of the angle 	 for the large value of n.

4.3.2 Joukowski Airfoil

The Joukowski airfoil is used to test the validity of the present method. This is to
prove that the technique is useful for a very thin trailing edge. Figure 4.6a, b show
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Fig. 4.6 Joukowski airfoil
�Cp at ˛ D 5ı
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the results where z0 is the center of a base circle that crosses the real axis at (1, 0).
The theoretical lift coefficient is Cl � 1:22 at ˛ D 5ı and the present calculation
gives Cl � 1:22. The moment coefficient around the origin becomes Cm0 � 0:163

which is numerically obtained from the theoretical pressure distribution, while for
the present method Cm0 � 0:161. The peak pressure is slightly lower for the panel
mid value of the present method (Fig. 4.6a). This is due to the finite numbers of
panels. The same is true for a circular cylinder which is approximated as a polygon
as mentioned above. However, the panel average pressure is almost identical with
that of the conformal mapping theory (Fig. 4.6b).



4 Schwartz-Christoffel Panel Method Improvements and Applications 121

-1

0

1

2 [-Cp_exp]

[ -Cp_mid-panel]
-C

p

ξ/c
0 0.5 1

-1

0

1

2 [-Cp_exp]

[-Cp_panel-average]

ξ/c

-C
p

0 0.5 1

panel mid pressure panel average pressure

a b

Fig. 4.7 NACA4412 airfoil (ND 40 panels) [9]

4.3.3 NACA4412 Airfoil

Figure 4.7a, b show the comparison between the present Schwartz-Christoffel panel
method with N D 40 and NACA experiment at ˛ D 	4ı [9]. The calculations are
satisfactory in spite of the potential flow assumption. The panel average pressure
well simulates the peak value.

4.4 Application to Unique Airfoils

4.4.1 FX63-137, M06-13-128 and S1223 Airfoils

Selig and Guglielmo [10] study FX63-137, M06-13-128 and S1223 airfoils and the
present method is applied to these airfoils by using the given coordinates [11].

Figure 4.8 shows the magnitude of the airfoil panel average surface velocity for
FX63-137 (N D 96) and M06-13-128 (N D 63). These results are identical with
that of Selig and Guglielmo [10].

A S1223 Gurney flap of 1 % chord is modeled as a single panel with two surfaces
in Fig. 4.9 (panel average velocity,N D 80C 2). The stagnation is on the tip of the
flap. It is visible that the Schwartz-Christoffel transformation restores the original
airfoil coordinates very accurately, for example " � 10�7, after proper iterations.
The Gurney flap increases the rear loading in the calculation and this is observed
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Fig. 4.8 FX63-137 (left) and
M06-13-128 (right) airfoils at
Cl � 1:5 (cf. [10])
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in the experiment [2, 12]. A very sharp negative pressure is observed on the airfoil
upper surface just prior to the Gurney flap. The potential flow calculation gives much
higher lift increase than that of the experimental results; �Cl � 1 by the present
calculation vs. �Cl � 0:2 by the experiment at Re � 2 � 105 [10], both with the
Gurney flap.

4.4.2 Propeller Airfoil for Mars Exploration Airplane

Figure 4.10 shows possible propeller airfoils for Mars exploration airplane, i.e. for
low Reynolds number flows proposed and studied by Yonezawa et al. [13]. They are
named airfoil A, B, C and D, respectively. The maximum thickness is 5 % chord for
A, B and C airfoils, and 5.3 % for D airfoil at 30 % chord for all airfoils. Airfoil A is
a triangle. Airfoil B is a polygon with four apexes and has trailing edge thickness of
2.5 % chord. Airfoil C is also a polygon with four apexes and has the same thickness
of 5 % chord up to the trailing edge after the maximum thickness is reached. Airfoil
D has thickness of 2.44 % chord at 30 % chord, the half of the lower surface consists
of two straight lines, and the latter half of the lower surface is a circular arc of radius
50 % chord. Details are given in [13].
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Fig. 4.10 Propeller airfoils for Mars exploration (A, B, C and D from top) [13]
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˛ D 8ı



4 Schwartz-Christoffel Panel Method Improvements and Applications 125

Figure 4.11 shows the present results for the research propeller airfoils for
Mars exploration (panel mid pressure). It is assumed that the rear stagnation point
locates at (1, 0) even for the finite trailing edge thickness. Calculated theoretical lift
coefficients are Cl � 1:07 for A, Cl � 0:96 for B, Cl � 1:15 for C and Cl � 1:26

for D, respectively. Airfoil D gives the highest lift. The experimental results are
Cl � 0:74 at Re � 3300 for A and Cl � 0:86 at Re � 4000 for D at the same
˛ D 8ı. The experimental results show that not only the lift coefficient but also the
lift drag ratio of airfoil D are better than those of airfoil A. The potential calculation
for airfoil D predicts higher pressure along the lower surface and lower pressure
along the upper surface both towards the trailing edge. This is primarily because the
Kutta condition is given at the lower edge of the airfoil and this has a similar effect
as that of the Gurney flap.

4.4.3 Dragonfly Airfoil

Dragonfly has a unique airfoil section. Figure 4.12 shows an idealized dragonfly
airfoil [14, 15]. The airfoil coordinates are derived from a patent figure [15]. The
thickness of the airfoil is zero and has several peaks and valleys. The round symbols
show the nodal points for the calculation. There are 90 panels with 45 panels each
on the upper and lower surfaces, respectively. It is argued that the airfoil is effective
in the low Reynolds number region.

Figure 4.13 shows the panel mid pressure distribution on the airfoil surface at
the angle of attack 5ı. Positive loading is observed for the convex while negative
loading is visible for the concave. The pressure distribution looks very irregular.

Although the potential analysis is not necessarily important for the dragonfly
airfoils, it is worthwhile to apply the present method to them because it gives the
theoretical solution otherwise impossible. In the real viscous flow, it is said that
vortices occupy the valleys and the airfoil is effectively streamlined. The up-to-
date modern viscous and high-speed fluid dynamic calculations and applications
are underway to solve the real life problems more accurately. See [16–18].

The calculated lift coefficient becomes Cl � 0:37 and the center of the pressure
locates around at xcp=c � 0:14 at ˛ D 5ı. The lift coefficient is smaller than that
of a flat plate and this is possibly due to the negative loading on the concaves. The
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Fig. 4.12 Dragonfly airfoil and nodes [14, 15]
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Fig. 4.13 Dragonfly airfoil
pressure distribution at
˛ D 5ı
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concave corners must be the stagnation points and the convex peaks have infinite
velocities although the lines in Fig. 4.13 are continuously drawn.

4.5 Concluding Remarks

We apply the Schwartz-Christoffel transformation to general and unique airfoils.
The solution procedure of the Schwartz-Christoffel panel method is improved

and a simpler numerical procedure is proposed. First, a given airfoil is approximated
as a polygon, and the each panel lengths are calculated together with the outer angles
of the polygon apexes. A unit circle is deformed to a polygon, i.e. to an airfoil
by assuming the angular position of the apexes on a unit circle by the Schwartz-
Christoffel transformation. With the numerical integration, the each panel length of
a polygonal airfoil is calculated. Then the corresponding angle on the unit circle is
reduced if the panel length exceeds the desired given length and vice versa. After
iterations, the original polygonal airfoil geometry is restored.

The method is tested for a circular cylinder and the Joukowski airfoil, and the
results are quite satisfactory. It is also examined that the theoretical results for
regular polygons give the exact difference between the continuous and polygonal
geometries. For a convex surface, the panel method always underestimates the
magnitude of the pressure; 	Cp.is smaller than the theoretical value for the upper
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suction surface. However, the panel average pressure is very close to the theoretical
value even for a convex surface.

The Schwartz-Christoffel panel method is the applied to several unique airfoils
FX63-137, M06-13-128 and S1223. The present solutions give the same values as
those by Selig and Guglielmo. The Gurney flap is tested numerically for S1223 and
the rear loading increases theoretically although the potential calculation gives much
higher lift than that of the experiment. The propeller airfoils for Mars exploration are
also studied and it is found that the thick trailing edge may have a favourable effect
which is consistent with the experiments. The dragonfly airfoil is also calculated
although it is used in the low Reynolds number regions.

In spite of the fact that the present method involves the numerical integration
of the panel length, the Schwartz-Christoffel panel method gives the theoretical
results for polygons, i.e. approximated airfoils because it is based on the conformal
mapping. The method is particularly useful for thin airfoils which are challenging
for the conventional panel methods.
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Chapter 5
Mining Latent Attributes in Neighborhood
for Recommender Systems

Na Chang and Takao Terano

Abstract Neighborhood-based collaborative filtering (CF) algorithms have been
extensively studied and discussed. In the traditional way of these methods, user-
based CF predicts a target user’s preference for an item based on the integrated
preference of the user’s neighbors for the item, and item-based CF is based on the
integrated preference of the user’s preference for the item’s neighbors. Both the two
ways underestimate the effect of structure of the target user or item’s neighbors. That
is, for instance, these neighbors may form two distinct groups: some neighbors like
the target item or give high ratings; on the other hand, some neighbors dislike the
target item or give low ratings. The difference between the two groups may influence
user’s choice. As an extension of neighborhood-based collaborative filtering, this
paper focuses on the analysis of such structure by mining latent attributes of users
or items’ neighborhood, and corresponding correlations with users’ preference by
several popular data mining techniques. Mining latent attributes and experiment
evaluation were conducted on MovieLens dataset. The experimental results reveal
that the proposed method can improve the performance of pure user-based and item-
based collaborative filtering algorithm.

5.1 Introduction

With the development of Internet and E-commerce, recommender systems have
already been adopted by most web-sites, and play important roles in helping users
find the most interesting products, such as books, articles, webpages, movies, and
valuable information [1]. As one of the most successful approaches in building
recommender systems, neighborhood-based CF methods are centered on computing
the relationships between users or, alternatively, between items [2]. User-based CF
approach evaluates the preference of a user to an item based on ratings of similar
users; on the other hand, an item-based approach evaluates the preference of a user
to an item based on ratings of similar items by the same user [3].
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As the definition above, user-based CF method predicts a user’s preference for
an item based on the integrated preference of the neighbors’ preference, ignoring
the fact that these neighbors may have opposite preference, i.e. the neighbors form
two groups based on their preference. One group contains users who like the target
item or give high rating, and we call it like-mind group. On the other hand, the
other group contains users who dislike the target item or give low rating, and we
call it dislike-mind group. For instance, the effect of the size of each group is
underestimated by traditional user-based CF method. If the number of like-mind
group is greater than that of dislike-mind group, the target user may tend to take
the integrated preference of like-mind group which contains majority users. These
factors, which are not considered in tradition user-based CF method, may actually
play important roles in the prediction of target user’s preference.

Thus, in this paper, we focus on the study of latent attributes of user or items’
neighborhood. That is, mining latent attributes in users neighborhood (user-MLAN)
and mining latent attributes in items neighborhood (item-MLAN). Specifically,
taking user-MLAN for example, firstly we try to discover several useful and mean-
ingful latent attributes, such as group size difference, average similarity difference,
and standard deviation difference in user-MLAN systems. Then, corresponding
correlations between users’ preference and these attributes by several popular data
mining techniques are suggested. Finally, we use real data set to evaluate the
proposed approach and show the performance.

The rest of this paper is organized as follows: Sect. 5.2 give the related work
and background of this paper. Section 5.3 shows the discovery of mining latent
factors. Section 5.4 introduces the strategy of the proposed approach and several
popular data mining techniques could be used. Section 5.5 presents the experiment
evaluation and according results. Section 5.6 gives the final remarks.

5.2 Related Work

User-based CF method is a basic approach and has been used in many recommender
systems. Since the basic intuition of user-based CF method is that predictions for
a user is based on the preference patterns of other user who have similar interests.
Therefore, the first step of user-based CF is to find most similar neighbors through
measuring the similarity of users. Users similarity can be measured by Pearson
correlation or other correlated similarities [4, 5]. For example, Pearson correlation
between user u and v is as follows:

suv D
X

i2I .rui 	 ru/ .rvi 	 rv/
qX

i2I .rui 	 ru/
2
qX

i2I .rvi 	 rv/
2

(5.1)

where ru and rv mean the average rating of user u and v. The second step is to obtain
preference model. The basic model is as follows:
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brui D ru C
X

v2U .rvi 	 rv/ · suv
X

v2U suv

(5.2)

As a traditional and basic method, user-based CF can be simply extended by
incorporating data mining and machine learning techniques. For instance, reference
[6] proposed a novel framework which combines user-based CF and clustering.
Clusters generated from the training data provide the basis for data smoothing and
neighbor selection. Reference [7] incorporated Tag Transfer Learning in user-based
CF by transferring tag topics. Reference [8] proposed to combine user-based CF and
latent factor models together, and take into account the number of neighbors in the
prediction model.

Most of the current research on user-based CF mainly focuses on the explicit
attributes, such as user-item-rating matrix, the number of users, the number of items,
similarity, average rating of a user and so on. There may be latent attributes which
can influence the preference prediction implicitly. Under this guideline, we attempt
to mine several useful latent attributes in user-based CF method.

5.3 Mining Latent Attributes

5.3.1 Problem Definition

Consider that there are m users and n items in a recommender system. We can define
the set of users U as the set of integers f1, 2 : : : mg and the set of items I as the
set of integers f1, 2 : : : ng. The ratings of users for items rui are stored in a m � n
rating matrixR D frui j1 � u � mI 1 � i � n ; 0 � rui � rg. In addition to specific
ratings, we also use binary measurement, 1 and -1, indicating user’s preference, i.e.

oui D
�
1; if rui � �

	1; if 0 < rui < �
(5.3)

where 0 < � � r , and r denotes the maximum ratings. In the definition, oui D 1

indicates user u like item i, while oui D 	1 indicates user u dislike item i.
In the case of user-MLAN model, we define a target user u’s neighbors who

have rated item i as N(u; i). As discussed in Sect. 5.1, the target user’s neighbors can
be distinguished into two groups: like-mind group NC .uI i/ including users who
like the target item, and dislike-mind group N� .uI i/ including users who dislike
the target item, and the size of each group as

ˇ
ˇNC .uI i/ˇˇ and jN� .uI i/j. This paper

argues that the difference between like-mind group and dislike-mind group may
influence the target user’s preference. For instance, if there are 20 neighbors, who
like the target item, and 5 neighbors, who dislike the target item, among a target user
u’s neighbors, u may be likely to take the majority users’ opinion. This example
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Fig. 5.1 Framework of user-MLAN

shows that the important effect of group size. There may be other latent attributes in
the neighborhood, which can decide the target user’s preference and choice.

Thus, the aim of the proposed user-MLAN algorithm is to find useful and
meaningful latent attributes between the like-mind group and dislike-mind group,
and predict whether the target user will like take the integrated preference of the like-
mind group or dislike the target item. The framework of user-MLAN is as Fig. 5.1
shows.

Based on this idea, we assume that there is a set of latent attributes A D˚
a1; a2; � � � ; al� for arbitrary users’ neighbors related to item i, and then the predic-

tion becomes a classification problem, i.e. each observed user u’s latent attributes of
neighborhood consists of a pair: a attributes vector aui D ˚

a1ui ; a
2
ui ; � � � alui

�
, where

aui 2 Rl , and the associated label yui,where yui 2 f1;	1g. The classification task is
to learn the mapping ’ui 7! yui . In the next section, we define several related latent
attributes of user neighborhood.

In the case of item-MLAN model, we define a target item i’s neighbors which
have been rated by the target user u as N(i; u). Like user-MLAN model, the item’s
neighbors can be distinguished into like-mind group NC .i I u/ including items
which are liked by the target user u and dislike-mind group N� .i I u/ including
items which are disliked by the target user u. Also the preference prediction for
item-MLAN can be seen as a classification problem, by switching the roles of users
and items.
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5.3.2 Latent Attributes in User-MLAN Model

In reference [9], the authors list 24 potential attributes of user-item-rating matrix,
such as number of ratings, degree of agreement with others, average of user’s rating,
standard deviation in user rating and so on. But clearly these attributes are just the
statistical features of the matrix. In this paper, we attempt to discovery several latent
attributes of the neighborhood which have correlations with user’s preference.

In this paper, we use Movielens1 data set to discover useful and meaningful
attributes for user-MLAN. The data set contains 100,000 records (user-item-rating)
with rating scale 1–5 and consists of 943 users and 1,682 movies. The basic attribute
selection rule is based on [10], which indicates that the attributes should be highly
correlated with the class (preference) and uncorrelated with each other. After several
trials, we have the following latent attributes in users’ preference prediction:

• Group size difference (GSD): the difference of size of like-mind group and
dislike-mind group. This attribute measures the difference of two groups in terms
of neighbor number. The computation is as Eq. (5.4) shows. If GSD> 0, it
indicates that the like-mind group has more users who like the target item than
that of dislike-mind group, and vice versa.

GSD D
ˇ
ˇNC .uI i/ˇˇ 	 jN� .uI i/j
jNC .uI i/j C jN� .uI i/j (5.4)

• Average similarity difference (ASD): the difference of average similarity
between like-mind group and dislike-mind group with a target user. This
attribute measures difference of two groups in terms of the average similarity.
The computation is as Eq. (5.5) shows. If ASD> 0 indicates that the like-mind
group is much more similar to the target user than that of dislike-mind group on
average, and vice versa.

ASD D
X

j2NC.i Iu/sij
NC .i I u/

	
X

j2N�.i Iu/sij
N� .i I u/

(5.5)

• Standard Deviation Difference (SDD): the difference of standard deviation
between like-mind group and dislike-mind group. This attribute measures differ-
ence of ratings in two groups in terms of standard deviation. SDD> 0 indicates
that the ratings in like-mind group are closer than that of dislike-mind group,
and vice versa. In the following computation for SDD, rCi and r�i indicate the
average rating of like-mind and dislike-mind group for item i respectively.

1https://movielens.org/

https://movielens.org/
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Fig. 5.2 Correlations of proposed latent attributes and preferences

SDD D

v
u
u
t

X

v2NC.uIi /
�
rvi 	 rCi

�2

jNC .uI i/j 	

v
u
u
t

X

v2N�.uIi /
�
rvi 	 r�i

�2

jN� .uI i/j (5.6)

The correlation of these attributes and users’ preference tendency is as Fig. 5.2
shows. The blue points mean users would like to take the opinion of like-mind
group, and the red points mean users would like to take the opinion of dislike-
mind group. From this figure, we can see that the two classes do not have distinct
boundaries, but still are separated into two parts. This indicates that there are
correlations between these latent attributes and preferences.

Based on these findings, we can see that users’ preference is related to these three
attributes: group size difference, total similarity difference and average similarity
difference. And we can have the following conclusions:

• Users’ preference may be related to the structure of neighborhood;
• Users’ preference is related to neighbors’ group size difference, total similarity

difference and average similarity difference.
• Given threshold for those attributes, the boundary of like-mind group and dislike-

mind group is clear.
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5.3.3 Latent Attributes in Item-MLAN Model

We use the same data sets as user-MLAN model to conduct experiments, and after
several trials, we have the following latent attributes in items’ neighborhood:

• Group Size Difference (GSD): the difference of size of persuasive group and
supportive group. This attribute measures the difference of two groups in terms
of neighbors’ number. If GSD> 0, it indicates that the persuasive group contains
more items who are liked by the target user than that of supportive group, and
vice versa.

GSD D
ˇ
ˇNC .uI i/ˇˇ 	 jN� .uI i/j
jNC .uI i/j C jN� .uI i/j (5.7)

• Average Similarity Difference (ASD): the difference of average similarity of like-
mind group and dislike-mind group to target item. This attribute measures the
difference of closeness between two groups and the target item. If ASD> 0, the
like-mind group is much closer to the target item than that of dislike-mind group,
and vice versa.

ASD D
X

j2NC.i Iu/sij
NC .i I u/

	
X

j2N�.i Iu/sij
N� .i I u/

(5.8)

• Average Popularity Difference (APD): the difference of average popularity
between like-mind group and dislike-mind group. This attribute measures dif-
ference of two groups in terms of the average popularity. APD> 0 indicates that
the like-mind group is much more popular than that of dislike-mind group on
average, and vice versa. In the following computation for APD, jYjj denotes the
ratings received by item j.

APD D
X

j2NC.i Iu/
ˇ
ˇYj
ˇ
ˇ

jNC .i I u/j 	
X

j2N�.i Iu/
ˇ
ˇYj
ˇ
ˇ

jN� .i I u/j (5.9)

The correlation of these attributes and users’ preference tendency is as Fig. 5.3
shows. The blue points mean users would like to take the opinion of like-mind
group, and the red points mean users would like to take the opinion of dislike-
mind group. From this figure, we can see that the two classes do not have distinct
boundaries, but still are separated into two parts. This indicates that there are
correlations between these latent attributes and preferences.
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Fig. 5.3 Correlations of proposed latent attributes and preferences

5.4 Applying in Recommendations

In this section, we use four data mining and machine learning techniques, i.e.
Decision Tree, Naïve Bayesian, Neural Network and Support Vector Machine, to
learn models respectively for the prediction of users’ preference based on the three
latent attributes discussed in Sect. 5.4.

• Decision Tree: Decision trees [11, 12] are classifiers on a target attribute (or class)
in the form of a tree structure. Each node corresponds to one of these attributes,
and edges correspond to the possible values of the attributes. Decision trees
are produced by algorithms that identify various ways of splitting a data set
into branch-like segments. These segments form an inverted decision tree that
originates with a root node at the top of the tree.

• Naive Bayesian: a Bayesian classifier is a probabilistic framework which is based
on the definition of conditional probability and the Bayes theorem [13]. In simple
terms, a naive Bayes classifier assumes that the value of a particular feature is
unrelated to the presence or absence of any other feature, given the class variable.

• Neural Networks: An Artificial Neural Network (ANN) [14] is an assembly of
inter-connected nodes and weighted links that is inspired in the architecture of
the biological brain. Nodes in an ANN are called neurons as an analogy with
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biological neurons. These simple functional units are composed into networks
that have the ability to learn a classification problem after they are trained with
sufficient data [15, 16].

• Support Vector Machine: the goal of a SVM classifier [17] is to find a linear
hyperplane (decision boundary) that separates the data in such a way that the
margin is maximized [18]. SVM can be used for both regression and classifi-
cation problems. For classification problems, an SVM model is a representation
of the examples as points in space, mapped so that the examples of the separate
categories are divided by a clear gap that is as wide as possible.

5.5 Experiments with MovieLens Dataset

In this section, we use the data set from MovieLens to verify our research (see
details in Sect. 5.3). Firstly, we investigate the attribute correlations for user-MLAN
and item-MLAN model. The correlations are computed by Pearson coefficient. The
experiment results are as Tables 5.1 and 5.2 shows.

From the tables, we can see that the correlations between attributes are relatively
independent to each other; meanwhile, the correlations between attributes and class
are dependent.

Then, we use fivefold cross validation by randomly selecting 80 % of the data
set as training data and 20 % of it as test data to measure the performance accuracy
[19]. The computation of accuracy is as Fig. 5.4 show.

Table 5.1 The attribute
correlations for user-MLAN

GSD TSD ASD Preference

GSD 1.000 0.045 0.024 0.429
TSD 1.000 0.008 0.114
ASD 1.000 0.115

Table 5.2 The attribute
correlation for item-MLAN

GSD ASD APD Preference

GSD 1.000 0.012 0.028 0.641
ASD 1.000 0.014 0.312
APD 1.000 0.145

Fig. 5.4 Computation of
accuracy
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Fig. 5.5 Experiment results for user-MLAN

In the experiment, we set the threshold for GSD, TSD, ASD is 0.1, 0, 0 in user-
MLAN model. Figure 5.5 shows the experimental result. From the figure, it is clear
that proposed method, which learning users’ preference by mining latent attribute of
neighborhood, outperforms pure user-based CF method in terms of accuracy. This
verified that the proposed approach can give better performance than traditional
user-based collaborative filtering algorithm and the three latent attributes have
correlations with users’ preference. Moreover, among the four machine learning
techniques which are used to learn preference model based on latent attributes of
neighborhood, we can see that SVM gives best performance, Neural networks shows
the worst performance in terms of accuracy.

In case of item-MLAN model, we set the threshold for GSD, TSD, APD is 0.2,
0, 0. Figure 5.6 shows the experiment result. Similarly, we can see that the proposed
item-MLAN can give better performance that tradition item-based CF method. And
SVM gives best performance, neural networks shows the worst performance in
terms of accuracy.

Furthermore, we can also compare the performance of user-MLAN and item-
MLAN by both Figs. 5.5 and 5.6. Clearly, item-MLAN outperforms user-MLAN.
This indicates that item-MLAN gives better performance than user-MLAN.

5.6 Conclusions

In this paper, we introduced a new idea for neighborhood-based CF approach by
mining latent attributes of user or item’s neighborhood. Specifically, we firstly
introduced the importance of latent attributes in neighborhood-based CF systems,
then conducted experiment to discover several meaningful latent attributes: group
size difference, average similarity difference, standard deviation difference for
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Fig. 5.6 Experiment results for item-MLAN

user-MLAN, and group size difference, average similarity difference, average
popularity difference for item-MLAN. In addition, we proposed that the prediction
model can be learned by Decision Tree, Naïve Bayesian, Neural Networks and
Support Vector machine. Finally, we verified that the proposed approach working
better in terms of accuracy on MovieLens dataset.
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Chapter 6
An Assessment of the Effect of Varying Popov’s
Parameter on the Region of Robust Absolute
Stability of Nonlinear Impulsive Control
Systems with Parametric Uncertainty

Tseligorov Nikolai, Tseligorova Elena, and Mafura Gabriel

Abstract This paper focuses on finding and the assessment of the variation of the
region of robust absolute stability of an impulse control system, with monotonous
nonlinearities, as Popov’s parameter varies. A mathematical model of a nonlinear
impulsive control system (NICS) is considered. The criterion for absolute stability
on the equilibrium position for NICS, with monotonous nonlinearities, can be
expressed as a polynomial expression. The robust stability of NICS is tested
using Kharitonov’s theorem and a modified root locus method for interval transfer
functions. A graphical illustration of roots of the characteristic equation, which have
been gotten from the interval transfer function, on the complex plane is used in
the assessment of the stability of control system. To evaluate the effect of Popov’s
parameter, a specially written program complex Stability is used. An illustrative
example is given to demonstrate the effect of varying Popov’s parameter on the
region of absolute robust stability.
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6.1 Introduction

Today, the process of designing any technically complex system is accompanied by
the creation of its mathematical model. The mathematical model allows the control
engineer to get information about the stability of the plant [1, 2]. Mathematical
models, which are based on the application of the criteria of absolute stability to the
system under design, focused mainly on control systems with standard nonlinear
characteristics, with theoretical forms of nonlinear characteristics, which differed
considerably from actual real world systems. To get results which are closer to
the real world conditions of exploitation, it is necessary to take into account the
parametric uncertainty of the control system in question.

In practice, control systems used for various purposes will face various problems
due to uncertainty. Uncertainty can be defined as the incompleteness or inaccuracy
of information regarding a given control system during its mathematical modelling.
Uncertainty can be caused by both internal or external factors. Uncertainty can affect
the accuracy of a control system and sometimes even cause the control system to
loose stability.

In control theory several types of uncertainties are identified: parametrical
uncertainty [3–5], non-parametric uncertainty, non-stationary uncertainty, nonlinear
uncertainty [5] and other types of uncertainties. The use of algebraic [5, 6] and
graphical [5, 7, 8] methods, for testing various control systems, has become very
popular. The main advantage of such methods is that they make it possible to apply
interval methods. Among other beneficial features, interval methods do not depend
on the knowledge of the probability characteristics of uncertainty or the concrete
values of the parameters of the plant to be controlled since this values fall in a known
interval. In response to the challenges caused by uncertainty, the programs and
mathematical apparatus, for investigating such control systems, have been further
advanced and developed. This has also led to the use of computer aided algebra
systems (CAS) for manipulating symbolic data [6, 10]. In order to investigate the
stability of NICS, with parametric uncertainty, a specially written program complex
Stability [11] is used. This program complex can graphically illustrate the region
of stability on the complex plane.

6.2 Statement of Problem

The Academic Ya.Z. Tsypkin proposed the criteria for absolute stability of non-
linear control systems (NICS) with monotonous characteristics in the form of the
following inequalities [1]

ReŒ1C q.1 	 e�j N!/�W.j N!; 0/C k�1 > 0: (6.1)
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This inequality must be satisfied for all frequencies N! within the interval Œ0; �
for real V.M. Popov’s parameters q � 0. The nonlinear elements (NE) �.�/ fulfill
the following condition:

0 � �.�/

�
� k; �.0/ D 0: (6.2)

The above criterion (6.2) can be interpreted geometrically as plotting a modified
amplitude-phase characteristics graph QW .j N!; 0/ with Popov’s line plotted on the
QW .j N!; 0/ plane [1]

U �.j N!; 0/C qV�.j N!; 0/C 1

k
� 0;

where; U �.j N!; 0/ D ReW�.j N!; 0/;
U �.j N!; 0/ D 	ReŒe�j N!W 
 .j N!; 0/�C ReW 
 .j N!; 0/:

The plotted line crosses through the point 	1=k, on the real axis and at an angle
of arctg1=q. A graphical illustration of the criterion of absolute stability is given
above in Fig. 6.1.

However to the best of our knowledge, there is no literature which graphically
illustrates the region of absolute robust stability and the effect of varying Popov’s
parameter on the size and shape of the region of stability.

It is necessary to evaluate the change in the region of absolute robust stability
and define the effect Popov’s parameter on the region of absolute robust stability of
a control system under evaluation.

Fig. 6.1 Graphical
interpretation of Tsypkin’s
criterion with Popov’s line

arctg1/q

W*( jω)

0

−1/k

j

~
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6.3 Solution of Problem

6.3.1 Mathematical Model of Problem

Using w-transform, the test for absolute stability of NICS is reduced to testing if the
resultant characteristic polynomial is Hurwitz [3]. Criterion (6.1) takes the following
form in w-plane

ReŒ.1C q
2w

1C w
/W.w/�C k�1 > 0;

or

ReŒ.1C q
2j�

1C j�
/W.j�/�C k�1 > 08� 2 Œ0;1�:

(6.3)

Where w D j�; � D tg!T0
2

—relative pseudo frequency, T0—sampling interval.
If the transfer function’s frequency response characteristics are presented as

shown below

W.j�/ D ˛1.�/C jˇ1.�/

˛1.�/C jˇ1.�/:
(6.4)

then after substituting (4) in (3) we get the following polynomial expression which
corresponds to the criterion (3) [5].

k.˛1.�/˛2.�/C ˇ1.�/ˇ2.�//.1C �2/C 2qŒ.˛1.�/˛2.�/C ˇ1.�/ˇ2.�//�
2C

.˛1.�/ˇ2.�/ 	 ˛2.�/ˇ1.�//��C Œ˛22.�/C ˇ22.�/�.1C .�/2/ D 0:
(6.5)

Using criterial expression (6.5), we can easily get the polynomial expression in
symbolic form for transfer functions of various orders. For a transfer function of
the first order i.e. n D 1:

W.j�/ D j˛1.�/C ˛0

jˇ1.�/C ˇ0

The characteristic expression can be written as follows:

P.x/jxD�2 D kq.b1.2a1x
2 C 2a0x/ 	 2b0a1x C 2a0b0x/

Ck.a1b1.x2 C x/C a0b0.x C 1//C b21.x
2 C x/C b20.x C 1/:

(6.6)

For a transfer function of the second order i.e. n D 2:

W.j�/ D 	a2v2 C ia1v C a0

	b2v2 C ib1v C b0
:
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The characteristic expression in symbolic form can be written as follows:

P.x/jxD�2 D k.b2.a2.x
3 C x2/C a0.	x2 	 x//C a1b1.x

2 C x/C b0a2

.	x2 	 x/C a0b0.x C 1//C kq.b2; .2a2x
3 C 2a1x

2 	 2a0x2/C
a2.	2b1x2 	 2b0x

2/C b1.2a1x
2 C 2a0x/ 	 2b0a1x C 2a0b0x/

Cb22.x3 C x2/C b21.x
2 C x/C b0b2.	2x2 	 2x/C b20.x C 1/:

(6.7)

The above polynomial expressions (6.6) and (6.7) allow us to get the char-
acteristic polynomial for testing the absolute stability without any intermediate
calculations. Only the known values of coefficients in the numerator and denom-
inator polynomials of the transfer functions are needed. The code fragment below
shows an Excel macros, written in visual basic, which calculates the characteristic
polynomial for transfer function of the third degree i.e. n D 3.

Sub processcoeff()
Dim a1, b1, a0, b0, a2, b2, a3, b3, k,
Dim coeff_x_4, coeff_x_3, coeff_x_2, coeff_x_1, coeff_x_0

a0 = Range("B1").Value
a1 = Range("B2").Value
a2 = Range("B3").Value
a3 = Range("B4").Value
b0 = Range("E1").Value
b1 = Range("E2").Value
b2 = Range("E3").Value
b3 = Range("E4").Value
k = Range("B6").Value
q = Range("D6").Value

coeff_x_4 = (2 * a3 * b3 * k * q + a3 * b3 * k + b3 ^ 2)
coeff_x_3 = 2 * a2 * b3 * k * q - 2 * a1 * b3 * k * q - 2 * b2 *
a3 * k * q - 2 * b1 * a3 * k * q + 2 * a2 * b2 * k * q + a3 * b3 * k
- a1 * b3 * k - b1 * a3 * k + a2 * b2 * k + b3 ^ 2 - 2 * b1 * b3 + b2 ^ 2
coeff_x_2 = -2 * a0 * b3 * k * q + 2 * b0 * a3 * k * q + 2 * a1 * b2
* k * q - 2 * b1 * a2 * k * q - 2 * b0 * a2 * k * q + 2 * a1 * b1 * k

* q - 2 * a0 * b1 * k * q - a1 * b3 * k - b1 * a3 * k + a2 * b2 * k
- a0 * b2 * k - b0 * a2 * k + a1 * b1 * k - 2 * b1 * b3 + b2 ^ 2 - 2

* b0 * b2 + b1 ^ 2
coeff_x_1 = 2 * a0 * b1 * k * q - 2 * b0 * a1 * k * q + 2 * a0 * b0 *
k * q - a0 * b2 * k - b0 * a2 * k + a1 * b1 * k + a0 * b0 * k - 2 *
b0 * b2 + b1 ^ 2 + b0 ^ 2
coeff_x_0 = a0 * b0 * k + b0 ^ 2
Range("A8").Value = coeff_x_4
Range("C8").Value = coeff_x_3
Range("E8").Value = coeff_x_2
Range("G8").Value = coeff_x_1
Range("I8").Value = coeff_x_0
Dim f_2kq, f_k
f_2kq = 2 * a3 * b3 & "x ^ 4 + (" & 2 * (a2 * b3 - a1 * b3 - b2 * a3 -

b1 * a3 + a2 * b2) & ")x ^ 3 + (" & 2 * (-a0 * b3 + b0 * a3 + a1 * b2
- b1 * a2 - b0 * a2 + a1 * b1 - a0 * b1) & ")x ^ 2 + (" & 2 *
(a0 * b1 - b0 * a1 + a0 * b0) & ")x"
f_k = a3 * b3 & "x ^ 4 + (" & (a3 * b3 - a1 * b3 - b1 * a3 + a2 * b2)
& ")x ^ 3 + (" & (-a1 * b3 - b1 * a3 + a2 * b2 - a0 * b2 - b0 * a2 +
a1 * b1) & ")x ^ 2 + (" & (-a0 * b2 - b0 * a2 + a1 * b1 + a0 * b0)
& ")x + (" & a0 * b0 & ")"
f_x_0 = b3 ^ 2 & "x ^ 4 + (" & (b3 ^ 2 - 2 * b1 * b3 + b2 ^ 2) & ")x ^ 3
+ (" & (-2 * b1 * b3 + b2 ^ 2 - 2 * b0 * b2 + b1 ^ 2) & ")x ^ 2 +

(" & (-2 * b0 * b2 + b1 ^ 2 + b0 ^ 2) & ")x + (" & b0 ^ 2 & ")"
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Range("B10").Value = f_k
Range("B12").Value = f_2kq
Range("B14").Value = f_x_0
End Sub

The characteristic polynomial, that has been gotten after substituting concrete
coefficient values from the transfer function, can now be tested for Hurwitz stability.

6.3.2 Testing Hurwitz Stability of the Characteristic Equation

There are two groups of methods used for testing if a given characteristic polynomial
is Hurwitz. This groups are the exact methods (analytical) and approximate
(graphical-analytical methods) methods.

6.3.2.1 Analytical Methods

Analytical methods include the Hurwitz, Jury and Sturm methods.
According to the Hurwitz method, for a given characteristic polynomial P.x/,

the following conditions have to be met [13]:

1. The number of times the sign of the coefficients of P.x/ changes should be even
i.e. the first and last coefficient of P.x/ should be positive

2. The number of times the sign changes in V.�/ 	 V.1;
�
2;

�
4; � � � ;

�
2p/ should

be equal to n.

The determinant
�
2p is constructed from the coefficients of P.x/ as follows:

�

2p

D
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ

a0 a1 a2 ��� a2p�1

0 b1 b2 ��� b2p�1

0 a0 a1 ��� a2p�2

0 0 b1 ��� b2p�2
· · · · ·

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
p D 1; 2; � � � ; 2n

Where bi—coefficients of the first derivative of P.x/.
Jury method, for testing if the characteristic equation is stable, involves

forming a matrix �2n�1 of dimension (2n-1)*(2n-1). This matrix is constructed
as follows [14]:

�2n�1 D

2

6
6
6
6
6
6
6
6
6
6
4

1 �a00

n�1 ��� ��� ��� ��� ��� ��� ��� ��� ��� 0 0
0 1 ��� ��� ��� ��� ��� ��� ��� ��� ��� 0 0
0 0 ��� 1 �a00

n�1 �a0

n�2 �a00

n�3 �a0

n�4 �a00

n�5 �a0

n�6 ��� 0 0
0 0 ��� 0 1 �a00

n�1 �a0

n�2 �a00

n�3 �a0

n�4 �a00

n�5 ��� 0 0
0 0 ��� 0 0 1 �a00

n�1 �a0

n�2 �a00

n�3 �a0

n�4 ��� 0 �
0 0 ��� 0 0 0 �a00

n�1 �a0

n�2 �a00

n�3 �a0

n�4 ��� 0 ı
0 0 ��� 0 0 a0

n�1 �a00

n�2 �a0

n�3 a00

n�4 a0

n�5 ��� 0 0
0 0 ��� 0 a0

n�1 �a00

n�2 �a0

n�3 a00

n�4 a0

n�5 �a00

n�6 ��� 0 0
0 0 ��� a0

n�1 �a00

n�2 �a0

n�3 �a00

n�4 �a0

n�5 �a00

n�6 �a0

n�7 ��� 0 0
0 �a00

n�1 ��� ��� ��� ��� ��� ��� ��� ��� ��� 0 0
a0

n�1 �a00

n�1 ��� ��� ��� ��� ��� ��� ��� ��� 0 0

3

7
7
7
7
7
7
7
7
7
7
5

;



6 An Assesment of Varying Papov’s Parameter on Stability 147


 D .	1/.nC1/=2a000 , when n is odd,.	1/n=2a00,when n is even,
ı D .	1/.nC1/=2a000 , when n is odd,.	1/n=2a00,when n is even.
Sturm’s method involves the construction of the sturm chain and finding the

difference in the number times the sign changes when x D 0 and x D 1 [15].

6.3.2.2 Graphical Analytical Methods

This methods involve finding the roots of the characteristic equations. The most
widely used method is the root locus method. The root locus method involves
finding the roots of the characteristic equation and drawing them on the complex
plane.

In classical root locus method, the characteristic equation takes the following
form

A.x/C hB.x/ D 0;

where A.x/; B.x/—polynomials, h D ck—variable parameter.
We propose the following root locus equation with variable parameters [17]

A.x/C h1B.x/C h2C.x/ D 0: (6.8)

Polynomial expressions (6.6) and (6.7) can be expressed in form (6.8) where
h1 D k and h2 D qk.

In order to investigate the robust stability of given NICS we turn to Kharitonov’s
polynomials.

6.3.3 Mathematical Model for Testing Robust Stability of NICS

The robust stability of a nonlinear impulsive control system (NICS) can be tested
by applying the strong Kharitonov’s theorem [18].

Since the interval values of the given system are known, it is possible to get
the four kharitonov polynomials from the criterial expression (6.5). If the four
kharitonov polynomials are Hurwitz polynomials then the system in question is
robust stable.

If we use the modified root locus equation (6.8) with several variable parameters,
we get the combined locus of roots in the complex plane. For robust stability the
roots should not fall on the real positive axis of the complex plane.
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6.4 Illustrative Example

Consider a NICS, with the following transfer function with perturbed coefficients

W.w/ D .0:12 : : : 0:18/w3 C .0:41 : : : 0:59/w2 � .0:22 : : : 0:54/wC .0:09 : : : 0:15/
.0:55 : : : 1:99/w3 C .2:21 : : : 3:22/w2 C .0:45 : : : 1:21/wC .0:11 : : : 0:16/ : (6.9)

The nonlinear elements characteristics lie within the interval 0; 1.5.
The values of V.M. Popov’s parameter fall between q D 0:1 and q D 14.

Criterion expression for the transfer function (6.9) in symbolic form is written as
follows

P.x/jxD�2 D k.b3.a3.x
4 C x3/C a1.	x3 	 x2//C b2.a2.x

3 C x2/

C a0.	x2 	 x//C b1a3.	x3 	 x2/C a1b1.x
2 C x/

C b0a2.	x2 	 x/C a0b0.x C 1//

C kq.b3.2a3x
4 C 2a2x

3 	 2a1x
3 	 2a0x2/

C a3.	2b2x3 	 2b1x3 C 2b0x
2/C b2.2a2x

3 C 2a1x
2 	 2a0x

2/

C a2.	2b1x2 	 2b0x2/C b1.2a1x
2 C 2a0x/ 	 2b0a1x C 2a0b0x/

C b23.x
4 C x3/C b22.x

3 C x2/C b1b3.	2x3 	 2x2/C b21.x
2 C x/

C b0b2.	2x2 	 2x/C b20.x C 1/: (6.10)

The variation of numeric coefficient values of criterial Eq. (6.6) as the value of
parameter k changes is illustrated on the graphs below.

The variation of coefficient values of the free polynomial, as parameter k of the
characteristic equation changes, in the criterial Eq. (6.6) is illustrated below.

The calculated coefficient values are typed into the form, as shown in Fig. 6.2,
of the program complex Stability. The program complex then plots a modified root
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Fig. 6.2 The variation of polynomial coefficients as parameter k of the characteristic equation
changes. (a) Min values of the transfer function; (b) max values of the transfer function
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Fig. 6.3 Variation of coefficient values of the free polynomial in the characteristic equation.
(a) Min values of the transfer function; (b) max values of the transfer function

Fig. 6.4 User interface of program complex Stability

locus diagram, which takes into account the perturbed nature of the coefficients, for
concrete values of q (Fig. 6.3).

Screenshots of the regions of robust stabilities for several values of q. As shown
in Fig. 6.4.

6.5 Conclusion

The proposed approach enables one to get the symbolic coefficient expression of the
criteria, for a nonlinear impulsive control system with monotonous nonlinearity and
transfer function of given degree, in analytical form and the resultant characteristic
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Fig. 6.5 Variation of coefficient values of the free polynomial in the characteristic equation

expression. The resultant characteristic expression, with concrete numeric values
from the transfer function, can be used to plot a modified root locus plot, which takes
into account the perturbed nature of coefficients. The resultant root locus diagram
shows that the region of stability increases while the value of Popov’s parameter
increases from 0:1 to 14 (Fig. 6.5).
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Chapter 7
Analytical Modeling of the Viscoelastic Behavior
of Periodontal Ligament with Using Rabotnov’s
Fractional Exponential Function

Sergei Bosiakov and Sergei Rogosin

Abstract The mathematical modeling of a stress-strain state of the viscoelastic
periodontal membrane is carried out. Internal and external surfaces of the peri-
odontal ligament are described by a symmetrical two-sheeted hyperboloid. Tooth
root is assumed to be a rigid body. Displacements of points on the internal surface
of the periodontal ligament coincide with the displacements of the corresponding
points of the external surface of the tooth root. The relationships between the
displacements and strains for periodontal ligaments are formulated as an assumption
that the periodontal tissue approaches to incompressible materials. Viscoelastic
constitutive law with a fractional exponential kernel for periodontal ligament was
used. The equations of motion for the periodontal ligament relative to translational
displacements and rotation angles of its points are derived. In the particular
case the vertical translational motion of the tooth root, as well as corresponding
displacements are analyzed. Constants of the fractional viscoelastic function were
assessed on the basis of the experimental data about the behavior of the periodontal
ligament. The obtained results can be used to determine a load for orthodontic
tooth movement corresponding to the optimal stresses, as well as to simulate
bone remodeling on the basis of changes of stresses and strains in the periodontal
ligament during orthodontic movement.

Keywords Periodontal ligament • Tooth root • Viscoelastic model • Fractional
exponential function • Translational displacement

S. Bosiakov (�)
Department of Theoretical and Applied Mechanics, Belarusian State University,
Nezavisimosti Avenue 4, 220030 Minsk, Belarus
e-mail: bosiakov@bsu.by

S. Rogosin
Institute of Mathematics, Physics and Computer Sciences, Aberystwyth University,
Penglais, Aberystwyth Ceredigion SY23 3BZ, UK

Department of Economics, Belarusian State University, Nezavisimosti Avenue 4,
220030 Minsk, Belarus
e-mail: rogosinsv@gmail.com

© Springer International Publishing Switzerland 2015
N. Mastorakis et al. (eds.), Computational Problems in Science and Engineering,
Lecture Notes in Electrical Engineering 343, DOI 10.1007/978-3-319-15765-8_7

153

mailto:bosiakov@bsu.by
mailto:rogosinsv@gmail.com


154 S. Bosiakov and S. Rogosin

7.1 Introduction

Periodontal ligament is a thin membrane that holds the root of the tooth in the alve-
olar bone. It reduces and distributes the occlusal load on the tooth by means of col-
lagen fibers. In normal conditions there is no contact between the tooth root and the
bone tissue. The load acting on the tooth, is transmitted to the alveolar bone by the
periodontal ligament strain. Periodontium can be loaded by long-term (orthodontic)
forces or by short-term (occlusal) load. It is occurred an orthodontic movement of
teeth as a result of the biological response of bone alveolar process [1, 2].

Linearly elastic (bilinear elastic), viscoelastic, hyperelastic and biphasic (multi-
phasic) models are used to predict the behavior of the periodontal ligament under
the various loading conditions. Overview of the specific applications of different
models is given in [3]. The main drawback of the periodontal ligament simulation
on the base of medium with complex properties is the lack of accurate quantitative
data of mechanical parameters. For the viscoelastic models it is compensated by
existence of known values of the relaxation times and elasticity moduli [4–6], and
the experimental data determining the viscoelastic properties [7–12]. In [13], it is
shown that all the tissues involved in the reconstruction of bone tissue, demonstrate
viscoelastic properties which do not depend on the applied forces. Experimental
determination and modeling of periodontium properties is discussed in [14].

Several viscoelastic models of the periodontal ligament behavior, based on
the laws of Maxwell, Voigt, Kelvin-Voigt [3] have been proposed. Such material
possesses a rheological behaviour. Rheology as a branch of science is concerned
with extending continuum mechanics to characterize flow of materials, that exhibits
a combination of elastic, viscous and plastic behaviour by properly combining
elasticity and (Newtonian) fluid mechanics. In particular, the materials studied in
the framework of the rheological investigations could have a memory (so called
hereditary materials). For modeling of this effect the fractional approaches are used,
e.g., [15–17]. The history of fractional modeling in rheology is presented in [18] (see
also [19] and references therein). The fractional viscoelastic model is very natural
for the study of periodontal membrane. In addition, the fractional models (models
with fractional derivatives) are successfully used to solve different problems of
mechanics [20–22].

Rabotnov [23] presented a general theory of hereditary solid mechanics using
integral equations, and Koeller [24] reviewed the use of integral equations for
viscoelasticity and interjects fractional calculus into Rabotnov’s theory by the
introduction of the spring-pot, which he used to generalize the classical models.
Rossikhin [25] summarized Rabotnov’s theory (see also [26]). Rabotnov’s frac-
tional exponential function is related to the well known Mittag-Leffler function [27].
By using this relation it can be shown the equivalence of Rabotnov’s theory to
Torvik and Bagley’s theory based on the fractional polynomial constitutive equation.

The aim of this work is to formulate equations of motion of the periodontal
ligament. We use an approach based on viscoelastic model similar to Rabotnov’s
model. It allows us to determine the translational displacement and rotation angles
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of the periodontium under the action of a concentrated load. In the particular
case the vertical motion of the tooth root, as well as arising from this stresses
and displacements were analyzed. The experimental data on the behavior of the
periodontal ligament allows us to estimate corresponding constants of the fractional
viscoelastic function.

7.2 Equations of Movements for Viscoelastic
Periodontal Ligament

7.2.1 Geometrical Form of Tooth Root and Periodontal
Ligament

The external surface of the tooth root (supposed to be an absolutely rigid body) and
the adjacent inner surface of the periodontal ligament are modeling by a two-sheeted
hyperboloid

F.x; y; z/ D y 	 h
p
1 	 p2 	 p

�

�
�
s

.1 	 e2/
�
x

b

	2
C
�

z

b

	2
C p2 	 p

	

D 0;

(7.1)

where h is the height of alveolar crest; e D p
1 	 .b=a/2 is the eccentricity of the

ellipse in cross-section of tooth in alveolar crest; a and b are the axes of this ellipse;
p is the parameter of rounding of the tooth root.

The internal surface of the periodontal ligament adjacent to the dental alveoli
bone is shifted along the normal to the surface of the tooth root in ı > 0. Its equation
is as follows:

F1.x; y; z/ D y C nyı 	 h
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where nx , ny , and nz are components of the unit normal vector to the surface of the
first hyperboloid. The components of the normal vector are determined from (7.1):
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b2AB
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(7.2)
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Under the action on a tooth a concentrated force, the points of the periodontal
ligament contiguous to surface of the tooth root (7.1) begin to move equally to the
root itself. The external surface of the periodontal ligament is fixed. There is no
significant difference between the model considering the fixing of the outer surface
of the periodontal ligament in the alveolar bone or its rigid fixing. Therefore, for
calculating the initial movement of the teeth in the periodontal ligament, both the
teeth and the alveolar bone could be considered as solids [28].

7.2.2 Relations for Strains and Displacements

It is supposed that the periodontal ligament consists of a material with Poisson’s
ratio equal to 0.49. This means it behaves almost as fluid, i.e. the periodontal tissue
begins to flow around the surface of the root of the tooth when the root is displaced to
the wall of the dental alveolus [29]. Hence the strains and relative shears associated
with the normal vector, generatrix and guide to the external surface of the tooth root
could be represented in the coordinate system as follows [29, 30]:

"nn D 	un
ı
; "tt D "		 D 0; �n	 D 	u	

ı
; �nt D 	ut

ı
; �t	 D 0; (7.3)

where un, ut and u	 are displacements of the periodontium points in the direction
of the n (the normal vector to the root surface), t is the generatrix vector to the
root surface, � is the tangential vector to the root surface, and ı is the width of
the periodontal ligament in the normal direction. The normal vector, generatrix and
guide to the root surface of the tooth, as well as their geometrical dimensions are
shown in Fig. 7.1.

Fig. 7.1 Root of tooth in
two-sheeted hyperboloid
form: n is the normal, t is the
generatrix, and � is the guide
to the surface of the
hyperboloid at the point P
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The strains and relative shears can be expressed in the coordinate system .x; y; z/
by the components of the strain tensor in the coordinate system .n; t; 	/ [30]:

0

@
"11 "12 "13

"12 "22 "23
"13 "23 "33

1

A D T2 ·T1 ·

0

@
"nn "tn "	n

"tn 0 0

"	n 0 0

1

A ·T T1 ·T T2 ;

"tn D 1

2
�tn; "	n D 1

2
�	n; 1 � x; 2 � y; 3 � z:

(7.4)

The components of the vectors .un; ut ; u	 / and .ux; uy; uz/ satisfy the following
equation:
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(7.5)

where T1 is the rotation matrix relative to the guide �; T2 is the rotation matrix
relative to the z-axis on angle '; T T1 , T T2 are the transpose matrixes T1 and T2,
respectively. The angle ˛ between generatrix to the root surface and xz-plane is
given by the formula

tan.˛/ D h
p
.1 	 e2/2x2 C z2

b.
p
1C p2 	 p/p.bp/2 C .1 	 e2/x2 C z2

:

Any displacements of the tooth root can be described by a combination of the
translational displacements u0x, u0y , u0z and the angles of rotation 	x , 	y , 	z relative
of the coordinate axes. Since the thickness of periodontal is small, the rotation angles
are small too. Therefore, we can use the following linearized expressions [30]:

ux D u0x C z	y 	 y	z; uy D u0y 	 z	x C x	z; uz D u0z C y	x 	 x	y: (7.6)

Equations (7.2)–(7.6) allow us to express the strains and relative shifts via
translational displacements and rotation angles in the coordinate system .x; y; z/.
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7.2.3 Constitutive Equation

Taking into account the viscoelastic properties of the periodontal ligament, the
components of the stress tensor of the periodontal ligament are represented in the
following form:

�ij D E1
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	 3X
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;

i; j D 1; 2; 3I 1; 2; 3 are identical x; y; z; respectively (7.7)

where �s is the relaxation time, �" D E1�E0
E1

, E0 and E1 are, respectively, the
relaxed (prolonged modulus of elasticity, or the rubbery modulus) and nonrelaxed
(instantaneous modulus of elasticity, or the glassy modulus) magnitudes of the

elastic modulus [25], and E�
�

	 �
�"

	

is Rabotnov’s “fractional exponential function”,

which describes the relaxation of volume and shear stresses. It was introduced by
Rabotnov in the form [23, 31]

E�
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�"
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�
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nD0
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�Œ�.nC 1/�
;

where 0 < � < 1 is a fractional parameter. Note that Rabotnov’s function is a
special case of the classical Mittag-Leffler function highly used in fractional models
(see [19, 27]).

7.2.4 Equations of Motion

To find the translational displacements and the rotation angles, we use the conditions
of the dynamic equilibrium of the tooth root:
“

F

.n ·�/dF CM
d2u0

dt2
	 f D 0;

“

F

r � .n · �/dF C J
d2�

dt2
	 m D 0; (7.8)

where m D .mx;my;mz/ is the principal moment of external forces, f D
.fx; fy; fz/ is the principal vector of external forces, r is the radius-vector, n D
.nx; ny; nz/ is the unit normal vector to the surface (7.1), � is the stress tensor, M
is the mass of the tooth root (7.1), J is the axial moment of inertia of the tooth root,
u0 D .u0x; u0y; u0z/ is the vector of translational displacements of the tooth root
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along the coordinate axes, and � D .	x; 	y; 	z/ is the vector of rotation angles of
the tooth root with respect to the coordinate axes.

Taking into account relations (7.2) and (7.7) one can reduce equations of motion
(7.8) after the transformations to the following form
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where cx , cy , and cz are, respectively, the stiffness coefficients of the periodontal
ligament at the tooth root translation along the co-ordinate axes; c	xy and c	yz are
the static moments of stiffness; c	x and c	z are the stiffness coefficients of the
periodontal ligament at the tooth root rotations relative to the x-axis and z-axis,
under the force acting along these coordinate axis; �x , �y , and �z are the stiffness
coefficients of the periodontal ligament at the tooth root rotations relative to the axes
x, y and z, respectively; and xf , yf and zf are the coordinates of the point where
the load is applied. The coefficients of system (7.9) are defined as follows

cx D E1
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c	xy D E1
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Note that the expressions for the coefficients c	yz, c	z and c	xy, c	x are not the
same, while from conservatism of the system (7.9) it follows that c	yz D c	z and
c	xy D c	x. The ratios for the corresponding constants can be reduced to one, after
the substitution of all intermediate values. However, in this case, the expressions are
rather huge, therefore they have to be written in a more compact form. Calculation
of the coefficients of the system (7.9) shows that equalities c	yz D c	z and c	xy D c	x
are really satisfied. To be specific these coefficients are calculated for the tooth
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Table 7.1 Stiffnesses of periodontal ligament

cx (MN/m) cy (MN/m) cz (MN/m) �x (N · m) �y (N · m) �z (N · m)

4.52307 1.05533 6.28229 553.949 4.99209 429.647

root with geometrical dimensions h D 13:0mm, b D 3:9mm, p D 0:4 and
e D 0:6. Elastic properties of the periodontal ligament are assigned by constants
E D E1 D 680 kPa and � D 0:49 [32]. Thickness ı of the periodontal ligament
is 0.229 mm [29]. At this case, c	xy D c	x D 	410178:8N and c	yz D c	z D
54796:7N. The stiffnesses are given in Table 7.1.

The stiffnesses of the periodontal ligament and the moments of stiffnesses
depend on the geometrical shape of the tooth root, Poisson’s ratio and the relaxed
and nonrelaxed elastic moduli of periodontal tissue and are time-independent.
Therefore, the stiffnesses and the moments of stiffnesses could be eliminated from
the integrals in Eq. (7.9).

7.3 Vertical Displacement of Tooth Root

7.3.1 Approximate Solution

To find the material constants and the relaxation time, the experimental data on
the stress-strain state of the periodontal ligament can be used and, in particular, the
dependence of the periodontal points displacements on time. Typically, such data are
obtained for the translational motion of the tooth root in the vertical and horizontal
directions under the action of a load, which takes on discrete values with time, or
which is changed with a predetermined frequency.

During the motion of the tooth root along the y-axis, the corresponding extrusion
(or intrusion), the translational displacement along the x- and z-axes, as well as the
angles of rotation are equal to zero, i.e., u0x D u0z D 0, and 	x D 	y D 	z D 0.
Load is acting only in the y-axis direction. In this case, one obtains from (7.9)

cy.u0y 	 �"
tZ

0

E�u0y.t 	 �/d�/CM
d2u0y

dt2
D fy: (7.10)

We assume that the duration of the load action on the tooth root is large enough
(from 0 to 300 s [5, 33]), and the mass of the tooth root is small (m � 10�3 kg).
Therefore one can neglect the inertial term in Eq. (7.10)

cy.u0y 	 �"

tZ

0

E�u0y.t 	 �/d�/ D fy:
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According to [34] the solution of this equation can be written as

u0y.t/ D fy

cy

�

1C ��
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��

1X

nD0

.	1/n. t
��
/�n

�Œ�.nC 1/�

	

; (7.11)

where �� D E1�E0
E0

, �� is the retardation time. Solution (7.11) corresponds to the

initial conditions u0y.t/jtD0 D fy
cy

and du0y.t/
dt jtD0 D d2u0y.t/

dt2
jtD0 D 0.

7.3.2 Effect of Fractional Parameter

In the function u0y.t/ the stiffness cy is known (see Table 7.1), the load fy must
be specified. Retardation time �� , parameter �� and fractional parameter � are
unknown. The magnitudes of these constants are estimated by using the models
of the tooth movement versus time in viscoelastic periodontal ligament that are
analyzed in [5, 33]. Displacement of the tooth root in the viscoelastic periodontal
ligament over time is determined for continuous load that changes from 0 to 15 N
[5], as well as for the discrete change of the load from 0.5 to 3.0 N with step of
0.5 N [33]. Time is changed from 0 to 300 s [5] and from 0 to 1,200 s [33]. In
our case, the calculation of displacements is provided in the time interval from
0 to 300 s. The transition phase is 20–25 s [5, 33]. Figure 7.2 shows effect of the
fractional parameter on the displacement versus the time. The tooth crown is loaded
by constant compressive force of 2 N, the retardation time and the parameter are
equal to 550 s and 1:3 · 103, respectively.

Figure 7.2 shows that the increase of the fractional parameter leads to an increase
of the transition phase and maximum displacement of the tooth root (parameter ��
and retardation time �� have constant values).

Fig. 7.2 Displacement vs time: 1—� D 0:25, 2—� D 0:30, 3—� D 0:35
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Fig. 7.3 Displacement vs time: 1—� D 0:25 and �� D 1850, 2—� D 0:30 and �� D 1520,
3—� D 0:35 and �� D 1300

The change of the parameter �� for different fractional parameter can give the
same maximum displacements of the tooth root in the periodontium. Figure 7.3
shows the displacements versus time of the for load of 2 N and retardation time of
550 s. From Figs. 7.2 and 7.3 it follows that the simultaneous change of the fractional
parameter � and parameter �� allows us to specify a necessary transitional phase and
the maximum displacement of the tooth root in periodontal ligament. This can be
done for any load. The magnitude of the maximum displacement can be specified
by changing the parameters �� , which can be a function of the load.

7.3.3 Effect of the Number of Terms in the Series

The number of terms extracting from the series in the approximate solution
(7.11) substantially affects the displacement of the tooth root over time. Especially
significant is their impact for small values of fractional parameter. In particular, the
ineffective terms in the series are those with n � 20; for � D 0:5 we have n � 10;

and for � D 0:75 we have n � 3.

7.3.4 Effect of Inertial Term

Now we carry out estimates of the inertial term M
d2u0y.t/

dt2
taking into account

the solution (7.11) for the retardation time between 350 and 550 s, the fractional
parameter from 0.25 to 0.90, and parameter �� from 1:3 · 103 to 1:8 · 103. Mass
of the tooth 1 · 10�3 kg, the geometric dimensions of the tooth root and the elastic
properties of the periodontal membranes were previous. The calculation indicated
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that on the time interval from 0 to 300 s the inertial member has the order of
10�11 m

s2
to 10�10 m

s2
. Thus, the solution of (7.11) can be used to sufficiently good

approximation of the vertical movement of the tooth root.

7.4 Conclusions

To generalize viscoelastic models corresponding to different types of the stress-
strain state of the periodontal ligament under the action of concentrated forces and
moments, the equations of motion of the tooth root involving the fractional exponen-
tial function are suggested. The advantage of this model is in the use of the fractional
parameter � and the parameter �� for the description of the various pathological
processes and age-related changes in the periodontium. Fractional parameter make
possible to take into account the different behavior of the periodontal tissue during
the action of different short-term and long-term loads.

Constants of the fractional viscoelastic function determining on the base of
the experimental data on the behavior of the periodontal ligament during vertical
displacement of the tooth root were assessed. To clarify the role of the material
constants, the results of experiments on the cyclic loading of the tooth [10, 11], as
well as the experimental data on the root displacement in a horizontal plane [12] are
used.

The obtained results can be applied to determine magnitude of a load for
orthodontic tooth movement corresponding to the optimal stresses, as well as to
simulate bone remodeling on the basis of changes of stresses and strains in the
periodontal ligament during orthodontic movement.
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Chapter 8
Simulation of Stiff Hybrid Systems
with One-Sided Events and Nonsmooth
Boundaries

Yury V. Shornikov, Maria S. Nasyrova, and Dmitry N. Dostovalov

Abstract Different classes of modal behavior of hybrid systems (HS) are con-
sidered. Architecture of instrumental environment is designed in accordance with
CSSL standard. Library of original numerical solvers, embedded in simulation envi-
ronment, is presented. Theorem about the choice of the integration step considering
the HS event function dynamic has been formulated and proved. Algorithm of
accurate HS event detection with implicit continuous behavior models is designed.
Examples of specification and analysis of different hybrid systems models is given.

Keywords Computer aided analysis • Software architecture • Numerical
simulation • Differential equations • Event detection and circuit simulation

8.1 Introduction

Hybrid systems (HS) theory is a modern and versatile apparatus for mathematical
description of the complex dynamic processes in systems with different physical
nature. Such systems are characterized by the composition of the continuous and
discrete behaviors. Earlier the ISMA instrumental environment [1, 2] examined
models and methods of HS analysis, continuous modes of which are described by
the Cauchy problem with constraints. In this paper the extension of class of systems
by models unresolved with respect to the derivative is proposed. Numerical analysis
of the new class of problems requires using a specific integration and HS event
detection algorithms. The described algorithms are implemented in the ISMA and
successfully tested.
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8.2 Class of Systems

There are many systems (mechanical, electrical, chemical, biological, etc.), the
behavior of which can be conveniently described as a sequential change of
continuous modes. These systems are referred to as hybrid or event-continuous
and described by system of differential Eq. (8.1) or differential-algebraic Eq. (8.2)
equations with the constraints.

y0 D f .y; y .t 	 �/ ; t/ ;

pr W g .y; t/ < 0;

t 2 Œt0; tk� ; y .t0/ D y0;

y 2 RNy ; t 2 R;
f W RNy � R ! RNy ;

g W RNy �R ! RS:

(8.1)

y0 D f .x; y; t/ ; x D ' .x; y; t/ ;

pr W g .x; y; t/ < 0;

t 2 Œt0; tk� ; x .t0/ D x0; y .t0/ D y0;

x 2 RNx ; y 2 RNy ; t 2 R;
f W RNx � RNy � R ! RNy ;

' W RNx �RNy � R ! RNx;

g W RNx � RNy � R ! RS:

(8.2)

The vector-function g(x, y, t) is referred to as event function or guard. A predicate
pr determines the conditions of existence in the corresponding mode or state.
Inequality g .x; y; t/ < 0means that the phase trajectory in the current mode should
not cross the border g .x; y; t/ D 0. Events occurring in violation of this condition
and leading to transition into another mode without crossing the border are referred
to as one-sided. Many practical problems are characterized by stiff modes, and the
surface of boundary g .x; y; t/ D 0 has sharp angles or solution has several roots
at the boundary [2]. Numerical analysis of such models by traditional methods is
difficult or impossible, as it gives incorrect results. Therefore it is necessary to use
special methods to detect events accurately.

Computer analysis of these systems is typically performed in simulation tools,
best of which are Charon (USA), AnyLogic (Russia), Scicos (France), MVS
(Russia), Hybrid Toolbox and HyVisual (USA), DYMOLA (Sweden) and etc.

In the simulation of electrical circuits, processes of chemical kinetics, electrome-
chanical processes and many other applications a necessity arises to numerically
analyze HS, modes of which are given by stiff implicit systems of high-dimensional
differential equations with strict one-sided constraint:

F
�
x; x0; t

� D 0; pr W g .x; t/ < 0; t 2 Œt0; tk� ; x .t0/ D x0; (8.3)
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where x 2 RN is the vector of state variables, t 2 R is the independent variable,
F W RN � RN � R ! RN is the vector-function of HS continuous behavior,
g W RN � R ! R is the event function, x0 are the initial conditions.

The problem Eq. (8.2) is usually stiff that leads to the application of implicit
numerical formulas required Jacobi matrix inversion. Due to the ease of implemen-
tation and good accuracy and stability properties Rosenbrock type methods [3, 4]
are widely used in solving stiff problems.

8.3 Architecture of Instrumental Environment

Development of simulation languages, simulators, simulation systems, etc. is essen-
tially influenced by the CSSL (continuous system simulation language) Standard
1968 [5]. Although forty years old, the structures defined in CSSL Standard are
used up to now. The early CSSS standard determined basic necessary features for
a simulator, the late developments to implicit systems fixed extended features for
simulation systems—both referred as classical CSSL features. In 1968, the CSSL
standard set first challenges for features of simulation systems, defining necessary
basic features for simulators and a certain structure for simulators.

The CSSL standard also defines segments for discrete actions, first mainly used
for modelling discrete control. So-called DISCRETE regions or sections manage
the communication between discrete and continuous world and compute the discrete
model parts. For incorporating discrete actions, the simulation engine must interrupt
the ODE solver and handle the event. For generality, efficient implementations
set up and handle event lists, representing the time instants of discrete actions
and the calculations associated with the action, where in-between consecutive
discrete actions the ODE solver is to be called. In order to incorporate DAEs
and discrete elements, the simulator’s translator must now extract from the model
description the dynamic differential equations (derivative), the dynamic algebraic
equations (algebraic), and the events with static algebraic equations and event
time. In principle, initial equations, parameter equations and terminal equations
(initial, terminal) are special cases of events at time t D 0 and terminal time. Some
simulators make use of a modified structure, which puts all discrete actions into one
event module, where CASE—constructs distinguish between the different events.

Simulation environment of complex dynamical and hybrid systems called ISMA
(translated from Russian “Instrumental Facilities of Machine Analysis”) is devel-
oped at the department of Automated control systems of Novosibirsk state technical
university (Russia) [6].

Specification of hybrid systems is carried out using graphical and symbolic
languages that are the system content of instrumental environment. Analytical
content is provided by numerical methods and algorithms for computer analysis
corresponding to the chosen class of systems and methods for solving these models.
ISMA environment is developed subject to simplicity of description of dynamical
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and hybrid models in the language that is maximally close to the object language.
Main features of ISMA are the following:

– composition of hybrid models is carried out in visual structural-textual form;
– structural form of model description corresponds to the classical description

of systems by block diagrams and includes all necessary components such as
integrators, accumulators, amplifiers, signal sources, nonlinear elements and
others;

– language of symbolic specification is approached maximal to the language of
mathematical formulas;

– special module for specification of problems of chemical kinetics in the language
of chemical reactions which automatically translates them into a system of
differential equations;

– a variety of traditional and original numerical methods included methods that are
intended for the analysis of ODE systems of medium and high stiffness;

– computer simulation in real time;
– graphic interpreter called GRIN provides a wide range of tools for analysis

and visualization of simulation results such as scaling, tracing, optimization,
displaying in the logarithmic scale and phase plane;

– extension of system functionality by adding new typical components and numer-
ical methods.

Architecture of ISMA software package (Fig. 8.1) is designed [7] in accordance
with CSSL to unify existing mathematical program software for analysis of
problems in various object domains: chemical kinetics, automation, electricity, etc.

8.4 Library of Numerical Methods

Peculiarities of numerical analysis are defined by the configuration and implemen-
tation of the solver in the scheme interpreter. Solver is configured to numerical
analysis not only of smooth dynamical systems but also systems with ordinary
discontinuity and stiff systems [2, 8]. For the analysis of the stiff modes new original
m-phasic methods of p-order (Table 8.1), developed by the authors, are included in
the solver library.

Libraries of standard blocks and numerical methods are implemented as inde-
pendent application modules that are loaded at run time.

This approach allows to allocate in the application programming interface (API)
a set of functions and classes required for the implementation of element libraries
and numerical methods. Using the API any user with basic knowledge of object-
oriented programming able to develop and built in the system new typical elements
and numerical methods without recompiling the entire system.
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Fig. 8.1 ISMA architecture

8.5 Event Detection in Hybrid Systems

The correct analysis of hybrid models is significantly depends on the accuracy of
detection of the change of the local states of the HS.

Therefore, the numerical analysis is necessary to control not only the accuracy
and stability of the calculation, but also the dynamics of the event-function. The
degree of approximation by the time the event occurred is defined by the behavior
of event driven function.

Analyze the behavior of the event function g(y, t) from Eq. (8.1). Let the method
of the form ynC1 D yn C hn'n, where function ®n is calculated in point tn, is used
for calculations.

Then the event-function g(y, t) at point tnC1 has a form gnC1 D g .yn C hn'n;

tn C hn/.
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Table 8.1 Library of numerical methods

Method (p, m) Comments

DISPF (5, 6) Stability control, systems of medium and low stiffness
RADAU5 (3, 3) Stiff systems
DISPF1_RADAU Adaptive method DISPF in combination with RADAU5 with

stiffness control, essentially stiff systems
DP78ST (8, 13) Stability control, variable order and step, systems of medium

stiffness and high precision
RKF78ST (7, 13) Stability control, variable order and step, systems of medium

stiffness and high precision
RK2ST (2, 2), RK3ST (2, 3) Explicit methods with stability control for analysis of non-stiff

systems
DISPS1 Algorithm of variable order with adaptive stability region
MK22 (2, 2), MK21 (2, 2) Freezing of Jacobean matrix, stiff systems
MK11F Algorithm of analysis of implicit problems

Decomposing the gnC1 in a Taylor series and taking into account the linearity of
gnC1, we obtain the dependence of gnC1 of the projected step hn:

gnC1 D gn C hn

�
@gn

@y
·'n C @gn

@t

	

: (8.4)

Theorem 1. The choice of the step according to the formula

hn D .� 	 1/ gn=

�
@gn

@y
·'n C @gn

@t

	

; � 2 .0; 1/ ; (8.5)

provides the event-dynamics behavior as a stable linear system, the solution of
which is asymptotically approaching to the surface g .x; t/ D 0.

Proof. Substituting Eqs. (8.5) in (8.4), we have gnC1 D �gn, n D 0; 1; 2; : : :

Converting recurrently this expression we get gnC1 D �nC1g0. Given that � < 1,
then gn ! 1 takes place when n ! 1. In addition, condition � > 0 implies that
function gn does not change sign. Therefore, when g0 < 0, gn < 0 will be valid
for all n. Then the guard condition will never cross the potentially dangerous area
g .yn; tn/ D 0, which completes the proof.

8.5.1 Control of Event Function in the Integration Algorithm

Let the solution yn at the point tn is calculated with the step hn. In addition, the new
accuracy step hacnC1 is computed. Then the approximate solution at the point tnC1 is
calculated as follows
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Step 1. Calculate the functions

gn D g .yn; tn/ ;
@gn

@y
D @g .yn; tn/

@y
;
@gn

@t
D @g .yn; tn/

@t
:

Step 2. Calculate g0n D @gn
@y
'n C @gn

@t
; where 'n D fn.

Step 3. If g0n < 0, then hnC1 D hacnC1 and go to the Step 6.
Step 4. Calculate the new “Event” step hevnC1 by the formula

hevnC1 D .� 	 1/
gn

g0n
:

Step 5. Calculate the new step hnC1 by the formula
Step 6. Go to the next integration step.

In the Step 3, unlike the previously presented algorithm [9], we determine the
direction of event-function change. Near the boundary regime denominator Eq. (8.4)
will be positive, and away from the boundary g .y; t/ D 0 it becomes negative.
Then, defining the direction of event-function change, we do not impose any further
restrictions on the integration step if the event-function is removed from the state
boundary.

8.5.2 Test

To illustrate the event-detection algorithm we consider a hybrid system of two
oscillating masses on springs [9], shown in Fig. 8.2.

The system can be in one of two local states: when masses move separately
or together. Mathematical model is not presented here because of the proximity to
description of the computer model. A computer model of system in the ISMA shown
in Fig. 8.3.

Qualitative simulation results are obtained with enabled event-detection algo-
rithm (Fig. 8.4). Traditional analysis of the system without using the event-detection
algorithm does not allow to obtain valid results as shown in (Fig. 8.5).

Fig. 8.2 The system of two
oscillating masses
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Fig. 8.3 A computer model of the system in ISMA instrumental environment

Fig. 8.4 Calculation results
(using the event-detection
algorithm)
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Fig. 8.5 Calculation results
(excluding the event-function
dynamics)

Fig. 8.6 Block diagram of autotracking system with delays

8.6 Analysis of Autotracking System

Block diagram of equivalent pulse system [10] given on the Fig. 8.6 and taking
delays into account corresponds to the autotracking system of ballistic, space and
aerodynamic objects.

The model of a discrete part of the system consists of a simple pulse element (PE)
and the forming element (FE). The delay is taken into account by the dynamic unit
with the transfer function W.p/ D e��3p. Model of extrapolation and smoothing
filter is represented by integrators constituting a continuous part (CP) of system
model.

Switching to one integration step occurs at the moments of time t D nT; n D
1; 2; 3 : : : with period T. Input action of second order is represented by parabola
[10] as ˛.t/ D 	4C 15t 	 5t2 and implemented on the integrators with the phase
variables x6, x7, x8. Extended scheme of the state variables of the whole system,
edited in the ISMA with the specified control logic is shown on the Fig. 8.7.

As opposed to the autotracking system structure presented in [10] the delay in
ISMA is implemented by a typical unit DELAY which uses Pade approximation of
the specified order depending on the accuracy.
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Fig. 8.7 Visual program model in ISMA environment

Switching logic in ISMA is provided by the Switcher macros with two control
outputs with values of 0 or 1. The first output equals to 1 before the switching time
and to 0 at the time of switching. The second output is the inverter of the first.

Simulation results are shown in the Fig. 8.8.
The traditional approach of pulse system simulation (for example, [11, 12])

has the significant disadvantage that the accepted in the control systems form of
mathematical model representation in block diagrams becomes the art of structure
composition for the applied user in a specific simulation environment. If the logic
of continuous part control is complex the discrete part can be represented by a set
of discrete control systems (structure in ISMA is shown on the Fig. 8.7, structure
in SAU is in [10]) combining both continuous and discrete model part in a block
diagram. Such structured visual models edited in different simulation environments
becomes harder to read and sometimes available only to the author of a particular
structure composition for the corresponding simulation environment.

Hybrid models [2] lack these disadvantages. The appearance of a new appa-
ratus for specification and research of complex dynamical systems is caused by
complexity of discrete control laws of continuous processes. Therefore traditional
structural methods of presenting both continuous and discrete part in the same
structure become insufficient.
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Fig. 8.8 State variables of autotracking system: x6 is the measured trajectory, x1 is the trajectory
of tracking and E is the function of tracking errors

8.7 Model of Ring Modulator

As an example of differential-algebraic equations with the constraints Eq. (8.2) we
selected the model of ring modulator [13] the scheme of which is shown in Fig. 8.9.

When receiving at input the low-frequency signal Uin1 and high-frequency signal
Uin2, the ring modulator generates mixed signal U2 at output.

Type of problem depends on parameterCs . IfCs ¤ 0, we have a Cauchy problem
for stiff system with fifteen ordinary differential equations. If Cs D 0, then we have
a differential-algebraic system of index 2 consisting of eleven differential and four
algebraic equations. In calculations we used the following parameters [13]: C D
1:6 · 10�8, Cs D 2 · 10�12, Cp D 10�8, Lh D 4:45, Ls1 D 0:002, Ls2 D 5 · 10�4
Ls3 D 5 · 10�4, � D 40:67286402 ·10�9, R D 25000; Rp D 50, Rg1 D 36:3,
Rg2 D 17:3, Rg3 D 17:3, Ri D 50, Rc D 600, ı D 17:7493332.

The computer model of the system, written down in language LISMA [14], is:
C1D1.6e-8;

Cs1D2e-12;

Cp1D1e-8;

PiD3.141592653589793238462643383;

Lh1D4.45;

Ls11D2e-3;

Ls21D5e-4;

Ls31D5e-4;
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Fig. 8.9 Schematic diagram of ring modulator



8 Simulation of Stiff Hybrid Systems with One-Sided Events and Nonsmooth. . . 181

gammaD40.67286402e-9;

Rg1D36.3;

Rg2D17.3;

Rg3D17.3;

RiD50;

RcD600;

dD17.7493332;

Rr1D25eC3;

Rp1D50;

Uin1~D0.5*sin(2000*Pi*TIME);

Uin2~D2.0*sin(20000*Pi*TIME);

Ud1~Dy3-y5-y7-Uin2;

Ud2~D-y4Cy6-y7-Uin2;

Ud3~Dy4Cy5Cy7CUin2;

Ud4~D-y3-y6Cy7CUin2;

Qd1~Dgamma*(exp(d*Ud1)-1);

Qd2~Dgamma*(exp(d*Ud2)-1);

Qd3~Dgamma*(exp(d*Ud3)-1);

Qd4~Dgamma*(exp(d*Ud4)-1);

y1’D(y8-0.5*y10C0.5*y11Cy14-y1/Rr1)/C1;

y2’D(y9-0.5*y12C0.5*y13Cy15-y2/Rr1)/C1;

y3’D(y10-Qd1CQd4)/Cs1;

y4’D(-y11CQd2-Qd3)/Cs1;

y5’D(y12CQd1-Qd3)/Cs1;

y6’D(-y13-Qd2CQd4)/Cs1;

y7’D(-y7/Rp1CQd1CQd2-Qd3-Qd4)/Cp1;

y8’D-y1/Lh1;

y9’D-y2/Lh1;

y10’D(0.5*y1-y3-Rg2*y10)/Ls21;

y11’D(-0.5*y1Cy4-Rg3*y11)/Ls31;

y12’D(0.5*y2-y5-Rg2*y12)/Ls21;

y13’D(-0.5*y2Cy6-Rg3*y13)/Ls31;

y14’D(-y1CUin1-(RiCRg1)*y14)/Ls11;

y15’D(-y2-(RcCRg1)*y15)/Ls11;

The results of the computer model analysis by ISMA instrumental environment
[6] are presented in Fig. 8.10.
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Fig. 8.10 Results of modeling in ISMA

Fig. 8.11 Schematic diagram of the electrical network

8.8 Simulation of Fault in an Electrical Network

As an illustration of the system class Eq. (8.3) we analyze the model of three-
phase short circuit. Schematic diagram of the electrical power system (EPS) built
in graphics editor of the ISMA instrumental environment is shown in Fig. 8.11.

Considered scheme consists of generator G, transformers µ1, µ2, line L and load
°. In the equivalent circuit in Fig. 8.12 capacitive conductivity of the line and
transformer non-load loses are not taken into account and the load is taken into
account by approximately active and inductive reactance.

Transient is initiated by the contact closure -. In this case previously established
mode of power system is changed to the new mode corresponding fault and another
system configuration. Thus, the model is a two-mode hybrid system (HS) [2].
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Fig. 8.12 Schematic diagram of the electrical network

Fig. 8.13 Behavior map

shortinit

pr

Fig. 8.14 Configuring the
parameters of the equivalent
circuit

The discrete behavior of the hybrid system is illustrated by the state chart [15]
shown in Fig. 8.13. State init corresponds to the functioning of EPS before the fault.
Switching to state short corresponded to the fault condition occurs when a logical
predicate pr is carried out.

In the graphics editor of schematic diagrams of EPS hybrid behavior is specified
in the configuration editor window for the equivalent circuit of a transmission line
L as shown in Fig. 8.14.
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Fig. 8.15 Configuring the parameters of the equivalent circuit

The mathematical model is composed by Park-Gorev equations in rotating
coordinate system (d, q) associated with the generator rotor G. Let the axis q is
ahead of the axis d. Obtain an implicit system of equations for the generator G:

u1d cos .	 	 t/C u1q sin .	 	 t/C riGdC
C Ld

diGd
dt

	 Lad
dif
dt

	 Lad
dig
dt

	 �
LqiGq 	 Laqih

�
! D 0;

	 u1d sin .	 	 t/C u1q cos .	 	 t/C riGqC
C Lq

diGq
dt

	 Laq
dih
dt

C 

Ld iGd 	 Lad

�
if C ig

��
! D 0;

	 uf C rf if C Lf
dif
dt

C Lad
dig
dt

	 Lad
diGd
dt

D 0;

rgig C Lg
dig
dt

C Lad
dif
dt

	Lad diGddt D 0;

rhih C Lh
dih
dt

	Laq diGqdt
D 0;

d!
dt

D T@CŒ.Ld�Lq/iGqCLaqih�iGd�Lad iGq.ifCig/
TJ

d	
dt

D !:

(8.6)

Here the index f refers to the excitation winding and indices g and h refers to the
longitudinal and transverse damper contours respectively. Equations for other areas
of the equivalent circuit are conventional and therefore not given.

When an event corresponded to the fault occurs in HS, the voltage in point 4 is
equated to zero u4d D u4q D 0. In this case in the equivalent circuit two independent
contours are formed. The equations for sections of the contours remain the same.
Plots of some state variables obtained in ISMA are shown in Fig. 8.15. Calculation
results correspond to theoretical statements and coincide with results obtained in
MATLAB.

8.9 Conclusions

In this paper the new class of hybrid systems within the ISMA instrumental
environment, the modal behavior of which is defined by a system of ODE
with delays, differential-algebraic and implicit systems with nonlinear differential
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equations are introduced. Architecture of instrumental environment is designed in
accordance with CSSL standard adapt to the current configuration of computing
technology and the designated problem classes. The new original method of
switching point’s localization is proposed. The algorithm easily complements the
existing numerical solvers based on explicit and semi-explicit schemes including
the proposed algorithm of implicit problem’s analysis. Models of HS are presented
and studied in ISMA.
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Chapter 9
New Methods of Complex Systems Inspection:
Comparison of the ADC Device in Different
Operating Modes

Raoul R. Nigmatullin, Yury K. Evdokimov, Evgeny S. Denisov, and Wei Zhang

Abstract The authors suggest a general concept for quantitative inspection of
complex systems (when the “best fit” model is absent) data in one unified scheme
with the help of the sequence of ranged amplitudes (SRA). Moreover, the “up” and
“down” branches of SRA distribution can replace a conventional histogram (having
uncontrollable errors) and can be expressed in terms of the fitting parameters that
are associated with a combination of power-law functions. As an example of a
complex system we considered an analog-to-digital convertor having 16 channels.
For four compared different operating modes of this device the calculated SRAs
have different behavior and the significant quantitative parameters found enable to
differentiate all these regimes from each other. We hope that this new approach
will find a proper place in analysis of different complex systems and in different
engineering applications, where the urgent necessity in quantitative comparison of
complex systems without model exists.
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9.1 Introduction

The section of experimental physics associated with treatment of different data
is considered as well-developed and to suggest some new and general ideas or
principles that can touch the grounds of this section it seems rather difficult.
One can numerate a lot of excellent monographs written by prominent scien-
tists (mathematicians, experimentalists, specialists in statistics of different kind
and etc.) [1–10] then we can add here a lot of journals that publish the peer
reviewed information in this area and also the specialized conferences that every
year evaluates new achievements in this important area. The fresh information
related to recent achievement in the fractal signal processing is collected in books
[11–14]. This information “explosion” creates a “rigid” trend and it definitely
increases the limits of applicability of many methods that are developed in the
area as processing/treatment of different random sequences and signals. The chaotic
and random phenomena are originated from variety of reasons and their specificity
dictates different methods for their quantitative description. The first author (RRN)
of this paper also tried to develop different methods that proved their efficiency in
solution of many complex situations [15–20], where the conventional methods did
not work properly.

All data can be divided into two large classes: reproducible and unreproducible
data, accordingly. In the first case an experimentalist enables to reproduce relatively
stable conditions of his experiment and can measure the response of the system
(object) studied again in the same period of time with some accuracy. For the second
type of data (economical, meteorological, geological, biological, medical, etc.) the
reproducibility of the same external conditions become impossible and many special
methods for analysis of different time series were suggested [11–23]. But the needs
of the science associated with analysis of different complex systems require the
methods that should be error controllable (at least in any treatment/processing
procedure applied to analysis of different complex data) and they should contain
a minimal number of the fitting parameters for the functions that, in turn, follow
from some general principles. These principles as self-similarity [24–26], quasi-
periodicity [27–29] and others should be free from the specific models applied to
analysis of different complex systems.

In this paper we want to apply for quantitative analysis of reproducible random
data the sequences of the ranged amplitudes (SRA). They are obtained easily if the
amplitudes of the random sequence analyzed are located in the descending order,
i.e. y1 > y2 > : : : > yN . Here and below the index j D 1; 2; : : : ; N numerates
the number of the measured points. The division of the SRA forms a distribution
of positive/negative amplitudes relatively the mean value. We want to show its
universal behavior and the calculated SRAs can be used as a tool of replacement
the corresponding histograms having uncontrollable errors in their constructions.

The content of the paper is organized as follows. In Sect. 9.2 we formulate a
new approach and give the general algorithm in construction of the SRAs that
allows treating all reproducible data in the unified scheme. Section 9.3 contains
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the description of experiment and confirms the applicability of this algorithm to
analysis of the ADC data in its different operating modes. Section 9.4, as usual,
contains the basic results and outlines the perspectives of the future research in
different engineering area.

9.2 General Description of Data in the Frame
of SRA Approach

Let us remind some important points that are necessary for understanding of the new
concept. Under ideal experiment we understand the measured response from the
object studied (during the period of time T ) that is reproduced in each measurement
with the same accuracy. If Pr.x/ is chosen as the response (measured) function then
from the mathematical point of view it implies that the following relationship is
satisfied

ym Š Pr.x Cm ·Tx/ D Pr.x C .m 	 1/ ·Tx/;m D 1; 2; : : : ;M: (9.1)

Here x is the external (control) variable, Tx is a “period” of experiment expressed
in terms of the control variable x. If x D t coincides with temporal variable then
Tx D T coincides with conventional definition of a period. The solution of this
functional equation is well-known and (in case of discrete distribution of the given
data points x D xj , j D 1; 2; : : : ; N ) it coincides with the segment of the Fourier
series. It can be written as

Pr.x/ D A0 C
K	1X

kD1

�

Ack cos

�

2k
x

Tx

	

C Ask sin

�

2k
x

Tx

	

: (9.2)

We deliberately show only the segment of the Fourier series because in reality
all data points are always discrete and the number of “modes” k (coinciding with
the coefficients of the Fourier decomposition) is limited. We define here and below
by the capital letter K the finite mode. This final mode K is chosen from the
requirement that it is sufficient to fit experimental data by expression (9.2) with
the given (or acceptable) accuracy. As we will see below the value of K can be
calculated from the expression (8) for the relative error located in the given interval
[1–10 %]. But in reality the condition of an “ideal” experiment cannot be realized.
In reality (as it has been confirmed on many available data) we have the following
functional equation

F.x Cm ·Tx/ D amF.x/C bm;m D 1; 2; : : : ;M;

F.x/ D 1

M

MX

mD1
F.x Cm ·Tx/; (9.3)
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where the parameters am and bm coincide with some real constants and depend on
the number of the current measurement m. The letter M defines the total number
of measurements. Here we suppose that the initial measurement coincides with the
mean measurement F.x/. The general solution of the functional equation (9.3) has
been considered in the first time in paper [33] but in the present paper we do not
consider this solution and concentrate on the distribution of the slopes that follows
from (9.3). The quasi-periodic solutions associated with Prony decomposition and
their confirmations on available data were considered in papers [27–29]. This
distribution of slopes is calculated easily and has a form

SIm D slope .F.x/; F.x C mTx// � am;

bm D intercept .F.x/; F.x C mTx// : (9.4)

The distribution of intercepts bm in this case is not important for further purposes
and can be omitted. This distribution allows to calculate the desired SRA when
all slopes are located in the descending order (Sl1 > Sl2 > : : : > SlM ). For this
SRA we obtain the desired distribution of the measurements that characterizes the
quality of the measurements performed. We want to stress here that this distribution
has a principle differences from the conventional histograms. These differences are
the following: (a) the desired SRA does not require an arbitrary selection of the
histogram column while in construction of histograms the selection of the proper
width of the column plays an important role. In the case of the calculation of the
desired SRA the “width” of the column is set up by the accuracy of the significant
digits used in calculation of the data analyzed; (b) The lengths of the “up” and
“down” branches of the SRA relatively mean value (equaled 1) cannot coincide with
each other near the mean value and has a specific jump. These two peculiarities that
present in the behavior of the SRA allow considering these two (“up” and “down”)
branches separately. One of the authors (RRN) has proved [30, 31] that the branches
can be identified by two power-law function

Y.x/ D A0 C A1x
�1 C A2x

�2 ; x � m 2 Œ1;M �; (9.5)

with the help of the eigen-coordinates method (ECs) [32, 33]. This method allows to
reduce the calculation of the nonlinear power-law exponents (�1;2) to the LLSM with
the help of the basic linear relationship (BLR). The idea of calculation of the BLR
by power-law functions and eigen-coordinates for the function (9.5) was considered
in paper [32]. In Figs. 9.1, 9.2, 9.3, 9.4 9.5, and 9.6 we explain the successive
stages in construction of the desired SRA for the first channel of the ADC and
their fit to expression (9.5). We want to stress here that attentive analysis allows
selecting the important quantitative parameter that can characterize the quality of
any measurement. Really, for an “ideal” experiment all slopes should be equaled to
the unit value. For the “accurate” device the maximal value of the range between
“up” (defined as 1C�up) and “dn” (1 	�dn) branches of the slopes distribution
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Fig. 9.1 The original response (Voltage) (in the microvolts units) with respect to time (in s)
registered for the first channel. The high-frequency fluctuations destroy the memory that exists
between successive measurements. The small figure on the right clearly demonstrates the absence
of strong correlations (memory) between successive measurements

Rs D max.“up”/ 	 min.“dn”/ D �up C�dn � �Rs ; (9.6)

should accept minimal values (0:01 < �Rs < 0:1) while for other devices this
quantitative measure should be used for comparison of different devices with each
other or/and the operating modes of the same device in different external conditions.
In addition, one can add five fitting parameters (for each branch) that follow from the
fit to expression (9.5). Besides, the SRA that follows from consideration of different
slopes one can consider as an alternative distribution that follows from analysis of
distribution of the differences between maximal and minimal values of the response
function obtained in each measurement. This random function is defined as

Rmxm D max.F.x C mTx// 	 min.F.x C mTx// � �Rmx: (9.7)

The SRA calculated for this function and its range (defined quantitatively as
�Rmx) are considered as an additional distribution. For the second channel (defined
as number 5) we show only their two distributions (slopes and extreme values). They
are shown in Figs. 9.7 and 9.8, accordingly.
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Fig. 9.2 After formation of the SRA for the original measurements (shown on the previous
Fig. 9.1) and their subsequent integration we obtain the cumulative curves depicted on the central
figure. Being plotted with respect to mean measurement we obtain the strongly-correlated curves
shown on the small figure above. The high-frequency fluctuations are eliminated and the curves
obtained make a set close to the segments of straight lines. For this set one can calculate the
distribution of the slopes with respect to mean measurement

Fig. 9.3 Distribution of the desired slopes that are calculated with the help of expression (9.4) for
all realized measurements (M D 100). The sequence of the ranged amplitudes is shown by the
grey stars. The mean value of this distribution is equaled to one
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Fig. 9.4 Here we show the distribution of the slopes with respect to its mean value (D1) and fit
the “up” and “dn” branches to the power-law function (9.5). All necessary fitting parameters are
shown correspondingly in the up and down parts of this figure. The maximal value of the range for
this distribution is equaled to Rsl D 0:23734. The value of the jump between branches is equaled
to 58.up/� 42.dn/ D 16points. In complete analogy with two previous figures one can consider
the distribution of the ranges associated with (9.7)

Fig. 9.5 Here we demonstrate the distribution of the extreme values calculated in accordance
with expression (9.7) for the cumulative curves (see Fig. 9.2). The calculated SRA is marked by
grey stars. The mean value of this distribution is defined as (D0:88174). After these preliminary
calculations one can evaluate the corresponding distribution similar to Fig. 9.4
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Fig. 9.6 Here we show the distribution of the extreme values for the first channel (expres-
sion (9.7)) with respect to its mean value (D0:88172) and fit the “up” and “dn” branches to the
power-law function (9.5). All necessary fitting parameters are shown correspondingly in the up
and down parts of this figure. The maximal value of the range for this distribution is equaled to
Rmx D 0:17631. The value of the jump between branches is equaled to 53.up/�47.dn/ D 6points

Fig. 9.7 Here we show the distribution of the slopes for the fifth channel fit the “up” and
“dn” branches to the power-law function (9.5). All necessary fitting parameters are shown
correspondingly in the up and down parts of this figure. The maximal value of the range for this
distribution is equaled to Rsl D 0:37093. The value of the jump between branches is equaled to
54.up/� 46.dn/ D 8points
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Fig. 9.8 Here we show the distribution of the extreme values for the fifth channel (expres-
sion (9.7)) with respect to its mean value (D0:83029) and fit the “up” and “dn” branches to the
power-law function (9.7). All necessary fitting parameters are shown correspondingly in the up
and down parts of this figure. The maximal value of the range for this distribution is equaled to
Rmx D 0:35453. The value of the jump between branches is equaled to 58.up/ � 42.dn/ D
16points. It is interesting to note that for the down branch the power-law exponents accept the
complex-conjugated values

9.3 Experimental Part: Data for the ADC in Different
Regimes and Their Analysis

9.3.1 The Description of the Measurement Procedure

For the testing of the proposed algorithms the experiment consisting in quantitative
comparison of intrinsic electrical fluctuations of the chosen ADC has been carried
out. The selection of ADC is evoked by the fact that the ADC is one of the main
parts for the increasing part of modern measurement systems. In other words, it
allows supposing that the results of this experiment can be interesting for scientists
and engineers specialized in different fields and we want to prove that the proposed
approach can be applied in different applications.

Therefore, one of the typical ADC, namely, ADC of NI PXIe-6368 Simultaneous
X Series Data Acquisition [34] produced by the National Instrument, Inc. has been
used as a device under test for implementation of the proposed approach. NI PXIe-
6368 comprises 16 differential simultaneous analog inputs with 16-bit resolution.
Maximum sampling frequency is limited by the value of 2 MHz per channel.
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Traditionally, it is assumed that all channels of ADC are approximately equiva-
lent to each other. However, it is clear that quality of each specific channel that can
be caused for example by imbalance of input cascades, by imperfections of soldered
joints, and by other random and uncontrollable reasons. Within these frameworks
the vicinity of parameters of the channels can be used as ADC quality criteria.
However traditional approaches instead of the proposed one do not allow estimating
quantitatively the differences between fluctuation characteristics of the channels
compared.

Thus, the main purpose of the experimental investigation is to apply the proposed
approach to compare the different ADC channels operating under different operation
modes. For this purpose the schemes for registration of intrinsic voltage fluctuations
of ADC channels for two different ADC setups are shown in Fig. 9.9, accordingly.

Fig. 9.9 The experimental setup: (a) the first configuration short circuit of ADC differential input
terminals without grounding, and (b) the second configuration short circuit of ADC differential
input terminals with grounding
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It can be seen that both configurations use SCB-68A connector block to implement
one of two input configurations: (a) short circuit of differential input terminals
without grounding Fig. 9.9a and short circuit of differential input terminals with
grounding (Fig. 9.9b). These two configurations differ by the operation modes of
input cascades of the ADC. Based on the general principles of ADC operation it can
be preliminary expected that the second configuration should provide more stable
ADC fluctuation characteristics. For example, the first configuration (a) can be more
sensitive to external interferences in comparison with the case (b). However, it
should be mentioned that the experimental installation has been covered by effective
Faraday cage to reduce random interferences.

Here it should be noted that ADC has been investigated at 0 V input voltage
produced by shot circuit of input terminals to exclude influence of any additional
elements on the results of analysis. However, it cannot be considered as a limitation
of the proposed approach; the suggested setup can be used obviously for other input
voltages and different types of signals.

During experiment the ADC under test has operated with sampling frequency
1 MHz according to the following protocol: (1) ADC iteratively acquires array of
100,000 samples for each of 16 channels during 0.1s and transmits each acquired
array of samples into LabVIEW based program; (2) The program collects the
acquired arrays by the following way: add one acquired array of samples in
predetermined time intervalT to the file stored on hard disk (other arrays are ignored
to reduce volume of the stored data); (3) The measurement is stopped when N
arrays stored, there N D 100 is determined as the fixed value. This measurement
procedure is shown schematically in Fig. 9.10. The arrays of samples within the
stored file have been decimated with the factor 100 to reduce the volume of stored
data and decrease computational costs.

It has been used two types of measurements on the basis of the mentioned
protocol: short-time (T D 1min) and long-time (T D 50min) for each of two
considered ADC configurations.

Fig. 9.10 Time diagram of the measuring procedure: (1) number of measurements (N ); (2) period
between measurements (T ); (3) measurement duration tm D fs ·Ns , where fs is the chosen
sampling frequency, Ns is number of samples corresponding to a single measurement
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Hence, during experiment it has been obtained information about four different
regimes of the 16-bit 16 channel ADC of NI PXIe-6368 operated with 1 MHz
sampling frequency:

1. short-time operation of 16 channels of ADC in the first configuration: 16
differential channels of ADC are closed without grounding; the stored data
comprises 16 files, each file includes 100 iterations of the array containing 1,000
time-counts obtained as result of decimation of measured samples by the factor
100; time between iteration is 1 min (total duration of exposition is 100 min).
This set of measurements is defined as: mode 1–16ch_wgr_shtm;

2. short-time operation of 16 channels of ADC in the second configuration: similar
to regime 1 except that the second configuration is used, i.e. the input terminals
are grounded that makes the effect of the interference induction negligible (total
duration of exposition is 100 min). This set of measurements is defined as: mode
2–16ch_gr_shtm;

3. long-time operation of 16 channels of ADC in the first configuration: similar to
regime 1 except that time between iteration is 50 min (total duration of exposition
is about 83 h). This set of measurements is defined as: mode 3–16ch_wgr_lgtm;

4. long-time operation of 16 channels of ADC in the second configuration: sim-
ilar to regime 2 except that time between iteration is 50 min (total duration
of exposition is about 83 h). This set of measurements is defined as: mode
4–6ch_gr_lgtm.

9.3.2 The Description of the Treatment Procedure

Based on the basic approach described in Sect. 9.2 we have a possibility to compare
four operating modes described in the previous section. For quantitative comparison
of these ADC modes one can suggest the following algorithm. It comprises the
following five basic steps.

S1. The construction of the distribution of slopes in accordance with expres-
sion (9.4) for the given number of measurementsM . For practical calculations
it is necessary to have sufficient number of measurements M (for practical
calculations we choose the value M D 100). As an example we show the
distribution of measurements for the mode 1 file—16ch_wgr_shtm.

S2. The construction of the SRA corresponding to the ordered measurements.
This set of measurements is important because it shows the range of the
measurements. The curves corresponding to four mode files for the channel
1 are shown in Fig. 9.11.

S3. The ordered set of measurements helps to form the desired branches (“up”
and “dn”) bisected with respect to its mean value. For the case of distribution
of slopes the corresponding mean value D 1. These branches are shown
for modes 1, 2 and 3, 4 in Figs. 9.12 and 9.13, correspondingly. The most
important quantitative parameter is defined by expression (9.6). This parameter
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Fig. 9.11 Here we show the
distributions of measurements
for the channel 1
corresponding to four
operating modes: mode 1:
without grounding with short
time exposition, mode 2:
grounding with short time
exposition, mode 3: without
grounding with long time
exposition, mode 4:
grounding with long time
exposition

Fig. 9.12 The distribution of “up” and “dn” branches for the first two modes. The most important
parameter that should be taken into account is related to the range of the distribution that is defined
as the difference between maximal and minimal values

can characterize the quality of the channel for four different operating modes
analyzed. We show the variation of this important parameter on Fig. 9.14. The
minimal value of this parameter is associated with the quality of the channel
analyzed. If this parameter accepts large value it signifies that the quality of
the work of the considered channel is low. From analysis of Fig. 9.14 one can
notice that the “grounding” procedure plays a key role. For the same channel
this procedure decreases the range and increases the quality of the work at the
given operating conditions.
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Fig. 9.13 The distribution of “up” and “dn” branches for the last two modes (3 and 4). The most
important parameter that should be taken into account is related to the range of the distribution that
is defined as the difference between maximal and minimal values. It is shown by arrow

Fig. 9.14 This figure represents the basic result of this research—the distributions of the ranges
(calculated, in turn, from the distribution of the slopes) for each channel. One can select the most
qualitative channels—3, 6, 7, 11, 14. One can notice also that the grounding modes (2, 4) decrease
the range and thereby increase the “quality” of the channel. Long-time “outlier” without grounding
(mode 3) is the “worst” mode for ADC work
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Fig. 9.15 This figure demonstrates the distribution of the ranges �Rmx corresponding to the
maximal values. These values are defined by expression (9.7). These plots, in fact, repeat the
general tendencies that were marked earlier in Fig. 9.14. The grounding procedure increases the
quality of a mode irrespective to the time of duration. Long-time exposition has an opposite
tendency. The most unstable channel 13 is detected by both distributions

S4. Then each branch (“up” and “dn”) can be fitted to the power-law function (9.5)
that gives in addition 5 (for each branch) � 2 D 10 fitting parameters in total.
But in this paper we skip this step in order not to overload the content by the
large numbers of figures and tables.

S5. If necessary one can repeat these steps for another distribution related to
distribution of ranges. This distribution is defined by expression (9.7). In
this paper the results of the detailed analysis of the second distribution are
demonstrated also. See Fig. 9.15. It is interesting to note that comparison of the
Figs. 9.14 and 9.15 leads to the same conclusions: (a) the grounding procedure
is important and has a tendency to decrease the value of the range in both
cases; (b) the long-time exposition has an opposite tendency and promotes to
increasing the value of the corresponding range; (c) the grounding allows to
decrease the negative tendency of the long-time exposition. For both case the
same “good” channels are detected (3, 6, 11, 14).

9.4 Results and Discussions

The suggested algorithm allows diagnosing a possible disalignment (malfunction)
of the technical state of the system considered relatively other states of the
same system or relatively another system working in the same working mode.
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The possibilities of the algorithm were demonstrated on the working modes of
the multichannel ADC. The selection of ADC as an example was stipulated
by the following reason. The ADC is a typical device for the most systems of
measurements, inspection and control and serves, in the same time, as a source of
preliminary information that is provides an accuracy, reliability and trustworthiness
of the whole measurement system under study.

In the high-accuracy ADCs with high digit capacity the influence of numerous
non-stationary random factors (external and internal ones) leads to systematic
dissipation (“diffusion”) of errors touching presumably the lower order bits. In
multichannel ADCs these factors act with different intensities (“weights”) on input
channels that disturb the information equivalence of measurement channels. In the
result of these random disturbances the data obtained from different ADCs have
different credibility and errors.

So, it becomes important to realize the self-inspection regime of the ADC mode
when its “metrological” state is under the constant inspection during the monitoring
period. In the frame of the suggested algorithm the realization of semi-inspection
regime becomes possible in the “rest” interval of times exceeding the intervals
of measurements. For example, if the step of quantization equals 10�3 s then at
operation speed of the ADC equaled 10�5 s one can obtain 100 counts that are quite
sufficient for self-inspection purposes. These diagnostic results can be used for self-
calibration or self-correction of the ADC data obtained. In the simplest case the
self-correction procedure includes the elimination of parts of data obtained from
“marginal” channels which are out from admissible interval or switching over on
part of “normal” channels that are still in admissible interval for the given mode of
the ADC analyzed.

The high sensitivity of the proposed method allows implementing corresponding
self-inspecting procedures for ADCs. This conclusion is confirmed, for example, by
the fact that it provides possibilities to distinguish fluctuation of short and long time
operation modes (see, for example, Figs. 9.11, 9.12, and 9.13) while from the point
of view of traditional approach based on power estimation they are quite similar and
difficult for distinguishing.

In conclusion we would like to stress two basic points. With development of
high-intellectual measurement systems, including in itself diagnostics and control
systems it becomes important to develop new methods and algorithms that allow
to organize the self-calibration, self-diagnosis and self-testing procedures during
the whole monitoring mode of the device (ADC in our case) considered. In this
paper we suggest new method (algorithm) that allows organizing the self-inspection
procedure of the technical system under consideration. It allows detecting possible
deviations, misalignment (malfunction) that can appear under the influence of
external/internal uncontrollable factors. The algorithm is based on fundamental
property of symmetry of the SRA that bisected relatively its mean value [33]. The
“ideal” SRA of the slopes, for example, bisected with respect to the unit value with
minimal range (defined by relationship (9.6)) can correspond to an ideal “device”.
The deviations from the ideal symmetry and simple quantitative value expressed
in the form of the corresponding range can serve as a measure of deviation of
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the objects that are diagnosed or under testing procedure. In addition one can add
the fitting parameters of the two-power law function (9.6) that fits “up” and “dn”
branches of the desired SRA distribution. From our point of view the following
advantages of the suggested algorithm should be emphasized:

– It does not need in any a priori information;
– It has invariant properties to the type of statistics of the signal and noises (internal

or external) analyzed;
– It has a simple structure based on small computing resources that allows to realize

it in the form of simple embedded device or in the form of small program working
in background mode;

– It has high operating speed and sensitivity to possible deviations from the
required/standard metrological values and characteristics of the “normal” techni-
cal state.
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Chapter 10
Maximum Principle for Delayed Stochastic
Switching System with Constraints

Charkaz Aghayeva

Abstract This paper is devoted to the stochastic optimal control problem of
switching systems with constraints. Dynamic of the system is described by the
collection of delayed stochastic differential equations which initial conditions
depend on its previous state. The restriction on the system is defined by the
functional constraints on the end of each interval. Maximum principle for stochastic
control problems of delayed switching system is established. Afterwards, using
Ekeland’s Variational Principle the necessary condition of optimality for optimal
control problem with constraints is obtained.

Keywords Stochastic control system • Differential equation with delay •
Switching system • Switching law • Optimal control problem • Maximum
principle

10.1 Introduction

Noise and time delay are associated with many real phenomena, and often they are
sources of complex behaviors. Stochastic differential equations have the benefit in
description of the natural systems, which in one or another degree are subjected
to the influence of the random noises. Systems with stochastic uncertainties have
provided a lot of interest for problems of nuclear fission, communication systems,
self-oscillating systems and etc., where the influences of random disturbances
cannot be ignored [1, 2].

Many real stochastic process cannot be considered as Markov process, because
their future behavior obviously depends not only on their present, but also on their
previous states. The differential equations with time delay can be used to model
processes with a memory, when the behaviour of the system depends on values of
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the process of the past [3, 4]. Optimization problems for delayed stochastic control
systems have attracted a lot of interest [5–12].

Switching systems consist of several subsystems and a switching law indicating
the active subsystem at each time instantly. For general theory of stochastic switch-
ing systems it is referred to [13]. Theoretical results and applications of stochastic
switching systems were developed in [14–18]. Deterministic and stochastic optimal
control problems of switching systems, described by differential equations with
delay, are actual at present [19–21].

This article is concerned with optimal control problem of stochastic delayed
switching system with constraints. The rest of paper is organized as follows. The
next section formulates the main problem, presents some concepts and assumptions.

The necessary condition of optimality for stochastic switching systems with
delay in case when endpoint constraints are imposed is obtained in Sect. 10.3. In
Sect. 10.4, using Ekeland’s Variational Principle investigated problem is convert
into the sequence of unconstrained systems. A maximum principle and transver-
sality conditions are established for transformed problem. Finally, taking the limit
the necessary condition of optimality in the case with endpoint constraints is
achieved. The paper is concluded in Sect. 10.5 with some possible developments
and enlargements.

10.2 Problem Statement and Assumptions

First, we introduce notations are used throughout this paper. Let N be some
positive constant, Rn denotes the n-dimensional real vector space, j.j denotes the
Euclidean norm and h · ; · i denotes scalar product in Rn. E represents expectation
and 1; r denotes the set of integer numbers 1, : : : ,r. Assume that w1

t , w2
t , : : : , wr

t
are independent Wiener processes, which generate filtrations F l

t D �.wlq; tl�1 �
t � tl /; l D 1; : : : ; r . Let

�
�;F l ; P

�
; l D 1; : : : ; r be a probability spaces with

corresponding filtrations
˚
F l
t ; t 2 Œtl�1; tl �

�
. L2

F l
.a; bIRn/ denotes the space of all

predictable processes xt(!) such that: E

bZ

a

jxt .!/j2dt < C1. Rm�n is the space

of all linear transformations from Rm to Rn. Let, Ol � Rnl ; Ql � Rml be open
sets, T D Œ0; T � be a finite interval and 0 D t0 < t1 < � � � < tr D T . Following
notation is used unless specified otherwise: t D .t0; t1; : : : ; tr /, u D �

u1; u2; : : : ; ur
�
,

x D �
x1; x2; : : : ; xr

�
.

Consider the following stochastic control system with delay:

dxlt D gl
�
xlt ; x

l
t�h; ult ; t

�
dt C f l .xt ; xt�h; t/ dwlt t 2 .tl�1; tl � (10.1)

xlC1t D KlC1.t/; t 2 Œtl 	 h; tl / ; l D 0; 1; : : : ; r 	 1; (10.2)



10 Stochastic Maximum Principle of Switching Delayed Systems 207

xlC1tl
D ˆlC1

�
xltl ; tl

�
; l D 0; : : : ; r 	 1; x1t0 D x0; (10.3)

ult 2 U l
@ �

n
ul . · ; · / 2 L2F .tl�1; tl IRm/

ˇ
ˇ
ˇul .t; · / 2 U l � Rm

o
(10.4)

where U l; l D 1; : : : ; r are non-empty bounded sets. Let ƒl ; l D 1; : : : ; r be the
set of piecewise continuous functions Kl . · / ; l D 1; : : : ; r W Œtl�1 	 h; tl�1/ !
Nl � Ol and h � 0.

The problem is concluded to find the control u1, u2, : : : , ur and the switching law
t1, t2, : : : , tr which minimize the cost functional:

J.u/ D E

2

4'r
�
xrtr

�C
rX

lD1

tlZ

tl�1

pl
�
xlt ; u

l
t ; t
�
dt

3

5 (10.5)

which is determined on the decisions of the system (10.1)–(10.3), which are
generated by all admissible controls U D U 1 � U 2 � � � � � U r at conditions:

Eql
�
xltl

� 2 Gl ; l D 1; r (10.6)

G1, : : : , Gr are a closed convex sets in Rk1; Rk2 ; : : : ; Rkr respectively.

Consider the sets Ai D TiC1 �
iY

jD1
Oj �

iY

jD1
ƒj �

iY

jD1
U j with the elements

i D �
t0; : : : ; ti ; x

1
t1
; : : : ; xiti ; K1; : : : ; Ki ; u1; : : : ; ui

�
.

Definition 1. The set of functions
˚
xlt D xl

�
t; l

��
, t 2 Œtl�1 	 h; tl �, l D 1; : : : r

is said to be a solution of the equation with variable structure which corresponds to
an element r 2 Ar , if the function xlt 2 Ol on the interval Œtl 	 h; tl � satisfies
the conditions (10.2) and (10.3), while on the interval Œtl�1; tl � it is absolutely
continuous with probability 1 and satisfies the Eq. (10.1) almost everywhere.

Definition 2. The elementr 2 Ar is said to be admissible if the pairs
�
xlt ; u

l
t

�
; t 2

Œtl�1 	 h; tl � ; l D 1; : : : ; r are the solutions of system (10.1)–(10.4) and satisfied
the conditions (10.6). A0

r denotes the set of admissible elements.

Definition 3. The element Qr 2 A0r , is said to be an optimal solution of problem
(10.1)–(10.6) if there exist admissible controls Qult ; t 2 Œtl�1; tl � ; l D 1; : : : r

and corresponding solutions
˚ Qxlt ; t 2 Œtl�1 	 h; tl � ; l D 1; : : : ; r

�
of system (10.1)–

(10.4) with constraints (10.6), and pairs
� Qxlt ; Qult

�
; l D 1; : : : ; r minimize the

functional (10.5).
Assume that the following requirements are satisfied:

I. Functions gl ; f l ; pl ; l D 1; : : : ; r and their derivatives are continuous in
(x, y, u, t): gl .x; y; u; t/ W Ol�Ol�Ql�T ! Rnl , f l .x; y; t/ W Ol�Ol�T !
Rnl�nl , pl .x; u; t/ W Ol �Ql � T ! R.

II. When (t, u) are fixed, functions gl ; f l ; pl ; l D 1; r hold the conditions:
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.1C jxj C jyj/�1
�ˇ
ˇgl .x; y; u; t/

ˇ
ˇC ˇ

ˇglx .x; y; u; t/
ˇ
ˇC

ˇ
ˇ
ˇgly .x; y; u; t/

ˇ
ˇ
ˇ

C ˇ
ˇf l .x; y; t/

ˇ
ˇC ˇ

ˇf l
x .x; y; t/

ˇ
ˇC

ˇ
ˇ
ˇf l
y .x; y; t/

ˇ
ˇ
ˇ

C ˇ
ˇpl .x; u; t/

ˇ
ˇC ˇ

ˇplx .x; u; t/
ˇ
ˇ
� � N:

III. Function 'r.x/ W Rnr ! R is continuously differentiable:

j'r.x/j C j'rx.x/j � N .1C jxj/

IV. Functions ˆl .x; t/ W Ol�1 � T ! Ol; l D 1; : : : ; r 	 1 are continuously
differentiable in respect to (x, t):

ˇ
ˇˆl .x; t/

ˇ
ˇC ˇ

ˇˆlx .x; t/
ˇ
ˇ � N .1C jxj/.

V. Functions ql.x/ W Rkl ! R; l D 1; r are continuously differentiable in
respect to (x, t):

ˇ
ˇql.x/

ˇ
ˇC ˇ

ˇqlx.x/
ˇ
ˇ � N .1C jxj/.

10.3 Maximum Principle for Delayed Systems

Applying the similar technique as in [19] following result that is a necessary
condition of optimality for problem (10.1)–(10.5) is obtained.

Theorem 1. Suppose that r D �
t0; : : : ; tr ; x

1
t ; : : : ; x

r
t ; K1; : : : ; Kr; u1; : : : ; ur

�
is

an optimal solution of problem (10.1)–(10.5) and random processes
�
 lt ; ˇ

l
t

� 2
L2
F l
.tl�1; tl IRnl / � L2

F l
.tl�1; tl IRnlxnl / are the solutions of the following adjoint

equations:

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

d lt D 	
h
Hl
x

�
 lt ; x

l
t ; y

l
t ; u

l
t ; t
�CHl

y

�
 ltCh; xltChxlt ; ult ; t

�i
dt C ˇlt dwlt ;

tl�1 � t < tl 	 h;
d lt D 	Hl

x

�
 lt ; x

l
t ; y

l
t ; u

l
t ; t
�
dt C ˇlt dwlt ; tl�1 	 hl � t < tl ;

 ltl D  lC1tl
ˆlx

�
xltl ; tl

�
; l D 1; : : : ; r 	 1;

 rtr D 	'r �xrtr
�
:

(10.7)

Then,

(a) a.c. for 8Qul 2 U l; l D 1; : : : r; a.e. in Œtl�1; tl � the maximum principle hold:

Hl
�
 l	 ; x

l
	 ; y

l
	 ; Qul ; 	� 	Hl

�
 l	 ; x

l
	 ; y

l
	 ; u

l
	 ; 	

� � 0 (10.8)
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(b) Following transversality conditions hold for each l D 0; r :

bl 
lC1�
tlCh ˆ

lC1
t

�
xltl ; tl

�C bl 
lC1�
tl

glC1
�
xlC1tl

; ylC1tl
; ulC1tl

; tl
�

	 bl 
lC1�
tlCh g

lC1.xlC1tlCh;K
lC1 .tl / ; ulC1tlCh; tl C h/

	 al 
l�
tl
gl
�
xltl ; y

l
tl
; ultl ; tl

� D 0 (10.9)

Here, Hl . t ; xt ; yt ; ut ; t/ D  �t gl .xt ; yt ; ut ; t/ C ˇ�t f l .xt ; yt ; t/ 	
pl .xt ; ut ; t/ ; t 2 Œtl�1; tl �
ylt D xlt�t , a0 D 0; a1 D � � � D ar D 1 and b0 D � � � D br�1 D 1; br D 0:

Proof. Let ult D ult C �ult l D 1; r be some admissible controls and xlt D
xlt C�xlt l D 1; r be corresponding trajectories of system (10.1)–(10.3) and
0 D t0 < t1 < � � � < tr � T be switching sequence. Then for some sequence
of 0 D t0 < t1 < � � � < tr � T

8
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
:̂

d�xlt D
n
�ul g

l
�
xlt ; y

l
t ; u

l
t ; t
� Cglx

�
xlt ; y

l
t ; u

l
t ; t
�
�xlt Cgly

�
xlt ; y

l
t ; u

l
t ; t
�
�ylt

o
dt

C
n
f l
x

�
xlt ; y

l
t ; t
�
�xlt C f l

y

�
xlt ; y

l
t ; t
�
�ylt

o
dwlt C 
1t ; t 2 .tl�1; tl � ;

�xlt D 0; t 2 Œtl�1 	 h; tl / ; l D 1; r;�x1t0 D 0;

�xltl�1 D ˆl�1
�
xl�1tl�1

; t l�1
�

	ˆl�1
�
xl�1tl�1

; tl�1
�
; l D 2; r;

(10.10)

where�ul g .xt ; xt�h; ut ; t/ D g
�
xt ; xt�h; ; ult ; t

� 	 g �xt ; xt�h; ; ult ; t
�
,


1t D
1Z

0

h
gl�x .xlt C ��xlt ; y

l
t ; u

l
t ; t/ 	 gl�x

�
xlt ; y

l
t u
l
t ; t
�i
�xltd�dt

C
1Z

0

h
gl�y .xlt ; ylt C ��ylt ; u

l
t ; t/ 	 gl�y

�
xlt ; y

l
t u
l
t ; t
�i
�yltd�dt

C
1Z

0

h
f l�
x .xlt C ��xlt ; y

l
t ; t/ 	 f l�

x

�
xlt ; y

l
t ; t
�i
�xltd�dwlt

C
1Z

0

h
f l�
y

�
xlt ; y

l
t C ��ylt ; t

�
	 f l�

y .xlt ; y
l
t ; t/

i
�xlt d�dwlt :
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According to Ito’s formula [2] the following has been yielded:

d
�
 l�t ·�xlt�tl

�
D  l�t ·�xltdtl C d l�t �xlt�tl C  l�t d�xlt�tl

C
n
ˇl�t

h
f l
x

�
xlt ; y

l
t ; t
�
�xlt C f l

y

�
xlt ; y

l
t ; t
�
�ylt

i
�tl

C ˇl�t

1Z

0

h
f l
x

�
xlt C ��xlt ; y

l
t ; t
�

	 f l
x

�
xlt ; y

l
t ; t
�i
�xlt�tld�

C ˇl�t

1Z

0

h
f l
y

�
xlt ; y

l
t C ��ylt ; t

�
	 f l

y

�
xlt ; y

l
t ; t
�
�ylt�tld�

o
dt

The stochastic processes  l
t , at the points t1, t2, : : : , tr can be defined as follows:

 ltl D  lC1tl
ˆlx

�
xlt ; tl

�
; l D 1; r 	 1 and  rtr D 	'rx

�
xrtr

�
(10.11)

Taking into consideration (Eqs. 10.9–10.11) the expression of increment of a cost
functional (Eq. 10.5) along the admissible control looks like:

�J.u/ D 	
rX

lD1
E

tlZ

t�1

h
 l�t �ul g

l
�
xlt ; y

l
t ; u

l
t ; t
�C  l�t glx

�
xlt ; y

l
t ; u

l
t ; t
�
�xlt

C  l�t gly
�
xlt ; y

l
t ; u

l
t ; t
�
�ylt C ˇl�t f l

x

�
xlt ; y

l
t ; t
�
�xlt

C ˇl�t f l
y

�
xlt ; y

l
t ; t
�
�ylt 	�ul p

l
�
xlt ; u

l
t ; t
� 	 plx

�
xlt ; u

l
t ; t
�
�xlt

i
�tldt

C
r-1X

lD1
 lC1tl

ˆt
�
xltl ; tl

�
�tl C

rX

lD1


tl
tl�1

(10.12)
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tl
tl�1

D 	E
1Z

0

.1 	 �/


'r�x

�
xrtr C ��xrtr

� 	 'r�x
�
xrtr

��
�xrtr d�

	 E

tlZ

tl�1

8
<

:

1Z

0

.1 	 �/
h
pl�x

�
xlt C ��xlt ; u

l
t ; t
�

	 pl�x
�
xlt ; u

l
t ; t
�i
�xlt d�dt

9
=

;

C E

tlZ

tl�1

1Z

0

.1 	 �/ l�t
h
glx

�
xlt ; y

l
t ; u

l
t ; t
�

	 glx

�
xlt ; y

l
t ; u

l
t ; t
�i
�xlt�tld�dt

C E

tlZ

l�1

1Z

0

.1 	 �/ l�t
h
gly

�
xlt ; y

l
t ; u

l
t ; t
�

	 gly
�
xlt ; y

l
t ; u

l
t ; t
�i
�ylt�tld�dt

C E

tlZ

tl�1

1Z

0

.1 	 �/ˇl�t
h
f l
x

�
xlt C ��xlt ; y

l
t ; t
�

	 f l
x

�
xlt ; y

l
t ; t
�i
�xlt�tld�dt

C E

tlZ

tl�1

1Z

0

.1 	 �/ˇl�t
h
f l
y

�
xlt ; y

l
t C ��ylt ; t

�
	 f l

y

�
xlt ; y

l
t ; t
� i
�ylt�tld�dt

	 E

1Z

0

.1 	 �/ lC1�tl

h
ˆlx

�
xltl C ��xltl ; tl

�
	ˆlx

�
xltl ; tl

� i
�xltl�tld�

(10.13)

According to a necessary condition for an optimal solution, we obtain that, the
coefficients of the independent increments�xlt ,�y

l
t �tl equal zero. By assumption

IV and using the expression (10.10) from the identity (10.12), we obtain that Eq.
(10.9) is true.

According to Eqs. (10.9) and (10.11), through the simple transformations,
expression (10.12) may be written as:

�J.u/ D 	
rX

lD1
E

tlZ

tl�1

h
�ulH

l
�
 lt ; x

l
t ; u

l
t ; t
�C�ul H

l
xl

�
 lt ; x

l
t ; y

l
t ; u

l
t ; t
�
�xlt

C�ul H
l
y

�
 lt ; x

l
t ; y

l
t ; u

l
t ; t
�
�ylt

i
�tldt C

rX

lD1


tl
tl�1

(10.14)
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Now, consider the following spike variation:

�ult D �u	
l

t;"l
D
�
0; t … Œ	l ; 	l C "l / ; "l > 0; 	l 2 Œtl�1; tl /
Qul 	 ult ; t 2 Œ	l ; 	l C "l / ; Qul 2 L2 ��;F 	l ; P IRm�

where "l are sufficiently small numbers. Then the expression (10.14) takes the
form of:

�	J.u/ D 	
rX

lD1
E

	lC"lZ

	l

h
�QulH l

�
 lt ; x

l
t ; u

l
t ; t
�C�QulH l

x

�
 lt ; x

l
t ; y

l
t ; u

l
t ; t
�
�xlt

C�l
Qul H

l
y

�
 lt ; x

l
t ; y

l
t ; u

l
t ; t
�
�ylt

i
�tldt C

rX

lD1


	lC"l
	l

(10.15)

Following lemma will be used in estimating for increment (Eq. 10.15).

Lemma 1 [19]. Assume that the conditions I–II are fulfilled, x	lt;"l are trajectories

of system (10.1)–(10.3), corresponding to controls u	lt;"l D ult C�u	lt;"l respectively.
If "l ! 0; l D 1; r . Then for all t 2 Œtl�1; tl / there occurs

E

ˇ
ˇ
ˇ
ˇ
ˇ

x
	l
t;"l

	 xlt
"l

ˇ
ˇ
ˇ
ˇ
ˇ

2

� N:

Proof. Let us denote the following: Qxlt;"l D
�
x
	l
t;"l

	 xlt

�
"�1l , Qylt;"l D Qxlt�h;"l D

�
x
	l
t�h;"l 	 xlt�h

�
"�1l

It is clear that 8t 2 Œtl�1; 	l / Qxlt;"l D 0; l D 1; r: Then for 8t 2 Œ	l ; 	l C "l /

d Qxlt;"l D "�1l
h
gl
�
x
	l
t;"l
; y

	l
t;"l
; Qul ; t

�
	 gl �xlt ; xlt ; ult ; t

�i
dt

C "�1l
h
f l
�
x
	l
t;"l ; y

	l
t;"l ; t

�
	 f l

�
xlt ; y

l
t ; t
� i
dwlt ;

Qxl	l ;"l D 	 �gl �xl	l ; yl	l ; Qul ; 	l
� 	 g

�
xl	l ; y

l
	l
; ul	l ; 	l

��
;
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or

Qxl	lC"l ;"l D "�1l

	lC"lZ

	l

h
gl
�
x
	l
t;"l
; y

	l
t;"l
; ul ; s

�
	 gl

�
xls ; y

l
s ; u

l
s ; s
�i
ds

C
	lC"lZ

	l



gl
�
xl	l ; y

l
	l
; ul	l ; 	l

� 	 gl
�
xls ; y

l
s ; u

l
s ; s
��
ds

C
	lC"lZ

	l

h
f l
�
x
	l
t;"l
; y

	l
t;"l
; s
�

	 f l
�
xls ; y

l
s ; s
�i
dwls

C
	vC"lZ

	l



gl
�
xls ; y

l
s ; Qul ; s� 	 gl

�
xl	l ; y

l
	l
; Qul ; 	l

��
ds:

Therefore, using the Gronwall’s inequality due to the conditions I–II the
following is achieved:

E
ˇ
ˇ Qxl	lC"l ;"l

ˇ
ˇ2 � N

"

E sup
	l�t�	lC"l

ˇ
ˇ
ˇx
	l
t;"l 	 xlt

ˇ
ˇ
ˇ 2C E sup

	l�t�	lC"l

ˇ
ˇxlt 	 xl	l

ˇ
ˇ 2

C E sup
	l�t�	lC"l

ˇ
ˇ
ˇy
	l
t;"l

	 ylt

ˇ
ˇ
ˇ 2 C E sup

	l�t�	lC"l

ˇ
ˇylt 	 yl	l

ˇ
ˇ 2

C sup
	l�t�	lC"l

"2l E
ˇ
ˇgl

�
xlt ; y

l
t ; Qul ; t� 	 gl

�
xl	l ; y

l
	l
; Qul ; 	l

�ˇ
ˇ 2

C "�1l E
	lC"lZ

	l

j f l
�
xlt ; y

l
t ; t
� 	 f l

�
xl	l ; y

l
	l
; 	l
� j2dt

C "�1l E
	lC"lZ

	l

ˇ
ˇgl

�
xlt ; y

l
t ; u

l
t ; t
� 	 gl

�
xl	l ; y

l
	l
; ul	l ; 	l

�ˇ
ˇ2dt

3

7
5

Hence: 8t 2 Œ	l ; 	l C "l /, E
ˇ
ˇ QxltC"l ;"l

ˇ
ˇ2 � N if "l ! 0. Further for 8t 2

Œ	l C "l ; tl � W

d Qxlt;" D
h
gl
�
x
	l
t;"l
; y

	l
t;"l
; ult ; t

�
	 gl

�
xlt ; y

l
t ; u

l
t ; t
�i
dt

C
h
f l
�
x
	l
t;"l
; y

	l
t;"l
; t
�

	 f �xlt ; ylt ; t
�i
dwlt :
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Consequently there occurs:

d Qxlt;"l D
1Z

0

glx
�
xlt C �"l Qxlt;"l ; ylt ; ult ; t

� Qxlt;"l d�dt

C
1Z

0

gly
�
xlt ; y

l
t C �"l Qylt;"l ; ult ; t

� Qylt;"l d�dt

C
1Z

0

f l
x

�
xlt C �"l Qxlt;"l ; ylt ; t

� Qxlt;"l d�dt

C
1Z

0

f l
y

�
xlt ; y

l
t C �"l Qylt;"l ; t

� Qxlt;"l d�dt

C Qxl	lC"l ;"l D g
�
xl	lC"; y

l
	lC"; Qul ; 	l

� 	 gl �xl	lC"; yl	lC"; ul	lC"; 	l
�
:

Hence: E
ˇ
ˇ Qxltl ;"l

ˇ
ˇ2 � N , for 8t 2 Œ	l C "l ; tl �, if "l ! 0. Thus: sup

tl�1�t�tl
Ej Qxt;"l j2�N:

Lemma 1 is proved.
From the expression (10.13), due to Lemma 1 the following estimation is

obtained: 
	lC"l	l
D o ."l /. Then according to optimality of controls ult ; l D 1; r

from Eq. (10.15) for each l it follows that:

�	l J.u/ D 	E"l
�
 l�	l �Qul g

l
�
xl	l ; u

l
	l
; 	l
� 	�Qul pl

�
xl	l ; u

l
	l
; 	l
�˘
�tl C o ."l / � 0

Hence, due to sufficient smallness of "l it follows that Eq. (10.8) is fulfilled.
Theorem 1 is proved.

10.4 Switching System with Constraints

Further, by applying Theorem 1 and Ekeland’s Variational Principle [22] it is
obtained the necessary condition of optimality for stochastic control problem of
switching systems with delay (Eqs. 10.1–10.6).

Theorem 2. Suppose thatrD �
t0; : : : ; tr ; x

1
t ; x

2
t ; : : : x

r
t ; K1; : : :; Kr; u1; u2; : : :; ur

�

is an optimal solution of problem (10.1)–(10.6) and random processes
�
 lt ; ˇ

l
t

� 2
L2
F l
.tl�1; tl IRnl / � L2

F l
.tl�1; tl IRnlxnl / are the solutions of the following adjoint

equations:
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8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

d lt D 	
h
Hl
x

�
 lt ; x

l
t ; y

l
t ; u

l
t ; t
�CHl

y

�
 ltCh; xltChxlt ; ult ; t

�i
dt C ˇlt dwlt ;

tl�1 � t < tl 	 h;

d lt D 	Hl
x

�
 lt ; x

l
t ; y

l
t ; u

l
t ; t
�
dt C ˇlt dwlt ; tl�1 	 h � t < tl

 ltl D  lC1tl
ˆlx

�
xltl ; tl

�	 �lq
l
x

�
xltl

�
; l D 1; r 	 1;

 rtr D 	�0'rx
�
xrtr

� 	 �rq
r
x

�
xrtr

�
:

(10.16)

Then, maximum principle (Eq. (10.8)) and transversality conditions (10.9) hold.

Proof. For any natural j let’s introduce the approximating functional:

Ij .u/ D Slj

0

@E'r
�
xrtr

�C E

rX

lD1

tlZ

tl�1

pl
�
xlt ; u

l
t ; t
�
dt; Eql

�
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�
1

A

D min
.cj ;yl /2"

v
u
u
t

ˇ
ˇ
ˇ
ˇ
ˇ
cj 	 1=j 	E

"

'rtr
�
xrtr
�C

rX

lD1
Ml

#ˇ
ˇ
ˇ
ˇ
ˇ

2

C
rX

lD1

ˇ
ˇyl 	Eql �xltl

�ˇ
ˇ2;

where " D ˚
c W c � J 0; yl 2 Gl

�
, Ml D

tlZ

tl�1

p
�
xlt ; u

l
t ; t
�
dt and J0 is minimal

value of the functional in the problem (10.1)–(10.5). Let V � �
V 1; : : : ; V r

�
, here

V k � �
U k; d

�
be space of controls obtained by means of the following metric:

d
�
uk; vk

� D .l ˝ P/
˚
.t; !/ 2 Œtk�1; tk � �� W �kt ¤ ukt

�
.

It is easy to prove the following fact:

Lemma 2. Assume that ul;nt ; l D 1; r be the sequence of admissible controls
from Vl, and xl,n

t be the sequence of corresponding trajectories of the system (10.1)–

(10.3). If the following condition is met: d
�

ul;nt ; u
l
t

�
! 0. Then

lim
n!1

�

sup
tl�1�t�tl

E
ˇ
ˇ
ˇx
l;n
t 	 xlt

ˇ
ˇ
ˇ
2
�

D 0

where xl
t is a trajectory corresponding to an admissible controls ult ; l D 1; : : : ; r .

According to Ekeland’s variational principle, there are controls such as; ul;jt W
d
�

ul;jt ; u
l
t

�
�
q
"lj and for 8ult 2 V l the following is achieved:

Ij
�
uj
� � Ij .u/C

rX

lD1

q
"lj d

�
ul;j ; ul

�
; "lj D 1

j
:
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This inequality means that (t0, t1, : : : , tr, x1,j
t , : : : , xr,j

t , K1, : : : , Kr, u1,j
t , : : : , ur,j

t ) is a
solution of the following problem:

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
ˆ̂
:

Jj .u/ D Ij
�
uj
�C

rX

lD1

q
"ljE

tlZ

tl�1

ı
�

ult ; u
l;j
t

�
dt ! min

dxlt D gl
�
xlt ; y

l
t ; u

l
t ; t
�
dt C f l

�
xlt ; y

l
t ; t
�
dwt ; t 2 .tl�1; tl �

x1C1t D KlC1.t/; t 2 Œtl 	 h; tl / ; l D 0; 1; : : : ; r 	 1;
xlC1tl

D ˆl
�
xltl ; tl

�
l D 1; : : : ; r; x1t0 D x0; ult 2 U l

@

(10.17)

Function ı(u, v) is determined in the following way: ı .u; v/ D
�
0; u D v

1; u ¤ v:
Then according to the Theorem 1, it is obtained as follows:

1. There exist the random processes  
l;j
t 2 L2

F l
.tl�1; tl IRnl /, ˇ

l;j
t 2

L2
F l
.tl�1; tl IRnl�nl / which are solutions of the following system in t 2

Œtl�1; tl 	 h/:
8
ˆ̂
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ˆ̂
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l;j
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�
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l;j
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l;j
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x

�
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�
x
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�
x
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�
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(10.18)

where non-zero
�
�
j
0 ; �

j
1 ; : : : ; �

j
r

�
2 RrC1 meet the following requirement:

�
j

l D
h
	y C Eql

�
x
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=J 0j ;

�
j
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0
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�
x
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�
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�
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v
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u
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�
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C
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2. Almost certainly for any Qul 2 U l and a:e: t 2 Œtl�1; tl � is satisfied:

Hl
�
 
l;j
t ; x

l;j
t ; y

l;j
t ; Qult ; t

�
	Hl

�
 
l;j
t ; x

l;j
t ; y

l;j
t ; ul;jt ; t

�
� 0 (10.19)

3. The following transversality conditions hold:

	 al l;jtl gl
�
x
l;j
tl ; y

l;j
tl ; u

l;j
tl ; tl

�
C bl 

lC1;j
tl glC1

�
x
l;j
tl ; y

l;j
tl ; u

l;j
tl ; tl

�

C bl 
lC1;j
tlCh g

lC1
�
x
l;j
tl
; Kl;j .tl / ; u

l;j
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; tl

�
C blˆ

l
t

�
x
l;j
tl
; tl

�
D 0; l D 0; r

(10.20)

Since the following exists
ˇ
ˇ
ˇ
�
�
j
0 ; �

j
1 ; : : : ; �

j
r

�ˇ
ˇ
ˇ D 1, then according to conditions
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Let us introduce the following result which will be needed in the future.
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Due to assumptions I–IV and using simple transformations, the following is
obtained:
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tlZ
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ˇˇ
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ˇ
ˇ
2

:

Consequently, according to Gronwall inequality [10] it suggests that:
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where constant D is determined in the way below:D D E
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using simple transformations, in view of assumptions I–IV the following is obtained:
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Hence, according to Gronwall inequality, the following result is achieved:
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where constant D is determined as follows:D D E
ˇ
ˇ
ˇ 

l;j

tl�h 	  ltl�h
ˇ
ˇ
ˇ 2, which leads to

D ! 0 if j ! 1.It is inferred that  l;js !  ls in L2
F l
.tl�1; tl IRnl / and ˇl;js ! ˇls

in L2
F l
.tl�1; tl IRnl�nl /. Lemma 2 is proved.

It follows from Lemma 2 and Lemma 3 that it can be proceeded to the limit
in system (10.18) and the fulfillments of Eq. (10.16) are obtained. Following the
similar scheme by taking limit in Eqs. (10.19) and (10.20) it is proved that Eqs.
(10.8) and (10.9) are true. Theorem 2 is proved.

10.5 Conclusion

This work deals with description the natural phenomena with memory and investiga-
tion of optimal control problems of such systems. Necessary conditions satisfied by
an optimal solution, play an important role for analysis of control problems. It is well
known that every optimal solution satisfies the maximum principle. In this paper a
maximum principle for stochastic optimal control problem of switching systems
with delay on state is obtained. The results can be used in various optimal control
problems of biological, physics, economic systems and a lot of life science, financial
market applications. The necessary conditions developed in this manuscript can be
viewed as a stochastic analogues of the problems formulated in [21, 23–25]. Withal,
Theorem 1 and Theorem 2 is a natural improving of the results given in [20, 26–28].
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Chapter 11
Computer Simulation of Emission
and Absorption Spectra for LH2 Ring

Pavel Heřman and David Zapletal

Abstract Computer simulation of absorption and steady state fluorescence spectra
for molecular system is presented. We focus on the B850 ring from peripheral cyclic
antenna unit LH2 of the bacterial photosystem from purple bacteria. Uncorrelated
static disorder in radial positions of molecules on the ring is taking into account in
our simulations. We consider also influence of dynamic disorder, interaction with
phonon bath, in Markovian approximation. Spectral responses are calculated by the
cumulant-expansion method of Mukamel et al. Procedure in Fortran was created for
calculation of single ring spectra within full Hamiltonian model. These new results
are compared with our previous ones (within the nearest neighbour approximation
model) that were obtained by software package Mathematica.

11.1 Introduction

The first (light) stage of photosynthesis consists of very effective processes. Solar
photon is absorbed by a complex system of membrane-associated pigment-proteins
(light-harvesting (LH) antenna) and absorbed energy is transferred to a reaction
center (RC), where it is converted into a chemical energy [1].

Our interest is focused on antenna systems from purple bacteria, that are formed
by ring antenna complexes LH1, LH2, LH3, and LH4. These systems are relatively
simple and symmetric and their geometric structures are known in great details from
X-ray crystallography. General organization of above mentioned light-harvesting
complexes is the same: identical subunits are repeated cyclically in such a way
that a ring-shaped structure is formed. However the symmetries of these rings are
different.
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Crystal structure of LH2 complex contained in purple bacterium Rhodo-
pseudomonas acidophila was first described in high resolution by McDermott
et al. [2], then further e.g. by Papiz et al. [3]. The bacteriochlorophyll (BChl)
molecules are organized in two concentric rings. One ring features a group of nine
well-separated BChl molecules (B800) with absorption band at about 800 nm. The
other ring consists of 18 closely packed BChl molecules (B850) absorbing around
850 nm. LH2 complexes from other purple bacteria have analogous ring structure.

Some bacteria contain also other types of complexes such as the B800–820 LH3
complex (Rhodopseudomonas acidophila strain 7050) or the LH4 complex (Rhodo-
pseudomonas palustris). LH3 complex like LH2 one is usually nonameric but LH4
one is octameric. While the B850 dipole moments in LH2 ring have tangential
arrangement, in the LH4 ring they are oriented more radially. Mutual interactions
of the nearest neighbour BChls in LH4 are approximately two times smaller in
comparison with LH2 and have opposite sign. The other difference is the presence
of an additional BChl ring in LH4 complex [4]. Different arrangements manifest
themselves in different optical properties.

Despite intensive study of bacterial antenna systems, e.g. [2–4], the precise role
of the protein moiety for governing the dynamics of the excited states is still under
debate. At room temperature the solvent and protein environment fluctuates with
characteristic time scales ranging from femtoseconds to nanoseconds. The simplest
approach is to substitute fast fluctuations by dynamic disorder and slow fluctuations
by static disorder.

In our previous papers we presented results of our simulations doing within the
nearest neighbour approximation model. In several steps we extended the former
investigations of static disorder effect on the anisotropy of fluorescence made
by Kumble and Hochstrasser [5] and Nagarajan et al. [6–8] for LH2 ring. After
studying the influence of diagonal dynamic disorder for simple systems (dimer,
trimer) [9–11], we added this effect into our model of LH2 ring by using a quantum
master equation in Markovian and non-Markovian limits [12–16]. We also studied
influence of four types of uncorrelated static disorder (Gaussian disorder in local
excitation energies, Gaussian disorder in transfer integrals, Gaussian disorder in
radial positions of BChls on the ring and Gaussian disorder in angular positions
of BChls on the ring) [17–21]. Influence of correlated static disorder, namely an
elliptical deformation of the ring, was also taken into account [14, 21]. We also
investigated the time dependence of fluorescence anisotropy for the LH4 ring with
different types of uncorrelated static disorder [15, 19, 20].

Recently we have focused on the modeling of absorption and steady state
fluorescence spectra. Our results for LH2 and LH4 rings within the nearest
neighbour approximation model have been presented in [22–27]. The results within
full Hamiltonian model have been published in [28–30].

Main goal of our present paper is the comparison of the results for B850 ring
from LH2 complex calculated within full Hamiltonian model with our previous
results calculated within the nearest neighbour approximation model [23, 24]. The
rest of the paper is organized as follows. Section 11.2 introduces the ring model
with the static disorder and dynamic disorder (interaction with phonon bath) and
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the cumulant expansion method, which is used for the calculation of spectral
responses of the system with exciton-phonon coupling. Computational point of view
is mentioned in Sect. 11.3. Results of our simulations and used units and parameters
could be found in Sect. 11.4, some conclusions are drawn in Sect. 11.5.

11.2 Physical Model

Because of strong interaction between bacteriochlorophyll molecules our theoretical
approach considers an extended Frenkel exciton model. We assume that only one
exciton is present on the ring after an impulsive excitation. Hamiltonian of an
exciton on the ideal ring coupled to a bath of harmonic oscillators reads

H0 D H0
ex CHph CHex–ph: (11.1)

Here the first term,

H0
ex D

X

m;n.m¤n/Jmna
C
man; (11.2)

corresponds to an exciton, e.g. the system without any disorder. The operator
aCm .an/ creates (annihilates) an exciton at site m, Jmn (for m ¤ n) is the so-called
transfer integral between sites m and n. The second term in Eq. (11.1),

Hph D
X

q
¯!qbCq bq; (11.3)

represents phonon bath in harmonic approximation (phonon creation and annihi-
lation operators are denoted by bCq and bq, respectively). Last term in Eq. (11.1),

Hex–ph D 1p
N

X

m

X

q
Gm
q ¯!qaCmam

�
bCq C bq

�
; (11.4)

describes exciton-phonon interaction which is assumed to be site-diagonal and
linear in bath coordinates (the term Gm

q denotes exciton-phonon coupling constant).
Inside one ring the pure exciton Hamiltonian H0

ex can be diagonalized using
the wave vector representation with corresponding delocalized “Bloch” states ’
and energies E˛. Considering homogeneous case with only the nearest neighbour
transfer matrix elements

Jmn D J0 .ım;nC1 C ım;n�1/ (11.5)

and using Fourier transformed excitonic operators (Bloch representation)
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Fig. 11.1 Energetic band
structure of B850 ring from
LH2 (left column—the
nearest neighbour
approximation model, right
column—full Hamiltonian
model)

a˛ D
X

n
anei˛n; ˛ D 2

N
l; l D 0;˙1; : : : ;˙N

2
; (11.6)

the simplest exciton Hamiltonian in ’-representation reads

H0
ex D

X

˛
E˛a

C̨a˛; E˛ D 	2J0 cos˛; (11.7)

(see Fig. 11.1—left column). In case of the full Hamiltonian model (dipole-dipole
approximation), energetic band structure slightly differs (Fig. 11.1—right column).
Differences of energies in lower part of the band are larger and in upper part of the
band are smaller in comparison with the nearest neighbour approximation model.

Influence of uncorrelated static disorder is modeled by the fluctuations ırn of
radial positions of bacteriochlorophylls on the ring with Gaussian distribution and
standard deviation �r. The Hamiltonian Hs of the uncorrelated static disorder adds
to the Hamiltonian H0

ex of the ideal ring.
The cumulant-expansion method of Mukamel et al. [31, 32] is used for the calcu-

lation of spectral responses of the system with exciton-phonon coupling. Absorption
OD(!) and steady-state fluorescence FL(!) spectrum can be expressed as

OD .!/ D !
X

˛
d2˛ Re

Z 1

0

dt ei.!�!˛/t�g˛˛˛˛.t/�R˛˛˛˛t ; (11.8)



11 Computer Simulation of Emission and Absorption Spectra for LH2 Ring 225

FL .!/ D !
X

˛
P˛d

2
˛ Re

Z 1

0

dt ei.!�!˛/tCi�˛˛˛˛t�g�

˛˛˛˛.t/�R˛˛˛˛t : (11.9)

Here d˛ D
X

n
c˛ndn is the transition dipole moment of eigenstate ’, c˛n are

the expansion coefficients of the eigenstate ’ in site representation and P˛ is the
steady state population of the eigenstate ’. The inverse lifetime R˛˛˛˛ of exciton
state ’ [33] is given by the elements of Redfield tensor R˛ˇ�ı [34]. It is a sum of the
relaxation rates between exciton states,

R˛˛˛˛ D 	
X

ˇ¤˛Rˇˇ˛˛: (11.10)

The g-function and œ-values in Eqs. (11.8) and (11.9) are given by

g˛ˇ�ı D 	
Z 1

�1
d!

2!2
C˛ˇ�ı .!/

�

cotgh
!

2kBT
.cos!t 	 1/	 i .sin!t 	 !t/



;

(11.11)

�˛ˇ�ı D 	limt!1
d

dt
Im
˚
g˛ˇ�ı.t/

� D
Z 1

�1
d!

2!
C˛ˇ�ı .!/: (11.12)

The matrix of spectral densities C˛ˇ�ı(!) in the eigenstate (exciton) representation
reflects one-exciton states coupling to the manifold of nuclear modes. In what
follows only a diagonal exciton phonon interaction in site representation is used
(see Eq. (11.4)), i.e., only fluctuations of the pigment site energies are assumed and
the restriction to the completely uncorrelated dynamic disorder is applied. In such
case each site (i.e. each chromophore) has its own bath completely uncoupled from
the baths of the other sites. Furthermore it is assumed that these baths have identical
properties [13, 35, 36]

Cmnm0n0 .!/ D ımnımm0ınn0C .!/ : (11.13)

After transformation to the exciton representation we have

C˛ˇ�ı .!/ D
X

n
c˛n c

ˇ
n c

�
n c

ı
nC .!/: (11.14)

Various models of spectral density of the bath are used in literature [33, 37, 38]. In
our present investigation we have used the model of May and Kűhn [37]

C .!/ D ‚.!/ j0
!2

2!3c
e�!=!c (11.15)

which has its maximum at 2!c.
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11.3 Computational Point of View

To obtain absorption and steady state fluorescence spectra, it is necessary to
calculate single ring OD(!) and FL(!) spectra for large number of different static
disorder realizations created by random number generator. Finally, these results
have to be averaged over all realizations of static disorder.

For our previous calculations of absorption and steady state fluorescence spectra
(with Gaussian uncorrelated static disorder in local excitation energies ıEn and
transfer integrals ıJmn taking into account) software package Mathematica [39]
was used. Standard numerical integration method used in Mathematica proved to
be unsuitable in case of full Hamiltonian model and static disorder ırn in radial
positions of molecules. It was not possible to achieve satisfactory convergence
by above mentioned integration method from Mathematica. This is the reason a
procedure in Fortran was created for present calculations.

Integrated functions are oscillating and damped (see Eqs. 11.8 and 11.9)
and function Re g˛˛˛˛(t) is non-negative. Therefore absolute values of integrated
functions (for individual ’) satisfy inequalities

ˇ
ˇ
ˇRe

n
ei.!�!˛/t�g˛˛˛˛.t/�R˛˛˛˛t

oˇ
ˇ
ˇ � e�R˛˛˛˛t ; (11.16)

ˇ
ˇ
ˇRe

n
ei.!�!˛/tCi�˛˛˛˛t�g�

˛˛˛˛.t/�R˛˛˛˛t
oˇ
ˇ
ˇ � e�R˛˛˛˛t : (11.17)

The whole OD(!) and FL(!) then satisfy

OD .!/ � !
X

˛
d2˛

Z 1

0

e�R˛˛˛˛t ; (11.18)

FL .!/ � !
X

˛
P˛d

2
˛

Z 1

0

e�R˛˛˛˛t � !
X

˛
d2˛

Z 1

0

e�R˛˛˛˛t : (11.19)

Predetermined accuracy could be achieved by integration over finite time interval
t 2 h0; t0i (instead of h0;1i). If

t0 � max ft˛g ; ˛ D 1; : : : ; 18; (11.20)

where t˛ satisfy condition (Q is arbitrary real positive number)

d2˛

�Z 1

0

dt e�R˛˛˛˛t 	
Z t˛

0

dt e�R˛˛˛˛t


D d2˛
e�R˛˛˛˛t˛
R˛˛˛˛

� Q

18!
; (11.21)
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i.e.

t˛ � 1

R˛˛˛˛
ln
18!d2˛
QR˛˛˛˛

; (11.22)

then deviations of OD(!) and FL(!) from precise values are not larger then Q.
OD(!) and FL(!) are therefore integrated as sums of contributions from individual
cycles of oscillation. These contributions are added until upper limit of integration
exceeds t0.

11.4 Results

Above mentioned uncorrelated static disorder in radial positions of molecules on the
ring has been taken into account in our simulations simultaneously with dynamic
disorder in Markovian approximation. Dimensionless energies normalized to the
transfer integral J12 D J0 in B850 ring from LH2 complex have been used.
Estimation of J0 varies in literature between 250 and 400 cm�1.

All our simulations of LH2 spectra have been done with the same values of J0

and unperturbed transition energy �E0 from the ground state, that we found for
LH2 ring in case of the nearest neighbour approximation model (J0 D 400 cm�1,
�E0 D 12; 300 cm�1) [23, 24].

Contrary to Novoderezhkin et al. [33], different model of spectral density (the
model of May and Kűhn [37]) has been used. In agreement with our previous results
[16, 17] we have used j0 D 0:4 J0 and !c D 0:212 J0 (see Eq. 11.15). The strength
of uncorrelated static disorder has been taken in agreement with [18]. That is why six
strengths�r D 0:01; 0:015; 0:02; 0:025; 0:03; 0:06 r0 are used in our simulations.

Resulting steady state fluorescence spectra FL(!) for B850 ring from LH2
complex averaged over 2,000 realizations of Gaussian uncorrelated static disorder
in radial positions of molecules on the ring at low temperature .kT D 0:1 J0/ for
both models (full Hamiltonian model and the nearest neighbour approximation one)
can be seen in Fig. 11.2. The same, but for room temperature .kT D 0:5 J0/, is
shown in Fig. 11.3. Figure 11.4 shows calculated absorption spectra OD(!) at low
temperature .kT D 0:1 J0/ for both models. The same, but for room temperature
.kT D 0:5 J0/, is drawn in Fig. 11.5.

For clarification of the spectral line splitting appearance for low temperature
(kT D 0:5 J0) in case of full Hamiltonian model (see Fig. 11.2), the distribution
of the quantity P˛d2

˛ (see Eq. 11.9) has been investigated. Here P˛ is the steady
state population of the eigenstate ’ and d2

˛ is the dipole strength of eigenstate ’.
Distributions of this quantity as a function of wavelength œ for low temperature
.kT D 0:1 J0/ and 2,000 realizations of Gaussian uncorrelated static disorder in
radial positions of molecules are presented in Fig. 11.6 (full Hamiltonian model)
and in Fig. 11.7 (the nearest neighbour approximation model). The same, but for
room temperature .kT D 0:5 J0/ can be seen in Fig. 11.8 (full Hamiltonian model)
and in Fig. 11.9 (the nearest neighbour approximation model).
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Fig. 11.2 Calculated FL(!) spectra averaged over 2,000 realizations of Gaussian uncorrelated
static disorder in radial positions of molecules on the ring ırn for low temperature kT D 0:1 J0
(six strengths�r D 0:01; 0:015; 0:02; 0:025; 0:03; 0:06 r0, full Hamiltonian model (FH)—solid
line, the nearest neighbour approximation model (NN)—dashed line)

Fig. 11.3 Calculated FL(¨) spectra averaged over 2,000 realizations of Gaussian uncorrelated
static disorder in radial positions of molecules on the ring ırn for room temperature kT D 0:5 J0
(six strengths�r D 0:01; 0:015; 0:02; 0:025; 0:03; 0:06 r0, full Hamiltonian model (FH)—solid
line, the nearest neighbour approximation model (NN)—dashed line)
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Fig. 11.4 Calculated OD(!) spectra averaged over 2,000 realizations of Gaussian uncorrelated
static disorder in radial positions of molecules on the ring ırn for low temperature kT D 0:1 J0
(six strengths�r D 0:01; 0:015; 0:02; 0:025; 0:03; 0:06 r0, full Hamiltonian model (FH)—solid
line, the nearest neighbour approximation model (NN)—dashed line)

Fig. 11.5 Calculated OD(!) spectra averaged over 2,000 realizations of Gaussian uncorrelated
static disorder in radial positions of molecules on the ring ırn for room temperature kT D 0:5 J0
(six strengths �r D 0:01; 0:015; 0:02; 0:025; 0:03; 0:06 r0, full Hamiltonian model (FH)—solid
line, the nearest neighbour approximation model (NN)—dashed line)
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Fig. 11.6 The distribution of the quantity P˛d2
˛ as a function of wavelength œ for low temperature

kT D 0:1 J0 and 2,000 realizations of Gaussian uncorrelated static disorder in radial positions of
molecules on the ring ırn—full Hamiltonian model

Fig. 11.7 The distribution of the quantity P˛d2
˛ as a function of wavelength œ for low temperature

kT D 0:1 J0 and 2,000 realizations of Gaussian uncorrelated static disorder in radial positions of
molecules on the ring ırn—the nearest neighbour approximation model



11 Computer Simulation of Emission and Absorption Spectra for LH2 Ring 231

Fig. 11.8 The distribution of the quantity P˛d2
˛ as a function of wavelength œ for room

temperature kT D 0:5 J0 and 2,000 realizations of Gaussian uncorrelated static disorder in radial
positions of molecules on the ring ırn—full Hamiltonian model

Fig. 11.9 The distribution of the quantity P˛d2
˛ as a function of wavelength œ for room

temperature kT D 0:5 J0 and 2,000 realizations of Gaussian uncorrelated static disorder in radial
positions of molecules on the ring ırn—the nearest neighbour approximation model
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11.5 Conclusions

Software package Mathematica was found by us very useful for the simulations
of the molecular ring spectra in case of static disorder in local excitation energies
and transfer integrals. But standard numerical integration method from Mathematica
does not provide satisfactory results in case of the static disorder in radial positions
of molecules on the ring and full Hamiltonian model. This problem has been solved
by use of our procedure created in Fortran.

We compare our new simulated steady state fluorescence and absorption spectra
for B850 ring from LH2 complex (full Hamiltonian model, static disorder in radial
positions of molecules on the ring) from two aspects. At first the comparison with
the spectra in case of the nearest neighbour approximation model (the same type
of static disorder) is done (see Figs. 11.2, 11.3, 11.4 and 11.5). Then we compare
simulated FL(!) and OD(!) spectra (full Hamiltonian model, static disorder in
radial positions of molecules on the ring) with our previous results (full Hamiltonian
model, static disorder in local excitation energies [28] and in transfer integrals [40]).
Following conclusions can be made.

General difference in fluorescence and absorption spectra is a shift of the spectral
line peak position to higher wavelength for full Hamiltonian model in comparison
with the nearest neighbour approximation model. Absorption spectral lines in
case of full Hamiltonian model are wider (in particular on the right hand side of
spectral profile) in comparison with the nearest neighbour approximation model.
For growing strength �r of static disorder, the absorption spectral peak positions
move to lower wavelength (especially for full Hamiltonian model). On the other
hand, any substantial shift is not visible for the fluorescence spectral line in case of
the nearest neighbour approximation model.

The most essential difference in case of low temperature .kT D 0:1 J0/ is
fluorescence spectral line splitting .�r 2 .0:01 r0; 0:03 r0// for full Hamiltonian
model. It is caused by different energetic band structure of full Hamiltonian model
in comparison with the nearest neighbour approximation model (see Fig. 11.1). In
case of the nearest neighbour approximation model any fluorescence spectral line
splitting is not visible. In case of room temperature .kT D 0:5 J0/, full Hamiltonian
model does not give substantially different fluorescence spectral lines in comparison
with the nearest neighbour approximation model and no splitting appears. The
reason is dependence of steady state populations P˛ on temperature. Also spectral
line widening due to dynamic disorder hides differences between both models. This
conclusion is supported by different distributions of the quantity P˛d2

˛ (see Eq. 11.9)
that can be seen in Figs. 11.6, 11.7, 11.8 and 11.9.

As concerns the comparison of the case with static disorder in radial positions
of molecules on the ring with other types of static disorder, following conclusion
can be done. Fluorescence spectral line splitting is also visible in case of static
disorder in local excitation energies [28] and in transfer integrals [40] (again for
full Hamiltonian model and low temperature kT D 0:1 J0). Comparable splitting
can be seen for the strengths� D 0:1 J0 (static disorder in local excitation energies
[28]), �J D 0:05 J0 (static disorder in transfer integrals [40]) and �r D 0:015 r0
(static disorder in radial positions of molecules on the ring).
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24. Zapletal, D., Heřman, P.: Simulation of molecular ring emission spectra: localization of exciton
states and dynamics. Int. J. Math. Comp. Sim. 6, 144–152 (2012)
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Chapter 12
On the Throughput of the Scheduler
for Virtualization of Links

Andrzej Chydzinski

Abstract We deal with the scheduler for virtualization of links. The scheduler
switches the service of the physical link between virtual links in constant time
intervals, thus providing the isolation of the performance between virtual links. Most
important characteristics of this scheduler are the throughput and delay of created
virtual links. In this paper we demonstrate how the throughput of a virtual link can
be controlled either by the virtual link buffer or the virtual link work phase.

Keywords Scheduler • Queue • Virtualization of links • Buffer size • Work
phase

12.1 Introduction

Network virtualization enables coexistence of multiple architectures on common
hardware, thus making possible creation of a new, versatile networking
paradigm [1, 2]. It has been widely discussed on Future Internet forums like
FIA, ETSI and ITU-T and included to proposed Future Internet architectures
in several large networking projects, including FIA MANA [3], AKARI
(http://akari-project.nict.go.jp/eng/index2.htm), GENI (http://www.geni.net/) and
IIP (http://iip.net.pl/).

Network virtualization techniques differ from each other either in the layer
of virtualization (which layer is virtualized in the stack), the components of the
infrastructure which are virtualized (nodes, links, other resources), the underlying
networking technology or in the devices used for virtualization purposes.

In this paper we deal with a link virtualization algorithm, proposed in [4], in
which all virtual links are given a constant time of the physical link in a cyclic
manner. This algorithm has been used in the IIP System [5], which was built within
the IIP project (http://iip.net.pl/), using devices described in [6]. The algorithm has
been also analyzed in [7, 8].
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In order to make the algorithm more useful in engineering, we have to be able
to programm the throughput of each virtual link via the system parameters. In this
paper we discuss how the throughput of a virtual link can be programmed using the
buffer size of the virtual link or, alternatively, the duration of the service phase of
this link in the physical link cycle.

In particular, in Sect. 12.2 the queueing model of the link virtualization scheme is
recalled. The analytical solutions of this model are summarized in Sect. 12.3. Then
it is demonstrated, how the throughput of a virtual link can be programmed using the
buffer size (Sect. 12.4), or the duration of the service phase of this link (Sect. 12.5).
The paper is concluded in Sect. 12.7.

12.2 The Queueing Model

Assume there are N independent Poisson streams of packets (customers) arriving
to a single physical link (service station). Each arrival stream is characterized by the
packet arrival rate, �i , and the packet length distribution, Di . Moreover, a separate
buffer for packets is assigned to each arrival stream. The size of the i -th buffer is
equal to bi packets. In these buffers the packets from the arrival streams are queued,
waiting for service (transmission through the physical link). If upon a packet arrival
the buffer is full, the arriving packet is dropped.

There is also a physical link of capacity C bits/s. All the queues are serviced by
the physical link in a cyclic way. Namely, to each queue a predefined constant work
time is assigned (work phase); the first one is serviced for W1 seconds, the second
one is serviced for W2 seconds and so on. After the last, N -th queue, the cycle is
repeated.

Obviously, the service time of a single packet (its transmission time) depends
on the packet length and equals dj =C for a packet of length dj . The following
convention is adopted: if the end of phase Wi occurs during the service of a packet,
the packet remains in the buffer and its service is repeated from the beginning in the
next cycle. This discipline is called the preemptive repeat-identical (PRI) discipline
(see [9]).

Within each queue the packets are serviced according to the natural discipline,
i.e. First-In-First-Out (FIFO).

12.3 Analytical Results

The queueing model presented in the previous section has been recently solved
in [8].

In this section we will recall the most important results of [8] without the proofs.
As the scheduler assures the performance isolation between the virtual links, each

virtual link can be treated as a separate system with vacations (more on the theory of
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such systems can be found in e.g. [10–16], while on their applications in [17–19]).
To avoid additional indexes, the results for one virtual will be presented. Of course,
the same formulas apply to all virtual links.

One particular virtual link is characterized by the following parameters:

• the length of the work phase (in seconds), denoted as W ,
• the length of the vacation phase (in seconds), denoted as V (we have V DP

i¤j Wi ),
• the capacity of the physical link (in bits/s), denoted as C ,
• the buffer size (in packets), denoted as b,
• the rate of the Poisson process (in packets), denoted as �,
• the distribution of packet lengths, denoted as D.

The distribution of packet lengths is characterized by M pairs:

D W .d1; p1/; : : : ; .dM ; pM /;
MX

iD1
pi D 1; (12.1)

where di is a packet length, whilst pi is the probability of length di . The mean
packet length equals

d D
MX

iD1
dipi :

It is assumed that the service phase is no shorter than the transmission time of the
largest possible packet, i.e.

maxfdi=C W i D 1; : : : ;M g � W:

The offered load of the virtual link is defined as:

� D � d
V CW

CW
:

By X.t/ the queue length at time t will be denoted.

12.3.1 Queue Length

In [8] is was shown that the stationary distribution of the queue length,

lim
t!1PfX.t/ D mg;
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does not exit. Instead, we can compute the distribution of the queue length at the
beginning of the vacation phase, i.e.:

qn D lim
k!1PfX.˛k/ D ng; n D 0; : : : ; b; (12.2)

where

˛k D .k 	 1/.V CW /; k � 1:

Set

Xk D X.˛k/; Sk D S.˛k/; k � 1;

where S.t/ is the number of the length of the packet serviced at time t . Namely, Sk
denotes the number of the length of the packet that could not be serviced in the k-th
work phase, due to forthcoming end of the phase. (We adopt the convention that
Sk D 0 means that after the k-th work phase there was no packets in the buffer.)

The pair .Xk; Sk/ is a two-dimensional Markov chain in space:

˝ D f.m; j / W m D 1; : : : ; b; j D 1; : : : ;M g [ .0; 0/:

In [8] it was proven that the transition probabilities for .Xk; Sk/ are the following:

Qn;i;m;j D

8
ˆ̂
<

ˆ̂
:

Pb
lD0 U0;0;l�l .W;m; j /;

if n D 0; i D 0;
Pb

lDn Un;i;l�l�1.W 	 di=C;m; j /;

if n > 0; i > 0;

(12.3)

where

Qn;i;m;j D PfXkC1 D m;SkC1 D j jXk D n; Sk D ig;

Un;i;l D

8
ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
<̂

ˆ̂
ˆ̂
ˆ̂
ˆ̂
ˆ̂
:̂

e��V .�V /l

lŠ
; if n D 0; i D 0; n � l < b;

P1
jDb

e��V .�V /j

j Š
; if n D 0; i D 0; l D b;

e��.VCdi =C /Œ�.VCdi =C /�l�n
.l�n/Š ;

if n > 0; i > 0; n � l < b;
P1

jDb�n
e��.VCdi =C /Œ�.VCdi =C /�j

j Š
;

if n > 0; i > 0; l D b;

0; otherwise:

(12.4)

and �n.t;m; j / is the probability that in the classic M=G=1=b queueing model
(without vacations) at time t the queue length ism and a packet of length dj is being
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transmitted. �n.t;m; j / can be calculated using the Laplace transform method—
detailed calculation can be found in [8]. (For more examples of the method used,
the reader is referred to [20–22].)

Using (12.3) we can calculate the stationary distribution of the chain .Xk; Sk/,
i.e.:

qn;i D lim
k!1PfXk D n; Sk D ig; .n; i/ 2 ˝; (12.5)

by exploiting the set of equations in the form:

bX

nD1

MX

iD1
qn;iQn;i;m;j C q0;0Q0;0;m;j D qm;j ; (12.6)

for 1 � m � b, 1 � j � M , and

bX

nD1

MX

iD1
qn;i C q0;0 D 1: (12.7)

By means of distribution qn;i we then get the main result:

qn D
8
<

:

q0;0; if n D 0;

PM
iD1 qn;i ; if 0 < n � b;

(12.8)

with the mean:

E.q/ D
bX

nD0
nqn: (12.9)

12.3.2 Throughput

Firstly, we define the loss ratio, LR, of a virtual link as the long-run fraction of
packets lost due to the buffer overflow. Then the throughput, � , of the link can
be defined as the percentage of the input traffic that is carried by the virtual link,
namely:

� D .1	 LR/ · 100%:

As the probability that an arriving packet is dropped does not depend on the length
of this packet, the loss ratio calculated for packets is equal to the loss ratio calculated
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for bytes. The same applies to throughput—it does not matter whether it is measured
in packets or bytes.

The formula for the loss ratio of a virtual link was proven in [8]. It has the
following form:

LR D 1

�.V CW /


 bX

nD1

MX

iD1

1X

jD0

bX

mD0
qn;iYn;i;m.j /

�
j C�m.W 	 di=C /

�

C
1X

jD0

bX

mD0
q0;0Y0;0;m.j /

�
j C�m.W /

��
; (12.10)

where

Yn;i;m.j / D

8
ˆ̂
ˆ̂
ˆ̂
<

ˆ̂
ˆ̂
ˆ̂
:

e��V .�V /m

mŠ
; if n D 0; i D 0; 0 � m � b; j D 0;

e��V .�V /bCj

.bCj /Š ; if n D 0; i D 0;m D b; j > 0;

e��.VCdi =C /Œ�.VCdi =C /�m�nC1

.m�nC1/Š ; if n > 0; i > 0; n	 1�m� b	1; jD0;
e��.VCdi =C /Œ�.VCdi =C /�b�nCj

.b�nCj /Š ; if n > 0; i > 0;m D b 	 1; j > 0;

0; otherwise:
(12.11)

and �n.t/ is the average number of losses in interval .0; t � in the classic M=G=1=b
queueing model (without vacations). The formula for �n.t/ with the proof can be
found in [8].

12.4 Controlling the Throughput Using the Buffer Size

In [8] several examples of calculations of the queue length distributions and loss
ratios for predefined virtual link parameters can be found. In this paper, the problem
is reversed: we search for buffers or work phases that provide some predefined loss
ratios (throughputs).

The simplest way to solve this problem is probing the space of buffer sizes or
work phases (or both) for a satisfactory solution.

In this section we will demonstrate this using the buffer sizes.
For example, consider the following situation with three virtual links created

on a physical link (see also [8]): the work phases of all virtual link are the same
(W1 D W2 D W3), the physical link capacity is equal to

C D 1Gb=s:

Moreover, the packet length distributions are different in each arrival stream. To
link 1 only 256-bytes-long packets arrive, to link 2 only 512-bytes-long packets
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Fig. 12.1 The throughput of links 1, 2 and 3 versus the buffer size. � D 0:80, W1 D W2 D W3 D
250�s

arrive. Finally, to link 3 the packets of length 40 bytes, 512 bytes and 1,500 bytes
arrive, following the distribution:

D W d1 D 40B; d2 D 512B; d3 D 1; 500B;

p1 D 0:494; p2 D 0:270; p3 D 0:236: (12.12)

Therefore, the mean packet length of the third link is

d D 512B:

We assume that the work phases are W1 D W2 D W3 D 250�s.
In Fig. 12.1, the dependence of the throughput on the buffer size for links 1, 2

and 3, is presented assuming the load offered to each virtual link of 0.80 (equivalent
to average input bitrate of 266.66 Mb/s on each link). As we can see, all the curves
approach 100 % for the buffer sizes over some threshold (e.g. about 70 in the case
of link 1). This is a consequence of a moderate load and its not a case for higher
load values.

As the curves are strictly increasing, we can check the buffer sizes for a minimal
buffer size which provides a predefined throughput.
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Table 12.1 Buffer sizes
guaranteeing the predefined
(or higher) throughput

Predefined throughput

Link 99.9 % 99.8 % 99.5 % 99 % 98 % 95 %

Link 1, 256B 82 80 76 73 69 63

Link 2, 512B 46 44 42 40 37 33

Link 3, distr. D 54 50 45 42 39 34

� D 0:80, W1 D W2 D W3 D 250�s

Table 12.2 The throughput and the average queue length for three
virtual links

Link Throughput Avg. queue length Stddev. queue length

Link 1, 256B 99.12 % 0.315 0.573

Link 2, 512B 99.23 % 0.353 0.683

Link 3, dist. D 99.10 % 1.174 2.663

� D 0:80, b1 D 73, b2 D 40, b3 D 42, W1 D W2 D W3 D 250�s

For instance, let us assume that we are searching for the buffer sizes which
guarantee the throughputs of 99.9, 99.8, 99.5, 99, 98 and 95 %.

Checking the resulting throughputs for buffer sizes in interval [30,90] we obtain
the results gathered in Table 12.1. Namely, Table 12.1 presents the minimal buffer
sizes that guarantee the predefined throughput. For instance, in order to have the
throughput no smaller than 99 % in all three virtual links, we have to provide the
following buffers: b1 � 73, b2 � 40, b3 � 42.

Detailed results for these minimal buffer sizes are presented in Table 12.2. The
exact throughputs are slightly higher than 99 %, which is to be expected—the buffer
sizes smaller by 1 give values slightly smaller than 99 %.

12.5 Controlling the Throughput Using the Work Phase
Duration

Similarly, we can obtain a predefined throughput manipulating the work phase.
However, this is different than manipulating the buffer size, because changing the
work phase of one virtual link we change also the whole cycle, thus influencing the
performance of other virtual links in an uncontrolled way. (This does not happen
when we change the buffer size.)

Moreover, the dependence of the throughput on the work phase duration can
be very irregular. For instance, in Figs. 12.2, 12.3 and 12.4, the dependence
of the throughput of virtual links 1, 2 and 3 on the work phase for � D 1

is depicted, respectively. Even in the case of simple distribution of the packet
size, like in Figs. 12.2 and 12.3, the curve is highly variable and non-monotonic.
It has an “increasing” part for short work phases, a “flat” part, and a “decreasing”
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Fig. 12.2 The throughput of link 1 versus its work phase duration (in microseconds). � D 1,
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Fig. 12.3 The throughput of link 2 versus its work phase duration (in microseconds). � D 1,
b2 D 50, W1 D W2 D W3
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Fig. 12.4 The throughput of link 3 versus its work phase duration (in microseconds). � D 1,
b1 D 50, W1 D W2 D W3
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part for long work phases. Moreover, the general shape is disturbed by a high-
scale sawtooth-like irregularities, a middle-scale irregularities (see Fig. 12.2 around
buffers sizes 45 and 90). This gets even more complicated, when the packet sizes
are distributed, as in Fig. 12.4—now the sawtooth have irregular heights. Moreover,
the maximum possible throughput is below 100 % and barely reaches 95%. This is
connected with the the bandwidth loss at the end of the work phase—large packets
are blocked because there is not enough time to transmit them within the current
work phase and the physical link is idle.

Nevertheless, obtaining a needed throughput by manipulating the phases is
possible, but more tricky than in the previous section. It is also easier for lower
load values.

To demonstrate this, let us assume again that we are searching for the work phases
which guarantee the throughputs of 99.9, 99.8, 99.5, 99, 98 and 95 % for load of
0.80.

We do not manipulate the buffer sizes now—they are set as follows. For the link
operating on 256-bytes-long packets the buffer is set to 100 packets, while the other
buffers are set to 50 packets. In this way the buffer sizes are similar, if measured in
bytes.

Probing the throughputs for the work phases in range [220�s, 420�s] we can
obtain Table 12.3, in which the work phases that provide the predefined throughputs
are presented. For instance, if we want to have the throughput of link 1 equal to
99:5%, we have to set W D 341�s and V D 682�s, i.e. W1 D W2 D W3 D
341�s.

Unfortunately, due to the reasons explained above, such parameterization gives
unspecified throughputs of other virtual links. Therefore, each entry in Table 12.3
should be treated as a separate parameterization of the scheduler, which guarantees
the throughput of one virtual link only.

However, using the structure of Table 12.3, we can manipulate (up to some
extend) the length of the work phases in such a way, that all three throughputs are
over the assumed threshold. For instance, from Table 12.3 we may expect that for
W1 D W2 D W3 D 293�s, not only the third throughput is 99:5%, but also the
first and the second are over 99:5%. Detailed results for three virtual links working
together, which are presented in Table 12.4, confirm this supposition.

Table 12.3 The work phase duration, W , guaranteeing the predefined (or
higher) throughput (�s)

Predefined throughput
Link type 99.9 % 99.8 % 99.5 % 99 % 98 % 95 %

256B packets, b D 100 316 325 341 355 373 405

512B packets, b D 50 280 292 313 331 353 393

D distributed packets, b D 50 221 254 293 319 346 389

� D 0:80, V D 2W
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Table 12.4 The throughput and the average queue length for three
virtual links

Link Throughput Avg. queue length Stddev. queue length

Link 1, 256B 99.985 % 0.327 0.629

Link 2, 512B 99.79 % 0.387 0.803

Link 3, dist. D 99.5 % 1.132 2.703

� D 0:80, b1 D 100, b2 D 50, b3 D 50, W1 D W2 D W3 D 293�s
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Fig. 12.5 The throughput of links 1, 2 and 3 versus the offered load (in percent). b1 D b2 D b3 D
50, W1 D W2 D W3 D 250�s

It must be stressed that the dependence of the throughput on the phase duration
may be highly variable and non-monotonic, especially for short phases. In other
words, a longer work phase does not necessary mean a higher throughput. Thus each
parameterization, that we expect to produce satisfactory results, should be carefully
checked, as it was done in Table 12.4.

12.6 Throughput Versus the Offered Load

Finally, it is worth recalling that the throughput of a virtual link depends on the load
offered to this link. The dependence of the throughput on the offered load for links
1, 2 and 3 and W1 D W2 D W3 D 250�s is depicted in Fig. 12.5.
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Table 12.5 The throughput and the average queue size for three virtual links and
� D 0:80

Link Throughput Avg. queue length Stddev. queue length

Link 1, 256B 99.85 % 1.280 2.083

Link 2, 512B 99.77 % 2.965 3.554

Link 3, distr. D 95.69 % 6.614 5.687

b1 D b2 D b3 D 20, W1 D W2 D W3 D 32�s

Table 12.6 The throughput and the average queue size for three virtual links
and � D 0:50

Link Throughput Avg. queue length Stddev. queue length

Link 1, 256B 99.99996 % 0.194 0.462

Link 2, 512B >99.99999 % 0.273 0.625

Link 3, D 99.99509 % 0.778 1.629

b1 D b2 D b3 D 20, W1 D W2 D W3 D 32�s

In some cases, where the buffers are small and the work phases are short, we
may use the load to control the throughput. This is demonstrated in the following
example. Assume that the buffer sizes are b1 D b2 D b3 D 20 and the work
phases are W1 D W2 D W3 D 32�s. The results for � D 0:80 are presented in
Table 12.5. As we can see, the throughput of the scheduler is quite low–it is below
96 % in link 3. Now assume that and the buffer sizes and the work phases cannot be
manipulated for some reasons. Therefore the only way to improve the throughput is
to decrease the load of virtual links. In Table 12.6 the sample results (for the load
reduced to 0.50) are presented. As we can see, the throughput is at least 99.99509 %
now.

12.7 Conclusions

In the paper we dealt with a scheduler for creating several virtual links on a physical
link by assigning constant service time for each virtual link in a cyclic manner. It
was demonstrated how the throughput of a virtual link can be set either using the
buffer size of the virtual link or the length of the work phase of this link.

Acknowledgements This is an extended version of the paper [23] presented during International
Conference on Applications of Computer Engineering in Lisbon, October 2014.
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Chapter 13
A Simulation Study on Generalized Pareto
Mixture Model

Mustafa Cavus, Ahmet Sezer, and Berna Yazici

Abstract The Generalized Pareto Distribution is commonly used for extreme
value problems. Especially, the values which exceed the finite threshold, is the
focus in extreme value problems like in insurance sector. The Generalized Pareto
Distribution is well approach for modeling the samples which include these extreme
values. In the real life, samples are heterogeneous. In such cases, the mixture models
are better way for modeling the data. In this study, we generate random samples
from the Generalized Pareto Mixture Distribution for modeling of heterogeneous
data. For this purpose, we use two different Generalized Pareto Distribution as
components of the Generalized Pareto Mixture Distribution. For generating random
samples, The Inverse Transformation Method is used in the simulation study. The
parameters of the mixture models are shape, scale and location are fixed. After
generating random samples, Chi-Square Goodness-of-Fit Test is used for checking
whether the generated samples are distributed based on the Generalized Pareto
Distribution. R-Statistical Programming Language is used in simulation study.

Keywords The Generalized Pareto Mixture Distribution • Mixture models • The
Inverse Transformation Method • Chi-Square Goodness-of-Fit Test • Generating
random samples • Pareto Distribution

13.1 Motivation

The aim of this study is that generating random samples from Generalized Pareto
Mixture Models safely. Because, in the applications of extreme value problems
Generalized Pareto Distribution is used commonly. These applications usually intent
with heterogeneous data. For modeling the heterogeneous data, mixture models
is very important solution. Also constructing the mixture models can be handle
safely. For this aim, in this study is focused on the generating random samples
from Generalized Pareto Mixture Models for modeling the heterogeneous data.
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The inverse transform method is chosen for the application part of the study.
Lastly the important point of this study is that the show the goodness-of-fit test
for generated random samples.

13.2 Introduction

The Generalized Pareto Distribution (GPD) was introduced by Pickands [1]. Then
further studied was worked by Davison [2], Castillo [3, 4]. Mierlus-Mazilu studied
on generalized pareto distribution, especially on generating random samples from it
by the inverse transformation method [5]. However, he did not use any goodness-
of-fit test for the generated random samples.

The generalized pareto distribution is very important tool for modeling of
economical, financial and insurance data [9	11]. The companies are especially
work on these areas want to plan their financial parameters. For instance, the
financial crisis or same cases which are unexpected events can be damage to the
company. Thus, to isolate the damaged case companies should model the extreme
events with the statistical distributions. By this way, companies can predict the
extreme and damaged events for their financial balance.

In this study, we focused on how to generate random samples from the
generalized pareto mixture model and especially we test whether they fit well
the generalized pareto mixture model by chi-squared goodness-of-fit test. The
generalized pareto mixture model is important tool when the data has heterogeneous
distribution. In real life, the risks in the financial sector can be heterogeneous
dispersion so the generalized pareto mixture model is used on these areas.

By now, Chi-Square goodness-of-fit test was not used in studies which are related
generating random samples from mixture models. For example, Beirlant used the
Jackson statistics as a goodness-of-fit test for the generated random samples from
Pareto-type behavior [6]. In the study, it is claimed that the log-transformed Pareto
random variables are exponentially distributed and Jackson statistics, originally
proposed as a goodness-of-fit statistics for testing exponentially.

13.3 Generalized Pareto Mixture Model

13.3.1 Pareto Distribution

Pareto Distribution is generally used for modeling of the data which is consists of
income. It was proposed by an Italian economist and sociologist Vilfredo Frederico
Damaso Pareto (1897). This distribution is constructed on Pareto Principle. Based
on Pareto Principle, a large portion of wealth of many societies is owned by a smaller
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Fig. 13.1 Probability density function of pareto distribution with different parameters

percentage of the people in that society. This principle is explained more simply as
80-20 rule which says that 20 % of the population owns 80 % of the wealth [7].

Pareto Distribution is also useful for modeling of finance, actuary and economics.
It can be used many situations in which an equilibrium is found in the distribution
of the small to the large.

The probability density function of Pareto Distribution:

f .x/ D ˛ˇ˛

xaC1
; 0 < ˇ � x; ˛ > 0 (13.1)

The Pareto Distribution is characterized by ’ is shape parameter which is positive
and “ is scale parameter which measures the heaviness in the upper tail as can be
seen Fig. 13.1. Mostlyused notation of Pareto Distribution is P(“, ’) with shape
parameter “ and scale parameter ’.

13.3.2 Generalized Pareto Distribution

Generalized Pareto Distribution is one of the most preferred method for modeling
of Extreme Value problems. Extreme Value Theory interests in the values of
the function which exceed the finite threshold. Especially in actuarial sector, the
payments of companies consist regular policies which are in expected limits. If
the unexpected events are occurred, the payments of companies can be rise up
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extremely. Thus the insurance companies need to model of rare events which are
very important on payments.

Let X is a random variable of F distribution. The interested values are exceed
the finite threshold of this distribution. Generalized Pareto Distribution applies in
modeling of this values which are named rare events. These values constructs of the
right tail of the distribution line.

The Generalized Pareto Distribution was introduced by Pickands [1] and has
been further studied by Davison [2], Castillo [3, 4]. It has a wide application area in
economics, insurance and finance.

The probability density function of Generalized Pareto Distribution:

p.x/ D 1

ˇ

�

1C ˛ .x 	 �/

ˇ

	�1
˛ �1

(13.2)

The Generalized Pareto Distribution is characterized by ’ is shape parameter
which domain is negative infinity to positive infinity. “ is scale parameter which
measures the heaviness in the upper tail. � is location parameter can be explains as
the threshold.

13.3.3 Mixture Models

In statistics, there are many available method for modeling the data. These methods
are named as statistical distributions. Statistical distributions are classifying to
discrete probability distribution and continuous probability distributions. Data
analysis used these statistical distributions which is appropriate to data’s behavior.
All analysis want to describe the data is concerned optimally. Occasionally, some
data’s can be distributed in different clusters that as seen on the distribution graph
of the data. This difference also can be named as heterogeneity on the distribution.
In such cases there is a new approach of modeling these data is known as the
mixture models in literature. The Mixture Models provide a natural representation
of heterogeneity in a number of clusters.

Mixture Models provide a method of describing more complex probability dis-
tributions which is mentioned earlier as clusters, by combining several probability
distributions. The combining probability distributions can be same distributions
with different parameters and also different distributions. These distributions are
combined with mixture weights. The notation of the probability distribution of the
mixture models:

P
�
x
ˇ
ˇ
ˇ	1; 	2; : : : ; 	k

�
D P

�
x
ˇ
ˇ
ˇ	i

�
D

kX

iD1
wiP

�
xi

ˇ
ˇ
ˇ 	i

�
(13.3)
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The Mixture Models are weighted with wi parameters are defined the weights
of each component distributions. 	 i is defined as the parameter of the component
distribution. In the formula, there is only a parameter, it can be differ according to
the component distributions.

The distribution can be constructed by combining of two or more probability
density function. Defining of the component distributions is related to data analyst
and his own experience. Plot of the data is very useful tool for defining of the
component distribution.

The advantages of mixture models can be explained with four main titles. First,
component distributions can be multimodal. Second, the mixture model cover the
data well to standard models. Third, it includes well-studied statistical inference
techniques available. Last one is flexibility in choosing the component distributions.

13.3.4 Generalized Pareto Mixture Model

Generalized Pareto Mixture Model (GPMM) is a parametric probability density
function represented as a weighted sum of Generalized Pareto component densities.
It is a weighted sum of k component Generalized Pareto densities as given by the
equation:

P
�
x
ˇ
ˇ
ˇ �1; �2; : : : ; �k I˛1; ˛2; : : : ; ˛k Iˇ1; ˇ2; : : : ; ˇk

�
D P

�
x
ˇ
ˇ
ˇ �i ; ˛i ; ˇk

�

D
kX

iD1
wiP

�
xi

ˇ
ˇ
ˇ�i ; ˛i ; ˇi

�

(13.4)

where x is a data vector, wi D 1; 2; : : : ; k; are the mixture weights and

P
�
xi

ˇ
ˇ
ˇ�i ; ˛i ; ˇk

�
, i D 1, 2, : : : , k are the component Generalized Pareto densities.

Each component density is a Generalized Pareto probability density function of the
form:

P
�
xi

ˇ
ˇ
ˇ�i ; ˛i ; ˇi

�
D 1

ˇi

�

1C ˛i .x 	 �i/
ˇi

	�1
˛i
�1

(13.5)

where �i are location parameters, ˛i are shape parameter and ˇi are scale parameter
of the Generalized Pareto probability density function. The mixture weights satisfy

the constraint that
Xk

iD1wi D 1.
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13.4 Simulation Study

13.4.1 Inverse Transformation Method

Generating random samples is one of the most important subject in simulation
studies. Researchers often refer generating random samples for their studies.
Simulation study is not a proof for the problems but it can be preferable way for
demonstrating some facts.

There are several methods are used for generating random samples. Purpose
of applying these methods is to generate random samples from an arbitrary
distribution. Most of them are quite complex and requiring computer support. Some
of them can be easier for researchers. One of the simple methods is the inverse
transformation.

The Inverse Transformation Method applies with the uniform distribution. After
the calculation of cumulative probability function of intended distribution, random
samples can be generated with the inverse transformation of random samples which
are generated from uniform distribution.

Let X be a random variable with cumulative distribution function is F. F is a
nondecreasing function, the inverse function F�1 may be defined as:

F �1 D inf fx W F.x/ � yg ; 0 � y � 1 (13.6)

Let u � Uniform .0; 1/. The cumulative distribution function of the inverse
transform F �1.u/ is given by

P
�
F�1.u/ � x

� D P .u � F.x// D F.x/ (13.7)

Thus, to generate a random variable X with cumulative distribution F, draw u �
Uniform .0; 1/ and setX D F�1.u/. This leads to the general method for generating
random samples from an arbitrary cumulative probability distribution F [8].

Algorithm:

1. Generate u � Uniform .0; 1/.
2. Set X D F�1.u/.

Requirements for applying the inverse transformation method:

1. The cumulative probability function of intended distribution F must be nonde-
creasing.

2. The inverse of the cumulative probability function of intended distribution F�1
must be found analytically.
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13.4.2 Chi-Square Goodness-of-Fit Test

In the simulation study, generated random samples must be check by a goodness-
of-fit test be certain of belong the indented distribution. For this purpose, chi-square
goodness-of-fit test is used in R.

Chi-square goodness-of-fit test calculate a test statistic from the differences
between observed frequencies and expected frequencies of theoretical distribution.
The cumulative probability function of the theoretical distribution is used for
calculating the expected frequencies. The test statistics is calculated below:

�2 D
kX

iD1

.Obs:F:i 	 Exp:F:i /
2

Exp:F:i
(13.8)

The result is calculated from the formula is named as chi-square test statistics. This
is compared with chi-square table value and then the conclusion is defined about the
hypotheses.

In this study, every sample is divided ten groups. Then the observed frequencies
of these groups are compared with expected frequencies. Ten group is used because
it is optimal for many sample size. It is decided after the control of the simulation
study.

13.4.3 Numerical Results

In the application part of this study, the random samples are generated from GPMM
by the inverse transformation method. For this, R is used. In R code, the three-
parameters of the distribution are fixed when the random samples are generated.
The mixture weights are used as 0.3 and 0.7.

Algorithm:

1. Generate

u � Uniform .0; 1/

2. If u � w1 then set X D F �11 .u/
Else (or u > w1) then set X D F�12 .u/.

According to the application:

1. Generate u � Uniform .0; 1/

2. If u � 0:3 (or u > 0:7) then set X D F�11 .u/ D �1 C ˇ1Œ.1�u/�˛1�1�
˛1

Else u > 0:7 (or u > 0:3) then set X D F�12 .u/ D �2 C ˇ2Œ.1�u/�˛2�1�
˛2

.
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By these fixed parameters and values, the algorithm is repeated 1,000 times in
R with different sample sizes and the appropriate samples which have appropriate
distribution are detected according to the level of significance 0.05. The success
ratio of the results are showed as (successful trials/all trials) in Table 13.1. Each
cell shows the success rate of the generated random samples which are passed the
goodness-of-fit test successfully.

As you seen on the table of the results, if the sample size is 100, the generated
random samples distribute generalized pareto with three-parameters appropriately
more than 90 % success with significance level is 0.05. If the sample size is
increased, the success of the generator is be higher.

After the seeing accordance of the generator we can generate the random
samples from the GPMM. According to the algorithm, the generalized pareto
distributions which are shown in Table 13.1 third and fourth distributions are
mixtured with mixture weights are 0.3 and 0.7 is used for generating random
samples. Then generated random samples are shown in Fig. 13.2. In Fig. 13.3, first
and second distributions are mixtured with mixture weights are 0.3 and 0.7 is used
for generating random samples and the result is shown.

13.4.4 Performance of the Generator

Table 13.1 The results of
chi-square test

Shape Scale

Location nD 10 nD 20 nD 50 nD 100

5 0.673 0.785 0.845 0.9

2

1
3 0.771 0.849 0.889 0.91

1.3

0.5
14 0.299 0.619 0.779 0.842

4

2
4 0.683 0.813 0.872 0.906

5

0.9

In Section 4.3 of the simulation study, we can use the inverse transform method for
generating random samples. Also, we can generate random samples with different
parameters. In this section, we examine the effect of changes in parameters on the
success rate of the generator. For this, the success rates values are calculated with
different parameters. Results are compared with the different combinations.
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Fig. 13.2 Distribution
function of mixtured GPD 3
and 4 in Table 1
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In Table 13.2, there are the success rates of the different parameters combinations
in the narrow range. According to result, we can say that shape parameter has an
effect on the success rates of generator in the narrow range.

In Table 13.3, same procedure is followed in Table 13.2 but in the wide range.
Parameters are changed in the wide range. This is shown that the shape parameter
is most effect parameters on the success rate of generator. If the shape parameter is
increased in the wide range, the success rate of the generator is decreasing. But it is
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Table 13.2 Success rates of the generator when changes in parame-
ters in narrow range

Parameters ˛ D 1

ˇ D 1

� D 1

˛ D 2

ˇ D 2

� D 1

˛ D 2

ˇ D 2

� D 1

˛ D 1

ˇ D 1

�D 2

˛ D 2

ˇ D 2

� D 2

Success rate 0.902 0.91 0.91 0.902 0.91
Parameters ˛ D 3

ˇ D 2

� D 2

˛ D 3

ˇ D 3

� D 2

˛ D 3

ˇ D 3

� D 3

˛ D 4

ˇ D 3

�D 3

˛ D 4

ˇ D 4

� D 3

Success rate 0.91 0.91 0.91 0.906 0.906

Table 13.3 Success rates of the generator when changes in
parameters in wide range

Parameters ˛ D 9

ˇ D 1

� D 1

˛ D 15

ˇ D 1

�D 1

˛ D 9

ˇ D 7

� D 1

˛ D 15

ˇ D 7

� D 1

˛ D 9

ˇ D 1

� D 6

Success rate 0.874 0.832 0.874 0.832 0.874
Parameters ˛ D 1

ˇ D 7

� D 1

˛ D 1

ˇ D 12

� D 1

˛ D 9

ˇ D 7

� D 6

˛ D 9

ˇ D 12

� D 1

˛ D 15

ˇ D 7

�D 1

Success rate 0.902 0.902 0.874 0.874 0.832
Parameters ˛ D 1

ˇ D 1

� D 6

˛ D 1

ˇ D 1

� D 10

˛ D 9

ˇ D 1

� D 6

˛ D 9

ˇ D 7

� D 6

˛ D 9

ˇ D 7

� D 10

Success rate 0.902 0.902 0.874 0.874 0.874

just about 0.03 %. Changes in the scale parameter have no important effect on the
success rate of the generator. Mathematically, it is same for location parameter. As a
result, shape parameter has an important effect on the success rate of the generator.

13.5 Conclusions

Researchers are faced with homogeneous data in their studies. They can model these
data with a known distribution. In the growing research work area, the modeling
might be easy like this. There are many data which are heterogeneous in many
areas. In these cases, the mixture models can be more appropriate for modeling the
data.

In this study, the GPMM is constructed with finite mixture weights with two
components. After this, the random samples are generated from this mixture model.
The results are tested with chi-squared goodness-of-fit test, and the success rate of
the inverse transformation method is shown in Table 13.1 with significance level is
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0.05. In this test, the components of mixture model are tested separately. After the
seeing the success of the method, the generated random samples’ graphs are drawn
in Figs. 13.1 and 13.2.

As a result, the inverse transformation method is useful way for generating
random samples from the generalized pareto distribution. After researchers obtain
the success of the generator, the mixture model is used for generating random
samples with mixture weights. We can say that the random samples from GPMM
can be safely generated by the inverse transformation method.
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Chapter 14
Lecture Notes in Computer Science: Statistical
Causality and Local Solutions of the Stochastic
Differential Equations Driven with
Semimartingales

Ljiljana Petrović and Dragana Valjarević

Abstract The paper considers a statistical concept of causality in continuous
time between filtered probability spaces which is based on Granger’s definition
of causality. Then, the given causality concept is connected with a local weak
solutions of the stochastic differential equations driven with semimartingales. Also,
we establish connection between the local solution and the local weak solution.

Keywords Filtration • Causality • Local weak solution

14.1 Introduction

The concept of local weak solutions were investigated by many scientists. In this
paper we consider a local weak solutions of the stochastic differential equations
driven with semimartingales.

In Sect. 14.2 we give some definitions and basic properties of the causality
concept (see [1–5]). The given causality concept is closely connected to the
orthogonality of local martingales (see [6]) and with stable subspaces of Hp

which contains right continuous modifications of martingales (see [7]). Also, the
preservation of the martingale representation property, if the information �-algebra
decreases is shown to be strongly connected to the concept of causality (see [6]).
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In Sect. 14.3 we give a definition of local weak solution (in terms of causality)
for stochastic differential equation (introduced in [8])

�
dXt D ut .X/dZt
X0 D x0

(14.1)

where Zt is a semimartingale (with Z0 D 0), ut .X/ is .FZ;X
t /-predictable process.

Definitions of local strong and local weak solutions, using the standard methods, are
given in [9]. This method involves enlarging of the probability space and showing
that a weak solution exists on the enlarged space, with an argument that the new
semimartingale is in a reasonable sense “the same” as the original semimartingale.
In this paper we give a definition of local weak solutions using the concept of
causality, according to Definition of weak solution for the Eq. (14.1) given in
[2, 4, 10].

The concept of local weak solutions for equations driven by process of Brownian
motion, their existence, uniqueness and connection with strong solutions, have been
studied in [11, 12]. In [11] those results are connected with a model for the stochastic
evolution of forward rate curves.

14.2 Concept of Statistical Causality

The study of Granger-causality has been mostly concerned with time series. But,
many of the systems to which it is natural to apply tests of causality, take place in
continuous time, so we will consider continuous time processes.

A probabilistic model for a time-dependent system is described by .˝;F ;Ft ; P /,
where .˝;F ; P / is a probability space and fFt ; t 2 I g is a “framework” filtration,
i.e. .Ft / are all events in the model up to and including time t and .Ft / is a subset of
F . We suppose that the filtration .Ft / satisfy the “usual conditions”, which means
that fFt ; t 2 I g is right continuous and each .Ft / is complete.

An analogous notation will be used for filtrations H D fHtg, G D fGt g.
A family of �-algebras induced by a stochastic processX D fXt; t 2 I g is given

by FX D fFX
t ; t 2 I g, where .FX

t / D �fXu; u 2 I; u < tg; being the smallest
�-algebra with respect to which the random variables Xu; u 6 t are measurable.
The process Xt is .Ft /-adapted if .FX

t / � .Ft / for each t .
The intuitively plausible notion of causality for families of Hilbert spaces is given

in [13, 14] and generalized in [3]. It is natural to introduce the following definition
of causality between filtrations.

Definition 1 (Compare with [3, 14]). It is said that G causes H within F relative
to P (and written as H j< GI F; P ) if .H1/ � .F1/, G � F and if .H1/ is
conditionally independent of .Ft / given .Gt / for each t . If there is no doubt about
P , we omit “relative to P ”.
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If G and F are such that G j< GI F, we shall say that G is its own cause within F
(compare with [15]).

The assertion G j< GI FIP implies that Gt D Ft \ G1 for every t > 0. Also,
.Gt / is a filtration generated by the continuous martingales of the formMt D P.A j
Ft /; A 2 G1 (see [16]).

This definition can be applied to stochastic process: it will be said that stochastic
processes are in a certain relationship if and only if the corresponding induced
filtrations are in this relationship. For example, .Ft /-adapted stochastic process Xt
is its own cause if FX D .FX

t / is its own cause within F D .Ft / i.e. if

FX j< FX I FIP:

Let T be a stopping time. With stopping times can be defined stopped variables,
stopped processes and the stopped �-algebras.

Definition 2 ([9]). Let X be a stochastic process and let T be a stopping time.

1) By a stopped or a truncated process we mean the process

XT D fXt^T j t 2 RCg:

2) The random variable XT .!/ D X.T .!/; !/ is called a stopped variable.
3) The stopped �-algebra FT is the set of events A 2 F1 for which

FT D �fA 2 F1 W A \ fT 6 tg 2 Ft ;8t > 0g:

We give now the characterization of causality using stopping times—a class of
random variables that plays the essential role in the Theory of Martingales (see
[17]). More precisely, we define causality using �-fields associated to stopping
times.

Theorem 1 ([16, 18]). Let X D fXtg is .Ft /-adapted stochastic process and G �
F. The filtration G causes FX within F, i.e. FX j< GI FIP if and only if one of the
following properties is satisfied:

(i) .FX1/ is conditionally independent of .Ft / given .Gt / for each t , i.e. FX1 ?
Ft jGt for each t .

(ii) For any stopping time S relative to filtration G, FX1 ? FS jGS .
(iii) For any stopping time T relative to filtration FX and any stopping time S

relative to filtration G, FX
T ? FS jGS .

(iv) There exists an increasing sequence of stopping times fTng (depending on X ),
such that limn Tn D 1 a.s.and that for each n holds FX

Tn
? HT j GT :

Theorem 2 ([9]). Let T be a stopping time. Then

Z t^T

0

Hs.X/dZs D
Z t

0

Hs.X/I fs 6 T gdZs D
Z t

0

Hs.X/dZs^T :
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14.3 Local Solution and Local Weak Solution

In this section we introduce the notion of local solution and local weak solution.
As a start we give three basic canonical spaces, as introduced in [8, 19].

14.3.1 The Canonical Space of Driving Processes

Let . P̋ ; PF ; PFt ; PP / be a filtered probability space on which is defined the driving
process PZ (with PZ0 D 0: Then PF D �f PZs; s > 0g and . PFt / D T

s>t �f PZr;
r 6 sg ) . PFt / D .F PZt / ) PF D F PZ (where PF D f PFgt>0). PT is a stopping

time relative to .F PZt /.

14.3.2 The Canonical Space of Solutions

Let . Ő ; OF ; OFt ; OP / be a filtered probability space on which is defined the solution
process OX . Then we have OF D �f OXs; s > 0g and . OFt / D T

s>t �f OXr; r 6 0g, that

is . OFt / D .F OXt / ) OF D F OX (where OF D f OFtgt>0/.

14.3.3 The Joint Canonical Space

We consider the product space .˝;F ;Ft ; P /, where is:

˝ D P̋ � Ő I F D PF ˝ OF I Ft D
\

s>t

. PFs ˝ OFs/

and F D fFtgt>0. Let

P' W ˝ ! P̋ with P'. P!; O!/ D P!;
O' W ˝ ! Ő with O'. P!; O!/ D O!;

be the projection mappings. We denote by Z and X processes on ˝ such that

P'.Z/ D PZ I O'.X/ D OX
and for stopping time T is P'.T / D PT . We also, have

P'.F/ D PF D FZ and O'.F/ D OF D FX :

The coefficient ut .X/ which is .Ft /-predictable and bounded process on ˝ is
defined on this space.
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We associate to semimartingale Z a triplet .A; C; �/ which is called a local
characteristics of Z. The concept is carried over from [19, 20].

Let us consider a stochastic differential equation (as introduced in [8]):

�
dXt D ut .X/dZt
X0 D x0

(14.2)

This equation is interesting mostly because solutions of this equation are semi-
martingales.

Notion of local strong solution and local weak solution of the Eq. (14.2) is
introduced in [9, 21].

Due to introduced canonical space of the driving process and considering the
Definition 3.5 in [19], we introduced next definition of the local strong solution.

Definition 3 (Compare with [8, 19]). . PX; PT / is a local solution on the driving
system . P̋ ; PF ; PFt ; PP ; PZ/ if PT is . PFt /-stopping time and PX is a right continuous
and left hand limited PF-adapted process which satisfy the equation

Xt^T D x0 C
Z t^T

0

us.X/dZs (14.3)

up to PP -evanescent set.

By PX we denote the mapping P̋ ! Ő defined by PX. P!/ D O!, and ut .X/ is
.Ft /-predictable process.

Next Definition gives a local weak solutions for Eq. (14.2) on a joint canonical
space, due to Definition 1.7 in [8].

Definition 4 (Compare with [8, 19]). A local weak solution of Eq. (14.2) is a
probability measure P on .˝;F/ which satisfies:

1) P ı P'�1 D PP ,
2) Z is a semimartingale on .˝;F ;Ft ; P / keeping all the local characteristics,
3) T is .FZ;X

t /-stopping time,
4) X is adapted process and satisfy the Eq. (14.3).

On the joint canonical space .˝;F ;Ft ; P / we define T as a stopping time

relative to .F PZ;X
t /, or T W ˝ ! Œ0;C1� is a random time and it is a stopping

time if

f. P!; O!/IT . P!; O!/ 6 tg 2 FZ;X
t ; t 2 Œ0;C1�:

Using the projective mapping P' W ˝ ! P̋ , we have that P'.T / D PT ; PT W P̋ !
Œ0;C1� and P'.T / D P'.T . P!; O!// D PT . P!/ or
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f!IT .!/ 6 tg 2 FZ;X
t () f. P!; O!/IT . P!; O!/ 6 tg 2 FZ;X

t

() P' .f. P!; O!/IT . P!; O!/ 6 tg/ 2 P'
�
FZ;X
t

�

() f P!I PT . P!/ 6 tg 2 PFt D F PZt :

In other words P'.T / D PT is .FZ
t /-stopping time.

Using the fact that T is .FZ;X
t /-stopping time, by Proposition 4.6 in [19] and

Theorem 1, the conditions (2) and (3) from Definition 4, can be replaced with

FZ j< FZI FT IP or

8A 2 .FZ1/ P.A j FZ
t / D P.A j Ft^T /:

Now, based on definition of regular weak solution (introduced in [4, 10]) and
using the connection between the solution measure and conditional expectation (see
Proposition 4.6 in [19]) we can give the definition of local weak solution using the
concept of causality.

Definition 5. An object .˝;F ;Ft ; P;Xt ; Zt ; T / is a local weak solution of
Eq. (14.2) if

1) �Z.A/ D P fZ 2 Ag coincides with predetermined measure on the function
space where Z takes values;

2) FZ j< FZI FT IP or

8A 2 .FZ1/ P.A j FZ
t / D P.A j Ft^T /;

3) T is .FZ;X
t /-stopping time (called the lifetime of X );

4) X is adapted and satisfy the Eq. (14.3).

If T D 1 we just refer to .˝;F ;Ft ; P;Xt ; Zt / as weak solution of the
Eq. (14.2) (defined in [4, 10]).

The following theorem gives the connection between regular weak solution and
weak local solution.

Theorem 3. If T is .FZ;X
t /-stopping time then the following two assertions are

equivalent:

a) .˝;F ;Ft ; P;Xt ; Zt / is regular weak solution of Eq. (14.2);
b) .˝;F ;Ft ; P;Xt ; Zt ; T / is local weak solution of Eq. (14.2).

Proof. Using the definition of regular weak solution (see Definition in [4, 10]) we
see that the difference is only in the fourth condition, because we already have
assumption that T is .FZ;X

t /-stopping time.
Regular weak solution of Eq. (14.2) must satisfy the equation:

Xt D x0 C
Z t

0

us.X/dZs (14.4)
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but local weak solution must satisfy the equation

Xt^T D x0 C
Z t^T

0

us.X/dZs:

If .˝;F ;Ft ; P;Xt ; Zt / is a regular weak solution then for t 6 T local weak
solution satisfy the Eq. (14.4), but for T 6 t local weak solution must satisfy the
equation

XT D x0 C
Z T

0

us.X/dZs:

According to Theorem 2 it follows that

XT D x0C
Z T

0

us.X/dZs D x0C
Z t

0

us.X/I fs 6 T gdZs D x0C
Z t

0

us.X/dZs^T :

The same equality holds for T 6 t the previous equation is obviously
satisfied because .˝;F ;Ft ; P;Xt , Zt / is a regular weak solution. So,
.˝;F ;Ft ; P;Xt ; Zt ; T / is a local weak solution of the Eq. (14.2).

Conversely, it is obviously satisfied if we set T D 1.

14.4 Some Practical Applications

Causality is a topic which nowadays receives much attention. Many scientist in
statistics, social science, computer science (especially those in artificial intelli-
gence), econometrica, medicine and philosophy are investigating questions like
“what would have happened if” and “what would happen if”.

Causality is, in any case, a prediction property and the central question is: is it
possible to reduce available information in order to predict a given filtration?

The study of Granger-causality has been mainly preoccupied with time series
(see seminal paper Econometrica, 1969) and was first extended to a Markov chains,
and later to more general stochastic processes.

We shall instead concentrate on continuous time processes. Many of systems to
which it is natural to apply tests of causality, take place in continuous time. For
example, this is generally the case within economy.

Continuous-time concepts of causality become more and more frequent in
econometric practice. Let us mention some important fields of applications. In labor
economics, duration models, Markovian and, more generally, counting processes
appear to be powerful tools describing individual mobilities between participation
states, or to analyze cohort data in demographics. At the same time, modern finance
theory uses extensively diffusion processes.
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Also, the continuous time concepts of causality are relatively easy to deal with in
the context of processes admitting a (Gaussian) continuous time invertible moving
average (CIMA) representation, which are particular cases of the MAR processes
(i.e., processes with moving average representation).

Models based od stochastic differential equations are frequently used in many
areas, such as climate science, pollution, traffic monitoring and ecology [22, 23].

Acknowledgement The work is supported by the Serbian Ministry of Science and Technology
(Grants 044006 and 179005).
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Chapter 15
A Mathematical Model to Optimize Transport
Cost and Inventory Level in a Single Level
Logistic Network

Laila Kechmane, Benayad Nsiri, and Azeddine Baalal

Abstract This paper proposes a mathematical model that minimizes transportation
costs and optimizes distribution organization in a single level logistic network. The
objective is to allocate customers to distribution centers and vehicles to travels in
order to cut down the traveled distances, while observing the storage capacities of
vehicles and distribution centers and covering the customers’ needs. We propose a
mixed integer programming formula that can be solved using Lingo 14.0. A digital
example will be given in the end to illustrate the practicability of the model.

Keywords Distribution organization • Mixed integer programming • Single level
logistic network • Transportation costs

15.1 Introduction

Supply chain is the succession of processes transforming raw materials into
finished products delivered to the final customers, it consists of activities of supply,
manufacturing, storage, distribution and sale. Transport is one of the main functions
of supply chain which is present in several levels; to connect suppliers to factories,
factories to distribution centers and the latter to customers. Connecting these various
points via means of transport is what we call a logistic distribution network (see
Fig. 15.1).

A logistic network consists of one or several levels; a single level logistic network
is a network where there is a single intermediary between factories and customers,
for example: distribution centers, whereas a multi level logistic network consists of
several intermediaries between factories and customers, for example: distribution
centers, centers of transfer, hubs, etc.
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Fig. 15.1 Transport role in distribution network

Companies that manage distribution of their goods seek to cut down transport
costs and avoid stock shortages at their distribution centers. To ensure a certain
quality of customer service, companies have to manage the allocation of customers
to distribution centers in a way that minimizes the costs of transport and considers
the storage capacity of the vehicles as well as of the various distribution network’s
nodes.

The problem related to transport and distribution of goods ranges from vehicle
routing problems such as the TSP (Travelling Salesman Problem) formulated by the
mathematicians WR Hamilton and Thomas Kirkman in 1800 [1, 2], to problems
that consider the interactions between the different activities like production, ware-
housing and transport to minimize the total costs [3] and problems of constructing
the whole networks and thus to factories setting up and allocation of various nodes
to customers [4, 5]. Vehicle Routing Problem has been an active area of research;
Traveling Salesman Problem (TSP) focuses on finding the optimal route to visit
a given number of cities while minimizing transportation cost [6, 7], the Vehicle
routing problem (VRP), which is an extension of the TSP, was formulated in
1959 by Dantzig and Ramser [8], according to Laporte [9], this problem aims at
building the optimal tours of pickup or delivery, from one or several warehouses
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Fig. 15.2 A single level
logistic network
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towards a number of customers or cities that are geographically scattered, while
respecting certain constraints. There exist four variants of the VRP [10]: VRP with
Time Windows (VRPTW) [11], VRP with Pickup and Delivery (VRPPD) [12], the
capacitated VRP (CVRP) [13] and the VRP with Backhauls (VRPB) [14].

The first algorithm to solve the VRP problem, was proposed by Clarke and
Wright in 1964 [15], and since then, several methods were proposed and which are
either exact methods that allow to find an optimal solution, or approximate methods
that allow to obtain a solution to the problem but which is not optimal [16].

Since its introduction, the formulation of several models aiming at the optimiza-
tion of the transport costs has been based on the VRP. Likewise, the proposed
mathematical model is based on the VPR and addresses the minimization of
transport costs as well as those of storage, both being parts of logistic distribution.

In the following section, we will begin by presenting our mathematical model,
then, we will apply it to a real case and solve it by the Lingo 14.0 software to test
its reliability.

We consider a logistic network consisted of one plant, n distribution centers
and m customers (see Fig. 15.2). The first objective is to allocate customers to
distribution centers and vehicles to travels so as to minimize the distances to travel,
and ultimately the transport costs. The second objective is to minimize the storage
costs at the distribution centers by minimizing the stored quantities while respecting
the daily quantities that can be delivered to every center and satisfy the customers’
needs (see Fig. 15.3).
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RespectReduce Satisfy

- Transportation costs
- Storage quantities

- Distribution centers
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- Customer’s need

- Distribution centers
storage capacities
- Vehicles capacities
- Number of available
vehicles

Fig. 15.3 Objectives of the model

15.2 Mathematical Formulation

Sets

I: Collection of distribution centers i 2 I , i D 1; 2; : : : ; n;
M: Set of customers j; j 2 M , j D 1; 2 : : :m;
T: Set of periods t; t 2 T , t D 1; 2 : : : t 0;
Ch: Set of vehicles vh with a capacity h;
C: Set of Ch;
Parameters

dip: Distance between plant p and center i
dij: Distance between center i and customer j
cvh: Transportation cost per km for a vehicle vh
csi: Unit cost of storage per day at distribution center i
nh: Number of vehicles of category Ch

capvh: Vehicle vh capacity
bt

i: Center i demand on day t
ci: Storage capacity at center i
best

j: Customer j demand on day t
stkt

i: Available stock at center i on day t

Decision Variables

xt
ip: Quantity to deliver from the plant p to center i on day t

yt
ij: Quantity to deliver from center i to customer j on day t

l i tvh D
�
1 if vehicle vh visits center i on day t
0 else
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l
ijt

vh D
�
1 if vehicle vh travels from center i to customer j on day t
0 else

We assume all parameters are nonnegative.
Objective function:

Min
X

v2Ch

t 0X

tD1

X

i2I
l i tvhx

t
ipdipcvh C

X

v2Ch

t 0X

tD1

X

i2I

X

j2Ml
ijt

vh y
t
ipdij cvh

C
t 0X

tD1

X

i2I
csi

�
xtip 	 bti C stkti

�
:

(15.1)

Subject to

xtip 	 bti � ci 8i 2 I 8t 2 T: (15.2)

bti � xtip C stkti 8i 2 I 8t 2 T: (15.3)

stkti D stkt�1i C xtip 	 bti 8i 2 I 8t 2 T: (15.4)

X

i2I y
t
ij D bestj 8i 2 I 8j 2 M 8t 2 T: (15.5)

X

vh2Ch
litvh � nh 8i 2 I 8t 2 T 8vh 2 Ch: (15.6)

l i tvhx
t
ip � capvh 8i 2 I 8t 2 T 8vh 2 Ch: (15.7)

l
ijt

vh y
t
ij � capvh 8i 2 I 8j 2 M 8t 2 T 8vh 2 Ch: (15.8)

l i tvh; l
ijt

vh 2 f0; 1g 8i 2 I 8j 2 M 8t 2 T 8vh 2 Ch: (15.9)
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The objective function (15.1) expresses the cost to be minimized and which is
the sum of:

• Travelling costs from the plant to distribution centers;
• Travelling costs from centers to the customers;
• Storage costs at the distribution centers.

Constraint (15.2) assures the respect of the storage capacity of every distribution
center.

Constraint (15.3) assures that the daily need for every distribution center is
satisfied.

Constraint (15.4) calculates the quantity available in every distribution center.
Constraint (15.5) assures that the daily need of every customer is satisfied.
Constraint (15.6) assures the respect of the number of vehicles available in each

category.
Constraints (15.7) and (15.8) assure the respect of each vehicle capacity.

15.3 Illustrative Example

To illustrate our model, we apply it to a network consisted of a single plant,
4 distribution centers and 13 customers. Table 15.1 includes storage parameters.
There are two categories of vehicles for travels linking plant to centers and two
other categories for travels linking centers to customers. Table 15.2 represents the
characteristics of different vehicles, we note that when sending a vehicle to a center,
it is completely filled, even if the sent quantity exceeds the center need, what
explains the existence of stock.

Tables 15.3 and 15.4 represent respectively distances between plant and various
distribution centers, and distances between the latter and customers. Tables 15.5 and
15.6 represent respectively the daily needs of distribution centers and of customers
over a period of 4 days.

Table 15.1 Parameters
values

Parameter Value

csi 0.20
ci 500

Table 15.2 Characteristics
of each type of vehicle vh

vh A B C D

cvh 0.21 0.21 0.20 0.20
nh 2 4 8 10
capvh 1,000 600 350 200
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Table 15.3 Distances
between the plant and
distribution centers

cd2 cd3 cd4 cd1

Plant 511 0 291 369

Table 15.4 Distances
between distribution centers
and customers

cd1 cd2 cd3 cd4

c1 419 99 390 469

c2 172 351 642 721

c3 651 133 166 237

c4 719 259 204 93

c5 303 241 485 611

c6 746 23 60 267

c7 614 93 198 281

c8 772 314 29 422

c9 439 72 361 433

c10 735 217 82 221

c11 87 483 773 818

c12 907 411 120 423

c13 910 390 286 60

Table 15.5 Daily
distribution centers’ need
during period T

j1 j2 j3 j4

cd1 822 832 840 838

cd2 793 1; 007 985 1; 015

cd3 508 531 516 513

cd4 476 472 460 481

Table 15.6 Daily customers’
need during period T

j1 j2 j3 j4

c1 300 311 298 288
c2 302 298 288 278
c3 200 188 185 186
c4 150 147 156 148
c5 340 345 329 330
c6 188 201 210 198
c7 347 300 321 311
c8 150 165 140 160
c9 250 248 211 200
c10 139 128 148 144
c11 180 189 223 230
c12 170 165 166 155
c13 187 197 156 189
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Table 15.7 Optimal
quantities to be sent to the
distribution centers during
period T

j1 j2 j3 j4

cd1 1; 000 1; 000 1; 000 1; 000

cd2 1; 000 1; 000 1; 000 1; 000

cd3 600 600 600 600

cd4 600 600 600 600
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250 300 350 400

Fig. 15.4 Affectations on day J1

15.3.1 Discussion

We solve this problem using a Mixed Integer Linear Programming solver LINGO
14.0 [17] on an Acer Aspire ONE D255 1.00 GHz machine, running Windows 7
Starter Edition. Results are obtained in 0.56 s, and the objective value is 901032.1.

Table 15.7 represents the optimal quantities to be sent to distribution centers
during period T and which meet their needs. Figures 15.4, 15.5, 15.6, and 15.7
represent each the affectation of customers to distribution centers, optimal quantities
to be sent on every day of period T and which category of vehicle to use.

We notice that obtained results respect the various constraints of our example,
which are the storage capacity of distribution centers and the needs of the final
customers. According to these results, we can easily deduct the optimal affectation
of customers to distribution centers, which is, in this example represented in
Fig. 15.8.
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Fig. 15.8 Affectation of customers to distribution centers

15.4 Conclusion and Perspectives

The number of scientific publications handling transport problems continues to
increase, so proving the importance of this function of supply chain. In this paper,
we investigate the optimization of the distribution problem, the objective is to
minimize both the traveled distances and the storage level, and allocate vehicles to
travels. We relied on the vehicle routing problem VRP to develop our mathematical
formula.

In this work, a single level logistic network is considered to apply our model. As
perspective, we can consider a multi level logistic network, the model can be easily
developed and applied in that case.
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Chapter 16
Cost Optimization and High Available
Heterogeneous Series-Parallel Redundant
System Design Using Genetic Algorithms

Walid Chaaban, Michael Schwarz, and Josef Börcsök

Abstract Heterogeneous redundant series-parallel systems allow the mixing of
components within the same subsystem. This diversity feature may improve the
overall characteristics of the system compared with the homogeneous case in term
of less susceptibility against so called common-cause failures and reduced cost.
That means they guarantee longer availability and are quite suitable for systems
that are designed to perform continuous processes. But the main challenging task is
to determine the optimal design that corresponds to the minimal investment costs
and satisfies the predefined constraints. This kind of combinatorial optimization
tasks is perfectly solved using heuristic methods, since those approaches showed
stability, powerfulness, and computing effectiveness in solving such matters. This
task is more complex than the homogeneous case since the search space is
getting larger due to the fact that every component available and that can be
deployed in a subsystem has to be taken into account. This fact leads definitely
to greater chromosome length and makes the search more time consuming. The
algorithm has been implemented in Matlab and three different existing models
(Levitin, Lisnianski, and Ouzineb) have been considered for a comparison with the
homogeneous case and for validation purposes.

Keywords Common cause failure (CCF) • Genetic algorithms • Heterogeneous
series-parallel systems • Redundancy allocation problem (RAP) • Universal
moment generating function (UMGF)
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16.1 Introduction

Heuristic search methods represent powerful and effective means in solving combi-
natorial optimization problems since they do not require any additional information
compared with the classical optimization methods and they accelerate the search
towards objective or convergence through their parallel performed exploration and
exploitation of the search space.

One well known combinatorial optimization task solved using such heuristic
approaches is the Redundancy Allocation Problem (RAP) also referred to as
Redundancy Optimization Problem (ROP) which consists of determining best
series-parallel system designs in terms of redundancy depth on different subsystems
level corresponding to minimal investment costs and that satisfies at the same
time the predefined constraints and system design requirement specifications like
availability, weight, volume and etc.

The Redundancy Allocation Problem (RAP) or Redundancy Optimization Prob-
lem (ROP) [1] is a single objective optimization and can often be encountered
in many applications areas of the safety engineering world like electrical power
systems and in the consumer electronic industry where system designs are mostly
assembled using standard certified component types with different characteristics,
e.g., reliability, availability, nominal performance, cost, etc. This matter has been
intensively studied over last two decades and has been classified as a complex
nonlinear integer programming combinatorial problem, where deterministic or
conventional mathematical optimization approaches become ineffective by means
of computational effort and quality of solution [1].

Using heuristic and metaheuristic search methods, e.g. Genetic Algorithms
(GAs), Tabu Search (TS), Simulated Annealing, etc., in solving such kind of
combinatorial optimization problems aims to determine an optimal or near optimal,
also called pseudo-optimal solution, to the proposed RAP, i.e. to find the best
or at least one acceptable solution that satisfies the constraint(s). However, these
approaches have shown instead how powerful and effective they are in finding
high qualitative solutions for the addressed kind of problems, especially when
the search space corresponding to the problem becomes too large and where
conventional classical optimization methods become ineffective and useless. This
kind of problems was first introduced by Ushakov [1] and has been further analyzed
by Levitin and Lisnianski et al. [2–4], Ouzineb [5–7] and many others.

This paper deals with the cost optimization of heterogeneous structured series
assembled systems, where mixing of components or usage of non-identical com-
ponents within the same subsystem is allowed. This feature, compared with the
homogeneous case, includes more complexity to the task because the corresponding
search or solution space becomes larger, since every component available on the
market has to be taken into account. It represents a single objective optimization
(cost function) subject to one constraint which is the availability of the system.

The remainder of the paper is organized as follows. Section 16.2 gives a
short introduction into heterogeneous series-parallel multi-states configurations and
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a brief overview on the advantages obtained through mixing of components in
addition to a short comparison with homogeneous systems. Section 16.3 shortly
discusses genetic algorithms and its different operators while chromosomal encod-
ing and random generating of solution candidates are implemented in Sect. 16.4.
In Sect. 16.5 a detailed formulation of the optimization problem, which is solved
using heuristic traditional GA genetic techniques, is presented. Section 16.6 deals
with the Universal Moment Generating Function (UMGF), also called the Ushakov-
transform, which represents the function used for the determination and evaluation
of the availability of the different redundant structures. Section 16.7 reports differ-
ent numerical and experimental results, evaluations and graphical representations
obtained by the implemented GA algorithm for different analyzed models which
will be compared with previously published evaluations in terms of efficiency,
solution quality and accuracy in addition to algorithm computation speed and
convergence time. Finally concluding remarks are resumed in Sect. 16.8.

16.2 Homogeneous vs. Heterogeneous Series-Parallel
Configurations

In order to improve or to increase the system’s reliability and provide longer oper-
ation time, safety system designers may introduce different parallel technologies
into a system also called redundancy [8]. Including homogeneous components
redundancy is a great and effective technique to achieve a desired level of reliability
in binary state systems or to increase the availability of multi-state systems.
Reliability analysis have shown that the availability of homogeneous redundant
structures or systems is extremely affected by common cause failure (CCF) that
cannot be ignored since the CCF is the simultaneous failure of all components
of the same type due to a common cause (CC), which leads in homogeneous
redundant structures definitely to the failure of complete subsystems consisting of
identical components causing herewith a total system failure. Common cause events
may arise from environmental loads (humidity, temperature, vibration, shock, etc.),
errors in maintenance and system design flaws [9]. In order to partly overcome this
kind of facing problems and avoid total system failure subject to CCF heterogeneous
redundancy is used.

The main concept of heterogeneous or non-homogeneous structures consists
of the mixture of non-identical components within the same subsystem. That
means that all non-identical components with the same functionality available on
the market and which can be deployed in a redundant manner within the same
subsystem have to be taken into account in this case, the fact that would definitely
enlarge the size of the search space of feasible solutions and increase the exploration
and hence the convergence time towards acceptable solutions.

The main advantages and benefits of components mixing lie in the improvement
of the availability of the whole system and reducing the effect of common cause
failure in addition of introducing flexibility and diversification into redundant
system design through the allowed multiple component choice.
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Fig. 16.1 Heterogeneous series-parallel configuration consisting of s-nodes or subsystems

Figure 16.1 represents a heterogeneous series-parallel multi-state system consist-
ing of s subsystems, which are connected serially.

In Fig. 16.1 rij represents the reliability of a component of version j within the
subsystem i. In the case of a homogeneous configuration the reliabilities of all
components within the same subsystem are the same since subsystems consists of
identical components, i.e. all rij’s are equal for the same i, which must not be the case
in heterogeneous systems since they mostly deal with non-identical components on
the same stage.

For a brief explanation, in addition to a short mathematical computation that
shows why series-parallel configurations are more suitable and studied than parallel-
series configurations, the reader should refer to [1, 10]. This is due to the fact that
the overall reliability or availability of a system in a series-parallel configuration
is better than the corresponding parallel-series configuration using the same set of
components.

16.3 Genetic Algorithms

Genetic algorithms (GAs) are biologically inspired metaheuristic search and opti-
mization routines that mimic the act of self-evolution concept of natural species
that has been first laid by Charles Darwin. Nowadays, they are frequently used
in many engineering and mathematical fields like optimization, self-adaptiveness,
artificial intelligence, machine learning, etc. As computational efforts and speeds
have been increasingly improved over the last decade, GAs have been expanded
to cover a wide variety of applications including numerical and combinatorial
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optimization tasks in engineering like the one discussed in the recent work. For
further fundamentals and detailed information on genetic algorithms, the reader
should refer to [11, 12].

GAs represent iterative self-adaptive stochastic techniques based on the concept
of randomness. They mimic the process of the natural evolution of species. GAs
have become very popular and widely used over the last decade and are very well
suited as universal or common techniques for solving combinatorial optimization
problems, e.g. multimodal functions (many peaks and local optima), the very well-
known TSP (Travelling Salesman Problem) and redundancy allocation problems
like the one discussed in this paper and many other matters [13].

GAs differ from normal optimization and search methods in four fundamental
different ways [12]:

• The first difference is that GAs require an encoding of the parameter set in so
called solution candidates, also called chromosomes according to the biological
genetic terminology.

• Another difference is that GA starts the search from a start (initial) population
and not from a single point like classical deterministic algorithms.

• GAs use information provided directly by the objective function and do not
require any additional information or auxiliary knowledge like derivatives,
gradients, etc.

• GAs apply probabilistic transition rules or operators (crossover, mutation) and
not deterministic ones.

As mentioned before the search procedure starts from a random generated
population of chromosomes that are encoded according to the addressed problem
(binary, integer, decimal, etc.) conducting herewith a simultaneous search in many
areas of the feasible solution space at once. The encoding of solutions constitutes
the most difficult and challenging task of GAs and the evolving procedure from one
population to the next is referred to as generation.

After each generation the new generated solutions are decoded and evaluated
in terms of fitness with the help of the objective function. The fitness value of a
chromosome represents a measure for its quality (fitness) and represents the decision
maker of the selection operator since the probability of selection of chromosomes
is proportional to its corresponding fitness value. A general overview of the genetic
cycle is given in Fig. 16.2.

The genetic run process terminates when at least one of its predefined termination
criterions is met, e.g., when the predefined maximum number of generations or
repetitions Nrep or a specific number of successive runs without any solution’s
improvement is reached, or for example when the current solution satisfies the
predefined requirement specifications or constraints.

Three main operators, also called genetic operators, will be executed during
one genetic cycle, hence the selection, crossover or recombination and the
mutation operator. These operators are shortly discussed in the following
subsections.
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Parents
Selection

Recombination or
Crossover

Mutation

Evaluation through the
Fitness Function 

Termination Criterion
fulfilled

NoYes

Output of
the Solution Chromosom

if any found

Start Point
Initial Population

Evaluation

Fig. 16.2 General overview of the genetic process

16.3.1 Selection or Reproduction: Operator

Outgoing from a start or an initial population of different solution candidates the
selection operator is used to randomly select or choose individuals or chromosomes
which will reproduce and help building the next population during the genetic
cycle. This operator represents an artificial version of natural selection, the Dar-
winian principle of the survival of the fittest, which drives the evolution towards
optimization. Since the selection probability is proportional to relative fitness,
chromosomes with higher fitness have better chance or higher probability to survive
into next population, while chromosomes with bad or lower fitness will die off. This
phenomenon will improve the population’s average fitness from one population to
the next.

There are many selection methods, some of them are listed in the following [14]

• Roulette Wheel selection,
• Tournament selection,
• Rank selection,
• etc.

16.3.2 Recombination or Crossover: Operator

Whereas the selection operator determines which chromosomes of the recent
population are going to reproduce, the crossover operator performs jumps between
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the different solution subspaces enabling the exploration of new areas of the solution
space and avoiding herewith premature convergence in addition to the exchange
of some basic characteristics or genetic materials and inheriting these properties
to the offsprings which will join next populations. The crossover occurs with a
predefined crossover rate or probability of crossover pc. There are many crossover
techniques used in genetic algorithms [1, 14, 15] like the one-point crossover, two-
point crossover, uniform and half uniform crossover and many other crossover
techniques.

In the following the one-point crossover operator is shortly discussed. For this
purpose two parent chromosomes Parent1 and Parent2 are selected. Afterwards
a pseudorandom real number is generated in [0; 1]. If and only if the generated
number is less or equal pc both parents will undergo crossover; otherwise they will
have to be recopied in the population and wait to undergo the next operator, hence
the mutation operator.

In case 2 chromosomes undergo crossover, a crossover point or position depend-
ing on the length of the chromosome is randomly selected on both selected parent
chromosomes. This step is done by a pseudorandom integer number generator that
generates numbers in the interval [1;lc 	 1], where lc is the length of the vector
representing the chromosome. All data beyond that point in either chromosome
will be swapped between the two parent organisms which will result in two new
individuals called offsprings or children chromosomes. The one-point crossover
technique is depicted in Fig. 16.3.

Figure 16.4 shows a pseudo code which resumes the crossover procedure.

Parent 1

Parent 2

Crossover point

Offspring 1

Offspring 2

Fig. 16.3 One-point crossover technique

Fig. 16.4 Pseudocode—one-point crossover
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Fig. 16.5 Mutation of a binary encoded chromosome

Fig. 16.6
Pseudocode—mutation
operator

16.3.3 Mutation Operator

After crossovering parent chromosomes the resulting offsprings or children undergo
mutation with a low mutation rate or probability pm. The mutation operator
introduces diversity into the GA algorithm and inserts small disturbance into the
properties (genes) of the proposed solutions avoiding herewith premature conver-
gence into local maxima. Mutation also helps recovering loss that might have been
caused by crossover. After the mutation process has been accomplished, the new
resulting mutated chromosomes constitute the new next population. The mutation
of a binary encoded chromosome consists of inverting the randomly selected bit
or position like depicted in Fig. 16.5, while a pseudo code which represents the
mutation routine is shown in Fig. 16.6.

16.4 Chromosomal Encoding and Random Generating
of Solution Candidates

Genetic algorithms are population based combinatorial optimization approaches
where populations consist of a predefined number of solution candidates, also
called chromosomes or individuals. These candidates represent vectors of encoded
information, referred to as genetic materials, which will be decoded using the
fitness or objective function in order to find the optimal (minimum or maximum) or
near optimal solution of the addressed problem, whereas the recent approaches for
solving the RAP problem are based on the Universal Moment Generating Function
(UMGF) for estimating the availability of multi-state systems [2, 5–7, 16]. The
encoding of chromosomes represents one of the major challenges faced in the
context of genetic computing.

With regard to such problems that are dealt with in this paper, i.e., in the case
of heterogeneous redundant structures the chromosome length corresponding to a
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system is definitely longer than chromosome corresponding to the homogeneous
case since each component version or type available on the market that may be
deployed in a subsystem has to be taken into account, whereas in homogeneous
systems, the chromosome length is equal to twice the number of subsystems, since
only one component type or version is allowed on each stage. The chromosomes
are integer encoded and each element xij of the chromosome vector corresponds
to the number of components of version j used in subsystem i. The chromosome
dimension or length lc is given therefore through:

lc D
sX

iD1
Ji : (16.1)

where s is the total number of subsystems or stages and Ji the total number
of component versions available on the market that can be used on stage or in
subsystem i. For more clarification and to gain a deeper insight it is important to
mention at this point that two components of different versions or non-identical
components connected in parallel are supposed to perform the same task or
function. The difference lies in the technical data (reliability/availability, nominal
performance and etc.) in addition to purchasing costs.

For example let us consider a system consisting totally of four subsystems with
the following version vector m D [4 6 8 5] representing the number of components
available on the market for each subsystem. The chromosome length results in this
case as the sum of all elements of the version vector and would give according to
Eq. (16.1) a total chromosome length of 4 C 6 C 8 C 5 D 23 and the chromosome
encoding or vector X will look like in the following:

X D .Œx11 : : : x14� ; Œx21 : : : x26� ; Œx31 : : : x38� ; Œx41 : : : x45�/ : (16.2)

where xij denotes as mentioned previously the number of components of type j used
in subsystem i.

For generating chromosomes or solution candidates according to the addressed
optimization problem, discussed in this paper, a pseudo random number generator is
used. Since events should happen at random but some events or numbers within the
chromosomal encoding should have a higher probability of occurrence or happening
than others, e.g. zeros which means that no components of this kind are used, a
weighted pseudo random number generator is used.

As mentioned above, the step of generating numbers with predefined probabil-
ities of occurrence in addition to the limitation of the maximum number of totally
used components within each subsystem would reduce the search hypervolume.
This would increase the computation speed drastically towards convergence and
make the algorithm more efficient and time consuming.
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16.5 Cost Optimization and Redundancy Allocation:
Task Formulation

The cost optimization problem of heterogeneous series-parallel redundant systems
discussed in this work deals with the determination of optimal redundant designs
and the level of redundancy (redundancy allocation) to use in each subsystem
that corresponds to the minimal total purchasing costs of the system and which
satisfies at the same time the predefined availability constraints. This kind of
optimization gives a rise to safety vs. economics conflicts resumed in the following
two points [17]:

Choice of components: choosing high reliable components guarantees high
system availability but may be largely non-economic due to high purchase prices;
whereas choosing less reliable components for lower costs on one hand may
decrease the availability of the system and increase drastically the accident costs
on the other hand.

Choice of redundancy configuration: choosing highly redundant configurations
increases definitely the reliability and availability of the system and is accompanied
at the same time with higher purchase costs caused by additional equipment units
required to improve individual subsystems reliabilities.

The previously described aspects of safety system design call for compromise
choices which optimize system operation in view of recommended safety and longer
operation time or budget constraint. As mentioned before this paper deals with
customizing a GA for budgetary optimization and redundancy determination of
multi state systems under a given availability constraint. This problem is considered
as a single objective optimization and can be mathematically formulated as to
minimize the cost function Csys(X) (objective function) of the whole system given
by [1, 5–7, 16]:

Csys.X/ D
sX

iD1

miX

jD1
cij xij : (16.3)

where cij being the cost of component of type j in subsystem i and xij the number of
components of type j used in subsystem i. mi is the number of component choices
available on the market which may be deployed in subsystem i. The (cost) objective
function represented in Eq. (16.3) results over the sum of the purchasing costs of all
components used in system that should meet at the same time the system specified
availability constraint, which implies that the total availability of the system Asys(X)
must satisfy a minimum level of availability required A0 (inequality or availability
constraints)

Asys.X/ � A0: (16.4)
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Based on the UMGF or the Ushakov-transform, the total availability of the
system Asys(X) is estimated as a function of system structure, performance and
availability characteristics of its constituting components.

For a detailed overview of the UMGF in computing the availability of series-
parallel systems the reader should refer to [2, 3, 5–7, 10, 17, 18].

16.6 Universal Moment Generating Function

The UMGF, also referred to as Ushakov-transform according to I. Ushakov (mid
1980s) or u-function, is a polynomial representation of the different states corre-
sponding to a component or a system. For a great understanding of the mathematical
fundamentals of the UMGF the reader should refer to [17]. For example, the
u-transform uj(z) of a component or a random variable j having M different discrete
states is given by

uj .z/ D
MX

mD1
pmzWm: (16.5)

In Eq. (16.5) pm is the probability that the nominal performance of the component
or value of the discrete random variable j at state m equal to Wm.

Since in the recent study it is assumed that the used components are binary state,
i.e., have two particular states (perfect working or complete failing), the Ushakov-
polynomial representation of a binary state component j is given by

uj .z/ D
2X

mD1
pmzWm D �

1 	Aj
�

z0 C Aj zWj D �
1 	Aj

�C Aj zWj : (16.6)

In Eq. (16.6) Aj represents the probability that the component is available (perfect
functioning) and delivers a nominal performance of Wj (Pr[Wm D Wj] D Aj) while
(1 	 Aj) represents the probability of unavailability or failing (system not available,
i.e., Pr[Wm D 0] D 1 	 Aj). The 0 power factor in the failing state results from the
absence of delivered performance in this state.

In order to determine the u-function of an entire series-parallel system for
availability computation purposes, two different basic operators will be respec-
tively applied [5, 6, 10, 17, 18]. These two operators also called composition
operators applied respectively [17] will be implemented separately in the following
subsections.
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16.6.1 � -Operator: Ushakov Transform of Parallel
Configurations

The � -composition operator is used to determine the u-function of parallel systems.
Suppose a system consisting of xi parallel connected components, the corresponding
u-function is given by the following equation

uparal lel .z/ D � .u1.z/; u2.z/; : : : ; uxi .z// : (16.7)

where the total performance or the structure function f (W1,W2, : : : ,Wxi) is given by
the sum of the performances or capacities of the individual components or elements
as described in the following equation

f .W1;W2; : : : ;Wxi / D
xiX

iD1
Wi : (16.8)

For a pair of parallel connected components with the corresponding u-functions
u1(z) and u2(z) given according to Eq. (16.5) the resulting u-function uparallel(z) of
the entire parallel system is given by

uparal lel .z/ D � .U1.z/; U2.z//

D
nX

iD1
P1i z

W1i

mX

jD1
P2j zW2j

D
nX

iD1

mX

jD1
P1iP2j zW1iCW2j :

(16.9)

In Eq. (16.9), n and m represent the number of states of the components 1
and 2. W1i and W2j are respectively the nominal performances of the components
1 and 2 at states i and j, which occur with the respective probabilities P1i and P2j

(i D 1 : : : n and j D 1 : : :m). All this means that the � -operator is nothing else than
the polynomial product of the individual u-functions corresponding to all parallel
connected components and therefore Eq. (16.9) can be represented as

uparal lel .z/ D
xiY

eD1
ue.z/: (16.10)

For a subsystem i within a series-parallel configuration consisting of xi different
parallel connected binary state components, whose UMGF representation is given
by Eq. (16.6), the u-function according to Eq. (16.10) is written in the form

uparal lel .z/ D
xiY

eD1


�
1 	Aij

�C Aij zWij
�
: (16.11)



16 Cost Optimization and High Available Heterogeneous Series-Parallel. . . 295

j represents the index corresponding to the version of the component used in case
of non-homogeneity. Suppose that all parallel connected components are identical,
Eq. (16.11) is rewritten as

uparal lel .z/ D 
�
1 	 Aij

�C Aij zWij
�xi
: (16.12)

Using the binomial theorem the power representation of Eq. (16.12) can be
expanded in a sum of the form

uparal lel .z/ D
xiX

kD0

�
xi
k

	
�
Aij zWij

�k�
1 	 Aij

�xi�k

D
xiX

kD0

�
xi

k

	

Akij
�
1 	 Aij

�xi�kzkWij

D
xiX

kD0
˛ikzkWij

(16.13)

with

˛ik D binm
�
k;Aij ; xi

� D
�
xi

k

	

Akij
�
1 	Aij

�xi�k (16.14)

and where the binomial coefficients are given by

�
xi
k

	

D xi Š

kŠ .xi 	 k/Š : (16.15)

That means that the u-function or the polynomial z-representation of each parallel
subsystem consisting of xi non-identical components (heterogeneous case) can be
computed according to Eq. (16.11). If all xi or a specific number xn of components
are identical, some simplification can be made using the binomial theorem according
to Eq. (16.13).

16.6.2 �-Operator: Ushakov Transform of Series
Configurations

In order to determine the u-function of a system consisting of s elements or
components connected in series, the 
-operator is applied according to

useries.z/ D 
 .u1.z/; u2.z/; : : : ; us.z// : (16.16)
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In the case of series connected components, the element with the minimal or
least performance becomes the bottleneck of the system. This system is the decision
maker about the total system performance or productivity. Therefore the structure
or the performance function f is given by

f .W1;W2; : : : ;Ws/ D min .W1;W2; : : : ;Ws/ : (16.17)

For a pair of components u1(z) and u2(z) connected in series and according to Eq.
(16.17) the resulting u-function of the system useries(z) is given by

useries.z/ D 
 .u1.z/; u2.z//

D 


0

@
nX

iD1
P1i z

W1i ;

mX

jD1
P2j zW2j

1

A

D
nX

iD1

mX

jD1
P1iP2j zf .W1i ;W2j /:

(16.18)

Replacing the structure function according through Eq. (16.17), the u-function of
two series connected components will be given by

useries.z/ D
nX

iD1

mX

jD1
P1iP2j zmin.W1i ;W2j /: (16.19)

16.6.3 Ushakov Transform of Series-Parallel Systems: (� , �)

As mentioned previously, in order to determine the u-function of the entire series-
parallel MSS both composition operators � and 
 have to be performed respectively
like depicted in Fig. 16.7.

In Fig. 16.7 the individual s parallel systems consisting of non-identical binary
state components will be replaced by single elements having multi-states u-
functions (u1(z) : : : us(z)) determined by the � -composition operator according to
Eq. (16.11). Afterwards the 
-composition operator will be applied on the resulting
system consisting of the s-multi-states components connected in series which leads
to the u-function usys(z) of the entire system that would be computed with the help
of Eq. (16.16) like in the following

usys.z/ D 
 .u1.z/; u2.z/; : : : ; us.z//

D 


 
x1X

kD0
˛1kzkW1j ;

x2X

kD0
˛2kzkW2j ; : : : ;

xsX

kD0
˛skzkWsj

!

D
MX

mD0
ımzWm:

(16.20)
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comp1:u11(z)

comp2:u12(z)

compx1:u1x (z)
1

comp1:u21(z)
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Comp1:ui1(z)

Comp2:ui2(z)
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Fig. 16.7 Determination of the u(z)-function for the entire series-parallel system

ım and Wm are real numbers determined according to Eq. (16.19). The evaluation
of the probability that the entire system satisfies a specific level of performance
W0 is given by the sum over all coefficients ım that correspond to a nominal
performance Wm greater or equal W0. The resulting sum represents the availability
Asys(X) corresponding to the series-parallel system, whose design is represented by
X and is given by

Asys .W0/ D Pr .Wm � W0/ D
X

Wm�W0
ım: (16.21)

Given K different demand levels represented by Wk
0 where k D 1 : : :K, which

should be satisfied over different operation intervals Tk the total availability Asys(X)
of the system is obtained by the sum of the instantaneous availabilities correspond-
ing to the different demand levels divided by the total operation or mission time and
is given by

Asys.X/ D 1
T

KX

kD1

X

Wm�W k
0

ımTk

D 1
KX

kD1
Tk

KX

kD1

X

Wm�W k
0

ımTk:
(16.22)
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16.7 Tuning Parameters and Experimental Results:
Validation

The simple genetic algorithm with some modifications in the context of its operators
was used in this work. The algorithm has been implemented in Matlab which
provides uniform pseudorandom number generators and powerful matrix and vector
operations and allows great visualization and graphical representation. The three
different models, which have been analyzed in the homogeneous case in a previous
publication [10, 18], have been treated again in the heterogeneous case in order to
show the effect of mixing of components on investment cost reduction and hence
getting safer systems subject to CCFs for lower cost than the homogeneous case
and for same given constraint factors. The used components are assumed to be
binary state (perfect working or totally failing). The models and data, as mentioned
previously, have been taken from [5–7], are listed below:

• Lev4_4_6_3
• Lev5_5_9_4
• Ouz6_4_11_4

For a brief understanding of the decoding of the denotation of the individual
models it is referred to Ouzineb in [5–7]. The purchasing price, reliability and
nominal performance capacity for the components corresponding to the upper listed
systems are supposed to be known and can be retrieved from a list with technical
data (excel sheets).

The algorithm starts by retrieving the data of the analyzed problem from the
appropriate sheet and by random generating a so called initial population of size
Popsize that has been set to 100 chromosomes. The integer encoded chromosomes
constituting the initial population have been generated in such a way that generated
solutions that do not satisfy the given availability constraint are rejected and
replaced by new acceptable ones in order to get a high qualitative start population.
The constituting individuals or chromosomes have been created using a weighted
pseudo random number generator which generates numbers between zero and the
total number of components allowed in each subsystem, which have been set
to ten. The probability of occurrence of 0 has been varied between 0.7 and 0.9
during the random chromosome generation process depending on the length of the
chromosome corresponding to the analyzed problem. This limitation to the number
of components allowed within a subsystem in addition to the rejection of non-
feasible solutions. Furthermore a weighted generation of chromosome would limit
the area that will be explored within the search space and should accelerate the
search procedure towards convergence.

After evaluating and ranking populations (cost and availability estimation)
chromosomes are selected to mate, recombine and finally mutate in order to build
new offsprings that complete the next population of size Popsize. This genetic pro-
cedure repeats until the predefined maximal number of generations Nrep is reached
(Termination criterion). After completing each population through crossover and
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Fig. 16.8 Results of the genetic algorithm run of the heterogeneous case (Levitin—model
containing four subsystems, availability constraint A0D 0.900 and 300 generations). The cost-
generation and availability-generation curves dependencies are depicted on the left-hand side. The
cost-time and availability-time dependencies are depicted on the right-hand side

mutation the population will be checked for multiplicity before evaluation by
term of fitness function and new chromosomes would be generated to replace the
chromosomes that appear more than once and have therefore been removed. This
procedure of inserting new chromosomes to the population is compared to the act of
inserting new genetic materials and may lead to new search areas that have not been
explored or searched before and may accelerate the convergence speed. Figures 16.8
and 16.9 show the results of one run of the GA over the Lev4-(4/6)-3 model
(heterogeneous case) data by predefined availability constraints of A0 D 0.900 and
A0 D 0.960, and Fig. 16.10 shows the run of the GA over the Ouz6_(4/11)_4 by an
availability constraint of A0 D 0.99. The different plots show the evolution progress
outgoing from the random initial population up to the predefined maximum number
of generations. The best result (Cost—upper plots and Availability—lower plots),
received after each genetic cycle, is depicted.

The time needed to find the best solution (convergence time) depends on the
quality of the start population and on how the selected fittest chromosomes evolve
throughout crossover and mutation.

On the left-hand side of Figs. 16.8, 16.9 and 16.10 (heterogeneous case) the best
solution found (Top: cost value, bottom: availability value for found cost) during
each generation is plotted against generation number whereas the same plots are
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Fig. 16.9 Results of the genetic algorithm run of the heterogeneous case (Levitin—model
containing four subsystems, availability constraint A0D 0.960 and 300 generations). The cost-
generation and availability-generation curves dependencies are depicted on the left-hand side. The
cost-time and availability-time dependencies are depicted on the right-hand side

represented on the right hand side against algorithm processing time. On the head
of each plot the best chromosome or system design corresponding to the optimal
(minimal) found cost subject to the given availability constraint is represented. In
the context of the plots the generation number and convergence time are reported
for which the best result has been identified.

Figures 16.11, 16.12 and 16.13 represent the homogeneous case of the het-
erogeneous problems analyzed successively in Figs. 16.8, 16.9, and 16.10. These
figures have been included in order to show that through mixing of components
lower or better system costs (Lev4-(4/6)-3—Model) can be reached in comparison
to the homogeneous case subject to the same availability constraint. In the analyzed
Ouz6_(4/11)_4 model no better cost results have been achieved but at least the same
results as in the homogeneous case have been reached. One additional reason is to
show that with the GA approach analyzed in this paper it was also possible to get
the same results got with the hybridized GA C TS algorithm implemented in [5, 7].
This fact shows the effectiveness and accuracy of the GA approach discussed in this
work since with the GA implemented in [6, 7] different results have been achieved.

The best test results got within 15 successive runs of the genetic algorithm over
the different models mentioned previously are shown in Table 16.1. Computing and
convergence time for best achieved results are also included in the same table and
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Fig. 16.10 Results of the genetic algorithm run of the heterogeneous case (Ouzineb—model
containing six subsystems, availability constraint A0D 0.990 and 300 generations). The cost-
generation and availability-generation curves dependencies are depicted on the left-hand side. The
cost-time and availability-time dependencies are depicted on the right-hand side

serve to show how well the genetic algorithm customized for the heterogeneous case
is performing in term of convergence speed, which can also be seen in the results
depicted in Figs. 16.8, 16.9 and 16.10.

16.8 Conclusion and Future Works

Based on the facts and experimental results shown in the previous section and
resumed in Table 16.1 for the different analyzed models, it can be recognized
and concluded that the GA algorithm for heterogeneous series-parallel multi-states
systems implemented in this work was performing in a great and efficient manner in
term of convergence speed towards optimal results being expected and represented
by Ouzineb in [5–7] and obtained by the hybrid GA C TS metaheuristic approach,
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Fig. 16.11 Results of the genetic algorithm run of the homogeneous case for the same upper
system (Levitin—model containing four subsystems) and subject to the same availability constraint
A0D 0.900. As one can see in the heterogeneous case a better cost factor can be reached (5.423)
than the homogeneous case (5.986) due to the fact that components have been mixed

Fig. 16.12 Results of the genetic algorithm run of the homogeneous case for the same upper
system (Levitin—model containing four subsystems) and subject to the same availability constraint
A0D 0.960. As one can see in the heterogeneous case a better cost factor can be reached (7.009)
than the homogeneous case (7.303) due to the fact that components have been mixed
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Fig. 16.13 Results of the genetic algorithm run of the homogeneous case for the same upper
system (Ouzineb—model containing six subsystems) and subject to the same availability constraint
A0D 0.990. As one can see in both cases the same cost factor has been reached (12.764) but
definitely for less computation time in the homogeneous case

in addition to the high accuracy in determining or finding the optimal solution
(minimal system cost). And since genetic searching seems like searching for a
small fish in a big ocean one small disadvantage or drawback is the standard one
known in (heuristic) genetic approaches and that is resumed in the fact that the best
optimal solution is not guaranteed or ensured in each run due to the limitation of the
maximum number of iterations that may result, that some regions of the search or
solution space that may include the optimal solution remains unexplored or out of
reach.

The genetic approach implemented in this paper represents a very effective
means in solving single objective constrained redundancy design problems like the
complex heterogeneous one discussed in this work.

One of our future intentions is to tune genetic algorithms with local search
algorithms targeting to increase the level of search accuracy. This kind of tuning is
referred to in the literature as hybridization of genetic global searching algorithms.
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Chapter 17
Random Hypernets in Reliability Analysis
of Multilayer Networks

Alexey Rodionov and Olga Rodionova

Abstract The general approach to constructing structural models of non-stable
multi-level networks is proposed. This approach is based on hypernets—relatively
new mathematical object, which is successively used for modeling different multi-
level networks in the Institute of Computational Mathematics and Mathematical
Geophysics SB RAS, Russia, for last 30 years. Hypernets allow standard description
of neighboring levels interconnection in a mathematically correct way. Using this
mathematical object allows easy modifications of data with model changing and/or
development and efficiently organize data search for different computational or
optimization algorithms. Optimization of mapping of secondary (logical) network
onto structure of unreliable primary (physical) network is considered as example.

Keywords Multilevel networks • Modeling • Hypernets • Reliability analysis

17.1 Introduction

Reliability is one of major indexes of networks’ and other complex systems’
quality of service [1–3]. Random graphs and hypergraphs are usually used for the
reliability analysis of unreliable networks [4–9] of different nature and destination
(data transferring, public transport, pipeline systems, etc.). This model seems quite
appropriate as a structural model for analysis of structural and functional reliability
of information networks: failures of nodes or links are simulated by removal of
correspondent vertexes or edges (arcs) of a random graph with given probabilities,
or by reducing their throughput. At the same time, in many cases modeling network
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by a random graph is not sufficient, which can be shown by the following example
of two-level network. Let us have a cable network that is presented by a graph G1,
and let us have some data-transferring network realized inside it. This network can
be presented by some graph G2, that not necessarily coincides with G1. We will
nameG1 as primary network (PN) while G2 we will name secondary network (SN).
Laying of G2 into G1 may be done by different ways (if G1 is not a tree). Thus, we
have some mapping of links of SN onto paths constructed from links of PN (further,
we will name these links as branches). Obviously, failure or change of throughput of
a branch may lead to failure or change of throughput of several SN’s links or may not
touch any of them at all. So, for analyzing multi-level networks more complicated
models than random graphs are needed.

We can find different descriptions of such models: bigraphs [10], sandwiching
graphs [11], graphs with different kinds of edges [12], descriptions on the appli-
cation level [13–15], layered complex networks (LCN) [16], etc. All these models
(may be excluding LCN) are not universal, but all of them take into account different
connections between layers. Even LCN model consider mapping of neighbor layers
only. Yet for more than 30 years, the hypernet model is successively used for
modeling multi-layer embedded networks of different nature in several Russian,
Kirghiz and Kazakh universities. Unfortunately, until now most of papers and books
with description of the model and its applications are in Russian (main monograph
is [17]), but there are some conference publications in English in which the hypernet
models are used also [18–20]. Hypernets allow adequately describe multilevel
networks with an arbitrary number of levels. In this paper, we discuss the simplest
case of two-level networks and its usage for reliability analysis and optimization.

17.2 Random Hypernet Model Specification

General description of a hypernet model is given in [17]. Here concept of abstract
hypernet is formally presented that describes multi-level network in general case;
each layer is presented by a hypergraph. In partial case, hypergraphs retrograde
to graphs and we have simple multi-level hypernet. For the purpose of this paper,
the concept of two-level hypernet or simply hypernet is enough.
Definition: Hypernet H D .X; V;RIP;F;W / consists of the following objects
(see Fig. 17.1):

X D .x1; : : : ; xn/—the set of vertexes;
V D .v1; : : : ; vm/— the set of branches (edges of the graph of a primary
network);
R D .r1; : : : ; rg/— the set of edges (edges of the graph of a secondary network);
P W V ! X � X—the mapping that defines graph PN D .X; V / named a
primary network;
W W R ! X � X—the mapping that defines graph SN D .X;R/ named a
secondary network;
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Fig. 17.1 Illustration to the hypernet definition: PN is the primary network; the shadowed vertexes
f1; 3; 4; 6g form the set of vertexes that belongs to SN; SN is the secondary network (that is a
complete graph in our case); H is the hypernet (SN is mapped to the PN)

Fig. 17.2 Three-vertex
simple hypernet

F—the mapping that assigns to each element r 2 R the set F.r/ � V of its
branches (route in graph PN D .X; V /).

The incidence and adjacency in PN and SN are defined similar to those for
graphs, while mapping F gives these concepts for a hypernet in a whole. F may
be presented by special adjacency matrices that describe adjacency of edges
(v-adjacency if edges are incidental to one vertex and x-adjacency if edges lays
in one branch). If edge goes through a vertex without being incidental to it, then we
have weak incidence of these vertex and edge.

Let us have a hypernet presented in the Fig. 17.2, here PN is the 3-vertex chain
and SN is the 3-node complete graph. r3 is incidental to v1 and v3 and weakly
incidental to v2. Embedding of SN into PN is presented by the following matrices
of adjacency between branches and edges and vertexes and edges:

XR D
�
1 0 1

0 1 1

	

I VR D
0

@
1 0 1

1 1 0

0 1 1

1

A :

In many cases several secondary networks are embedded in a single primary
network, for example, one cable network may be used for public phone network,
cable TV and Internet; several independent working groups can use the same LAN
and so on. In other models it may be needed place several nodes of a SN into one
node (vertex) of a PN. For modeling such situations the extension of hypernet named
S-hypernet is proposed in [21]. S-hypernet allows embedding of several hypernets
of one level into one hypernet of another level. In partial case several SNs presented
by graphs may be embedded into single PN. The example of such embedding is
shown in Fig. 17.3.
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Fig. 17.3 Illustration to the S-hypernet definition: PN is the primary network; vertexes {1,3,4,6}
form the set of vertexes that belongs to SN1 and vertexes {1,2,5} form the set of vertexes that
belongs to SN2, both are complete graphs; SH is the S-hypernet (SNs are mapped onto the PN)

Fig. 17.4 Illustration to the E-hypernet definition

Another special case corresponds to different sets of vertexes of PN and SN. This
situation is quite common and we name corresponding S-hypernet as E-hypernet
(Enhanced hypernet). Dedication of this special class of S-hypernets allows decrease
complexity of a model presentation while it allows adequately describe a lot of
networks (for example, several switches of different networks may be installed in
one control cabinet of a structural cable network, several bus stops may be located on
different sides of a square, etc.). The example of E-hypernet is presented in Fig. 17.4.

Representation of an E-hypernet requires additional adjacency matrix between
vertexes of PN and nodes of SN. Thus the hypernet in the Fig. 17.4 (in addition to
presentation of its PN and SN) may be presented by the adjacency matrices

XRD

0

B
B
B
B
B
B
B
B
B
@

0 0 0 0 1 0 1 1 0

0 0 0 0 1 0 0 1 1

0 0 1 0 0 0 0 0 0

0 0 1 0 0 0 0 0 0

0 0 0 0 0 0 0 0 0

1 0 1 0 0 0 0 0 0

0 0 0 1 1 1 0 0 0

1

C
C
C
C
C
C
C
C
C
A

I VRD

0

B
B
B
B
B
B
B
@

0 0 0 0 1 0 1 1 1

0 0 1 0 1 0 1 1 0

0 0 1 0 0 0 0 0 0

1 0 1 0 0 0 0 0 0

1 1 1 1 1 1 0 0 0

0 0 0 1 1 1 0 1 1

1

C
C
C
C
C
C
C
A

I VND

0

B
B
B
B
B
B
B
@

0 0 0 0 1 0 1

0 0 0 1 0 0 0

0 0 0 0 0 0 0

0 1 0 0 0 0 0

1 0 1 0 0 0 0

0 0 0 0 0 1 0

1

C
C
C
C
C
C
C
A

:
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Here branches and edges are enumerated in lexicographical order, that is x1 connects
vertexes 1 and 2, x2 connects vertexes 1 and 6, x3 connects vertexes 2 and 3, and
so on.

Random hypernet is random realization of feasible sextuple H. We consider the
following cases:

1. Fixed PN with given probabilities of existence of vi , that corresponds to
unreliable physical network with reliable nodes and unreliable links; SN and F
are fixed. This model suits for the case of long-term interconnections.

2. PN and SN are fixed, F is random (randomly chosen feasible mapping). This
model better suits case of short-term interconnections.

First model allows analyze probabilistic connectivity of a logical network at
possible failures of channels of a physical one, which may occur as because of
natural reasons, as anthropogenic ones.

17.3 Solving Reliability Problems with Hypernets

There are possible different kinds of failures in a hypernet. They are presented in
the Fig. 17.5.

If we consider a logical network as reliable one, then its failures is possible
due to failures of a physical one. Thus for calculating its reliability we must
search all possible destructions of a PN and consider corresponding states of a SN.
For example, failure of the branch that connects vertexes 3 and 5 in the Fig. 17.4
does not influent on the state of SN at all, while destruction of the branch that
connects vertexes 1 and 6 destroys three edges of SN (3–4, 4–6 and 6–7) making SN
disconnected.

Fig. 17.5 Possible kinds of destructions in a hypernet
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In [22] we discuss some improvements of well-known factoring method [23] for
calculating reliability of a random graph. These improvements could be adopted for
calculating reliability of SN. Factoring is executed by states of unreliable elements
of PN (branches in our case) while connectivity of SN is checked. Thus, we have:

R.SN/ D pijR.SNjvij works/C .1 	 pij/R.SNjvij fails/;

where pij is a reliability of a branch vij . When calculating first summand, nodes xi
and xj are contracted into one new node, while when calculating second summand
the branch vij is simply removed. On the other hand, in some cases the following
direct equation may be more convenient:

R.SN/ D
gX

iD0

C igX

jD1
AijI.SNij/:

Here Aij is a probability of an event corresponding to realization of j -th mode of
removal exactly i branches from PN, SNij—corresponding to this event remaining
part of SN, and I.SN/—indicator function, 1 if SN is connected and 0 otherwise. For
highly reliable branches this equation may be used for lower approximation of SN’s
reliability by stopping summation at some Vg_< g. If reliabilities of all branches are
equal to some p, we can obtain a reliability polynomial for SN:

R.SN; p/ D
gX

iD0
Bip

g�i .1 	 p/i ;

where Bi—number of connected realizations of SN when exactly i branches are
removed from PN. Examination of this polynomial may help in choice of best
mapping of SN onto unreliable PN.

Two possible mappings of a given SN onto cyclic PN are presented in the
Fig. 17.6, E-hypernet is used as a model. Mappings differs in placement of SN’s
nodes into nodes of PN, shortest paths realize edges. Reliability polynomials are
easily obtained by exhaustive search of all possible destructions of the PN:

R.SNjH1/ D p5 C 2p4.1 	 p/I R.SNjH2/ D p5 C 3p4.1 	 p/:

Comparison of polynomials shows that second mapping is better for all values of p
(see Fig. 17.7).
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Fig. 17.6 Two possible mappings of SN onto PN

1

0,8

0,6

0,4

0,2

0
0,2 0,4 0,6 0,8 1

p

R(p)

R2(p)

R2(p)−R1(p)

R1(p)

Fig. 17.7 Reliability polynomials for SN in case of different mappings

Second model (random mapping) is harder to analyze as it assumes averaging
of reliability indices by all possible mappings and so requires exhaustive search
for exact calculation or Monte-Carlo method for approximate one. In the last case,
using Hypernet model allows unification of data presentation and storage. When
modeling one must take into account that if there are some restrictions on PN or
SN, then mapping is not always possible. For example, throughput limitations on
branches of PN may not allow realize all edges of SN, or there may be limitation on
a number of branches realizing an edge and so on.

17.4 Conclusion

In this paper, we discuss possible usage of the Hypernet model for analyzing multi-
layer network reliability. Possible advantages of using this model are greater. First
to all, it gives general means for describing multi-layer network structure, and then
it allows designing algorithms that are more effective and solving problems that are
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impossible or hard model by other means. Our further researches in this direction
concerns constructing models of multi-service sensor networks and networks in
which several networks of upper level may exist inside one network of lower one.

Acknowledgements This work is supported by the grant of the Program of basic researches of
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Chapter 18
Profiling Power Analysis Attack Based
on Multi-layer Perceptron Network

Zdenek Martinasek, Lukas Malina, and Krisztina Trasy

Abstract In 2013, an innovative method of power analysis was presented in
Martinasek and Zeman (Radioengineering 22(2), IF 0.687, 2013) and Martinasek
et al. (Smart Card Research and Advanced Applications. Lecture Notes in Computer
Science. Springer International Publishing, New York, 2014). Realized experiments
proved that the proposed method based on Multi-Layer Perceptron (MLP) can
provide almost 100 % success rate. This description based on the first-order success
rate is not appropriate enough. Moreover, the above mentioned works contain other
lacks: the MLP has not been compared with other well-known attacks, an adversary
uses too many points of power trace and a general description of the MLP method
was not provided. In this paper, we eliminate these weaknesses by introducing the
first fair comparison of power analysis attacks based on the MLP and templates. The
comparison is accomplished by using the identical data sets, number of interesting
points and guessing entropy as a metric. The first data set created contains the
power traces of an unprotected AES implementation in order to classify the secret
key stored. The second and third data sets were created independently from public
available power traces corresponding to a masked AES implementation (DPA
Contest v4). Secret offset is revealed depending on the number of interesting points
and power traces in this experiment. Moreover, we create a general description of
the MLP attack.
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18.1 Introduction

Power analysis (PA) measures and analyzes the power consumption of crypto-
graphic devices depending on their activity. The goal of PA is to determine the
sensitive information (mostly secret key stored) of cryptographic devices from
the measured power consumption and to apply the obtained information in order
to abuse the cryptographic device. This whole process is called power analysis
attack. These types of attacks represent extremely effective and successful way
of attacks on so far confidential cryptographic algorithms such as AES (Advanced
Encryption Standard [1–4]), RSA (Rivest Shamir Adleman) [5, 6] and cryptographic
devices such as smart cards [7–9]. Power analysis was introduced by Kocher in
[10] and generally includes two basic methods: simple PA and differential PA.
An adversary tries to determine the secret key directly from the traces measured
in the simple power analysis (SPA). In the most extreme case, this means that
the adversary attempts to reveal the key based on one single power trace. The
goal of the differential power analysis (DPA) attacks is to reveal the secret key of
the cryptographic device by using a large number of power traces that have been
recorded while the device was encrypting or decrypting various input data.

To prevent power analysis attacks, one can implement some of the counter-
measure techniques. The goal of every countermeasure is to create the power
consumption of a cryptographic device independent of intermediate values that are
processed. Generally countermeasure techniques are divided into two basic groups,
hiding and masking. Masking randomizes each intermediate values by adding
random values called masks. One of the widespread countermeasures represents
Boolean masking [11, 12]. By contrast, hiding tries to break the link between
the power consumption and the data values processed [10, 13–15]. A detailed
description of power analysis including side-channel sources, testbeds, statistical
and countermeasures is summarized in the book [9].

18.1.1 Related Work

A typical example of SPA is the attack on the implementation of the RSA
asymmetric cryptographic algorithm, where the difference in power consumption
between the operations of multiplication and squaring can be observed [5]. Template
based attacks were introduced in [16] and can be considered as the strongest leakage
analysis in an information theoretic sense. Practical aspects of template attacks
(TA) have been discussed in [7, 17, 18]. The concept of the DPA attack was first
described in [10] and the basic principle was introduced on a DES algorithm using
the statistical method based on the Difference of Means. Nowadays, DPA based on
correlation coefficient is one of the most widely used methods [19].

Application of neural networks in the field of power analysis was first published
in [20]. Naturally, this work was followed by other authors, e.g. [21, 22], who
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dealt with the classification of individual power prints. These works are mostly
oriented towards reverse engineering. Yang et al. [23] proposed MLP in order to
create a power consumption model of a cryptographic device in DPA based on
correlation coefficient. In recent years, the cryptographic community has explored
new approaches based on machine learning models. Lerman et al. [24, 25] compared
a template attack (TA) with a binary machine learning approach based on non-
parametric methods. Hospodar et al.[26, 27] analysed the Suprot Vector Machine
(SVM) on a software implementation of a block cipher. Heuser et al. [28] created
the general description of the SVM attack and compared this approach with the
template attack. In 2013, Bartkewitz [29] applied a multi-class machine learning
model that improves the attack success rate with respect to the binary approach.
Recently, Lerman et al. [30] proposed a machine learning approach that takes into
account the temporal dependencies between power values. This method improves
the success rate of an attack in a low signal-to-noise ratio with respect to classi-
fication methods. Lerman et al. [31] presented a machine learning attack against
a masking countermeasure, using the dataset of the DPA Contest v4. Interesting
method of power analysis based on a multi-layer perceptron was first presented in
[32]. In this work, the authors used a neural network directly for the classification
of the AES secret key. In [33], this MLP approach was optimized by using the
preprocessing of the power traces measured.

18.1.2 Contribution

In [32, 33], the authors used the first-order success rate for efficiency description of
the proposed MLP power analysis method. This is not sufficiently reliable because
this value can be deceiving [34]. According the framework, the guessing entropy
represents an appropriate metric of two side analysis attack implementation [34].
The metric measures the average number of key candidates to test after the side-
channel attack.

The other important fact is that both methods based on the MLP (original
implementation and optimized one) have not been yet compared with other well-
known approaches such as the template attack or the stochastic attack. In previous
researches described in [32, 33], the adversary uses 1;200 interesting points to real-
ize the attack. This large number of interesting points is not practically applicable
to TA because of possible numerical problems connected with a covariance matrix.1

In this paper, we introduce the first fair comparison of power analysis attacks based
on the MLP and templates. For a first time, the comparison is accomplished by

1The size of the covariance matrix grows quadratically with the number of points in the trace, more
information in [9].
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using the identical data set including a number of interesting points. Moreover, we
create a general description of the MLP aimed for byte classification including the
structure, setting and training algorithm, because this information was also missing
in previous research.

Our research was based on three datasets, the first dataset (DS1) contains the
power traces of an unprotected AES implementation where we classify one byte of
the secret key and whole secret key subsequently. We measured and prepared the
first data set in our lobar using our testbed [35, 36]. The second (DS2) and the third
datasets (DS3) were independently prepared from public datasets of power traces
corresponding to the masked AES implementation (DPA Contest v4 [37]) where
we classify the secret offset. In this experiment we compare the power analysis
attacks efficiency depending on the number of interesting points and the number
of power traces. We chose public available power traces to obtain independent
datasets corresponding to the different cryptographic device. It is clear, that making
fair comparison based only on own power traces is not trusted. The second data
set was created by our research group and the third data set was created by Liran
Lerman during preparation of the attack in [31].

18.2 General Description of the MLP

This section provides only a basic information about the neural networks that we
used during the attack (the basic structure and the training algorithm of the MLP).
We refer the work [38, 39] for more specific information. The main goal of this
section is to show how to use MLP to realize the power analysis attack (analogy to
attack based on templates).

Preliminaries: a learning set Y (sometimes denoted as a training set) and a
test set X with n and m instance represents power traces measured in the context
of the side channel analysis. Each instance yi where i D 1; : : : ; n and xj where
j D 1; : : : ; m in the learning and training set contains one assignment (a class label
which determines which class the concrete instant belongs to) and several attributes
yi D y1; : : : ; yN , xj D x1; : : : ; xN (features or observed variables). These attributes
represent the points of power traces in time (samples). Mostly, one chooses only
some interesting points that leak information [7, 9, 18, 40] which the attack is aimed
on. The learning set is used in the profiling phase of the profiled attack and test set
is used during the attack phase.

The basic element of an artificial neural network is a formal neuron, often called
as a perceptron in the literature. The basic model of the neuron is shown on the left
side in Fig. 18.1. The neuron contains xi inputs that are multiplied by the weights
wi , where i D 1 to n. Input x0 multiplied by the weight w0 D 		 determines
the threshold of the neuron (bias). During the training of the neuron, weights
are updated to achieve a desired output value. Firstly, a post-synaptic potential is
calculated. It is defined as the internal function of the neuron:
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Fig. 18.1 The general structure of neural network

� D
nX

iD1
xiwi 	 	: (18.1)

Subsequently, the output value of the neuron is calculated as y D f .�/ where f
represents a non-linear function, mostly a sigmoid. Naturally, one formal neuron
is not able to solve complex problems, therefore we use neurons (perceptrons)
connected into a network. The multilayer perceptron consists of two or more layers
of neurons that are denoted as an output layer and a hidden layer. Each neuron in one
layer is connected with a certain weight wij to every neuron in the following layer.
Frequently, the input layer is not included when one is counting the number of layers
because the input layer is not composed of neurons. We follow this notation in this
article. An example of the two-layer neural network is shown in Fig. 18.1 (on the
right side).

These networks are modifications of the standard linear perceptron and can
distinguish data that are not linearly separable [39]. These networks are widely
used for a pattern classification, recognition, prediction and approximation and
utilize mostly a supervised learning method called backpropagation [41]. The
backpropagation (BPG) algorithm is an iterative gradient learning algorithm which
minimizes squares of a cost function using the adaptation of the synaptic weights.
This method is described with the following steps (the following equations are valid
for the two-layer neural network which is shown in Fig. 18.1):

– Step 1: Weights wij and thresholds 	 of each neuron are initialized with random
values.

– Step 2: An input vector X D Œx1; : : : ; xN �
T and a desired output vector D D

Œd1; : : : ; dM �
T are applied to the neural network. In other words, one creates a

training set containing pairs of T D fŒX1;D1�; ŒX2;D2�; � � � ; ŒXn;Dn�g, where
n denotes the number of training set patterns and the training set prepared is
applied to the neural network. Provided, that NN represents an ordinary classifier
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which classifies input data to the desired output groups, the D represents mostly
a classification matrix where the desired outputs are labelled by value 1 and other
outputs 0.

– Step 3: The current output of each neuron is calculated by the following
equations:

yk.t/ D fs.

N1X

kD1
w0jk.t/x0j .t/ 	 	 0k/; (18.2)

x0j .t/ D fs.

NX

iD1
wij.t/xi .t/ 	 	j /; (18.3)

where 1 � k � M denotes output layer and 1 � j � N1 hidden layer.
– Step 4: Weights and thresholds are applied according to the following equation:

wij.t C 1/ D wij.t/C 
ıj xi : (18.4)

Adaptation of weight values starts at the output neurons and proceeds recursively
back to the input neurons. In this equation, wij denotes weights between the i th
hidden or input neuron and the neuron j th at time t . Output of the i th neuron is
denoted as x0i , 
 represents the learning coefficient and ıj is an error of neuron
which is calculated as follows:

ıj D yj .1 	 yj /.dj 	 yj /; .outputlayer/; (18.5)

ıj D x0j .1 	 x0j /.
MX

1

ıkwjk/; .hiddenlayer/; (18.6)

where k represents all neurons in the output layer.
– Step 5: Steps from 3 to 5 are repeated until the error value is less than the

predetermined value.

During the training of NN which is based on the BPG algorithm, some problems
may occur. These problems are caused by inappropriate setting of training parame-
ters or the improper initialization of weights and thresholds. These difficulties can
be reduced by using a modification of the basic algorithm such as Back-Propagation
with Momentum or Conjugate Gradient Backpropagation.

18.3 General Description of MLP Attack

In this section, we describe the general usage of the MLP in power analysis attack.
Machine learning algorithms are mostly used in profiled attacks where an adversary
needs a physical access to a pair of identical devices, which we call a profiling
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device and a target device. Basically, these attacks consist of two phases. In the first
phase, the adversary analyzes the profiling device and then, in the second phase, the
adversary attacks the target device. Typical examples are template-based attacks
[7, 9, 16]. By contrast, non-profiled attacks are one-phase attacks that perform
the attack directly on the target device such as DPA based on the correlation
coefficient [19].

18.3.1 Profiling Phase

In the attack based on the MLP, we assume that we can characterize the profiling
device using a well trained neural network. We assume that desired value by
adversary is the secret key stored in cryptographic device. This means that one can
create and train a NN for a certain part of a cryptographic algorithm. We execute this
sequence of instructions on the profiling device with the same data d and different
key values kj to record the power consumption. After measuring n power traces, it
is possible to create the matrix Xn that contains power traces corresponding to a pair
of (d , ki ). These pairs represent a training set T of the neural network. Input values
are power traces measured and values of secret key ki represent the desired output
of the neural network. In this case, secret key values ki can be easily represented
using the n � 256 classification matrix D.

After the measurement phase, an adversary creates a neural network. The number
of input neurons has to be equal to the numbers of chosen interesting points. We use
only interesting points because of memory limitation and time-consuming training
process (similar situation like in classical Template attack). Generally, the setting
of the hidden layer depends on the problem to solve and the training set, therefore
the adversary has to set the number of hidden layers and neurons experimentally.
The output layer should contain the desired number of neurons corresponding to the
aim of the attack (output byte of S-Box, byte of the secret key, Hamming weight
etc.). In our example, the NN is aimed on byte classification, therefore the output
layer contains 256 neurons. In the last step of the profiling phase, the adversary
trains the neural network created by the prepared training set and the chosen training
algorithm.

18.3.2 Attack Phase

During the attack phase, the adversary uses a well-trained NN together with a
measured power trace from the target device (denoted as t) to determine the secret
key value. The adversary puts the t D Œx1; : : : ; xN �

T as an input to NN and it
classifies the output values using the calculation:

yk D fs.

N1X

kD1
w0jkx0j 	 	 0k/; 1 � k � M; (18.7)
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where wij denotes weights between i th hidden neuron (or the input neuron) and the
neuron j th and x0i denotes the output of hidden neurons:

x0j D fs.

NX

iD1
wijxi 	 	j /; 1 � j � N1: (18.8)

The result of this classification is a vector g D Œg1; g2; : : : ; gM � which contains
the probability value 0 to 1 for every output value. The probabilities show how well
the measured trace t corresponds to the training patterns. Intuitively, the highest
probability should indicate the correct training pattern in the training set T and
because each training pattern Xn is associated with a desire value (in our case secret
key), the adversary obtains the information about secret key stored in the target
device.

18.4 Experiments Realized

The following text summarizes experiments realized including the information
about the experimental setup and the attacks implementation. At first, we focus on
attack implementation description, because these are identical for every experiment
realized.

18.4.1 Template Attack Implementation

We implemented classical template attack, reduced template attack and effective
template attack based on pooled covariance matrix [7]. Calculation of the probabil-
ity density function was performed according the following Eq. (18.9):

p.tI .m;C/di ;kj / D exp.	 1
2

· .t 	 m/K· C�1 · .t 	 m//
p
.2 ·/NP · det.C/

(18.9)

where .m;C/ represents templates prepared in profiling phase based on multivariate
normal distribution that is fully defined by a mean vector and a covariance matrix.
The power trace measured from the target device is denoted as t and NI is the
number of interesting points. In the case of effective template attack, we calculated
the pool covariance matrix as an average value of all covariance matrices and we
calculate the Eq. (18.9) using this matrix. In following text, the classical, the reduced
template attack and the template attack based on the pooled covariance matrix are
denoted as Tcls, Tred and Tpool sequentially.
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18.4.2 MLP Attack Implementation

We created and trained the neural network in Matlab using the Netlab neural
network toolbox [38]. Ian Nabney and Christopher Bishop from Aston University
in Birmingham are the authors of this toolbox and it is available for download.
We created a typical two layer perception network and we used optimized learning
based on the scaled conjugate gradient algorithm (see Sect. 18.2). A standard
sigmoid was chosen as an activation function. The NNs created are shown in
Figs. 18.2 and 18.3. The input layer contained five inputs corresponding with
interesting points, hidden layer contained 1;000 neurons and output layer had 256
neurons and we used 200 training cycles for DS1. The input layer contained 48
and 50 inputs corresponding with interesting points, hidden layer contained 1;000
neurons and output layer had 16 neurons and we used 180 training cycles for DS1
and DS2. These implementations of NNs are denoted as NNorg and practically
correspond to the original approach described in [32]. We created the other NNs
according the optimization based on preprocessing of measured power traces [33].
These implementations are denoted as NNopt.

Hidden layer

X1

X5

Y1

Y1000

Z1

Z256

Output layer

Y1

Y256

Fig. 18.2 Created NN for DS1

Fig. 18.3 Created NN for
DS2 and DS3
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Y16

(X50 for DS3)
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18.4.3 First Experiment: Secret Key Revelation

The first data set is focused on secret key classification. DS1 is prepared from
power traces of unprotected AES-128 implementation in our testbed. The cryp-
tographic module was represented by the PIC 8-bit microcontroller, and for
the power consumption measurement we used the CT-6 current probe and the
Tektronix DPO-4032 digital oscilloscope. We used standard operating conditions
with 5 V power supply. Stored power traces have 100,000 of samples and cover the
AddRoudnKey and SubBytes operations in the initialization phase of the algo-
rithm (see Fig. 18.4). We can denote stored secret key as Ksec D fk1; k2; : : : ; k16g
where ki represents individual bytes of the key. Because our implementation
was realized in the assembly language and the executed instruction of examined
operation (AddRoudnKey and SubBytes) were exactly the same for every key
byte ki , we assume that it is possible to use parts of power traces where first byte
is processed to create a model (or templates) to determine the whole secret key
byte by byte. In the first step, we determine the value of k1 and in the second step
byte k2, and so on. The difference between these steps is in the division of the
power traces measured into parts corresponding to the time intervals in which the
cryptographic device works with the respective bytes of the secret key. The division
of power traces is indicated in Fig. 18.4 by numbers. We verified this assumption
experimentally and it is naturally conditioned by the excellent synchronization of
measured power traces.

Fig. 18.4 Measured power traces for different first key value
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We measured a set of 2,560 power traces where ten power traces were
independently stored for each value of the first secret key byte. This number of
power traces was chosen because we wanted to compare both implementation of
the attacks (the MLP approach and the template attack) using the typical tenfold
cross-validation. In data mining and machine learning, the tenfold cross-validation
is the most common method of model verification. Cross-validation (CV) is a
statistical method of evaluating and comparing learning algorithms by dividing data
into two segments: one is used for learning a model and the other one is used for the
model validation. In typical cross-validation, the training and validation sets must
cross-over in successive rounds that each data point has a chance of being validated
against. Therefore, we used nine power traces in profiling phase of the individual
attack and one power trace in attack phase in every step of validation.

We chose five interesting points according to the information provided in [18].
Our algorithm searched for the maximum differences of an average power con-
summation and power consumption corresponding to key value 1. The algorithm
accepted only the maximums that had a distance of at least one clock cycle from
each other. This restriction for having interesting points not too close from each
other avoids numerical problems during the covariance matrix inverting. Measured
power traces were properly synchronized and our device leaks Hamming weight
(HW) of processed data. These facts confirm the plots shown in Figs. 18.5 and 18.6.
Figure 18.5 shows the detail of power traces that correspond to MOV instruction
where data values 0 to 255 were processed. Figure 18.6 shows plot of these
measured power traces for one point t D 4086. Each of our chosen interesting
points leaked HW of processed data. Same chosen points were used for the template
creation and the neural network model. Consequently, our first dataset represents a

Fig. 18.5 Detail of measured 256 power traces
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Fig. 18.6 Measured leaks of Hamming weight for point 4,086

matrix 2560 � 13 where each of the last eight vale is a label. Label is expressed
by four columns where every row represents a class using the binary expression
00000000 to 11111111.

A well known fact is that noise always poses the problem during the power
consumption measurement. During the preparation of DS1, we performed the
experimental measurements of a test bed according to the information provided in
[9] and we established that the noise level was distributed according to the normal
distribution with the parameters� D 0mA and � D 5mA. Every stored power trace
was calculated as an average power trace from ten power traces measured using the
digital oscilloscope to reduce electronic noise.

In our experiment, we use the guessing entropy to compare our implemented
attacks. The guessing entropy is defined as follows: let g D Œp1; p2; : : : ; pN � contain
the probability such as p1 � p2;� : : : ;� pN of all possible key candidates after N
iterations of Eq. (18.9) or Eq. (18.7). Indices i correspond with the correct key in g.
After the realization of S experiments, one obtains a matrix G D Œg1; : : : ; gS � and
a corresponding vector i D Œi1; : : : ; iS �. Then the guessing entropy determines the
average position of the correct key:

GE D 1

S

SX

xD1
ix: (18.10)

In other words, the guessing entropy describes the average number of guesses,
required for recovering the secret key [28, 34].

In the first experiment, we determined the value of one byte of the secret key
from one measured power trace. We tried this for all 256 power traces measured
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Table 18.1 Guessing
entropy for the individual
byte determination

CV NNorg NNopt Tcls Tred Tpol

1 1.16 1.02 1.07 1.04 1.02

2 1.18 1.04 1.07 1.06 1.02

3 1.32 1.03 1.04 1.04 1.03

4 1.16 1.05 1.04 1.04 1.02

5 1.16 1.05 1.07 1.05 1.02

6 1.23 1.04 1.04 1.04 1.02

7 1.15 1.03 1.08 1.03 1.02

8 1.11 1.05 1.07 1.02 1.02

9 1.18 1.06 1.08 1.02 1.00

10 1.17 1.03 1.03 1.04 1.01

� 1.18 1.04 1.06 1.04 1.02

Table 18.2 Guessing
entropy for the whole secret
key determination

CV NNorg NNopt Tcls Tred Tpol

1 4:00 2.00 4:00 4.00 2.00

2 24:00 4.00 4:00 1.00 2.00

3 32:00 2.00 4:00 4.00 8.00

4 24:00 8.00 2:00 4.00 4.00

5 4:00 2.00 4:00 4.00 4.00

6 30:00 4.00 16:00 4.00 4.00

7 8:00 2.00 4:00 2.00 2.00

8 16:00 6.00 8:00 2.00 2.00

9 32:00 2.00 4:00 4.00 2.00

10 2:00 1.00 2:00 1.00 1.00

� 17:60 3.30 5:20 3.00 3.10

corresponding to every key values from 0 to 255. In other words, we determined
the value of 256 individual bytes in every step of the cross-validation. After the
realization, we calculated the GE according to the Eq. (18.10). Obtained results
are summarized in Table 18.1, where � denotes an average value calculated from
every cross-validations realized. The template attack based on the pooled covariance
matrix Tpol achieved the best result in one byte guessing but it is important that the
classification based on NN was not much worse. The original implementation of
the neural network NNorg was the worst of all implemented attacks and achieved
GE D 1:18 in average. The optimized method achieved GE D 1:04 that was almost
identical with template attacks.

In the following experiment, we determined the whole 128 bit secret key by
using the 16 power traces measured. The secret key stored had the value K D
Œ29; 245; 48; 93; 215; 65; 139; 198; 5; 232; 81; 107; 173; 243; 24; 151�. Obtained res-
ults are written in Table 18.2. The second experiment confirmed the previous results.
The adversary needs about 18 guesses to determine the correct secret key after the
side-channel attack based on the original implementation of neural network NNorg.
The results of the optimized method were almost identical with template attacks.
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Table 18.3 Obtained results NNorg NNopt Tcls Tred Tpol

� (ms) 1.59 1.11 174.89 149.85 221.66

m (kB) 1920.00 1920.00 4880.00 1448.00 4894.00

Potential adversary would need in average about four guesses to determine the
secret key value after the side-channel attack. Our experiments confirm that success
secret key revelation of MLP attack is comparable with template based attacks
(identical number of interesting points, number of power traces and so on). The
MLP approach is able to be trained only for a few interesting points of power traces.
In order to complete the comparison of implemented attacks, Table 18.3 provides the
information about the time complexity of attack phase � and memory complexitym.

18.4.4 Second Experiment: Secret Offset Revelation 1

The second experiment is focused on the mask classification. We created DS2 which
is based on electromagnetic traces that are freely available on the website of DPA
Contest v4 [37]. The masked block-cipher AES-256 in encryption mode without
any mode of operation is implemented on the target cryptographic device Atmel
ATMega-163-based smart card. Implemented masking scheme is a variant of the
Rotating Sbox Masking [12, 42]. According to authors, this masking scheme keeps
performance and complexity close to the unprotected scheme and is resistant against
several side-channel attacks. The 16 masks are public information that are incorpo-
rated in the computation of the algorithm. Offset value, which is drawn randomly at
the beginning of computation, is a secret value. Mask values are rotating according
to the offset value [12, 42]. Each stored trace has 435;002 samples associated to the
same secret key and corresponds to the first and to the beginning of the second
round of AES algorithm. For DS2, we chose only the points that are the most
correlated with the secret offset value. We realized the classical CPA (differential
power analysis based on the correlation coefficient [9]) for operation Plaintext
blinding depending on the offset value in order to locate interesting points. In
other words, we chose output of Plaintext blinding as the intermediate
value of the CPA attack [12]. Result of the CPA analysis is shown in Fig. 18.7.
Finally, we selected 3 points for every mask value, together 48 interesting points
were chosen. Selected interesting points of individual masks were exact distributed
with distance of 4;342 samples (Mask 0 t D .5222; 6777; 8777/, Mask 1 t D
.29564; 11119; 13119/ and so on). In this experiment, we divided DS2 into a
learning set of 1;000 traces and a testing (validation) set of 1;500 traces to measure
the success rate. In other words, learning set represents a matrix 1000 � 52 where
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Fig. 18.7 Result of CPA for operation Plaintext blinding

each of the last four values is a label. In our case, the label values correspond with
the offset value 0 to 15 (16 possible variants). Identically, the validation test was a
matrix 1500 � 52.

In this experiment, we investigate a success rate of the masks revelation
depending on the number of interesting points and the number of power traces. In
comparison with the first experiment, we use first-order success rate as a metric
because secret offset is revealing during this observation. Learning set contains
100; 250; 500 and 1;000 of power traces successively. Figures 18.8, 18.9, 18.10,
and 18.11 report the success rate to predict the right offset value as a function of
the number of interesting points selected for Tcls, Tpool, NND and NN. One can
extract the following observations. First, as expected, the higher the number of
traces in the learning set, the higher the accuracy. For example, maximal success
rate achieved was 70% and 99% for learning set containing 100 and 1;000 power
traces successively. Secondly, the number of selected points in each trace influences
the success rate: the higher the number of interesting points, the higher the success
rate of every attack implementations. The main finding is that the rise in success rate
of the MLP attack occurs much earlier than for every TA attacks. We can observe
success rate of 72% for the MLP and of 7% for TAs for 20 interesting points and
1;000 power traces.

It is remarkable that if learning set is small (in our experiment less than 1;000
of power traces), the classical template attack is practically inapplicable. It provides
the success rate somewhere around 7%. This is caused by numerical problems that
are connected with covariance matrix. These numerical problems occur during the
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inversion which needs to be done in Eq. (18.9). In our case, the values that were
calculated were very small, what leads to bad classification results. Obtained results
confirmed that the MLP is much more effective profiling power analysis attack in
terms of small number of power traces and interesting points. The fact is, that the
template attack based on the pooled covariance matrix and the MLP are practically
the same for larger learning sets. Obtained success rates were 99:9% and 99:6%
for Tpool and NND successively (see in Fig. 18.11). Last interesting observation was
that the proposed optimization described in [33] has practically no influence on
the classification results. This is presumably due to the precise method of choosing
interesting points.

18.4.5 Third Experiment: Secret Offset Revelation 2

The third data set was created by Liran Lerman during the preparation of the
attack for DPA Contest v4. We refer the work [31] for more information about the
preparation of the original dataset. This DS3 is focused on the mask classification
and we used first 1;000 traces of 1;500 available in learning set. The author chose
50 interesting points according to the computed Pearson correlation between each
instance of 1;500 traces and the offset value. In other words, our DS3 represents a
matrix 1000� 54 where each of the last four values represents a label value. Again,
the label values correspond with the offset value 0 to 15 (16 possible variants).
The author created a validation set containing of 1;500 power traces for attacks
verification.

As in the previous experiment, we investigate a success rate of the masks
revelation depending on a number of interesting points and number of power traces
to classification results of attacks implemented. Learning set contains 100; 250; 500
and 1;000 successively. Figures 18.12, 18.13, 18.14, and 18.15 report the success
rate to predict the right offset value as a function of the number of interesting
points selected for DS3. From results, we can extract the following observations.
Firstly, as a confirmation of expected previous statement, the higher the number of
traces in the learning set, the higher the accuracy. Secondly, the maximum achieved
success rates are lower and differences between the attacks implemented are less
pronounced. We can observe this fact focusing on maximal success rates of 99:9%
and 89:7% of the Tpool attack for DS2 and DS3 successively with size of 1;000
power traces. This difference in maximal success rate is even greater for smaller
learning set: inspect the success rates of 91:9% and 57:8% of the Tpool attack
for DS2 and DS3 successively with size of 100 power traces. This is presumably
due to the method of choosing interesting points. In this data set, interesting
points are not selected as precisely as in DS2. The presumption of poor selection
of interesting points is confirmed by graphs shown in Figs. 18.12, 18.13, 18.14
and 18.15. The graphs show a plateau at some constant levels for points from 10 to
40. Last finding was the advantage of the usage of efficient template attack (Tpool).
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Fig. 18.14 Success rate of the secret offset revelation based on 500 power traces of DS2
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This implementation eliminates numerical problems connected with covariance
matrix and the adversary does not lose information in contrast with reduced template
attack.

18.5 Conclusion

In this paper, we made the first fair comparison of power analysis based on the MLP
with well-known template attacks. The first experiment realized, that was aimed on
the whole secret key of the AES algorithm revelation, confirmed that the efficiency
of the power analysis attack based on MLP and the template attack is comparable.
The adversary needs about 18 guesses to determine the correct secret key using
the original implementation of the MLP attack. This result is three times worse in
comparison with the classical template attack that needs about 5:2 guesses to reveal
the whole secret key. By contrast, the results of optimized method were almost
identical with the best template attack implementation. Potential adversary would
need in average about four guesses after the side-channel attack to determine the
secret key value of the AES algorithm.

In the second experiment, we investigate a success rate of the masks revelation
depending on the number of interesting points and the number of power traces.
As expected, the higher the number of traces and points in the learning set, the
higher the accuracy of every power analysis attacks implemented. The main finding
was that the sharply rise in success rate of the MLP attack occurs much earlier than
for every TA attacks. We can conclude that the MLP is much more effective profiling
power analysis attack in terms of small number of power traces and interesting
points. In other words, it is better to use profiling power analysis attack based on
MLP if the adversary has only limited power traces measured than to realize attack
based on templates. The fact is, that the most effective template attack based on
pooled covariance matrix and the MLP show practically the same result for larger
learning sets. Last finding was the confirmation of the efficiency of pooled template
attack which eliminates numerical problems connected with covariance matrix and
the adversary does not lose information in contrast with usage of reduced template
attack.
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Chapter 19
A Particular Case of Evans-Hudson Diffusion

Cristina Serbănescu

Abstract We know that the Markov processes are the solutions of certain stochastic
equations. In this article we will construct a noncommutative Markov process by
noncommutative stochastic calculus. We will also show that these are particular
cases of Evans-Hudson diffusions. At the end we will present two examples starting
from the classical theory of probabilities (the Brownian motion and the Poisson
process) which lead to particular cases of the noncommutative Markov processes.

Keywords Noncommutative Markov process • C*-algebra • Brownian motion
• Poisson process • Stochastic equation

19.1 Introduction

Studies in Quantum mechanics have posed the problem of completely positive
applications on C*-algebra of continuous linear operators on a Hilbert space. We
consider completely positive applications because they describe the evolution of a
quantum system, a high-physics energy system and we assume that this evolution
is not affected by the existence of other systems that do not interact with the given
one. Details concerning the way that the high-physics energy has come to pose this
problem may be found in [2] and [3]. Starting from a semigroup of positive operators
or from its infinitesimal operator, we can construct a homogenous Markov process.
The construction of these processes is done through different methods of which
we emphasize on solving stochastic integral equations [16]. Hence the theory of
quantum probabilities has developed as a noncommutative theory of probabilities
in [1] with motivations in high-physics energy [10]. The corresponding stochastic
processes were constructed only in the case of infinitesimal operators and are
expressed as finite sums. These are called Evans-Hudson diffusions [5]. This article
builds these processes on the antisymmetric Fock space (called fermionic) in which
the infinitesimal operator is an infinite sum. The case of the symmetric Fock space
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(called bosonic) was treated in [12]. This article shows how the obtained processes
as solutions of certain stochastic integral equations are noncommutative Markov
processes and appear as a particular case of certain Evans-Hudson diffusions [14]
with an infinite number of components, a notion yet to be defined.

This paper shows how noncommutative Markov processes are obtained as
solutions of certain stochastic equations, being particular cases of Evans-Hudson
Diffusions with an infinity of components.

The case of Markov processes on symmetric Fock spaces for infinitesimal
operator as an infinite sum was studied by Hudson and Parthasarathy [10]. This
paper aims to build noncommutative Markov processes on antisymmetric Fock
spaces where we do not have exponential commutative vectors and where the
commutative property does not occur between operators describing disjoint time
intervals. Unlike the symmetric Fock space, the defined operators are continuous
and the integral is a particular case of Bochner integral [8].

The Brownian Motion and the Poisson Process were given as examples.

19.2 Fermion Stochastic Integrals of Simple Processes

First we construct a stochastic integral on Fermion Fock space [9, 13] by analogy
with the same kind of integral on Boson Fock space [4], first of simple processes. We
define the Fermion stochastic integral for square-integrable integrands. We present
the infinitesimal operators like infinite sums, but we assume they are continuous.
Because of the canonical anticommutation relation we have left, right and mixed
stochastic integrals.

The noncommutative stochastic calculus was developed on Fermion Fock space.

Definition 2.1. Let H be a Hilbert space. We define the antisymmetric Fock space
�a(H) over H as the linear hull of all x1 ^ x2 ^ � � � ^ xn; n � 0; xi 2 H (where for
n D 0, we have the unit element, namely 1) with the following inner product:

hx1 ^ x2 ^ � � � ^ xn; y1 ^ y2 ^ � � � ^ yki D ın;k det .hxi ; yi i/i;jD1;:::;n
for n D k D 0 the determinant is considered to be 1.

About this space we mention the following:

(i) �a.H/ D
n̊�0
Hn^, where Hn^ is the closed linear hull of all x1 ^ x2 ^ � � � ^

xn; xi 2 H
(ii) xy.1/ ^ � � � ^ xy.n/ D " .�/ xy.1/ ^ � � � ^ xy.n/ where "(� ) is 1 or 	1 if � is even

or odd.
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If two xi with different indexes i are equal this product is null.

(iii) �a.H/ D
8
<

:

X

n�0
xn W xn 2 Hn^; fn W xn ¤ 0g f inite

9
=

;
is an associative

algebra, with unit element 1 and x1^� � �^xn is the product of x1; : : : ; xn; xi 2
H D H1^, in established order.

(iv) If H � K , then �a.H/ � �a.K/.

Definition 2.2. Let H be a Hilbert space

(a) By a filtration in H we mean a family .Ht /t2Œ0;1/ of closed subspaces of H such
that

Hs � Ht ; 8s < t:

(b) We say that it is a right continuous filtration if Ht D \
u>t
Hu

(c) We say that it is a left continuous filtration if Ht is the closure of [
u>s
Hs

(d) We say that .Ht /t>0 is continuous if the filtration is right and left continuous.

The idea of defining these processes may be found in [6].

Definition 2.3. An adapted process is a family of operators F D .F.t/I t � 0/ on
h such that for each t � 0:

(a) D .F.t// D h0 N̋
"t N̋

ht .

(b) There is an operator FC.t/ W h0 N̋ "t N̋ h
t ! h0 such that

hF.t/�; 
i D ˝
�; F .t/C


˛
for 8�
 2 h0 N̋ "t N̋ h

t

(c) There are operators F1(t) and FC
1
.t/ on h0 ˝ "t such that:

F.t/ D F1.t/˝ 1

FC.t/ D FC
1
.t/˝ 1

(d) For each t0 and x 2 " we have:

sup
kuk�1

k.F .t0 C h/	 F.t// .u ˝ x/k h!0! 0

hence 8x 2 " and t 2 Œ0;1/ lim
s!tkF.t/ 	 F.s/kx D 0

where kT kx D sup
kuk�1

kT .u ˝ x/k
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Definition 2.4. A simple process is an adapted process of the form:

F.t/ D
1X

nD0
Fn�Œtn;tnC1/.t/I t � 0 for some sequence 0 D t0 < t1 < � � � <

tn ! 1
We denote by A0 and A, respectively, the sets of simple and adapted processes.

Definition 2.5. Let F;G;H 2 A0 and write

F D
1X

nD0
Fn�Œtn;tnC1/ ; G D

1X

nD0
Gn�Œtn;tnC1/ ;H D

1X

nD0
Hn�Œtn;tnC1/

0 D t0 < t1 < � � � < tn ! 1

The family of operatorsM D .M.t/; t � 0/ with D .M.t// D h0 N̋
"t N̋

ht defined

by M.0/ D 0

M.t/ D M .tn/C �
ACL .t/ 	 ACL .tn/

�
Fn CGn .AL.t/ 	 AL .tn//C .t 	 tn/Hn

for tn < t < tnC1 is called stochastic integral of (F, G, H) and are denoted by:

M.t/ D
tZ

0

dACL F CGdAL CHds

19.3 Stochastic Integrals of Continuous Processes

Now we want to estimate the norm ofM.t/ .u ˝ x/, in order to define the stochastic
integrals [11].

We consider three possibilities, where the first is:

M.t/ D
bX

nD0

�
ACL .snC1/	 ACL .sn/

�
Fn for tb < t < tbC1, si D ti for i D

0; � � � ; b and sbC1 D t .
We denote F.t/ D

X

nD0
�Œtn;tnC1�.t/Fn and we write briefly

dM D �
dACL

�
F or M.t/ D

tZ

0

�
dACL

�
F .

We write as follows:

kM.t/ .u ˝ x/k2 �
�
�
�
�
�

X

p

Lp 
 Lp
�
�
�
�
�

2 tZ

0

kF .u ˝ x/k2da C
tZ

0

kF .	u ˝ x/k2da

C
X

k

sup
a�t

kM.a/ .u ˝ xck/k2kxkk2
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Now we deduce that if Fc D 1; 2; : : : are “simple integrands” like before and if

every u 2 h0, x 2 " and t > 0,

tZ

0

�
�Fc .u ˝ x/ 	 Fc’ .u ˝ x/

�
�2da ! 0 for

c; c0 ! 1, then for every t > 0, u 2 h0 and x 2 ",
sup
a�t
�
�Mc .u ˝ x/ 	Mc’ .u ˝ x/

�
�2 ! 0, where dMc D �

dACL
�
Fc .

We consider x D x1 ^ � � � ^ xr and by induction on r, the termX

k

sup
a�t

kM.a/ .u ˝ xck/k2kxkk2 vanishes for r D 0.

This is the way we define

tZ

0

�
dACL

�
F for those F for which it is a sequence Fc

of simple integrands with

tZ

0

�
�Fc .u ˝ x/ 	 Fc’ .u ˝ x/

�
�2da ! 0 for c0 ! 1 for

every t > 0, u 2 h0 and x 2 ".
We remark that if F.t/ D F1.t/ ˝ 1 with respect to h D ht ˝ ht and if

F.t/ .u ˝ x/ is continuous in t for every u 2 h0, x 2 ", then there exists a sequence

Fc namely Fc.t/ D
X

k�0
�h k

2n
; kC1
2n

iF

�
k

2n

	

.

We also mention that:

kM.t/k2x �
�
�
�
�
�

X

p

Lp 
 Lp
�
�
�
�
�

2 tZ

0

kF.a/k2xdaC
tZ

0

kF.a/k2xda

C
X

k

sup
a�t

kM.a/k2xckkxkk2:

Writing the formulas kM.t/ .u ˝ x/k2 forM.t/ 	M.s/, we shall obtain:

kM.t/	M.s/k2x �
�
�
�
�
�

X

p

Lp 
 Lp
�
�
�
�
�

2 tZ

s

kF.a/k2xdaC r

tZ

s

kF.a/k2xda

C
X

k

sup
a�t

kM.a/	M.s/k2xckkxkk2

and by induction we show that F is continuous hence lim
s!tkF.s/ 	 F.t/kx D 0 for

every x, then M(t) follows continuous similarly.

Definition 3.1. The integrals can be defined separately and we have:

M.t/ D
tZ

0

�
dACL F CGdAL CHds

� D
tZ

0

dACL F C
tZ

0

GdAL C
tZ

0

Hds:
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19.4 Stochastic Equations

Theorem 4.1. Let be the operators X(0), B and D in L(h0).
We show that the stochastic differential equation:

X.t/ D X.0/C
tZ

0

dA�L .BFXDF /C
tZ

0

.BGXDG/ dAL C
tZ

0

.BHXDH/ ds

has a unique solution which is a continuous process.

Proof. We remark that the integrands are “allowable”, hence the stochastic integrals
are well defined.

Unicity: if X and Y are two solutions, with X.0/ D Y.0/, then Z D X 	 Y will
be a solution of the equation with Z.0/ D 0.

Since kBFDkx � kBk kF kx kDk for B;D 2 L.h0/, we have for t � T :

kZ.t/k2x � c

tZ

0

kZ.a/k2xdaC
X

k

sup
a�t

aZ

0

kBFZ.a/DF k2XCkkxkk2da

C
0

@

tZ

0

X

k

k.BGZ.a/DG/k2XCkda
1

A e

X

k

kxkk2

We give the proof by induction on r, if x D x1 ^ x2 ^ � � � ^ xr .
Knowing that
Z.a/ .u ˝ .x1 ^ x2 ^ � � � ^ xr�1// D 0 for all u and xi, we deduce:

kZ.t/k2x � c

tZ

0

kZ.a/k2xdaC 0 (for k D 0 this is obvious) and using Gronwall’s

lemma, we obtain kZ.t/k2x � 0ect , hence Z.a/ .u ˝ .x1 ^ x2 ^ � � � ^ xr�1// D 0

for all u and xi.
Existence: We establish the existence iteratively.
We fix T> 0 and we consider X.0/.t/ D X.0/ for every t � T and then

inductively:

XnC1.t/DX.0/C
tZ

0

dA�L .BFXnDF /C
tZ

0

.BGXnDG/ dAL C
tZ

0

.BHXnDH/ ds



19 A Particular Case of Evans-Hudson Diffusion 347

We have:

kXnC1.t/ 	Xn.t/ky

D
�
�
�
�
�
�

tZ

0

dA�L .BF .Xn 	Xn�1/DF /C
tZ

0

.BG .Xn 	 Xn�1/DG/ dAL

C
tZ

0

.BH .Xn 	 Xn�1/DH / ds

�
�
�
�
�
�
y

� d ’qn�1.p�1/ C d ’qn�2.p�1/cT C � � � C d ’q0
.p�1/ �.cT /n�1= .n 	 1/Š

�

C c’ .cnT n=nŠ/

If we denote with qn the last expression which doesn’t depend on t, we have, if k
and n 	 k converge to 1 with n:

qn D d 0
k�1X

jD1
qn�j .p�1/.cT /j�1= .j 	 1/Š

C d 0
�
qn�k.p�1/.cT /k�1= .k 	 1/ŠC qn�k�1.p�1/.cT /k=kŠ

�

C
nX

jDkC2
qn�j .p�1/.cT /j�1= .j 	 1/ŠCc0 .cnT n=nŠ/

Now we use

 
X

k

ak

!
.
 
X

k

bk

!

� max .ak=bk/, and we have:

maxkC2�j�n
�
.cT /

.
.j 	 1/ ; cT=n

�
D

max
�

maxj�n�k
�
q
.p�1/
jC1

.
q
.p�1/
j

�
;
�
q
.p�1/
n�k =q

.p�1/
n�1�k

�
CcT=k;maxkC1�j .cT=j /

�

which converges to 0.
Hence

X
..Xn 	 Xn�1/ .t// is the solution of the equation.

Theorem 4.2. We consider the stochastic integral equation: U.t/ D 1 C
tZ

0

�
U	

�
dACL

�C U	 .dAL/C UXds
�
,

where X D 	
 
X

p

Lp C Lp

!
.
2.

Then there exists a unique unitary process satisfying this equation.
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Proof. We have UC.t/ D 1C
tZ

0

��
dACL

�
	UC C .dAL/ 	U

C CXUCds
�

(since

X D X�).

19.5 Noncommutative Markov Processes as Stochastic
Equation Solutions

Definition 5.1. A noncommutative Markov process is a system which includes:

(i) A Hilbert space h0.
(ii) A C*-algebra A � L.h0/ with 1.

(iii) A family of completely positive mappings: T1 W A ! A; t � 0 with Tt1 D 1,
T0 D 1 and TtCs D TtTs (briefly a semigroup of completely positive mappings
on A with Tt1 D 1).

(iv) Another Hilbert space h, in which h0 is a closed subspace.
(v) A family .jt /t�0 of *-homomorphisms jt W A ! L.h/, such that:

1. j0.x/ D x ˚ 0 relatively to h D h0 ˚ h?0 .
2. js.1/jsCt .x/js.1/ D js .Ttx/.

Remark.

(a) js(1) is a projector.
(b) js.1/ � jsCt .1/ for t � 0, hence denoting ht D Imjt .1/, notation which is not

incompatible with h0, we obtain a filtration (ht).
(c) There results that Tt is completely positive:

js .Ttx/ D js.1/jsCt .x/js.1/ for s D 0 we have j0 .Ttx/ D
j0.1/jt .x/j0.1/ and hj0 .Ttx/ u; vi D hj0.1/jt .x/j0.1/u; vi and j0 is a
projector.

We also have:

h.Ttx/ u; vi D hjt .x/ .u ˝ 1/ ; .v ˝ 1/i :

Let be Si 2 A, Vi 2 A, then we have:

DX

i;j
Si 
 Tt

�
V �i Vj

�
Sju; v

E
D
X

i;j

˝
Tt
�
V �i Vj

�
Sju; Siv

˛

D
X

i;j

˝
jt
�
V �i Vj

� �
Sju ˝ 1

�
; .Siv ˝ 1/

˛

D
X

i;j

˝
jt 
 .Vi / jt .V /j

�
Sju ˝ 1

�
; Siv ˝ 1

˛

D
X

i;j

˝
jt
�
Vj
� �
Sju ˝ 1

�
; jt .Vi / Siv ˝ 1

˛ D
�
�
�
X

j
hjt .Vi / Siv ˝ 1i

�
�
�
2 � 0
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(d) If S W A ! A is continuous and linear, then Tt D etS defines a semigroup, but
generally Tt are not completely positive. If S1 D 0 then Tt1 D 1.

(e) If U 2 L.h/ is unitary, then T ! UT U � is a *-homomorphism:

L.h/ ! L.h/:

We shall use the following formulas:

I. If M.t/ D M.0/C
tZ

0

dACL F C .dA/LG C .ds/H then

hM.t/ .u ˝ x/ ;M.t/ .v ˝ y/i D hM.0/ .u ˝ x/ ;M.0/ .v ˝ y/i

C
tZ

0

�X

p

˝
LpF.a/ .u ˝ x/ ; LpF.a/ .v ˝ y/

˛

C
X

p;j
.	1/jCrCw �xjp.a/

˝
M.a/

�
u ˝ xcj

�
; LpIF.a/I .v ˝ y/

˛

C yjp.a/
˝
LpIF.a/I .u ˝ x/ ;M.a/

�
v ˝ ycj

�˛

C .	1/j�1 �yjp.a/ hM.a/ .u ˝ x/ ; LpIG.a/I
�
v ˝ ycj

�˛

C xjp.a/
˝
LpIG.a/I

�
u ˝ xcj

�
;M.a/ .v ˝ y/

˛�

C hH.a/ .u ˝ x/ ;M.a/ .v ˝ y/i/ da

II. For S 2 L.h0/, we have .S ˝ 1/ D
tZ

0

dACL F C .dAL/G CHds D
tZ

0

�
dACSL

�
F C .dALS�/G C SHds as we know from the definition of the

stochastic integral.

III. From U �.t/ D 1C
tZ

0

��
dACL

�
	U � C .dAL/ 	U

� CXU �ds
�

we deduce that

.S ˝ 1/U �.t/ D .S ˝ 1/C
tZ

0

��
dACL

�
	U � C .dALS�/ 	U � CXU �ds

�
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We consider

U.t/ D 1C
tZ

0

�
U	

�
dACL

�C U	 .dAL/C UXds
�

we write it as follows:

U .t C s/ D U.s/C
sCtZ

0

�
U	

�
dACL

�C U	 .dAL/C UXds
�

The integral can be considered as

tZ

0

of the same integrant with hs instead of h0

and hs instead of h0. Using “III.”, the equation can be written: U .s/�1U .t C s/ D

1C
sCtZ

0

�
U .s/�1U	

�
dACL

�C U .s/�1U	 .dAL/ CU .s/�1UXds
�

and thenU .s/�1

U .:C s/ appears as U(.).

Lemma 5.2. We consider the equation

U.t/ D 1 C
tZ

0

�
U	

�
dACL

�C U	 .dAL/C UXds
�

where X� D X D

	
�X

Lp C Lp

�
=2.

If we define:

A D fS I 2 L.h0/ ; S	 D 	Sg ; Tt .S/ D ety.S/

where Y.S/ D
�X

p
Lp
�SLp

�
CXS C SX .

Then we have hTt .S/u; vi D hU.t/ .S ˝ 1/U.t/ .u ˝ 1/ ; .v ˝ 1/i.
Proposition 5.3. We consider the equation

U.t/ D 1C
tZ

0

�
U	

�
dACL

�C U	 .dAL/C UXds
�

where X D 	
�X

Lp C Lp

�
=2.

Then, if we define

A D fS I 2 L.h0/ ; S	 D 	Sg ; Tt .S/ D ety.S/
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where
Y.S/ D

�X

p
Lp
�SLp

�
CXS C SX and jt .S/ D .Ut .S ˝ 1/Ut

�/Pt , where

Pt is the projector on ht, the system h0, L(h0), Tt and jt is a noncommutative Markov
process.

Proof. Writing the equation

UC.t/ D 1 C
tZ

0

��
dACL

�
	UC C .dAL/ 	U

C CXUCds
�

and since U*(t)

appears as ˝1 relatively to h D ht ˝ ht and PsCt D 1˝ our relation becomes

˝
.S ˝ 1/U .s C t/� .u ˝ x/ ; U .s C t/� .v ˝ y/

˛ D
˝
.Tt .S/˝ 1/U .s/� .u ˝ x/ ; U .s/� .v ˝ y/

˛

We have U .s/� .u ˝ x/ ; U .s/� .v ˝ y/ 2 hs and it suffices to show that˝
.S ˝ 1/U .s C t/� .u ˝ x/ ; U .s C t/� .v ˝ y/

˛ D h.Tt .S/˝ 1/ u; vi.
Hence we obtain the formula from Lemma 5.2, that is

hTt .S/u; vi D ˝
U.t/ .S ˝ 1/U .t/� .u ˝ 1/ ; .v ˝ 1/

˛
:

Then T ! UT U � is a *-homomorphism:L.h/ ! L.h/.

19.5.1 The Brownian Motion as Noncommutative
Markov Process

We consider H a Hilbert space, a Brownian xt on a probability space (E, K, P), A D
A� 2 L.H/ and U .t; !/ D eixt .!/A. Hence U(t,!) is a unitary operator of L(H).

Let be Tt W L.H/ ! L.H/ defined as Tt .x/ D
Z

U.t/XU .t/�dP .

We have U.t/ D
X

n�0i
n.xt /

nAn=nŠ, hence

U .t/� D
X

n�0.	1/
n.xt /

nAn=nŠ; U.t/X.t/U .t/�

D
X

n;k
.	1/n�k.xt /nCkAnXAk=nŠkŠ

D
X

u

X

nCkDu
.xt /

nCkiui�2kAnXAk=nŠkŠ

D
X

u
.ixt /

u
X

nCkDu
.	1/kAnXAk=nŠkŠ D

X

u
.ixt /

uDu.X/=uŠ

whereD.X/ D AX 	 XA.
IndeedD D P 	Q.
P.X/ D AX , Q.X/ D XA, hence
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Du.X/ D .P 	Q/u.X/ D
X

nCkDu
Cn

u .	1/kP nQkX , since P and Q
commute.

Hence Tt .X/ D
X

u
iuE ..xt /

u/Du.X/=uŠ.

From E
�
ei�xt

� D e�t�2=2E
�
e
i�xt
�

D e�t�2=2 we deduce that

X

n
inE ..xt /

n/ �n=nŠ D
X

n

�	�2t=2�n=nŠ

and replacing � D D we obtain Tt .X/ D e�tD2=2.X/, that is Tt D e�tD2=2.
We have
	 �D2=2

�
.X/ D 	 �A2X 	XA2� =2CAXA, hence it is of the considerate form

with only one term L D L� D A.

19.5.2 The Poisson Process as Noncommutative
Markov Process

We consider H a Hilbert space, a sequence Un of unitary operators, a convergent
sum with positive terms

X

n
�n D �, pn D �n=�, a probability space (E, K, P)

and a particular composite Poisson process on it, that is xt D yzt , where (zt) is a
Poisson process of parameter � and .yn/n�1 is a sequence of independent variables,
independent of (zt), all having the repartitionƒ D † pn"n. We consider Y0 D 1.

For every t we consider Ut .!/ D Uyzt : : : U0 and we define for X 2 L.H/,

Tt .X/ D
Z

U.t/XU .t/�dP:

We have

Tt .X/ D
X

k

Z

�.ztDk/U.t/XU .t/
�dP

D
X

k

�
.�t/ke��t =kŠ

� Z

�.ztDk/Uyk : : : Uy0XU �y0dP D
X

k

�
.�t/ke��t =kŠ

�X

n1;:::;nk
pn1 : : : pnkUnk : : : Un1XU

�
n1 : : : U

�
nk

We denote Li.X/ D UiXUi
� and we have:

Tt.X/ D
X

k

�
.t/ke��t =kŠ

�X

n1;:::;nk
�n1 : : : �nkLnk : : : Ln1.X/

D
X

k

�
.t/ke��t =kŠ

� �X

n
�nLn

�k
.X/ D e

t

�

��C
X

n
�nLn

	

.X/

hence Tt D e
t

�

��C
X

n
�nLn

	

.
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We remark now that

�
	�C

X

n
�nLn

�
.X/ D

X

n

�
�n

1=2U �n
��
X
�
�n

1=2U �n
�

CZX CXZ;

where Z D 	�=2 D 	
X

n

�	�1=2n U �n
�� �

�1=2n U �n
�
=2, hence Tt is a particular

case of the considerate semigroups.

19.6 Conclusions

The need to build the non-commutative Markov processes was given by the evolu-
tion of probabilities in quantum mechanics. This paper aims to build these processes
on antisymmetric Fock space where we do not have exponential commutative
vectors and where the commutative property does not occur between operators
describing disjoint time intervals. For this reason the processes are obtained as
solutions of stochastic integral equations. This mathematical model creates the
possibility to construct physical processes as stochastic integral equations solutions,
being at the same time a new method of proving that certain processes are
noncommutative. The model may be used in diffusion processes.
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Chapter 20
Basic Study on Contribution to Dynamic
Stability by Large Photovoltaic Power
Generation

Junichi Arai and Shingo Uchiyama

Abstract Large photovoltaic power generation facilities are installing in the world.
These large power generation are required to contribute actively to ac power system
operation. This paper presents basic study results for dynamic stability improvement
by large photovoltaic power generation.

Keywords Photovoltaic • Dynamic stability • Mega solar • Damping control

20.1 Introduction

Photovoltaic power generation has many advantages as no CO2 emission during
power generation and no limitation for installation place, of course it does not
generate power during night and lower power generation is obtained in the rain.
Photovoltaic power generation is promoted in the world. In recent year large
capacity of photovoltaic power generations are installed, it is called as Mega Solar.
7 MW and 13 MW [1] facilities are in operation near Tokyo, and larger facilities
as 49 MW [2] and 82 MW [3] are planning in Japan. These large mega solar
will affect power system on the matter of voltage stability, frequency stability and
dynamic stability. This paper assumes 200 MW large mega solar located in near
large generator and makes study on dynamic stability of the synchronous generator
by controlling mega solar power. A damping control in mega solar is designed and
its effect is demonstrated by simulation.
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20.2 Power System Model

A power system shown in Fig. 20.1 is assumed in which one synchronous generator
connects to an infinite bus through two circuit transmission lines. The capacity of ac
generator is 1,000 MW and transmission line is 550 kV and 250 km length. 200 MW
photovoltaic power generation, mega solar, is connected to the sending side of the
transmission line. Figure 20.2 shows AVR control block. Parameters of this system
are listed in Table 20.1.

Figure 20.3 shows a configuration of a mega solar that consisted of an inverter,
transformer and a dc voltage source [4]. The inverter has six switching arms and
PWM logic with 2 kHz carrier wave is applied. In this study solar cell side is
represented by a constant voltage source for simplicity.

Control circuit of the inverter is shown in Fig. 20.4. It has an ac voltage
phase detector, an active power control, a reactive power control, and a pulse
width modulation (PWM) logic. The voltage phase detector, PLL, is modelled
referring [5]. The active power control has proportional and integral functions as
shown in Fig. 20.5. The reactive power control has the same transfer functions as
Fig. 20.5.

We apply a conversion block that converts outputs of active power control and
reactive power control to a phase angle signal and an amplitude signal. The con-
version block is represented by Fig. 20.6 that solves interaction between the active

G

Generator 
Transformer Transmission line

(250km)CB Inf. bus

INV
Mega solar

1000MVA

200MW

Fig. 20.1 Power system

Fig. 20.2 Automatic voltage regulator for generator
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Table 20.1 Parameters of power system

Components Parameters

Generator 1,000 MVA,25 kV, 50 Hz
XdD 1.79 pu, Xd’D 0.169 pu, Xd”D 0.135 pu
XlD 0.13 pu, XqD 1.71 pu, Xq’D 0.228 pu
Xq”D 0.2 pu, Tdo’D 4.30 s, Tdo”D 0.032 s
Tqo’D 0.85 s, Tqo”D 0.05 s, HD 3.59 s

Generator initial power 981.4 MW (0.981 pu), 269 Mvar
Transformer 1,000 MVA, 25 kV/550 kV, 11.65 %Z
Transmission line 250 km, 2 cct, 550 kV

Pos. 0.01355 ohm/km, 0.823 mH/km
0.01419 uF/km
Zero 0.2392 ohm/km, 3.244 mH/km
0.00526 uF/km

SCR of receiving ac system 26,800 MVA
Inverter of PV 200 MW, APR and AQR
Tr for inverter 200 MVA, 40 kV/550 kV, 5 %Z

Fig. 20.3 Configuration of
mega solar
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Fig. 20.5 Active power
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power and the reactive power control loops [6, 7]. The phase angle and the amplitude
signals are used to determine three phase voltage signals of the inverter output.
These three voltage signals are fed to PWM logic with 2 kHz triangular carrier wave,
six on/off pulses are generated and fed to switches in the inverter main circuit.

20.3 Design of Damping Control

Generator response at one transmission circuit opening without the mega-solar is
show in Fig. 20.7. After disconnection of one circuit in two circuits, power swing of
1.3 Hz appears and no damping is observed. This means this system has a problem
on dynamic stability. At this stage PSS in generator control is not applied.

In Fig. 20.8 a sine curve representing active power swing and a cosine curve are
shown. Section A is duration of deceleration and section B is of acceleration of the
generator shaft. If the shaft is accelerated in A and decelerated in B, the swing will
be damped. It corresponds to the cosine curve with negative sign. An ideal damping
is considered to be obtained by injection of active power that has 90ı delay of 1.3 Hz
power swing. A reasonable delay signal less than 90ı is applicable actually.

A selected damping control is shown in Fig. 20.9. It has a high pass filter
that removes dc component and a phase compensation block. This compensation
function has 60ı delay characteristic against 1.3 Hz, and gain 20 is selected as
getting suitable damping effect. The input, P, of this damping control is the active
power through the generator transformer, and output, �Pd, is a modification signal
for a reference signal, Pref, in the inverter active power control. Pref is given from
MPPT control.
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For the selection of the damping control time constant and gain, if 20 or 30ı delay
is applied enough damping effect is not obtained due to large phase deference. If 80ı
delay is applied, higher gain must be selected to get 1.3 Hz component and enough
damping is not obtained also. As a result 60ı delay is selected as mentioned above.

20.4 Simulation

Simulation for the power system is carried out by means of EMTP-ATPDraw.

20.4.1 Case 1: Pref D 1 pu with 1 pu limiter

Simulation results of one transmission circuit open are shown in Fig. 20.10, Case 1,
in which the damping control is added. The active power reference, Pref D 1.0 pu
based on the inverter capacity, and C1.0 pu limiter is added after summation of
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Fig. 20.10 Case 1. (a) Generator power. (b) Mega solar power. (c) Voltage

Pref C�Pd. Normally a mega solar has no margin over 1.0 pu, so C1.0 limiter is
placed. The reactive power is controlled to keep 0 Mvar for operation of pf D 1.

From Fig. 20.10, Case 1, one transmission circuit is opened at t D 4 s. The active
power and the reactive power are well damped by the inverter control as shown in
Fig. 20.10a. The inverter active power changes largely after one circuit is opened
shown in Fig. 20.10b, but it stabilize the generator power sing. It has very good
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performance. However the active power limit is set by 1.0 pu at the control circuit,
inverter active power of 1.08 pu is observed in very short time. The ac voltages
shown in Fig. 20.10c stay almost in the previous amplitude, it is also satisfactory.

20.4.2 Case 2: Pref D 0.8 pu with 1 pu Limiter

If the power level of the mega solar is 0.8 pu, more effective damping is estimated
because there is 20 % margin for damping control action band. Case 2 is for this
condition, results are shown in Fig. 20.11.

From Fig. 20.11, however the active power of the mega solar changes larger than
Case 1, the generator power swing is almost same as Case 1. It means it is not
necessary to reduce active power reference, Pref, after disturbances to get control
margin. The reason why similar effects are obtained is considered that just after
line opened the mega solar reduces its power, it prevent generator acceleration then
effective damping is obtained. It can explain the upper limit for Pref has no large
effect.

20.4.3 Case 3: PSS Application

The effect of PSS in the generator voltage controller is examined as Case 3. The
mega solar is operated without damping control, i.e., it is operated by constant
active power control and constant reactive power control. From Fig. 20.12 similar
effect is observed as the damping control by the mega solar. The ac voltage on
generator terminal changes larger than other case, the reason why is PSS suppress
power variation by modifying generator internal voltage.

20.4.4 Case 4: Both of Inverter Damping Control and PSS

Case 4 is calculated to see the interaction between PSS and the damping control
of the mega solar. Both controller are in active. From Fig. 20.13, active power is
damped as same as other cases. However prospected mischief is not observed, better
performance is not obtained. It looks Case 1 is better than Case 4 in view of active
power damping and ac voltage variation.

Study of damping effect for generator power swing is performed by simulation,
and it shows power swing can be damped effectively. The mega solar does not
generate power during night, so this damping is not utilized during night. If
the inverter of the mega solar is disconnected from solar cells and operated as
STATCOM [8, 9], damping effect will be obtained during night.
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Fig. 20.11 Case 2. (a) Generator power. (b) Mega solar power. (c) Voltage

20.5 Conclusions

This study showed mega solar located near generator could supply damping effect
on generator power swing, i.e., on dynamic stability. The damping effect is better
than conventional PSS.
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Fig. 20.12 Case 3. (a) Generator power. (b) Mega solar power. (c) Voltage

There is possibility the mega solar is located at middle point of transmission line
not close to generator, so as future study damping control of mega solar at middle
point of transmission line will be performed. Transient response after fault will be
studied further.
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Chapter 21
Exploring the Design Space of Signed-Binary
Adder Cells

David Neuhäuser

Abstract Arithmetic based on signed-binary number representation is an
alternative to carry-save arithmetic. Both offer adders with word-length independent
latencies. Comparing both approaches requires optimized adder cells. Small and fast
full adder designs have been introduced. A thorough investigation of signed-binary
adder cells is still missing. We show that for an example signed-binary encoding
scheme the design space consists of 238 different truth tables. Each represents a
bit-level signed-binary adder cell. We proposed a new method to enumerate and
analyze such a huge design space to gain small area, low power, or low latency
signed-binary adder cells and show the limitations of our approach.

Keywords Signed-digit • Signed-binary • Adder cell optimization • Digital
design space exploration

21.1 Introduction

Arithmetic based on signed-binary number representation is an alternative to carry-
save arithmetic, because both offer adders with word-length independent latencies.
Not frequently implemented in state-of-the-art hardware designs, signed-binary
is recurring in prototype development, with promising performance improvements
under restricted constraints.

Implemented signed-binary arithmetic is based on signed-binary adder cells
(SBACs). When designing signed-binary adder cells with arithmetic decomposition
[1], various encoding decisions have to be made. The free combination of encodings
and resulting degrees of freedom, gained by the arithmetic decomposition, yields a
huge design space. Choosing the best combination of encodings and calculation
schemes in terms of area, latency, and power consumption, is therefore a rather
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difficult task and can not be accomplished manually by the designer, nor can it
be computed easily. We demonstrate the need of optimizing SBACs and present
concepts of a systematic design space exploration of these cells.

We review signed-binary arithmetic in the following section. In Sect. 21.3, we
introduce the concept of signed-binary design space exploration. In Sect. 21.4,
we discuss different algorithmic approaches and present our new algorithm. Sec-
tion 21.5 discussed minimization techniques for the generated adder cell truth tables.
In Sect. 21.6, we introduce an evaluation concept to be applied to the enumerated
adder cell design space. We conclude in Sect. 21.7 with a summation of our results
and conclude.

21.2 Preliminaries

21.2.1 Signed-Digit Number Representation

The Signed-Digit Number Representation (SDNR), representing integers using
signed digits, is a redundant number representation. Be Tsd the number range and
Rsd the set of representations with the interpretation function Isd.

Isd W Rsd ! Tsd (21.1)

A number s 2 Tsd can have multiple representations r 2 Rsd.
SDNR uses a denominational number system with fixed baseB. Every digit of the

representations has its own sign. The set of possible digitsZsd of the representations
is consecutive.

Zsd D fz� 2 Z W 	˛ � z� � ˇg (21.2)

Z denotes the set of integers, ˛; ˇ > 0. Redundancy exists, when ˛ C ˇ C 1 > B.
Has r 2 Rsd base B and at most l digits, the number range described through I
is Tsd.

Tsd D Œ	˛ � B
l 	 1

B 	 1
; ˇ � B

l 	 1
B 	 1

� \ Z (21.3)

21.2.2 Signed-Binary Number Representation

The special case of SDNR with B D 2 and ˛ D ˇ D 1 is known as Signed-
Binary Number Representation (SBNR) [2]. For B D 2 and ˛ D ˇ D 1 we get
Zsd D f	1; 0; 1g. Every z� 2 Zsd can be interpreted as signed-binary digit.
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A signed-binary number Asb 2 Rsb is defined as

Asb D .z�l�1; : : : ; z�0 /; z�i 2 f	1; 0; 1g; 0 � i < l (21.4)

Isb.Asb/ D
l�1X

iD0
2i � z�i (21.5)

therefore

Rsb D fAsb W Asb D .z�l�1; : : : ; z�0 /; z�i 2 f	1; 0; 1g; 0 � i < lg (21.6)

and by Eq. (21.3)

Tsb D Œ	.2l 	 1/; 2l 	 1� \ Z (21.7)

Be Zsb the set of signed digits andQ their bit-level encoding with the interpretation
function Jsb.

Jsb W Q ! Zsb (21.8)

At least two bits are needed to encode f	1; 0; 1g, because

jZsbj D 3 and 21 < 3 < 22 (21.9)

Let us fix our encoding scheme for now to two bits. We get Q D fq 2 f0; 1g �
f0; 1gg. A digit z� 2 Zsb can have multiple bit-level encodings q 2 Q. The set of all
interpretation functions be

Jsb D fJsb W Q ! Zsbg (21.10)

Let q1 and q0 be the two bits with q D .q1; q0/; q 2 Q. Jsb be the function to
decode q to z�.

z� D Jsb.q/ D Jsb.q
1; q0/ (21.11)

The number of encodings schemes Jsb 2 Jsb is equal to jJsbj. The two bits q1 and
q0 can have four different bit combinations:

q D .q1; q0/ 2 f.0; 0/; .0; 1/; .1; 0/; .1; 1/g (21.12)

Since jZsbj D 3 and jQj D 4, the fourth bit combination can be left unused (Jsb3)
or can be used to encode an already encoded digit (Jsb4).

Jsb3 D fJsb W Q ! Zsbg; jJsbj D 3 (21.13)
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Jsb4 D fJsb W Q ! Zsbg; jJsbj D 4 (21.14)

˛ D Jsb3 \ Jsb4 (21.15)

Jsb D Jsb3 [ Jsb4 (21.16)

Leaving the fourth bit combination unused, the amount of possible encoding
schemes jJsb3j is:

jJsb3j D nŠ

.n 	 k/Š
D 4Š

.4 	 3/Š D 4Š D 24 (21.17)

Be P�1 the amount of permutations for f	1;	1; 0; 1g, P0 for f	1; 0; 0; 1g and P1

for f	1; 0; 1; 1g.

P�1 D P0 D P1 D 4Š

2Š
D 12 (21.18)

P�1 C P0 C P1 D 36 (21.19)

Therefor jJsb4j D 36. The total amount of all possible encoding schemes is:

jJsbj D jJsb3j C jJsb4j D 24C 36 D 60 (21.20)

At bit-level, a signed-binary number is defined as Abl

Abl D .ql�1; : : : ; q0/; qi 2 Q; 0 � i < l (21.21)

Ksb W Ql ! Rsb (21.22)

Asb D Ksb.Abl/ D .z�l�1; : : : ; z�0 /; z�i D J.qi /; 0 � i < l (21.23)

21.2.3 Signed-Binary Adder

A signed-binary adder reduces two bit-level encoded (Abl; Bbl) signed binary
numbers (Asb; Bsb) to one bit-level encoded (Sbl) signed binary number (Ssb) in
a way, that the integer (S ) represented by the output signed binary number is
the numerical sum of the integers (A;B) represented by the input signed binary
numbers.

The signed binary adder operation is defined as:

Asb�Bsb D Sbl (21.24)

Isb.Asb/ D A (21.25)

Isb.Bsb/ D B (21.26)
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Fig. 21.1 SBA consisting of three-level SBACs shown at numerical-level [3, p. 111]

Isb.Ssb/ D S (21.27)

AC B D S (21.28)

Figure 21.1 shows the signed-binary adder operation and its decomposition.
The bit-level adder operation, conducted by a signed-binary adder, is defined as:

Abl Þ Bbl D Sbl (21.29)

Ksb.Abl/ D Asb (21.30)

Ksb.Bbl/ D Bsb (21.31)

Ksb.Sbl/ D Ssb (21.32)

Asb�Bsb D Ssb (21.33)

Figure 21.2 shows the bit-level decomposition.
By using a signed-binary adder at bit-level we can calculate an addition of integer

values:

Abl Þ Bbl D Sbl (21.34)

Isb.Ksb.Abl// D A (21.35)

Isb.Ksb.Bbl// D B (21.36)

Isb.Ksb.Sbl// D S (21.37)

AC B D S (21.38)
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Fig. 21.2 SBA consisting of three-level SBACs [3, p. 111], bit-level

21.2.4 Signed-Binary Adder Cell

To actually calculate Asb�Bsb D Ssb we decompose this operation into digit
operations, recall Fig. 21.1.

Asb D .a�l�1; : : : ; a�0 / (21.39)

Bsb D .b�l�1; : : : ; b�0 / (21.40)

Ssb D .s�l�1; : : : ; s�0 / (21.41)

Ssb D Asb�Bsb (21.42)

One operation at digit i calculates s�i . ai , bi 2 f	1; 0; 1g, aiCbi 2 f	2;	1; 0; 1; 2g,
and si 2 f	1; 0; 1g. We need some “carry” to propagate f	2; 2g to the digit at
i C 1. Focusing on a third-level design as in Chow and Robertson [3], we introduce
c�i 2 f	1; 0g and d�i 2 f0; 1g as a solution. We include c�i and d�i in Eq. (21.42):

Csb D .c�l ; : : : ; c�0 / (21.43)

Dsb D .d�l ; : : : ; d�0 / (21.44)

Ssb D Asb�Bsb�Csb�Dsb (21.45)

We get

l�1X

iD0
2i � s�i D

l�1X

iD0
2i � .a�i C b�i C c�i C d�i 	 2 � c�iC1 	 2 � d�iC1/ (21.46)
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Fig. 21.3 SBAC, bit- and
numerical-level
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c�0 and d�0 are the carry-ins of the whole adder, set to 0 in normal operation. The
carry-outs of the whole adder are c�l and d�l .

The signed-binary adder cell (SBAC) calculates the arithmetic decomposition of
Eq. (21.46) at digit i , see Fig. 21.3.

s�i C 2 
 c�iC1 C 2 
 d�iC1 D a�i C b�i C c�i C d�i (21.47)

The calculation of c�iC1 must be independent from c�i and d�i . The calculation
of d�iC1 must be independent from d�i , see again Fig. 21.1. This guarantees locally
constraint carries and allows fully digit parallel addition.

We denote calculation independence as ?. The independence requirement of
c�iC1 and d�iC1 can now be described as

c�iC1 ? c�i (21.48)

c�iC1 ? d�i (21.49)

d�iC1 ? d�i (21.50)

By enforcing these independencies, the remaining carry chain is locally constraint,
the calculation of any s�i depends only on a�i ; b�i ; a�i�1; b�i�1; a�i�2; b�i�2 [4].

We have to describe a SBAC at bit-level to implement it. c�i and d�i have each
two states, either to propagate or not-propagate a carry. Therefore is one bit for each
sufficient to encode c�i and d�i . Either one of c� and d� is 2 f	1; 0g, the other one
2 f0; 1g.

Let P D f0; 1g be the bit-level set, and Z D f	1; 0; 1g the signed binary level
set of possible carries. Let Lsb be the according bit-level interpretation function of
c0 for carry c� andMsb respective of d0 for carry d�.

Lsb W P ! Zsb (21.51)

c� D Lsb.c
0/; c0 2 P (21.52)
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Msb W P ! Zsb (21.53)

d� D Msb.d
0/; d 0 2 P (21.54)

The bit-level description of a SBAC at digit i is in accordance to Eqs. (21.47)
and (21.51)–(21.54):

Jsb.s
1
i ; s

0
i /C 2 
 Lsb.c

0
iC1/C 2 
Msb.d

0
iC1/ D

Jsb.a
1
i ; a

0
i /C Jsb.b

1
i ; b

0
i /C Lsb.c

0
i /CMsb.d

0
i / (21.55)

The signed-digit carry independence of Eqs. (21.48)–(21.50) has to be enforced at
bit-level. At bit-level, this independence is

c0iC1 ? c0i (21.56)

c0iC1 ? d0i (21.57)

d0iC1 ? d0i (21.58)

21.3 Signed-Binary Design Space Exploration

Full adder CMOS designs have been extensively investigated [5]. All different FA
designs are based on the same truth table (TT), interpreting any bit set to one as a
numerical one and a bit set to zero as a numerical zero.

As for SBACs, the situation is different. We do not have one valid TT, rather a
huge amount. We design a SBAC at the bit-level, recall Eq. (21.55) and Fig. 21.3.
On one hand, we have the choice of the encoding schemes for all inputs and outputs.
On the other hand, if we have fixed the encoding schemes, we have the choice of
how to calculate any output bit. For example, do we actually need a1 to calculate s1?
Jsb of Eq. (21.8) is used to decode the bit-level to the numerical signed-binary

level. We assume the same function Jsb to be used for the inputs a�i D Jsb.a
1
i ; a

0
i /,

s�i D Jsb.s
1
i ; s

0
i /, and s�i D Jsb.s

1
i ; s

0
i /. There are 60 choices for Jsb, and six

Lsb;Msb, recall Eqs. (21.51)–(21.54). Since some choices for Lsb and Msb are
mutual exclusive, we gain eight combination of choices for Lsb and Msb. There are
60 choices for Jsb. In total, we have 480 choices of encoding function combination.

For each of these encoding schemes we have an enormous amount of possibilities
on deciding, how to calculate each output digit. If we fix on one encoding scheme
and on one calculation scheme, we get one TT to represent one SBAC. Stating such
a TT for a SBAC is the same as stating the only one TT for a FA. For the FA are
several implementations, meaning transistor netlists, possible. The same holds for
any of the TTs representing a SBAC . This complexity is stated in Table 21.1.
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Table 21.1 Complexity of
adder cells

Bits Complexity

In Out Propagated Reduced TTs Impl.

FA 3 2 1 1 1 � 6

SBAC 6 4 2 2 � 240 ?

21.4 Algorithms for Truth Table Generation

Our approach is to generate all TTs representing a SBAC, without fixing the
encoding scheme of intermediate data. Such a TT has 64 rows with 10 columns,
as sketched in Table 21.2. Every row has to be correct with respect to the
arithmetic decomposition at bit-level, recall Eq. (21.55). We have to guarantee that
the generated values for c0iC1 do not depend on c0i and d0i and the generated values
for d0iC1 do not depend on d0i .

Any TT structured as in Table 21.2 can be divided into blocks of four successive
rows (indicated by thin lines in Table 21.2). Rows in a block have identical values
for a1i ; a

0
i ; b

1
i ; and b0i . Thus conditions (21.56) and (21.57) together are equivalent

to the condition that c0iC1 must be the same in all four rows of each block.
A block can be further subdivided into two sub-blocks of size two (indicated by

dashed lines in Table 21.2). Both rows of a sub-block have also identical values for
c0i . Thus condition (21.58) is equivalent to the condition that d0iC1 is the same in
both rows of each sub-block.

The TT shown in Table 21.2 is numerically correct w.r.t. the encoding functions
from Table 21.3; moreover, all independence conditions are satisfied.

To generate all TTs representing a SBAC, we tried several algorithmic
approaches. Straightforward algorithms proved not feasible, due to computing
complexity. But we successfully implemented a sophisticated algorithm. To obtain
an “optimal” SBAC, we have to evaluate all valid TTs according to a measure.
This is done by the function evaluate() in the following algorithms and discussed in
detail in Sect. 21.6.

Our first idea was a brute force enumeration of all truth tables. But since a truth
table has 4 � 64 boolean degrees of freedom, we would have to check more than
1077 truth tables for validity, what is obviously beyond computational capacity.

Thus we switched to row-by-row truth table generation. Any specific (10-bit)
instance of a row repeats in a huge number of truth tables. By checking each of
the 16 possible outputs in a row for numerical correctness only once, we reduced
the number of checks to only 1,024. But we observed that many rows still allowed
more than one solution. Thus the number of valid truth tables grew exponentially
in the row number, and we would have needed about 4 TB of main memory to hold
them all. So we decided to keep, separately for each row, only the set of valid output
vectors in memory and to generate the truth tables on the fly.
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Table 21.3 Example decoding function Jsb to encode a�

i ,b�

i , and s�

i ,
Lsb to encode c�, and Msb to encode d�

q1 q0 Jsb.q
1; q0/ c0i Lsb.c

0
i / d0i Msb.d

0
i /

0 0 �1 0 0 0 0

0 1 0 1 1 1 �1

1 0 0

1 1 1

Algorithm 1 Line-by-row SBAC truth table dependence graph generation
Require: test() to test numerical correctness
Require: .add() to add a row solution
Require: .enforce_independence() to enforce output-input independence if required
Require: evaluate() to recursively grade truth table

solutions clear
for input D 0! 26 � 1 do

newsolutions clear
for output D 0! 24 � 1 do

if test.input; output/ then
newsolutions:add.output/

end if
end for
solutions:enforceindependence.input; newsolutions/

end for
for i 2 solutions do

evaluate.i/
end for

As our final improvement, for each block of the truth table, we merge the output
information for all rows in the block and remove those combinations that do not
satisfy the independence conditions. We now describe this part of our method in
detail.

We take as an example the encoding functions shown in Table 21.3. The first row
j D 0; a1i D a0i D b1i D b0i D c0i D d0i D 0 of our TT represents a�i D b�i D
	1; c�i D d�i D 0. For every c0iC1; d 0iC1; s1i , and s0i we calculate c�iC1; d�iC1, and s�i ,
according to Table 21.3 and test Eq. (21.55). Be

P � 2c�iC1 C 2d�iC1 C s�i .

j a1i a
0
i b
1
i b

0
i c
0
i d

0
i c0iC1d

0
iC1s

1
i s
0
i c�

iC1d
�

iC1s
�

i

P

0 0 0 0 0 0 0 0 0 0 0 0 0 �1 �1

0 0 0 0 0 0 0 0 0 0 1 0 0 0 0

0 0 0 0 0 0 0 0 0 1 0 0 0 0 0

0 0 0 0 0 0 0 0 0 1 1 0 0 1 1

0 0 0 0 0 0 0 0 1 0 0 0 �1 �1 �3

0 0 0 0 0 0 0 0 1 0 1 0 �1 0 �2

(continued)
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(continued)

j a1i a
0
i b
1
i b

0
i c
0
i d

0
i c0iC1d

0
iC1s

1
i s
0
i c�

iC1d
�

iC1s
�

i

P

0 0 0 0 0 0 0 0 1 1 0 0 �1 0 � 2

0 0 0 0 0 0 0 0 1 1 1 0 �1 1 �1

0 0 0 0 0 0 0 1 0 0 0 1 0 �1 1

0 0 0 0 0 0 0 1 0 0 1 1 0 0 2

0 0 0 0 0 0 0 1 0 1 0 1 0 0 2

0 0 0 0 0 0 0 1 0 1 1 1 0 1 3

0 0 0 0 0 0 0 1 1 0 0 1 �1 �1 � 1

0 0 0 0 0 0 0 1 1 0 1 1 �1 0 0

0 0 0 0 0 0 0 1 1 1 0 1 �1 0 0

0 0 0 0 0 0 0 1 1 1 1 1 �1 1 1

For j D 0, a�i C b�i C c�i C d�i C 0 D 	2. By Eq. (21.55), the TT is only
numerically correct for 2c�iC1 C 2d�iC1 C s�i D 	2. We get two numerical correct
rows for j D 0.

j a1i a
0
i b
1
i b

0
i c
0
i d

0
i c0iC1 d0iC1 s1i s0i

0 0 0 0 0 0 0 0 1 0 1

0 0 0 0 0 0 0 0 1 1 0

Note that more than one bit combination c0iC1; d 0iC1; s1i , and s0i can be numerically
correct. Let us look at all numerically correct solutions of the first four rows.

j a1i a
0
i b
1
i b

0
i c
0
i d

0
i c0iC1 d0iC1 s1i s0i

0 0 0 0 0 0 0 0 1 0 1

0 1 1 0

1 0 0 0 0 0 1 0 1 0 0

2 0 0 0 0 1 0 0 0 0 0

0 1 1 1

1 1 0 0

3 0 0 0 0 1 1 0 1 0 1

0 1 1 0

Any combination of numerically correct rows forms a numerically correct TT.
We can combine the first solution of row j D 0, the only solution of row j D 1, the
first solution of row j D 2, and the first solution of row j D 3.

We could also combine the second solution of row j D 0, row j D 1, the third
solution of row j D 2, and the second solution of row j D 3. Now we get the
following first four rows of a numerical correct TT.

In total we get 2 
 1 
 3 
 2 D 12 combinations looking at only the first
four rows. These have to be reduced further by enforcing the independence rules
of Eqs. (21.56)–(21.58). Equation (21.56) does not hold for the first solution of
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j a1i a
0
i b
1
i b

0
i c
0
i d

0
i c0iC1 d0iC1 s1i s0i

0 0 0 0 0 0 0 0 1 0 1

1 0 0 0 0 0 1 0 1 0 0

2 0 0 0 0 1 0 0 0 0 0

3 0 0 0 0 1 1 0 1 0 1

j a1i a
0
i b
1
i b

0
i c
0
i d

0
i c0iC1 d0iC1 s1i s0i

0 0 0 0 0 0 0 0 1 1 0

1 0 0 0 0 0 1 0 1 0 0

2 0 0 0 0 1 0 1 1 0 0

3 0 0 0 0 1 1 0 1 1 0

row j D 2 with respect to any solution of row j 	 2 D 2 	 2 D 0, because
d0iC1;2 D 0 ¤ d0iC1;0 D 1. We have to remove the second solution of row j D 2.
Enforcing Eq. (21.56) we get the following solutions.

j a1i a
0
i b
1
i b

0
i c
0
i d

0
i c0iC1 d0iC1 s1i s0i

0 0 0 0 0 0 0 0 1 0 1

0 1 1 0

1 0 0 0 0 0 1 0 1 0 0

2 0 0 0 0 1 0 0 1 1 1

1 1 0 0

3 0 0 0 0 1 1 0 1 0 1

0 1 1 0

Equation (21.57) does not hold for any solution of row j D 3 with respect to the
second solution of row j 	 1 D 3 	 1 D 2, because c0iC1;3 D 0 ¤ c0iC1;2 D 1. We
have to remove the second solution (former third solution) of row j D 2.

j a1i a
0
i b
1
i b

0
i c
0
i d

0
i c0iC1 d0iC1 s1i s0i

0 0 0 0 0 0 0 0 1 0 1

0 1 1 0

1 0 0 0 0 0 1 0 1 0 0

2 0 0 0 0 1 0 0 1 1 1

3 0 0 0 0 1 1 0 1 0 1

0 1 1 0

Equation (21.58) does hold for any solution in any j , because d0iC1;j D 1. We
reduced the amount of solutions to 2 
 1 
 1 
 2 D 4.
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Fig. 21.4 No numerical
correctness enforced.
Maximum 44 D 256 paths

....c0i d
0
i Lc0i+1d

0
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....00 L00 L01 L10 L11
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Fig. 21.5 No numerical
correctness, but d0iC1 ? d0i
enforced. With d0iC1 ?
d0i , .diC1.j / D 1)
di .j /D di .j � 1//,
4 · 2 · 4 · 2 D 64 paths
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i Lc0i+1d
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Fig. 21.6 No numerical
correctness, but d0iC1 ? d0i
and c0iC1 ? d0i enforced.
With c0iC1 ? d0i ,
.ciC1.j /D 1) di .j / D
di .j � 1//, maximum
4 · 1 · 4 · 1 D 16 paths are left

....c0i d
0
i Lc0i+1d

0
i+1

......

....00 L00 L01 L10 L11

....01 L00 L01 L10 L11

....10 L00 L01 L10 L11

....11 L00 L01 L10 L11

...... ....

....

We leave this example for now and take a more general approach. We divide our
64 rows into 16 blocks of four consecutive rows. In any block, we have to enforce
Eqs. (21.56)–(21.58). Every four rows with Eqs. (21.56)–(21.58) form a block
result. Between two adjacent rows, we do not have to enforce any independence
constraints, because Eqs. (21.56)–(21.58) do not apply.

With the constraints of independence of Eqs. (21.56)–(21.58) we define possible
traversing paths out of a solution set Lc0

iC1
d0
iC1

of row j of a previous row into a
solution set Lc0

iC1
d0
iC1

of row j C1. Figures 21.4, 21.5, 21.6, 21.7 and 21.8 illustrate
the generation of traversing paths.

We gain a very small memory usage. A valid TT is defined by a path from any
member of the solution set of row 0 to any member of the solution set of row
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Fig. 21.7 No numerical
correctness, but d0iC1 ? d0i ,
c0iC1 ? d0i , and c0iC1 ? c0i
enforced. With
c0iC1 ? c0i , .ciC1.j /D
1) ci .j /D ci .j � 1//,
maximum 4 · 1 · 2 · 1 D 8

paths are left
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Fig. 21.8 In context to
previous and following block
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63, enforcing numerical correctness of Eq. (21.55). Traversing all paths gives all
solutions.

For the given example functions of Table 21.3, we get the block results and the
total amount of TTs in Fig. 21.9. Depending on the functions Jsb,Lsb, and Msb, the
valid paths through the blocks and the total amount of solutions differ.

21.5 Minimization Techniques

Any valid TT can be expressed by VHDL source code, which can be synthesized.
Since the synthesis process needs some time, a quick evaluation method is needed.
TTs of SBACs consist of four columns, one for each of s1i ,s0i ,c0iC1, and d0iC1.
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Fig. 21.9 Block solution
statistics and total solutions
for example encoding
functions of Table 21.3

block valid paths
0 4
1 4
2 4
3 8
4 4
5 8
6 8
7 4
8 4
9 8
10 8
11 4
12 8
13 4
14 4
15 4

total (product) 238 =274877906944

We can create a disjunctive normal form for each of the four and optimize them
independently.

21.5.1 Minimization of Boolean Functions

Several algorithms exist to minimize a disjunctive normal form. Boolean transfor-
mation rules are hard to formalize and implement because they are step by step
rules, resulting in a chain of equivalent transformations, hence for a computer they
are not handy to use. They are useful as a pen and paper approach.

Karnaugh-Veitch-diagrams [6, 7] are hard to formalize and implement. They
make increased use of trained human pattern recognition capabilities. For a com-
puter they are also not very suitable and rather useful as a pen and paper approach,
too. Their practicability is restricted to four, at most five literals, whereas we are
dealing with six literals.

Trying to formalize Karnaugh-Veitch-diagrams leads to the Quine–McCluskey
algorithm. The Quine–McCluskey algorithm is easy to formalize and implement
and useful for many input literals. The algorithm has a high runtime complexity but
for at most six literals it is sufficient.

The Espresso algorithm [8] is an improved Quine–McCluskey algorithm in terms
of complexity with the disadvantage of being a heuristic approach. This makes it
suitable for complex boolean expressions, where the Quine–McCluskey algorithm
is runtime insufficient and where obtaining optimal results is a secondary goal.
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Since we are looking for an automated processing of �238 TTs having at most
six input literals, Quine–McCluskey algorithm suits best.

21.5.2 Minimization of Multiple-Output Boolean Functions

We want to derive optimal gate netlists from our TTs, by merging equal parts of the
four minimized boolean expressions of s1i , s0i , c0iC1, and d0iC1. This technique is used
e.g. in optimal CMOS implementations of FAs [5].

This task is known as minimizing multiple-output boolean functions. The Quine–
McCluskey algorithm has to be improved to be able to minimize multiple-output
boolean functions. Multiple-output minimization based on a modified Quine–
McCluskey algorithm has been discussed [9]. The use of decision trees has been
suggested [10, 11] for the minimization of multiple-valued functions. A map-
ping procedure for two-level multiple-output logic minimization has been devel-
oped [12].

Our final aim is to create optimal SBAC CMOS supergates. Optimization of
supergates described at transistor level has been thoroughly discussed [13] and
refined [14–16].

21.6 Evaluation of Signed-Binary Adder Cell Truth-Tables

We can use minimized boolean functions and count boolean operators as a measure.
The amount of operator reflects the expected area A and power consumption P , the
amount of hierarchy levels of the operators reflects the expected critical path latency
T of implemented SBACs. More exact characteristics can be measured by deriving
A, T , and P from synthesis.

Both approaches take too much time to explore the whole design space. Instead
of evaluating all available TTs, we suggest a two level randomized approach in 2.

This approach has time to pick some solutions at random and to quickly measure
them, e.g. by counting logic operators. The best maxamount solutions are kept. After
time, these solutions are synthesized and a more exact measure is applied. Both
measures can now be compared and possible correlations can be observed. The best
solution can be compared to available SBACs [3].

21.7 Results and Conclusion

To compare carry-save and signed-binary arithmetic designs, we need optimal
implementations of signed-binary adder cells. Methods of systematic optimization
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Algorithm 2 SBAC truth table evaluation approach
Require: time the experiment has to run
Require: maxamount of second level truth tables
Require: qickmeasure./ function to quickly measure truth table

first level all truth tables
secondlevel:clear./; limit 0; amount 0

while time left do
pickedtruthtable random truth table 2 firstlevel
while pickedtruthtable is tagged do

pickedtruthtable pickedtruthtable:next
while pickedtruthtable 2 secondlevel do

pickedtruthtable pickedtruthtable:next
end while

end while
tag pickedtruthtable
pickedmeasure quickmeasure.pickedtruthtable/
if amount < maxamount then

secondlevel:insertsorted.pickedtruthtable;
pickedmeasure/

maxamountCC
limit max.limit; pickedmeasure/

else
if pickedmeasure < limit then

secondlevel:removelast./
secondlevel:insertsorted.pickedtruthtable;

pickedmeasure/
limit secondlevel:last:measure

end if
end if

end while
synthesize and measure secondlevel

are still lacking. By developing an enumeration algorithm and providing an adder
cell evaluation concept, we narrowed this gap.

For an example signed-binary encoding scheme, the design space consist of 238

different truth tables. To find optimal signed-binary adder cell implementations, the
design space has to be explored.

We showed different approaches and pointed out, why some of them should not
be implemented. We showed that the design space of SBACs can be (partially)
traversed and evaluated to choose latency, area, or power optimal SBAC implemen-
tations. We presented and implemented an algorithm to traverse the design space
of an SBAC. We also pointed out some methods to optimize the boolean function
represented by the according TTs. We suggested an algorithm to be applied to our
traversing approach to finally derive better SBACs as provided by literature.

This is the first step in optimizing signed-binary adder cell implementations,
needed to provide competitive signed-binary computer arithmetic designs.
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Chapter 22
Green Element Solutions of the Source
Identification and Concentration
in Groundwater Transport Problems

Ednah Onyari and Akpofure Taigbenu

Abstract The inverse problem of source identification in groundwater contaminant
transport poses challenges of non-uniqueness and instability of the numerical
solutions. In this work, a methodology based on the Green element method (GEM),
is presented for simultaneous recovery of the release history of pollution sources
and concentration plume from available concentration measurements. The ill-
conditioned, overdetermined system of equations that arises from the Green element
discretization is solved by the least square method with Tikhonov regularization
and aided by the singular value decomposition technique. The performance of the
methodology is illustrated using two cases. The influence of the number of pollutant
sources and their magnitudes are also examined. It is found that GEM is capable of
correctly predicting the source strengths of pollutants instantaneously introduced
into the aquifer and as well the concentration plume arising therefrom.

Keywords Green element method • Instantaneous pollution sources • Singular
value decomposition • Tikhonov regularization

22.1 Introduction

The quality of groundwater can degrade due to pollutant sources that may be
released continuously or instantaneously into the subsurface. The former type
of pollution can arise from landfill sites, mine dumps, septic tanks, salt water
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intrusion from the sea, and seepage from polluted streams. The latter may arise
from unintentional spills of toxic substances into groundwater. Once an aquifer is
contaminated it is important to monitor, manage and develop a remediation strategy
for clean-up, and this requires concise quantitative understanding of the contaminant
characteristics in terms of its historical distribution, and the location and strength of
the sources.

The inverse groundwater contaminant transport problem has received much
attention in the last few decades [1–7]. Broadly categorizing this problem, the first
deals with identifying the source in terms of its location, release history, duration,
start time, and the second relates to reconstructing the distribution of the plume
from concentration observations. In this work, the Green element method (GEM),
originally proposed by Taigbenu [8], is used in conjunction with the Tikhonov reg-
ularization method to calculate the strengths of pollution sources accidentally intro-
duced into the aquifer and to reconstruct the historical contaminant distribution. We
demonstrate the applicability of the methodology for single and multiple sources.

22.2 Governing Equation

The inverse contaminant transport problem addressed in this work is governed by
the advection dispersion differential equation

R
@C

@t
D Dr2C 	 r · .VC/ on �: (22.1)

where r D i@=@x C j@=@y is the two dimensional gradient operator in x and y,
C is the contaminant concentration, V D iu C jv is the pore velocity vector with
components u and v in the x and y directions, D is the hydrodynamic dispersion
coefficient and R is the retardation factor. The solution to this inverse problem
requires solving Eq. (22.1) subject to the following boundary conditions;

C .x; y; t/ D f1 on �1: (22.2a)

	DrC · n D q1 on �2: (22.2b)

ˇ1C C ˇ2DrC · n D f3 on �3: (22.2c)

where n is the unit outward pointing normal vector on the boundary, and ˇ1 and
ˇ2 are constants. The inverse problem is presented by F instantaneous sources of
unknown strengths Sm at positions (xm,ym) (m D 1, 2, : : : , F), and a part of the
boundary �4 where neither the concentration nor its flux is specified. Furthermore,
there are P internal points (xj,yj) (j D 1, 2, : : : , P) where concentration measure-
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2CDR ⋅(VC)∇−∇=
∂t

∂C

),,( tyxC = f1

C⋅n=q1D∇−
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Fig. 22.1 Schematic of the problem statement

ments Cj D C(xj,yj,t) are available. Figure 22.1 shows a schematic representation of
the problem statement in a domain� with boundary � D �1 [ �2 [ �3 [ �4.

22.2.1 GEM Implementation

Green’s second identity is applied to Eq. (22.1), using the fundamental solution of
r2G D ı .r 	 ri / in the infinite space, to obtain its integral representation.

D

2

4	�C.ri / C
Z

�

C
@G

@n
ds

3

5C
Z

�

Gq ds C
“

�

G

��

R
@C

@t
C V · rC

	

dA D 0:

(22.3)

where ri D source node and œD nodal angle at ri and q D 	DrC · n. Equation
(22.3) is implemented in the Green element sense by discretizing the computational
domain into elements. Using rectangular elements, the quantities C, V and q are
interpolated by linear interpolation functions in space (C � NjCj) so that Eq. (22.3)
becomes.

Vij Cj C Lij qj CWij

@Cj

@t
C XikjukCj C Yikj vkCj D 0 (22.4)
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Vij D D

0

@
Z

�e

NjrGi · n ds 	 ıij �
1

A ; Lij D
Z

�e

NjGi ds;

Xikj D
“

�e

GiNk
@Nj

@x
dA; Yikj D

“

�e

GiNk
@Nj

@y
dA; Wij D R

“

�e

GiNj dA

(22.5)

where �e and �e are respectively the element domain and boundary. Aggregating
the discrete element Eq. (22.5) for all elements gives a matrix equation of the form

EijCj C Lij qj CWij

dCj

dt
D 0: (22.6)

whereEij D Vij CXikj ukCYikj vk . A finite differencing of the temporal derivative
is dC/dt � [C(2)–C(1)]/4t at the time t D t1 C 	4t, where 0 � 	 � 1 is the difference
weighting factor, and 4t is the time step between the current time t2 and the previous
one t1. Introducing this approximation into Eq. (22.6) and weighting the other terms
by 	 gives

�

	Eij C Wij

�t

	

C
.2/
j C 	Lij q

.2/
j 	

�

!Eij C Wij

�t

	

C
.1/
j 	 !Lij q.1/j D 0: (22.7)

where !D 	 – 1 and the bracketed superscripts represent the times at which the
quantities are evaluated. The third term in Eq. (22.7) with C(1)

j is usually taken in
the direct problem to be known but for this inverse problem, there are F locations
where it has to be calculated at t D 0. All known data from Eqs. (22.2a)–(22.2c),
concentration measurements at P observation points and known initial data are
incorporated into Eq. (22.7) to give

Aw D b: (22.8)

A D

2

6
4

	Eij C Wij
�t

	Lij

	
�
	Eij C Wij

�t

�

3

7
5 and w D

8
<̂

:̂

C
.2/
j

q
.2/
j

C
.0/
j

9
>=

>;
: (22.9)

where w is an N � 1 vector of unknowns which include the F pollutant source
concentrations. The matrix A is an M � N matrix, where M is the number of
nodes in the computational domain and M � N. Equation (22.8) is over-determined
and its solution is amenable to the least square method, while the matrix A is
usually ill-conditioned and it is regularized by the Tikhonov regularization method.
The decomposition of A is facilitated by the singular value decomposition (SVD)
method.
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A D UDVt D
NX

iD1
 iui v

t r
i (22.10)

where U and V are, respectively, M � M and N � N orthogonal matrices and D is
an M � N diagonal matrix with N non-negative diagonal elements 1,  2, : : : ,  N .
The least square solution of Eq. (22.8) with the Tikhonov regularization minimizes
the Euclidian norm Aw 	 b 2 C˛2 Iw 2 in calculating the solution for w
that is given as

w .˛/ D
NX

iD1

 i

˛2 C  2i
ut ri bvi (22.11)

where ui and vi are the ith column of the matrices U and V, respectively and ˛ is the
regularization parameter whose choice is carefully made so that it is not too small to
retain the instability of the numerical solution or too large to have smooth unrealistic
solutions.

22.3 Results and Discussion

The problem of contaminant transport due to multiple instantaneous point pollution
sources in a 2D homogeneous aquifer under a uniform flow velocity in the x-
direction is solved by the inverse GEM formulation earlier described. The analytical
solution for the historical concentration distribution in two dimensions from instan-
taneous sources is known and given in Bear [9] as:

C .x; y; t/ D
FX

mD1

Sm

4tD
exp

"

	 .x 	 xm 	 ut/2

4Dt
	 .y 	 ym/

2

4Dt

#

(22.12)

where Sm is the concentration of the pollution source that is instantaneously injected
into the aquifer at (xm, ym). Two examples of this problem with single and double
pollution sources are examined.

Table 22.1 Aquifer,
pollutant and simulation
parameters of Examples 1
and 2

Parameter Example 1 Example 2

Spatial discretization: �x, �y 1.25, 1.0 1.25, 1.0
Source concentration, S1 100 1,500
Source concentration, S2 – 2,500
Source 1 location (5.0,4.0) (5.0,4.0)
Source 2 location – (5.0,7.0)
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Fig. 22.2 Exact and
computed pollution source
strength of Example 1
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22.3.1 Example 1

In this example a conservative pollutant is instantaneously injected at time t D 0
at the position (x D 5.0, y D 4.0). The GEM simulation is carried out in a 2-D
rectangular domain [50 � 10] with concentration specified on all boundaries. Unit
values are specified for u and D. Table 22.1 presents the pollutant and GEM
simulation parameters that are used for this example. Three cases of observation
points, located downstream of the pollutant source, are examined, namely case
(i) along x D 6.25 and x D 20, case (ii) along x D 7.5 and x D 20, and case (iii)
along x D 8.25 and x D 20. A uniform time step �t D 0.625 and the fully implicit
scheme with 	 D 1 are used in the GEM simulations. A value of 10�4 is used for
the regularization parameter. Figure 22.2 shows the exact and computed pollutant
source strengths. The result shows that GEM correctly predicts the pollution source
strength when the lead observation points are in close proximity (Cases (i) and
(ii)). This is reasonable, considering that sufficient information on the concentration
should be available at observation points to support the prediction capability of the
numerical scheme. The distribution of the concentration at t D 10 are presented as
contour plots for both the exact and GEM solution in Fig. 22.3. It is observed that
the exact concentration distribution is correctly predicted by GEM.

22.3.2 Example 2

This example has two conservative pollutants positioned at (x D 5.0, y D 4.0) and
(x D 5.0, y D 7.0) that are instantaneously injected at time t D 0. Unit values are
taken for u and D. The pollutant and GEM simulation parameters are given in
Table 22.1. As in the first example, the GEM simulation is carried out in a
2-D rectangular domain [50 � 10] in which the concentration is specified on all
boundaries. Observation points are located downstream of the pollutant source along
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Fig. 22.3 Distributions of the concentration at tD 10 for Example 1: graded colour shows the
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Fig. 22.4 Exact and computed source strength of Example 2

x D 6.25, and x D 20. A uniform time step �t D 0.625, the fully implicit scheme
with 	 D 1, and a regularization parameter value of 10�3 are used in the GEM
simulation.

With the doubling of the number of pollutant sources whose strengths are more
than tenfold that of Example 1, the excellent prediction of the source strengths by
GEM are shown in Fig. 22.4. The contour plots of the concentration distribution at
times t D 5, and t D 15 are presented in Fig. 22.5a, b. The results indicate improved
estimation of the peak concentration with increase in time.

22.4 Conclusion

The Green element method has been used to simultaneously recover the source
release history and to reconstruct the plume’s historical distribution. The prediction
capability of GEM is enhanced by having observation points located in close
proximity of the sources and as well as ensuring that they are fairly well distributed
over the computational domain. Using two illustrative examples, the promise of
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Fig. 22.5 Spatial distribution of contaminant plume (a) timeD 5, (b) timeD 15

GEM in solving the inverse instantaneous pollution source problem has been
demonstrated.
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Chapter 23
First Time Electronic Structure Calculation
of Poly[�2-L-Alanine-�3-Sodium Nitrate (I)]
Crystals with Non-linear Optical Properties

A. Duarte-Moller, E. Gallegos-Loya, and E. Orrantia Borunda

Abstract The abstract should summarize the contents of the paper and should
Poly[�2-L-alanine-�3-nitrato-sodium(I)], p-LASN, crystals were grown by the slow
evaporation at room temperature technique. The nominal size of the crystals
obtained by the method was of 500 nm. Single Crystal Diffraction was carried
out in order to determine atomic structure and refine its lattice parameter. The
electronic structure was obtained by using the Becke-Lee-Yang-Part and Hartree-
Fock approximations with hybrid exchange-correlation three-parameter functional
and G-311**G(dp) basis set. After calculations the band gap obtained directly from
the density of states was 2.72 eV. The total polarizability obtained was 70.7390,
the value for the total hyperpolarizability is 56.0243 and the dipolar moment was
10.6364.

Keywords Electronic structure • Alanine • Second harmonic • Non-linear optic

23.1 Introduction

Some organic compounds exhibit large NLO responses and, in many cases, orders of
magnitude larger than widely known inorganic materials. They also offer molecular
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design flexibility and the possibility of a virtually unlimited number of crystalline
structures [1, 2]. A number of such crystals, especially from the amino acid family,
recently have been reported [3–6]. Some amino acid crystal with simple inorganic
salts appear to be promising materials for second harmonic generation (SHG) [7].

Amino acids exhibit specific features such as (I) molecular chirality, which
secures acentric crystallographic structures [8]; (II) absence of strongly conjugated
bonds, leading to wide transparency ranges in the visible and UV spectral regions;
(III) zwitterionic nature of molecules, which favors crystal hardness; (IV) Amino
acids can be used as chiral auxiliaries for nitro-aromatics and other donor–acceptor
molecules with large hyperpolarizabilities and (V) as a basis for synthesizing
organic and inorganic compounds.

A series of studies on semi-organic amino acid compounds such as L-arginine
phosphate, L-arginine hydrobromide, L-histidine tetrafluoroborate, L-arginine
hydrochloride, L-alanine acetate [8] and glycine sodium nitrate [9] as potential
NLO crystals have been reported. L-Alanine is an amino acid, and it forms a
number of complexes when reacted with inorganic acid and salts to produce an
outstanding material for NLO applications. It belongs to the orthorhombic crystal
system (space group P212121) with a molecular weight of 89.09 and has a melting
point of 297 ıC.

All of the NLO molecular materials show a wide transparent window in an UV-
vis spectrum and a non-centrosymmetric geometry. However these materials need
to have an absolute value of the susceptibility, �(2), which is basically associated
with the non-centrosymmetric crystal structure. This property is the analogous to
the molecular property called first polarizability, ˇ. Materials like GSN, has been
shown the SHG signal when it was excited by an intense IR radiation of 1,064 nm,
commonly obtained from a pulsed Nd-YAG laser.

This work reports the DOS, polarizability, dipolar moment and the first hyperpo-
larizability of the p-LASN.

23.2 Experimental Details

In order to begin with the computational calculations we sintetise a sample by
the low evaporation at room temperature. As follow step a single crystal X-ray
diffraction experiment was carried out an after it the unit cell was refined by using
the following parameters:

a D 5.388(9)Å, b D 9.315(15)Å, c D 13.63(2)Å,
˛DˇD � D 90ı
This unit cell was used to conduct a search in the Cambridge Structural Database

(version 5.30 plus four updates). A positive match was found in a work by Van
Hecke et al. [10].

In this experiment, a single crystal of L-alanine sodium nitrate which measured
approximately 0.3 � 0.1 � 0.1 mm was mounted on a Bruker Kappa APEXII DUO
diffractometer. With the crystal at 298 K, a small set of 36 frames were collected in
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order to determine the unit cell. One hundred reflections from these 36 frames were
harvested and were used to index and refine the unit cell.

In order to quantify the ˇ parameter is convenient to use an ab-initio calculations,
which is highly recommended as an excellent alternative method to design NLO
molecules and also predict its electronic structure. Nevertheless the correct choice
of the basis is the goal in this kind of calculations. The electronic structure was
obtained by using the Becke-Lee-Yang-Part and Hartree-Fock approximations with
hybrid exchange-correlation three-parameter functional and G-311**G(dp) basis
set.

23.3 Results and Discussion

In the p-LASN structure the asymmetric unit consisted of one sodium and one
nitrate ion and one L-alanine molecule.

The coordination geometry around the sodium atom was trigonal bipyramidal
with three bidentate nitrate anions coordinating through their oxygen atoms and
two L-alanine molecules, each coordinating through one carboxyl oxygen atom.
Three nitrate anions were bidentate coordinating to the sodium atom (2.612 (2)–
2.771 (2) Å) and form one plane which is parallel to the (1 1 0) plane. The third
nitrate oxygen atoms were coordinating to other symmetry equivalent sodium atoms
and extend the plane formed. Almost perpendicular to this plane, two L-alanine
molecules are coordinating to the sodium atom, each through one carboxyl oxygen
atom (2.3651 (16) and 2.3891 (17) Å). The other carboxyl oxygen atoms were
coordinated to sodium atoms in the upper and lower planes, respectively. Hence,
an infinite amount of planes parallel to (1 1 0) are formed by nitrate anions and
sodium atoms. These planes are perpendicularly linked to each other by L-alanine
molecules.

Intermolecular hydrogen bonds are observed between N1(H1A)� � �O(1)[1/2 C
x,	1/2 	 y,2 	 z] (1.92 (4) Å), N1(H1B)� � �O(5)[1/2 C x,1/2 	 y,2 	 z] (2.10 (3) Å)
and N1(H1C)� � �O(2)[1 C x,y,z] (1.87 (4) Å) and an intramolecular hydrogen bond
is found for N1(H1B)� � � O(2) (2.44 (3) Å).

Figure 23.1 shows the expected molecule of p-LASN and in Fig. 23.2 appears the
p-LASN crystal after geometry optimization. The geometry optimization was com-
pleted by the Becke–Lee–Yang–Parr hybrid exchange-correlation three-parameter
functional (B3LYP) [11] and 6-311CCG(d,p) basis set. Energy gap, total dipole
moment, polarizability and the first hyperpolarizability were calculated at the HF,
DFT (B3LYP) and MP2 levels. In MP2 method, the approximation known as frozen
core electron correlation was employed.

As an initial step the calculation of the HOMO and LUMO orbitals in the
molecule was done. These representations appears in Fig. 23.3a, b. These figures
shown the orbitals distributions on each case, higher and lower orbitals. This
property shows the high polarizability of the p-LASN molecule.
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Fig. 23.1 p-LASN molecule.
As we appreciate a
bipyramidal structure is
observed

Fig. 23.2 p-LASN crystal generated by using the molecule from Fig. 23.1. White atoms are H, red
atoms are O, blue atoms are N, and purple atoms are Na

The density of states calculation (Fig. 23.4) shows the distribution of s and d
electrons in the energy bands. The overall distributions of states across the energy
range of DOS are similar to that of GSN molecular crystals [12]. In that calculation it
is observed that the conduction band above the Fermi level is occupied almost 80 %
by p type electrons associated mainly with the NO3 ion. The unoccupied states are
principally due a mixture of s and p characters in the alanine molecule. An energy
bandgap is observed at 2.2 eV above the Fermi level placed at 0 eV.

The optical activity is well determinated by the knowledge parameters ˛, ˇ and
� [13]. At a molecular level the response for an isolated molecule under action of
an electric field is given by

�i D �
.0/
i C

X

j

˛ijEj C
X

jk

ˇijkEjEk C
X

jkl

�ijklEjEkEl
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Fig. 23.3 (a) Representative
HOMO for p-LASN. (b)
Representative LUMO for
p-LASN

Fig. 23.4 Total DOS for p-LASN showing the distribution of s and d electrons in the energy bands
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Table 23.1 Calculated values for ˛, ˇ and �

Polarizability ’ Hyperpolarizability “ Dipolar moment �

’xD 66.7560 “xD�180.1879 �xD�10.5732
’yD 70.1644 “yD�73.2246 �yD 0.1100
’zD 75.2966 “zD�201.4381 �zD 1.1532
’totalD 70.7390 “totalD 56.0243 �totalD 10.6364

The correct value of the polarizability ˛ is described by the second rank tensor,
however the average value ˛total can be obtained form

˛total D 1

3

�
˛xx C ˛yy C ˛zz

�

and the magnitude of the first hyperpolarizability can be calculated from

ˇtotal D 1

5

�
ˇx C ˇy C ˇz

�

where the x, y and z components of ˇ have been extracted from the 3D matrix
generated by Gaussian 09 software.

Finally the results of calculation for the polarizability ’, first hyperpolarizability
ˇ and the dipolar moment � appear in Table 23.1. Unfortunately for p-LASN
the values for this parameters have not been reported and is not possible to do a
comparison, however the high value of the hyperpolarizability is enough to have a
NLO phenomenon.

23.4 Conclusions

The structure of p-LASN was confirmed by using single crystal diffraction. Its
lattice parameters were found to be:

a D 5.388(9)Å, b D 9.315(15)Å, c D 13.63(2)Å, ˛DˇD � D 90ı
This unit cell was used to conduct a search in the Cambridge Structural Database

(version 5.30 plus four updates). A positive match was found in a work by K. Van
Hecke, E. Cartuyvels, T. N. Parac-Vogt, C. Gorller-Walrand, and L. Van Meervelt.

The coordination geometry around the Na atom was shown to be as trigonal–
bipyramidal, with three bidentate nitrate anions coordinating through their O atoms
and two L-alanine molecules each coordinating through one carboxylate O atom.

The use of the B3LYP (Becke-Lee-Yang-Part) supported by Gaussian 09
software with hybrid exchange-correlation three-parameter functional and G-
311**G(dp) basis set and HF approximation were a good option to reproduce
some electronic properties of the p-LASN sample.
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Chapter 24
Aspects of Designing the Tracking Systems
for Photovoltaic Panels with Low Concentration
of Solar Radiation

Ionel Laurentiu Alboteanu, Florin Ravigan, Sonia Degeratu,
and Constantin Şulea

Abstract The paper aims make contributions to the optimization of the
photovoltaic conversion process by concentrating solar radiation and orientation
of photovoltaic modules. The photovoltaic concentrating system aims to reduce
expenses regarding photovoltaic surface and replace it with optical materials.
Geometric design issues are presented for these systems adapted to the conditions
of a certain geographical location.

Keywords Photovoltaic • Tracking system • Low concentrating photovoltaic

24.1 Introduction

Ideally, a PV panel should follow the sun so that the sun rays fall perpendicular
to its surface, thus maximizing solar energy capture and thus we obtain the
maximum output power. The tracking systems using controlled mechanisms that
allow maximization of direct normal radiation received on PV panel [1].

The idea of concentrating solar radiation to generate electricity photovoltaic
appeared almost simultaneously with photovoltaic science.

Operating principle of concentrating photovoltaic systems is based on using
optics materials to focus sunlight on a photovoltaic surface, thus increasing the
amount of energy captured and converted. To focus sunlight on photovoltaic surface
and increasing thus the energy potential, the concentrating solar PV systems use
either optical elements retractable (usually Fresnel lens) or reflective elements
(usually mirrors) [2].
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In the literature there are three types of solar concentrators: high, medium or low
concentration [3]. This classification depends on the concentration ratio, defined
as the ratio of the amount of radiation incident on the photovoltaic module and
the amount of radiation available. In the paper is approached low concentrating
photovoltaic system (LCPV).

24.2 Aspects of Celestial Mechanics and Modelling
of Angular System

It is known that the Earth behaves a complete rotation in a year, around the Sun in
an elliptical orbit and a complete rotation around its own axis during 24 h. Earth’s
rotation axis has a fixed direction in space and inclined angle •0 D 23.5ı to the
perpendicular plane of the orbit (Fig. 24.1). The angle between the direction to the
Sun and the equatorial plane, • is named declination and varies during the year from
23.4ı, at the moment of the summer solstice (June 21) to 	23.5ı, at the winter
solstice (December 21).

On March 21, respectively—September 21 declination •D 0 and the length of
day and night are equal.

Declination can be calculated with the Copper formula [1]:

ı D 23:45 · sin

�

360
ı 284C n

365

	

(24.1)

where n is the number of days in a year, the first day considering January 1.
Using monthly average of ‘n’ values is calculated declination of Earth during a

year, and the resulting graph is represented in Fig. 24.2.
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Fig. 24.1 Earth’s orbit and the angle of declination, •
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Fig. 24.2 Annual graphical evolution of declination angle of the Earth
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Fig. 24.3 Explanation regarding to sun’s angles

Geometric relations between an arbitrarily oriented plane to the horizontal and
direct sunlight that falls on the plan at any point of time, the position of the sun to
this plan can be described in terms of several angles.

Latitude, ®—the angle measured from the equator to the point of interest on the
earth’s surface, is considered positive for the northern hemisphere and negative—to
the south.

The inclination angle of plane “ is the angle between the plane and the horizontal
surface; 0 � “� 180, (Fig. 24.3). For normal solar installations, maximum angle
does not exceed 90ı.

Azimuthally angle, ”—the angle between the projection on the horizontal
plane perpendicular to the surface of the plan and the local meridian (Fig. 24.3);
equal to zero for that plan south facing; negative—to east, positive—to west;
	180 � ”� 180.
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Solar azimuthally angle, ”s—the angle between the south and the projection on
the horizontal direct radiation (sunlight) (Fig. 24.3b); angles measured from south
east direction are negative, the measured westward—positive.

The angle of elevation of the sun, ’s—the angle between the horizon and the
sun line linking point of interest, or the incident solar beam at the point of interest
(Fig. 24.3).

Zenith angle, ™z—the angle between the vertical and the line connecting the sun
and the point of interest, or ’s complementary angle (Fig. 24.3).

Hour angle, ¨—determines the position of the sun in the sky at a given moment.
Equals zero when crossing the local meridian sun, i.e. when midday positive and
negative east–west (Fig. 24.3b). Accordingly,¨s corresponds to the angle of sunrise,
and (	¨s), the angle of the sun dusk.

It is obvious that in an hour the sun across the sky at an angle equal to 15ı, and
his position at any time T is determined by the expression:

! D 15 · .12 	 T / (24.2)

If you know the angles •, ® and ¨, then easily determine the position of the sun
in the sky for the point of interest for any time, any day, using the expressions [1]:

sin ˛s D sin ı sin ' C cos ı cos' cos! D cos 	z (24.3)

cos �s D sin ˛s sin ' 	 sin ı

cos˛s cos'
(24.4)

In Eq. (24.3) by imposing the condition ˛s D 0, calculate east respectively west
angle hourly of the sun from the relationship:

!s D ˙cos�1 .	 tan' · tan ı/ (24.5)

For every day of the year in (24.4) with declination • previously determined
from (24.1) for a time T is determined the hour angle ¨ and knowing the latitude ®
is determined the sun elevation angle ’s.

In Fig. 24.4 is presented photovoltaic panel, P directed to the south. Surface of
panel P is inclined to the horizontal with “ angle.

Solar radiation on the PV panel will be highest when the afternoon when the sun
elevation angle, ’s is the maximum distance and sunlight will be minimal time and
angle ¨D 0. This situation will occur where direct radiation is perpendicular to the
surface of the PV panel, P.

Figure 24.4 shows that ™z D “, and angle of the panel on S-N direction (eleva-
tion), from the horizontal plane is determined by the relationship:

cos 	z D sin ı sin ' C cos ı cos' D cos .' 	 ı/ (24.6)
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Fig. 24.4 Direct solar
radiation on an inclined plane
in midday: ¨D 0; ”D 0
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Fig. 24.5 Simulation results of angular system at equinox (March 21, September 21), for Craiova
City

with:

ˇ D ' 	 ı (24.7)

Based on present relationships above, customizing for city of Craiova was
obtained graphical representation of specific angles describing the position of the
sun in the sky.

In Fig. 24.5 is presented simulation results for the angular system at equinoxes.
The same graphs that describing the angular system is shown in Fig. 24.6, for
summer solstice and, for the winter solstice in Fig. 24.7.
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Fig. 24.6 Simulation results of angular system at summer solstice (June 21), for Craiova City

Fig. 24.7 Simulation results of angular system at winter solstice (December 21), for Craiova City

Analyzing the graphs resulted from the simulation of angular system customized
for location Craiova, in all three cases, we can say that:

– sun altitude or elevation angle (’s) shows maximum values at midday 48ı at the
equinoxes, 68ı at summer solstice and 25ı at winter solstice;
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– Sunset hour angle is 98ı at equinox, at summer solstice is 110ı and 60ı at winter
solstice;

– Sunrise hour angle is symmetric with the sunset hour angle having the same
values but with a negative sign;

– Azimuth angle presents positive in the first half of the day dropping to zero during
the midday, then afternoon is symmetrical values from the first half of the day;

– Hour angle shows negative peaks in the morning and will then drop to zero during
the midday and afternoon shows symmetrical values of in the morning.

24.3 Modelling of Tracking System for Photovoltaic Panel

Electricity production of a PV system depends largely on solar radiation absorbed
by the photovoltaic panels. As the sun changes with the seasons and over a day,
the amount of radiation available for the conversion process depends on the panel
tracking.

Since PV modules have a relatively low yield (up to 30 % in laboratory
conditions) the aim is to optimize their energy [4, 5].

A method of optimizing available solar energy conversion with real possibilities
of implementation is the use of tracking systems. Literature shows that the uses of
tracking systems increase from 20 % to 40 % the amount of energy produced by
converting [6].

In practice are two kinds of tracking systems: single axis and double axes
tracking systems (Fig. 24.8).

It must be modelled and simulated the tracking system to determine the energy
absorbed by the PV panel. Modelling and simulation was performed for double axes
tracking system.

W

ba

W

SS

E E

N N

Axis of rotation

Axis of rotation

Axis of rotation

Earth axis inclinasion

Fig. 24.8 Tracking systems of PV panel: (a) single axis and (b) double axes according to [7]
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Fig. 24.9 Azimuth angle of photovoltaic panel

Fig. 24.10 Elevation angle of photovoltaic panel

The relations (24.4) and (24.7) describe the position of the PV panel at any time
of the year so that sunlight falling perpendicular to it. For location Craiova was
resulted both graphs presented in Figs. 24.9 and 24.10 that describe the two angles
corresponding to the PV panel for first four months of the year.
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24.4 Modelling of the Concentrating System
for the Photovoltaic Panel (LCPV)

If we ignore tracking, the analysed low concentration photovoltaic system (LCPV)
contains: a photovoltaic module and two mirrors arranged symmetrically on large
sides of photovoltaic module [2, 8].

Proper functioning of this low concentration photovoltaic system depends by, in
particular, the following two requirements [2, 9]:

(a) PV module must be completely crossed by direct radiation (excluded initially
the effect of shading and diffuse radiation is neglect);

(b) PV module must be completely swept for the direct radiation reflected by
mirrors.

To identify the geometric parameters that define the system LCPV in Fig. 24.11
is represented the geometric diagram describing sweeping photovoltaic module by
direct and the reflected radiation during a step of tracking: in Fig. 24.11 the red rays
represent the start of the step, the rays mid of step is black and the blue is end-of-step
rays.

To describe the geometry of the LCPV system considered, were introduced the
following parameters [2, 10–12](Fig. 24.11):

– x—the angle formed between the mirror and photovoltaic module—constant
parameter;

– h—the maximum incidence angle formed by the PV normal surface and sun’s
ray;

x−h

90−(x−h)

(2x−h)−90

x+h

Mirror

PV panel

Lp

Lp/2

c2Lp

c1Lp

x

x

h h h

Lm

x

(2x+h)−90

90−(x+h)

Fig. 24.11 Scheme for geometric modeling of LCVP system
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– k—the ratio of the (Lm) width mirrors and (Lp) PV module width;
– c1, c2—PV module with coefficients swept rays reflected by the mirrors;
– kl—the longitudinal deflection coefficient, defined as ratio of the additional

length mirror (necessary to compensate for reflected sunlight deviation caused
by deviations elevation to elevation solar PV module) and PV module width.

Sweeping the entire surface of the PV module is determined by the median rays
(black color line Fig. 24.11), which designates the middle of a tracking step; as
a result, the ratio k can be modeled analytically by applying sine theorem in the
triangles formed by the Lp and Lm sides with the median rays.

k D Lm

Lp
D 	 cos .2 ·x/

cos.x/
(24.8)

By means of the analytical expression obtained in Fig. 24.12 is shown k reports
variation according to the x angle for different values of the h angle of incidence.

In a graphics evolution it can seen as a gauge of system increases with increasing
angle x.

Partially reflected beam sweeps photovoltaic module width. To determine the
ratio of the width swept is introduced c coefficient, described as the ratio between
the share swept width (cLm) and PV module width (Lp).

Considering the known Lp width of the PV module, Lm width of the two
mirrors and x tilt angle mirror-photovoltaic module (Fig. 24.11) can determine the
coefficients c1 and c2, which describe what part of PV module width (Lp) is swept
by rays reflected from each mirror.

Fig. 24.12 The evolution of ratio k for different values of the angle of incidence h
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Fig. 24.13 Evolution of the coefficient c for different values of h at (xD 60ı)

c1 D Lm · cos .x C h/

	Lp · cos .2 ·x C h/
(24.9)

c2 D Lm · cos .x 	 h/

	Lp · cos .2 ·x 	 h/
(24.10)

Evolution of coefficients c1, c2, ie c for different values of the h angle of incidence
of sunlight for the best case of the angle of the mirror (x D 60ı) is shown in
Fig. 24.13.

Complete sweep PV surface condition is satisfied only if c1 C c2 � 100 %; in
Fig. 24.13, c1 C c2 curve show that for the ™D 60ı is equal to 100 % in the case
of continuous orientation (angle of incidence corresponding to zero) and increases
with the value of the maximum angle of incidence (i.e., the length tracking step in
the case to steps tracking). By multiplying the coefficients c1 and c2 with the width
and length of photovoltaic module is obtained surface covered by reflected radiation
to PV panel.

24.5 Conclusions

In this work are presented some geometric aspects to be considered when designing
the tracking systems for PV panels with low concentration of radiation.
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Developed mathematical models have been custom for a specific location in
order to study the efficiency of PV panels tracking with low concentration of solar
radiation in specific conditions of a particular geographical area.

Implementation models on physical prototypes, interpretation of the results on
the effectiveness of these systems will be subject to future work.
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Chapter 25
Systolic Approach for QR Decomposition

Halil Snopce and Azir Aliu

Abstract In this paper we discuss the parallelization of the QR decomposition of
matrices based on Given’s rotation using the iterative algorithm. For this purpose
we have used the systolic approach. The mathematical background of the problem
is followed by the parallelization which continues step by step as it is shown at
Figs. 25.5 and 25.6. The output values of Fig. 25.5 become the input for Fig. 25.6
and vice versa, the output values of Fig. 25.6 become the input for Fig. 25.5. This
kind of iteration is repeated until achieving the convergence.

Keywords QR decomposition • Parallelization of QR decomposition • Systolic
array • Given’s rotations • Computing the orthonormal matrix • Computing the
upper triangular matrix

25.1 Introduction

An important matrix problem that arises in many applications, like signal process-
ing, image processing, solution of differential equations, etc., is the problem of
solving a set of simultaneous linear equations. The usual numerical method for
solving such problems is the triangularization of the coefficient matrix, followed
by the use of back substitution. QR decomposition is one of the best methods for
matrix triangularization. Most of the QR-decomposition implementations are based
on three methods. The Given’s rotation method, the Gram-Schmidt method and the
method with the Hausholder transformations. The Hausholder transformation is one
of the most computationally efficient methods to compute the QR-decomposition
of a matrix. The error analysis carried out by Wilkinson [1, 2], showed that the
Hausholder transformation outperforms the Given’s method under finite precision
computation. Due to the vector processing nature of the Hausholder transformation,
no local connections in the implementation of the array are necessary. Therefore
QR decomposition by the method of Hausholder transformation is more difficult.
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Especially, the systolic approach is difficult because we have to find only local
connections. This is the reason why the systolic approach shown in this paper is
based on Given’s rotations.

The QR decomposition is a form of orthogonal triangularization which is
particularly useful in least squares computations and simultaneous equations. It is
one of the most stable numerical algorithms.

The basic idea of the QR-decomposition of a matrix is to express a given m � n
matrix A in the form A D QR, where Q is an orthonormalm�n matrix and R is an
n � n upper triangular matrix with nonzero diagonal entries.

The QR decomposition is a technique which is used in the architectures which
require parallel computations using a triangular array of relatively simple processing
elements. For example, it is applied at the adaptive filtering and beam-forming
problems, where there is no special structure of the data matrix.

A parallel version of Given’s rotation was proposed in [3]. In [4] it is proposed
an alternative way for parallelization of Given’s rotation which is more efficient for
larger matrices. In [5] it is given a parallel pipeline version of Given’s rotation for the
QR decomposition. In [6] one can find the block version of the QR decomposition,
which first transforms the matrix into the Hassenberg form and then applies Given’s
rotation to it.

The analysis in this paper uses the givens rotation method [7]. In [7] and [8] are
proposed two systolic arrays for the QR decomposition with hardware complexity
O(n2) and time complexity O(n) which are based on the method of Given’s rotation.
The design which is based on the method of Householder transformation is given
in [9].

In this paper we give first the mathematical background of the QR decomposition
method based on Given’s rotation, and then we analyze the corresponding systolic
array for processing with this method.

25.2 The Systolic Array Based on Given’s Rotation

The upper triangular matrix is obtained using sequences of Given’s rotations [10]
such that the subdiagonal elements of the first column are nullified first, followed by
those of the second column and so forth, until an upper triangular matrix is reached.
The procedure can be written in the form given below:

QTA D R

where

QT D Qn�1Qn�2 : : : Q1 (25.1)
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and

Qp D Qp;pQpC1;p : : : Qn�1;p

where Qp,q is the Given’s rotation operator used to annihilate the matrix element
located at row q C 1 and column p. When we work with 2 � 2 matrices, an
elementary Given’s transformation has the form:

�
c s

	 s c



·

�
0 : : : 0 ri r : : : rk

0 : : : 0 xi xiC1 : : : xk



D
�
0 : : : 0 r 0i r 0iC1 : : : r 0k
0 : : : 0 0 x0iC1 : : : x0k



(25.2)

where c and s are the cosine and the sine of the annihilation angle, such that:

c D ri
q
r2i C x2i

; s D xi
q
r2i C x2i

:

In [11] it is shown that a triangular systolic array can be used to obtain the upper
triangular matrix R based on sequences of Given’s rotations. This systolic array is
shown in Fig. 25.1.

r11 r12 r13 r14 r1n
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r44
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r4n

- - - - - -

- - - - - -

- - - - - -

- - - - - -

x1

x1(2) x2(1)
x2

x3(1)
x3(2)

x4(1)
x4(2)

xn

Fig. 25.1 Triangular systolic array for computing the upper triangular matrix R
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Fig. 25.2 Input and output of
the circle cell of the array in
Fig. 25.1

xin

(c, s)

Fig. 25.3 Input and output of
the quadratic cell of the array
in Fig. 25.1

r

xin

),( sc ),( sc

xout

As we can see, the array consists of two different shapes of cells. The cells in the
shape of a circle (Fig. 25.2), and the cells in quadratic shape (as in Fig. 25.3).

The cells of Fig. 25.2 perform according to Algorithm 1:

Algorithm 1

If xin D 0 then
c D 1I s D 0

otherwise

r 0 D
q
r2 C x2inI

c D r=r 0I s D xin=r
0

r D r 0I
end

The calculations of quadratic cells are given by the relations below:

xout D cxin 	 sr

r D sxin C cr

According to the relations in (25.1), the Q matrix cannot be obtained by multiply-
ing cumulatively the rotation parameters propagated to the right. Accumulation of
the rotation parameters is possible by using an additional rectangular systolic array.

Before giving an explanation about the systolic array for thr QR decomposition,
we will introduce the methodology of computing R�T x. This computation will be
used in the general design of the systolic array for a QR decomposition.



25 Systolic Approach for QR Decomposition 419

25.2.1 The Computation of R–Tx

We present a brief derivation of the result presented in [12], about the property that
a triangular array can computeR�T x in one phase with the matrix R situated in that
array.

Let rij D ŒR�ij and r 0ij D 

R�1

�
, where rij D 0 and r 0ij D 0 for i > j . It can be

shown that:

r 0ij D

8
ˆ̂
<

ˆ̂
:

1
rii

I i D j

	
j�1X

kDi

r 0ikrkj
rjj

I i < j � n
(25.3)

Let

Œy1; : : : ; yn�
T D R�T X (25.4)

Then the recursive computation of (25.4), where R�T is a n � n matrix and X is
an n � m matrix is:

yj D
jX

iD1
xi r
0
ij ; i D 1; : : : ; n (25.5)

In particular (because we want to use R and X to compute R�T X ), yj can be
expressed in terms of rij and xi. By substituting Eq. (25.4) into Eq. (25.5) we have:

yj D
jX

iD1
xi r
0
ij D yj D

j�1X

iD1
xi r
0
ij C xj r

0
’jj D

j�1X

iD1
xi r
0
ij C xj

rjj
(25.6)

If we continue, by transforming the relation (25.6), we will have:

yj D xj

rjj
C

j�1X

iD1
xi r
0
ij D xj

rjj
	

j�1X

iD1
xi

j�1X

kDi

r 0ikrkj
rjj

And finally we get:

yj D 1

rjj
·

 

xj 	
j�1X

iD1
xi

j�1X

kDi
r 0ikrkj

!

D 1

rjj
·

 

xj 	
j�1X

kD1

kX

iD1
xi r
0
ikrkj

!

(25.7)
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Using the relation (25.5), for the final form of yj, we get

yj D 1

rjj

 

xj 	
j�1X

kD1
ykrkj

!

(25.8)

Finally, using the relations obtained above (where Y is the n � m matrix, R is n � n
upper triangular matrix and X is an n � m matrix), the algorithm for computing
R�T x is given:

Algorithm 2

for i D 1 to n

y1 D 1
r11

· x1
for j D 2 to n

begin

zj D xj
for k D 1 to j 	 1

zj D zj 	 ykrkj

yj D zj
rjj

end

The corresponding systolic array is similar as the array in Fig. 25.1. The data
movement of input values x and output values y is presented in Fig. 25.4.

In the case presented above, the elements of the matrix R are stored in the
triangular array. The cells of Fig. 25.2 (circle cells) perform the division part of

Eq. (25.8) (the part 1/rjj). The second part of Eq. (25.8) (the part xj 	
j�1X

kD1
ykrkj ) is

performed by the quadratic cells shown in Fig. 25.3.

Fig. 25.4 Data movement of
x and y in the computation of
R–Tx

R

x

y = R−T x
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25.3 The QR Systolic Array

The design of the systolic array for a QR-decomposition of a matrix A will be based
on an iterative algorithm which consists of two basic steps. Initially we set A1 D A.
The first step is to compute Ak D QkRk . The process has to be continued until the
convergence. To compute the next iteration AkC1 we start from the relation (25.1)
and taking into the consideration that Q is orthonormalQTQ D I , we have:

QT
k Ak D Rk ) Ak D QkRk ) AkR

�1
k D Qk (25.9)

AkC1 D RkQk D QT
k AkQk D QT

k QkRkQk D RkQk (25.10)

So, this can be expressed as follows:

Algorithm 3

Set A D A1
Step 1: For k D 1; 2; : : : ; compute Ak D QkRk .
Step 2: Compute AkC1 D RkQk. If AkC1 converges, then stop. Otherwise go

back to step 1.
From Ak D QkRk we have that

Ak
T D Rk

TQk
T ) R�Tk Ak

T D Qk
T

If the ith column of the matrices Ak
T and Qk

T is denoted by ai and qi respectively,
then

R�Tk Œa1 a2 : : : an� D Œq1; q2; : : : qn� (25.11)

We already have shown how to compute R�T x. So, the systolic array is similar
to that one shown in Fig. 25.4. Since the ith column of Ak

T is the same with the
ith row of Ak, the elements of the matrix Ak will be inputted row by row. The
corresponding systolic array for computing the elements of Qk as output elements
is given in Fig. 25.5.

Of course, the triangular array which contains the elements of the matrix R
(presented as right angle triangle) is the same with the array in Fig. 25.1.

Figure 25.5 in fact is the design for systolic computing of step 1 of Algorithm 2.
To do the second step, which consists in computing AkC1 D RkQk , the output
elements of Fig. 25.5 become row by row the input elements for the new computa-
tion. It is illustratively shown in Fig. 25.5. So, the new array, which computes the
element of the matrixAkC1 using as an input elements the computed ones illustrated
in Fig. 25.5, is shown in Fig. 25.6. The elements of AkC1 come out column by
column.

If the obtained result is not convergent, then a new iteration will be repeated until
achieving a convergence.
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Fig. 25.5 Systolic model for computing the Q matrix
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Fig. 25.6 Systolic computing of the product RQ
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Chapter 26
A Geometric Approach for the Model Parameter
Estimation in a Permanent Magnet Synchronous
Motor

Paolo Mercorelli

Abstract Control of permanent magnetic motors is not an easy task because of
the presence of unknown parameters. Techniques are needed in order to achieve
a suitable controlled dynamics identification. The proposed strategy uses the
geometric approach to realised a decoupling of the system. The estimation of
the parameters of a Permanent Magnet Synchronous Motor (PMSM) is simplified
through a decoupling. The decoupling is realised using a feedback controller
combined with a feedforward one. The feedforward controller is conceived through
an input partition matrix. This technique can be applied to a large variety of motors
or to any system for which the decoupling conditions are satisfied. Simulation and
measured results are reported to validate the proposed strategy.

Keywords Geometric approach • Permanent magnet synchronous motor •
Identification

26.1 Introduction and Motivations

Recently the interest in the topic of geometric control has increased in theoretical
aspects and applications as well, see for instance [1], particulary in control problems
like Non-interaction and Model Predictive Control, see [2]. It is known that, an accu-
rate knowledge of the model and its parameters is necessary for realising an effective
control. For achieving a desired system performance, advanced control systems are
usually required to provide fast and accurate response, quick disturbance recovery
and parameter variations insensitivity [3]. Acquiring accurate models for systems
under investigation is usually the fundamental part in advanced control system
designs, see [4]. The most common parameters required for the implementation
of such advanced control algorithms are the classical simplified model parameters:
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Ld—the direct axis self-inductance, Lq—the quadrature axis self-inductance, and
˚—the permanent magnet flux linkage. Techniques have been proposed for the
parameters’ identification of a Permanent Magnet Synchronous Motor (PMSM)
from different perspectives, such as offline [5, 6] and online identification of
PMSM electrical parameters, [7]. These techniques are based on the decoupled
control of linear systems when the motor’s mechanical dynamics are ignored.
Using a decoupling control strategy, internal dynamics may be almost obscured,
but it is useful to remember that there are no limitations in the controllability and
observability of the system. In the report by [8] a decoupling technique is used to
control a permanent magnets machine more efficiently in a sensorless way using
an observer. Despite limitations on the frequency range of identification, this paper
proposes a dynamic observer based on a geometric decoupling technique to estimate
parameter ˚ . The proposed identification technique, similar to that presented in
[9], applies a procedure based on the work in [10]. In the meantime, the paper
proposes a particular observer that identifies the permanent magnet flux using
the estimated Ldq and Rs parameters from an ARMA identification structure as
presented in [10]. The paper is organised in the following way: a sketch of the
model of the synchronous motor and its behaviour are given in Sects. 26.2 and
26.3 is devoted to deriving, proposing and discussing the dynamic estimator, and
Sect. 26.4 shows the simulation results using real data for a three-phase PMSM.

The main nomenclature
uin.t/ D Œua.t/; ub.t/; u0.t/�T : three phase input voltage
vector
i.t/ D Œia.t/; ib.t/; i0.t/�

T : three phase input current vector
uq.t/: induced voltage vector
!el: electrical pulsation
Rs : coil resistance
Ldq: dq coil inductance
A: state matrix of the electrical model
B: input matrix of the electrical model
B D imB: image of matrix B (subspace spanned by the
columns of matrix B)
minI .A;B/ D Pn�1

iD0 Ai imB: minimum A–invariant sub-
space containing im.B/
F: decoupling feedback matrix field
g.!el/: Park transformation
T.!el/: decoupling feedforward matrix field
I : invariant subspace
Cd : kernel of output matrix Cd (d component of the current)
Cq : kernel of output matrix Cq (q component of the current)
C0: kernel of output matrix C0 (0 component of the current)



26 A Geometric Approach for the Model Parameter Estimation in a PMSM 427

26.2 Model of a Synchronous Motor

For aiding advanced controller design for PMSM, it is very important to obtain
an appropriate model of the motor. A good model should not only be an accurate
representation of system dynamics but it should also facilitate the application
of the existing control techniques. Among a variety of models presented in the
literature since the introduction of PMSM, the two-axis dq-model, obtained using
Park dq-transformation is the most widely used in variable speed PMSM drive
control applications [3, 7]. The Park dq-transformation is a coordinate transforma-
tion that converts the three-phase stationary variables into variables in a rotating
coordinate system. In dq-transformation, the rotating coordinate is defined relative
to a stationary reference angle as illustrated in Fig. 26.1. The dq-model is considered
in this work.
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The dynamic model of the synchronous motor in dq-coordinates can be represented
as follows:

Fig. 26.1 Park transformation for the motor



428 P. Mercorelli
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(26.3)

and

Mm D 3

2
p
n
˚iq.t/C .Ld 	 Lq/id .t/iq.t/

o
: (26.4)

In (26.3) and (26.4), id .t/, iq.t/, ud .t/ and uq.t/ are the dq-components of the stator
currents and voltages in synchronously rotating rotor reference frame, !el.t/ is the
rotor electrical angular speed, the parameters Rs , Ld , Lq , ˚ and p are the stator
resistance, d-axis and q-axis inductance, the amplitude of the permanent magnet
flux linkage, and p the number of couples of permanent magnets, respectively.
At the end, Mm indicates the motor torque. Considering an isotropic motor with
Ld ' Lq D Ldq, it follows:

"
did .t/

dt
diq.t/

dt

#

D
"	 Rs

Ldq
!el.t/

	 Rs
Ldq

!el.t/

#�
id .t/

iq.t/



C
"

1
Ldq

0

0 1
Ldq

#�
ud .t/
uq.t/



	
"

0
˚!el.t/

Ldq

#

; (26.5)

and

Mm D 3

2
p˚iq.t/; (26.6)

with the following movement equation:

Mm 	Mw D J
d!mec.t/

dt
; (26.7)

where p!mech.t/ D !el.t/ andMw is an unknown mechanical load.

26.3 Design of a Decoupling Control Strategy

The present estimator uses the measurements of input voltages, currents and angular
velocity of the motor to estimate the “dq” winding inductance, the rotor resistance
and amplitude of the linkage flux. The structure of the estimator is described in
Fig. 26.2. This diagram shows how the estimator works. In particular, after having
decoupled the system described in (26.5), the stator resistanceRs and the inductance
Ldq are estimated through a minimum error variance approach. The estimated values
ORs and OLdq are used to estimate the amplitude of the linkage flux ( O̊ ). The earliest

geometric approaches to decoupling control were due to [11] and to [12, 13]. The
following definition taken from [11] recalls the concept of decoupling.
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Fig. 26.2 Conceptual structure of the whole estimator

Definition 1. A control law for the dynamic system described by (26.1)–(26.3)
is decoupling with respect to the regulated outputs id .t/, iq.t/, and io.t/, if there
exist a feedback matrix field F.!el/ and input partition matrix field T.!el// D
ŒTd ;Tq;T0�T of the input voltage vector such that for zero initial conditions, each
input u. · /.t/ (with all other inputs, identically zero) only affects the corresponding
output id .t/, iq.t/, or io.t/. �

For achieving a decoupled structure of the system described in Eq. (26.5), a matrix
field F.!el/ is to be calculated such that:

�
A C BF.!el/

�
V � V ; (26.8)

where u.t/ D F.!el/x.t/ is a state feedback with u.t/ D Œud .t/; uq.t/�T and x.t/ D
Œid .t/; iq.t/�

T ,

A D
2

4
	 Rs
Ldq

!el.t/

	 Rs
Ldq

!el.t/

3

5 ; B D
2

4
1
Ldq

0

0 1
Ldq

3

5 ; (26.9)

and V D im.Œ0; 1�T / of Eq. (26.8), according to [11], is a controlled invariant
subspace. More explicitly it follows:

F.!el/ D
�
F11 F12
F21 F22



; and

�
ud .t/
uq.t/



D F.!el/

�
id .t/

iq.t/



;
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then the decoupling of the dynamics is obtained via the following relationship:

im

 "	 Rs
Ldq

!el.t/

	 Rs
Ldq

!el.t/

#!

C im

 "
1
Ldq

0

0 1
Ldq

#�
F11 F12
F21 F22

 �
0

1

!

� im
�
0

1



; (26.10)

where parameters F11, F12, F21, and F22 are to be calculated in order to guarantee
condition (26.10) and a suitable dynamics for sake of estimation. Condition (26.10)
is guaranteed if:

F12 D 	!el.t/Ldq: (26.11)

did .t/

dt
D 	 Rs

Ldq
id .t/C ud .t/

Ldq
; (26.12)

Considering now the following output matrix:

C D
�
1 0

0 1



D
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: (26.13)

It is to be shown that, if:
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then there exists a decoupling and stabilizing state feedback matrix field F.!el/,
along with two input partition matrix fields Td .!el/, Tq.!el/, and Tc.!el/ such that,
for the dynamic triples

�
Cd ; A C BF.!el/; g.!el/Td

�
;

�
Cq; A C BF.!el/; g.!el/Tq

�
;

(26.15)

it holds the following conditions:

Rd .!el/ D minI
�

A C BF.!el/; g.!el/Td .!el/
�

� Cq 8!el; (26.16)

and

CdRd .!el/ D im.Cd /; 8!el: (26.17)

Rq.!el/ D minI
�

A C BF.!el/; g.!el/Tq.!el/
�

� Cd 8!el; (26.18)

and

CqRq.!el/ D im.Cq/; 8!el: (26.19)
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Here,

minI
�
A; im.BF/

� D
n�1X

iD0
Ai im.B/

is a minimum A–invariant subspace containing im.B/. Moreover, the partition
matrix fields Td .!el/, Tq.!el/ and T0.!el/ satisfy the following relationships:

im
�
g.!el/ · Td .!el/

� D im
�
g.!el/

� \ Rd .!el/;

im
�
g.!el/ · Tq.!el/

� D im
�
g.!el/

� \ Rq.!el/:
(26.20)

The stabilizing matrix field F.!el/ is such that:

�
A C BF.!el/

�
Rd .!el/ � Rd .!el/; (26.21)

and

�
A C BF.!el/

�
Rq.!el/ � Rq.!el/: (26.22)

Considering

T.!el/ D
h
Td .!el/;Tq.!el/;T0.!el/;Tc.!el/

i
;

where Tc.!el/ is defined in a complementary fashion and it is straightforward
to show that matrix field Tc D 0. In particular, matrix field Tc represents the
complementary matrix field partition to the subspaces of d-coordinate, q-coordinate
and 0-coordinate. The system is described using just three variables, therefore
partition fields Td .!el/ and Tq.!el/ complete the transformation and thus Tc D 0.

imT.!el/ D im
h
Td .!el/;Tq.!el/;T0.!el/

i
(26.23)

D imTd .!el/˚ imTq.!el/˚ imT0.!el/:

Considering the output matrix (26.13) corresponding to d-coordinate, q-coordinate
and 0-coordinate, their respective kernels are as follows:

Cd D im
�
0 0

1 0



; Cq D im
�
1 0

0 0



: (26.24)

According to definition B of Eqs. (26.9) it is straightforward to observe that the
following three equations hold 8 !el:

im.B/ \ Cq ¤ 0; (26.25)

im.B/ \ Cd ¤ 0: (26.26)
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The following calculations allow to get the required fields for the decoupling of the
system:

Td .!el/ D �
g.!el/

��
· im.B/ \ Cq; (26.27)

Tq.!el/ D �
g.!el/

��
· im.B/ \ Cd : (26.28)

Field g.!el/ is a function of !el without singularities if !elt ¤ k with k 2 N,
where with .g.!el//

� the pseudo inverse of field g.!el/ is indicated. Adding all 3
T-Fields together, we get a new field T.!el/:

T.!el/ D Td .!el/C Tq.!el/: (26.29)

Field T.!el/ can be seen as a preselecting field and the following product realises
the mechanical decoupling:

B D im
�
g.!el/T.!el/

� D im
�
1 0

0 1



; (26.30)

in which matrix B can be seen as a resulting input matrix.

26.3.1 The Dynamic Estimator of ˚

As it is shown in Fig. 26.2, parameters Rs and Ldq can be estimated by using an
ARMA identification structure. These two values are needed to estimate flux ˚ . If
the electrical part of the system “q” and “d” axes is considered, then, assuming that
!el.t/ ¤ 0, iq.t/ ¤ 0, and id .t/ ¤ 0, the following equation can be considered:

˚.t/ D 	Ldq
diq.t/

dt CRsid .t/C Ldq!el.t/iq.t/ 	 uq.t/

!el.t/
: (26.31)

Consider the following dynamic system:

d O̊ .t/
dt

D 	K O̊ .t/ 	 K
� OLdq

diq.t/
dt C ORsid .t/
!el.t/

C
OLdq!el.t/iq.t/C uq.t/

!el.t/

�
;

(26.32)

where K is a function to be calculated. Eq. (26.32) represents the estimators of ˚
and OLdq and ORs represent the estimated inductance and resistance respectively by
an ARMA procedures in [10]. If the error functions are defined as the differences
between the true and the observed values, then:

e˚.t/ D ˚.t/ 	 O̊ .t/; (26.33)
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and

de˚.t/

dt
D d˚.t/

dt
	 d O̊ .t/

dt
: (26.34)

If the following assumption is given:

kd˚.t/
dt

k << kd
O̊ .t/
dt

k; (26.35)

then in Eq. (26.34), the term d˚.t/

dt is negligible. Using Eqs. (26.32), (26.34) becomes

de˚.t/

dt
D K O̊ .t/ C K

� OLdq
diq.t/

dt C ORsid .t/
!el.t/

C
OLdq!el.t/iq.t/C uq.t/

!el.t/

�
:

(26.36)

Because of Eqs. (26.31), (26.36) being able to be written as follows:

de˚.t/
dt

D K O̊ .t/ 	 K ˚.t/;

and considering (26.33), then:

de˚.t/

dt
C K ˚.t/ D 0: (26.37)

K can be chosen to make Eq. (26.37) exponentially stable. To guarantee exponen-
tial stability, K must be

K > 0:

To guarantee k d˚.t/dt k << k d O̊ .t/dt k, then K >> 0. The observer defined in
(26.32) suffers from the presence of the derivative of the measured current.
In fact, if measurement noise is present in the measured current, then undesirable
spikes are generated by the differentiation. The proposed algorithm must cancel
the contribution from the measured current derivative. This is possible by cor-
recting the observed velocity with a function of the measured current, using a
supplementary variable defined as:


.t/ D O̊ .t/C N .iq.t//; (26.38)

where N .iq.t// is the function to be designed.
Consider

d
.t/

dt
D d˚.t/

dt
C dN .iq.t//

dt
(26.39)
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and let

dN .iq.t//

dt
D dN .iq/

diq.t/

diq.t/

dt
D K OLdq

!el.t/

diq.t/

dt
: (26.40)

The purpose of (26.40) is to cancel the differential contribution from (26.32). In
fact, (26.38) and (26.39) yield, respectively:

O̊ .t/ D 
.t/ 	 N .iq.t//; and (26.41)

d O̊ .t/
dt

D d
.t/

dt
	 dN .iq.t//

dt
: (26.42)

Substituting (26.40) in (26.42) results in:

d O̊ .t/
dt

D d
.t/

dt
	 K OLdq

!el.t/

diq.t/

dt
: (26.43)

Inserting Eq. (26.43) into Eq. (26.32), the following expression is obtained:

d
.t/

dt
	 K OLdq

!el.t/

diq.t/

dt
D 	K O̊ .t/	

K
� OLdq

diq .t/
dt C ORsid .t/
!el.t/

C
OLdq!el.t/iq.t/C uq.t/

!el.t/

�
; (26.44)

then:

d
.t/

dt
D 	K O̊ .t/ 	 K

� ORsid .t/C OLdq!el.t/iq.t/C uq.t/
�

!el.t/
: (26.45)

Letting N .iq.t// D kappiq.t/, where a parameter has been indicated with kapp, then

from (26.40) ) K D kapp!el.t/

OLdq
, and Eq. (26.41) becomes:

O̊ .t/ D 
.t/ 	 kappiq.t/: (26.46)

Finally, substituting (26.46) in (26.45) results in the following equation:

d
.t/

dt
D 	kapp!el.t/

OLdq

�

.t/	kappiq.t/

�Ckapp

OLdq

� ORsid .t/C OLdq!el.t/iq.t/Cuq.t/
�
;

O̊ .t/ D 
.t/ 	 kappiq.t/: (26.47)
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Using the implicit Euler method, the following velocity observer structure is
obtained:


.k/ D 
.k 	 1/

1C ts
kapp!el.k/

OLdq

C
ts
k2app!el.k/iq.k/

OLdq
C kapp!el.k/iq.k/C ts ORskappid .k/

OLdq

1C ts
kapp!el.k/

OLdq

iq.k/

C
ts
kapp

OLdq

1C ts
kapp!el.k/

OLdq

uq.k/;

O̊ .k/ D 
.k/ 	 kappiq.k/; (26.48)

where ts is the sampling period.

Remark 1. Assumption (26.35) states that the dynamics of the approximating
observer should be faster than the dynamics of the physical system. This assumption
is typical for the design of observers. �

Remark 2. The estimator of Eq. (26.48) presents the following limitations: for low
velocity of the motor .!mec:.t/ << !mecn.t//, where !mecn.t/ represents the
nominal velocity of the motor), the estimation of ˚ becomes inaccurate. Because
of !el.t/ dividing the state variable 
, the observer described by (26.48) becomes
hyperdynamic. Critical phases of the estimation are the starting and ending of the
movement. Another critical phase is represented by a high velocity regime. In fact, it
has been proven through simulations, that if !mec.t/ >> !mecn.t/, then the observer
described by (26.48) becomes hypodynamic. According to the simulation results,
within some range of frequency, this hypo-dynamicity can be compensated by a
suitable choice of kapp. �
Remark 3. The Implicit Euler method guarantees the finite time convergence of the
observer for any choice of kapp. Nevertheless, any other method can demonstrate
the validity of the presented results. Implicit Euler method is a straightforward
one. �

26.4 Simulation and Measured Results

Results have been performed using a special stand with a 58-kW traction PMSM.
The stand consists of a PMSM, a tram wheel and a continuous rail. The PMSM is a
prototype for low floor trams. The PMSM parameters are: nominal power 58 kW,
nominal torque 852 Nm, nominal speed 650 rpm, nominal phase current 122 A,
nominal input voltage 230 V and number of poles 44. The model parameters are:
R D 0:08723 Ohm, Ldq D Ld D Lq D 0:8mH, ˚ D 0:167Wb. The engine
has a nominal power 55 kW, a nominal voltage 380 V and nominal speed 589 rpm.
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Fig. 26.3 Simulated results: estimated and real values of the permanent magnet flux linkage for
kapp D 20. Simulation results (on the top) and measured results (on the bottom)

Figure 26.3 shows the estimation of˚ magnet flux starting fromRs stator resistance
and Ldq inductance. These simulation and measured results are obtained using
values of kapp equal to 20 and at t D 0 it corresponds !el.t/ D 0. From these
figures, the effect of the limit of the procedure discussed in remark 2 is visible at the
beginning of the estimation. In particular this effect is visible in the real measured
results. Figure 26.4 shows a detail of the estimation of the measured magnetic flux
of the motor.
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Fig. 26.4 Detail of the estimation of the measured magnetic flux

26.5 Conclusions and Future Work

This paper considers a decoupling dynamic estimator for fully automated
parameters identification for three-phase synchronous motors. The proposed
strategy uses the geometric approach to realise a decoupling of the system.
The estimation of the parameters of the motor is simplified through a decoupling.
The decoupling is realised using a feedback controller combined with a feedforward
one. The feedforward controller is conceived through an input partition matrix. The
proposed dynamic estimator is shown to identify the amplitude of the linkage
flux using the estimated inductance and resistance. Through simulations and
measured results on a synchronous motor used in automotive applications, this
paper verifies the effectiveness of the proposed method in identification of PMSM
model parameters and discusses the limits of the proposed procedure. Simulation
and measured results are reported to validate the proposed strategy. Future work
includes the estimation of a mechanical load and the general test of the present
algorithm using a real motor.
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Chapter 27
Application of the Monte Carlo Method for
the Determination of Physical Parameters
of an Electrical Discharge

Leyla Zeghichi, Leïla Mokhnache, and Mebarek Djebabra

Abstract The aim of this paper is to use of the Monte Carlo method to try to
reproduce an electrical discharge in the oxygen gas; by following the random
histories of free electrons and using the sampling laws, we can determine some
electrical discharge parameters. Additionally we use the simulation results to verify
the electrical breakdown criteria under an homogenous field and for small distances.
The obtained results are compared with those collected from literature.

Keywords Attachment • Collision probability • Electrical discharge • Ioniza-
tion • Mean free flight time • Monte Carlo method

27.1 Introduction

In their normal state of temperature and pressure, the gases are perfect insulations.
The reason for this, that they contain only neutral species (molecules and atoms)
[1–5]. The conduction in air at low field is in the interval 10�16–10�17 A/cm2.
This current, results from cosmic radiations and radioactive substances present in
earth and the atmosphere. However, when applying a sufficiently strong electric
field between two electrodes immersed in a gaseous medium, it becomes more or
less conductive and an electrical breakdown occurs [2]. So, the complex phenomena
that occur are called electrical discharge in gases [4].
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As a rule, an electrical discharge in gases is produced mainly via ionization by
collision, photo-ionization, and the secondary ionization processes. In insulating
gases (also called electron-attaching gases) the process of attachment also plays
an important role [6]. It follows the generation of new electrons and ions in the
Townsend avalanches that grow up until a maintenance state is established. The
discharge becomes then independent of the external sources which produce free
electric charges in the gas.

Several studies [6–11] have been made in the framework of the discharge
modeling to improve the understanding of the fundamental processes of electrical
discharges in gases, with the aim is to obtain good results.

A model must reproduce as finely as possible the physical phenomena involved
in the studied system. The task of the modeler is first to identify the main character-
istics of the physical problem, and formulate them mathematically. Because of the
complexity of the studied systems, the mathematical representation is related to the
choice of approximations and hypotheses that make the problem resolvable.

The Monte Carlo Method (MCM), based on stochastic laws, is used in our com-
putation because that it considers several stochastic events during the process of the
electrical discharge; it consists in simulation of a large number of events (charged
particles) by another set easily achievable (random variables). The simulation of
electron motion has been performed in order to accurately calculate the ionization
and the attachment rates as well the mean kinetic energy.

In this paper we will study, in the oxygen gas, the temporal evolution of an
electrical discharge at an atmospheric pressure; moreover the influence of pressure
and applied voltage on the breakdown inception is to be considered.

27.2 The Monte Carlo Method

Physical concepts of MCM applied to the study of an electrical discharge are [9]:
the mean free flight time, the mean free path or null-collision Monte Carlo Method.

The application of the constant step MCM version for the study of electrons’
motion, under the effect of an applied electric field, requires the evaluation process
of the different physical parameters after experiencing energy loss and gain (taking
into account the different processes of atomic collisions elastic or inelastic).

27.2.1 The Model

At time t D 0, the initial electrons are emitted from the cathode according to a cosine
distribution. The energy gain of the electrons in a small time interval ‘dt’ is governed
by the equation of motion.

Before collision; the velocity and position components’, for each electron, are
given by [7]:
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vy0 D v0 sin .™/ cos .®/
vy0 D v0 cos .™/ sin .®/

vz0 D v0 cos .™/
(27.1)

where v0 is given by:

.2©0 .e=m//1=2 (27.2)

And the ™ and ® angles are defined as functions of a random number r such as:

cos .™/ D 1 	 2r (27.3)

® D 2 r (27.4)

The collision probability P 1, that follows the Poisson’s distribution, is given by:

P1 D 1– exp .dt=Tm/ (27.5)

Tm is the electron mean free flight time between two successive collisions; it is
determined by the electron collision total cross section Q(") as:

Tm D ŒN · Q .©/ · v .©/��1 (27.6)

where v(") is the velocity of electrons and N the gas number density.
Before a collision process; the velocity and position components’,

vx D vx0

vy D vy0

vy D vy0 C a · dt
(27.7)

x D x0 C vx · dt
y D y0 C vy · dt

z D z0 C vz0 · dt C a · dt2
(27.8)

27.2.2 Simulation Implementation

The flight time is divided into a number of smaller elements according to:

dt D Tm0=K (27.9)
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where K is a sufficiently large integer and Tm0 is the mean free flight time.
The occurrence of collision between an electron and a gas molecule and its

kind are determined by comparison of the collision probability P1 with computer
generated random numbers r.

The interval [0, P1] is divided into segments of lengths that correspond to the
probabilities of different types of collision after increasing scheduling of these
probabilities. The remaining portion of the interval [0, 1] is for the case where no
collision is possible (Fig. 27.1).

The electron energy is described for the different processes of collision:

– For the elastic collision the energy is given by:

©1 D Œ1 	 2 .M=m/ cos .•/� ©0 (27.10)

where • is the scattering angle of the electron after the collision, m and M are,
respectively, the mass of electron and an O2 molecule and "0 is the electron’s
energy before collision.

Next to the processes of attachment, excitation and ionization, the onset
energy “los” is subtracted from the electron energy as follow:

– For an attachment of the electron, all its energy is to be lost, and therefore this
electron is lost in the swarm

©1 D 0 (27.11)

– For an exciting process of a molecule to a higher state (different rotations,
vibrations and electronic excited states), the energy of the electron is reduced
with the energy needed to excite the molecule and the resulting energy is given
by:

©1 D ©0 	 los (27.12)

– Finally, for an ionizing process, the remaining energy is shared between the
primary and the ejected electrons with the ratios r and (1–r) as:

©1primary D .©0–los/ r (27.13)

©1secondary D .©0–los/ .1–r/ (27.14)
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27.2.3 Exploitation of the Simulation Results

By means of tracking the history of each individual in a population upon appearance
until its disappearance [8]; several values (the electron’s energy, its position, the
number of positive and negative ions, etc.) can be stored. Through averaging on the
histories, different properties can be determined.

z D .1=N/ sum .zi/ (27.15)

© D .1=N/ sum .©i/ (27.16)

27.3 Simulation and Results

In this paper we describe the development of an electric discharge in the oxygen
O2 gas within plane-plane geometry. At time t D 0, a number of electrons are
released from the cathode with small energy 0.1 eV. The calculations of the physical
parameters are performed at atmospheric pressure for an applied voltage of 57 kV.
The electrical breakdown criteria are checked under different gas pressures for
several voltages values. The cross section set of the O2 molecule used is that referred
in [12].

27.3.1 The Physical Parameters

Figures 27.2, 27.3, and 27.4 represent, respectively, the temporal variation of the
ionization (’), attachment (˜) rates and of the mean kinetic energy. As much as the
space charge accumulates in the time, the induced field increases.

In Figs. 27.2 and 27.3, we note that: the ionization coefficient, in the case of the
atmospheric pressure under 57 kV and a temperature of 293 K (20 ıC), increases and
reaches high values in a short delay; and that the electrons in the beginning of the
discharge are attached because they have, initially, low energies and the attachment
rate increases and then stabilizes at a certain value.

Figure 27.4 shows that the electrons have a short free path (in 2 cm interval) and
as the energy gain depends on the travelled distance, the mean kinetic energy of the
electrons does not vary significantly.



27 Application of the Monte Carlo Method for the Determination of Physical. . . 445

Temps(ns)

0.005 0.01
0

2500

5000

7500

10000

12500

15000

17500

20000

22500

25000

α(m-1)

Fig. 27.2 Temporal variation of the ionization coefficient (PD 1 atm, VD 57 kV)
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Fig. 27.4 Temporal variation
of the mean kinetic energy
(PD 1 atm, VD 57 kV).
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Table 27.1 Effect of voltage
and pressure on the electrical
breakdown onset

P V (V) ˛ (m�1) 
 (m�1) (˛ – 
)� d

1 Torr 10 0.00 4.68E�01 �9.37E�03
200 116.46 4.845873 2.23
600 412.38 9.65E�01 8.22

1 atm 40,000 737.36 2,825.32 �41.76
50,000 3,108.40 2,679.79 8.57
55,000 26,693.99 25,623.02 21.41

5 atm 2,000 0.00 0.00 0.00
20,000 0.00 5.11E�02 �1.02E�03
60,000 0.00 91.477350 �1.80

27.3.2 Check of the Breakdown Criteria

For different pressures and different voltages with an inter-electrode distance of
2 cm, the values of the ionization and attachment coefficients, and values of the
mean kinetic energy are collected in Table 27.1.

For the voltages 10, 40,000, 20,000 and 60,000 V, which correspond, respec-
tively, to the pressures 1 Torr, 1 atm and 5 atm, the values of (’ –˜) � d are negative
that means that ’<˜ and there is not effective ionization.

For the voltages 200 and 50,000 V which correspond, respectively, to the
pressures 1 Torr and 1 atm, the values of (’ –˜) � d are positive but small because
there are ionizing collisions between the electrons and molecules which are not
enough to ensure that the discharge is maintained.

Electrical discharges in gases are of two types (1) non-self sustaining, (2) self
sustaining. The breakdown in a gas is the transition from (1) to (2). The increase of
current in the breakdown is due to the ionization process in which ion-electron pairs
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are created by collisions with neutral atoms and their drift towards the anode and
the cathode. For 1 Torr and under 600 V, we have a self-sustaining discharge of the
Townsend type and for 1 atm under 55,000 V the streamer breakdown criterion is
checked.

27.4 Conclusion

The idea of this paper was to use the Monte Carlo method to study and follow
the fundamental processes of an electrical discharge, which have a random aspect,
through computing its physical parameters.

The simulation results give ionization and attachment coefficients values and
electrons mean kinetic energy, as functions of time. When the voltage is sufficiently
high, the ionization coefficient increases, and the gas becomes conductor, and
therefore the onset of the electrical breakdown.

By means of the simulation results we have verified the breakdown criteria for
different values of applied electric field (applied voltages) and pressure. For the low
pressures, the discharge phenomenon is a Townsend one and for the high pressures
the discharge happened by Streamer).
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Chapter 28
Intersection Management Based on V2I Velocity
Synchronization

Xuguang Hao, Abdeljalil Abbas-Turki, Florent Perronnet, Rachid Bouyekhf,
and Abdellah El Moudni

Abstract In this last decade, new approaches for managing intersections have
emerged. Instead of relying on the traffic lights, vehicles negotiate together the
better way for sharing the junction. They explore the opportunities of new advances
in terms of cooperative driving and unmanned vehicles. Vehicles are than able not
only to communicate with the surrounding environment but also to control their
speed. Many protocols are proposed for sharing the conflicting space, such as time
reservation, priorities between vehicles and sequences. In this paper we consider the
speed synchronization through V2I. Vehicles adapt their speed according to their
position. This paper firstly reviews some proposed protocols so as to introduce
the synchronization of vehicles’ velocity. The synchronization is based on the
Sequence-Based Protocol (SBP). So the discussion mainly focus on it. Before
proposing the approach, some practical and theoretical problems are highlighted for
clarity. Finally, we perform and discuss the simulation of vehicles in to a junction
loop. The simulation shows a high level of stability even with several vehicles.

Keywords Advanced cruise control • V2I • Velocity synchronization

28.1 Introduction

In modern cities, traditional solutions of transportation congestions, such as traffic
lights [1, 2] and road planning, are encountering more and more different kinds
of difficulties, especially in big cites. At present, many researchers focus on
improving the urban intersection management with the latest technologies, for
example wireless communication [3, 4], positioning, advanced cruise control [5]
and so on.

With these informational technologies, people could be able to consider the
transportation problems in different visions. The application of these modern tools
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to the planning and management of intersection is one of the core solutions of urban
traffic congestion so as to improve the traffic capacity and efficiency in future. Some
works are focusing on Cooperative Intersection Management (CIM) in order to
control the passage of vehicles at urban intersection without traffic lights. They are
based on the rapid progressing of vehicles equipped with on-board computer, wire-
less modules, sensors and so on. More precisely, the intelligent vehicle’s function
includes positioning, wireless communications between vehicles and infrastructure
(V2I) as well as controllable motion. The intersection infrastructure and vehicle, as
fundamental components of intersection management, all play important roles.

We introduce a new approach for synchronizing vehicles’ velocity so as to safely
and efficiently traverse the intersection.

This paper is organized as follows. Firstly, it gives an overview of last works
on cooperative intersection management. Then, we present the components of
Transparent Intersection Management (TIM) and the sequence policy that we adopt.
Some important characteristics will be presented and will be used in the fourth
section. In the fourth part, basing on sequence-based protocol, we propose a new
approach for synchronizing the speed of vehicles. A simple simulation that applying
the new approach at a intersection will be shown later. After that we make a more
complex simulation to show the effect of applying the approach more than one time
on same vehicles at the same intersection. Finally, we conclude on the approach
advantages.

28.2 Literature Overview

28.2.1 Reservation-Based Protocol

Based on a multi-agent model, Dresner and Stone have presented the Reservation-
Based Protocol in [6]. Vehicles and intersections are implemented as intelligent
agents able to communicate together. When the vehicle approaching the intersec-
tion, it sends a request for the right-of-way that is kinetic parameters of the vehicle as
well as its destination. Accordingly, the intersection manager simulates the journey
of the vehicle in the gridded intersection map, in order to reserve space and time of
the greeds. It reject the requests of others until the end of reservation. It shows that it
is possible to make intersection control much more efficient than traditional control
mechanisms.

In [7], the authors implemented a mixed reality platform with a real autonomous
vehicle ‘Marvin’ which could interact with multiple virtual vehicles in a simulation
at a real intersection. Its experiment shows that, with several techniques, the
Autonomous Intersection Management (AIM) protocol outperform traffic signals.
The test result of [8] shows that the protocol has potential to decrease vehicular
delay. The more recent work [9] explored the possibility of applying autonomous
vehicle auctions at each intersection to determine the order using autonomous
reservation protocols with a microscopic simulator performing on city-scale maps.
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The mixed reality platform [7] has shown that vehicles are not so controllable as
it has been assumed. However, the collision avoidance is strongly dependent on the
speed and on the time of traversing the intersection. Thus, there is a high collision
risk if there is a tight timing between two vehicles whereas a high idle time between
two vehicles will significantly compromises the traffic efficiency without entirely
eliminate collision risk.

28.2.2 Intersection-Based Cooperative Adaptive
Cruise Control Protocol

Another team has proposed a heuristic optimization algorithm for controlling the
automated vehicles at traditional intersections with a game theory framework
entitled CACC-CG [10, 11]. The framework is considered as a decision process
that repeats at each time step of simulation to optimize the movement of automated
vehicles. The protocol controls trajectories of vehicles which are equipped with
Cooperative Adaptive Cruise Control (CACC) to avoid collisions and minimize
vehicle’s delay and consequently reduce the total delay of intersection.

In [11], the authors clearly proposed the Intersection-based Cooperative Adap-
tive Cruise Control Protocol (iCACC). In order to optimize the movement of
autonomous vehicles, three zones are assumed that they fall in the vehicle trajectory.
The “smart” intersection takes into account the physical characteristics that may
affect the motion of vehicles to simulate and to optimize the speed of the vehicles.
As being fully equipped, the vehicle must adapts itself in Zone II in order to control
the point of time that it arrives at the conflict zone. The speed adaptation makes sure
the vehicle will reach its maximum velocity when it cross the Conflict Point. And
consequently, the vehicle will pass the intersection box at the maximum speed. In
iCACC protocol, the fundamental is that, basing on gridded intersection zone, the
manager simulates and assumes the journey of vehicle based on the current situation
and make a precise reservation that the intelligent vehicle must obey.

As for the reservation protocol, it is hard to guarantee that the vehicle will
traverse the intersection at exactly the mentioned high speed. Moreover, the inter-
section sends messages for slowing down vehicles. However, because of message
drop and loss there is a high collision risk.

28.2.3 Sequence-Based Protocol

The intersection and vehicle all play important roles in decision process of intersec-
tion management. At this point, there are a lot of works could be done to improve
current traffic efficiency. In order to define roles in a better way, the Sequence-Based
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Protocol (SBP) was proposed [12–15]. As named as Sequence-Based Protocol, one
fundamental of this protocol is sequencing all the “full-automated” vehicles that are
waiting to pass the intersection.

In “this” centralized protocol, basing on the informations that collected from
these vehicles, the intersection manager could apply optimization methods to form
the passing sequence of vehicles. The sequence means deciding explicitly which
vehicle will traverse the intersection first, which is the second vehicle and so on.
There is no conditions on times and speeds. Hence, the protocol can be applied
for automated vehicles or manned vehicles. For safety reasons, the vehicle cannot
traverse the intersection without a consent from the intersection manager. Hence,
a vehicle that has not received a message from the intersection automatically stop
before the junction box that we will call later conflict zone. Hence, the principle of
the default deny is chosen.

For manned vehicles, the intersection manager assigns only “right-of-way” to
vehicles. The right-of-way is a green that allows a vehicle to safely traverse the
intersection. The right-of-way can be distributed to several vehicles simultaneously
if there is no conflict. Hence the intersection manager permanently broadcasts
message with a list of vehicles that have the right-of-way. The vehicle checks if
it is in the list.

The unmanned vehicles considers the “right-of-way” more complex than a
simple green. As in the case of manned vehicles, the intersection manager sends
a list of allowed vehicles with their movement parameters that are speed, position,
movement direction, destination, etc. The list of vehicles is ordered according to the
decided sequence. The main difference between the intersections of manned and of
unmanned vehicles is that two unmanned vehicles with conflicting movements are
included in the same list. This means that both one must synchronizes its speed to
do not collide with the other. In general case, an unmanned vehicles should observe
all precedent vehicles in the list to avoid collision. So the main raised issue by the
sequence based protocol is how to synchronize the speed between all unmanned
vehicles. This issue is treated as the core of this paper.

Currently, there are two approaches for synchronizing speeds. The first one
assumes that the vehicle immediately slow down until it gets enough space to
traverse safely the intersection. The second one assumes that the vehicle slows
down to completely stop before the conflict zone but if there is enough space to
traverse safely the intersection during the slowing down, the vehicle speed up and
traverse the intersection. The main issue with both approaches is that vehicles slow
down near the extremity of each side of the lane. This can cause congestions at
near intersections if the traffic flow is high. Moreover, both approaches have been
developed, simulated and tested for only mini-robots. Since test of both approaches
have shown that they are safe and they allow a good performance, then they deserve
to be improved in terms of lane occupancy.
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28.3 Studied Intersection

Section 28.2.3 has given a simple description of the two existing approach for
synchronizing speed of vehicles that listed in one sequence. To express the work of
this paper more clearly, Fig. 28.1 shows the two approaches controlling the vehicle
coloured yellow .

Controlling by using the first approach, the vehicle will immediately slow down
at the beginning of lane to get enough space. Its lower speed even stop will cause
the access of the lane that it just has entered be locked. This occupancy of the access
of lane will consequently influence the motion of vehicle listed in the sequence but
behind it and will also run into the same lane. The sequence is the one maintained by
the left one in Fig. 28.1. The follower will slow down or stop before the conflict zone
of the same intersection. As all the vehicles are maintained in one sequence, slowing
down of one vehicle may leads to a high congestion in high flow, just as shown in
Fig. 28.1. Another possible consequence of first approach is the lower usage of lane.

The second approach doesn’t have the usage problem, but will influence the
fluidness of its downstream intersection shown as right part of Fig. 28.1. Because
of sequence of vehicles, the stop of yellow vehicle before stop line will also finally
lead to the stop of the vehicles that listed in the sequence but behind it. Then the
congestion will occurs in high traffic flow. Another problem of this approach comes
from the speeding up of yellow vehicle when it is traversing the conflict zone.
Especially in high flow, the low speed may lead to the slowing down of the vehicles
which running on the other lanes and preparing to traverse the same conflict zone.

The most basic reasons of issue of the two approaches is the juncture and strategy
of speed adjustment. At extreme situation, the stop of yellow vehicle could not be
avoided. So in order to improve the performance of the two approaches, this paper
focus on when and where to slow down the vehicle. The target becomes releasing
the occupancy of the access of lane to increase the usage of lane and getting velocity
as high as possible when the vehicle traversing the conflict zone. This will also have
influence as low as possible to the vehicles which are running on other lanes and
preparing to pass the same conflict zone.

beginning of lane

before stop line

Fig. 28.1 Current two approaches for synchronizing speeds
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Fig. 28.2 Structure of intersection

28.3.1 Structure of Intersection

This paper focus on the intersection that the vehicle we will try to control is
approaching. The intersection is a 4-leg one which has 4 input lanes and 4
output lanes as shown in Fig. 28.2. The protocol of intersection management is the
Transparent Intersection Management (TIM) [14]. It uses client/server architecture
to organize the management of intersection.

The necessary components of TIM are as follows:

– Intersection Manger (server) maintains the sequence of vehicles and could
optimize it as needed.

– The autonomous vehicle (client) could communicate with the intersection man-
ager. It is equipped with the new control protocol.

– The green ones are the buffer zone. All clients moving on them will communicate
with server for negotiating its right-of-way and exchanging other informations
which are necessary in the management process.

– The red zone is conflict zone. The manager will make sure that, with right-of-
way, at any time, all the vehicles running in it have no conflict of movement
route with each other.

– The yellow region is called exit zone. The vehicle that has entered this region
will report its exit of conflict zone to manager as quickly as possible.

In the following, we consider that the sampling time of the vehicle is bounded
to �v . We assume that communication (V2I) is not perfect. That means message
drop and loss are possible. Nevertheless, we assume that there exist a stable value of
roundtrip time, that is RTTv2i . The positioning system is assumed precise because
it is a prerequisite of autonomous vehicle.
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28.3.2 Obstacles

In TIM there are two kinds of factors will influence the motion of vehicle. The
measurement of frontal sensor will be used to avoid collision with precedent vehicle.
The information received from manager will be used to adjust the motion in order
to achieve the goal of the new protocol. Corresponding to the two kinds of factors,
we classify the objects that will influence the motion into Real Obstacle and Virtual
Obstacles.

28.3.2.1 Virtual Obstacles

The Virtual Obstacles (VOs) are the objects that do not have direct influence on
the motion of vehicle in the new protocol. For example, as listed in the ‘sequence’
shown in Fig. 28.2, vehicle ‘leader’ and ‘follower-1’ running on different lanes. As
to ‘follower-1’, it does not need to immediately react to the situation of ‘leader’. This
characteristic plays a fundamental role in this paper. It enable us to do more works
than with the real preceding vehicle. This protocol take into account two types of
virtual obstacles.

The first type is the Virtual Preceding Vehicle (VPV) that listed in the sequence.
Normally, virtual preceding vehicle has higher priority to pass the intersection than
its follower. As it is running on other lane, the follower doesn’t need to react
immediately to its motions, even if the follower is closer to the conflict zone than its
virtual preceding. In other words, the follower could smoothly adjust its motion as it
desires before it enters the conflict zone. It just needs to make sure that when entered
the conflict zone with right-of-way, it has got desired motion. This characteristic is
interesting, because we could take the best advantage of it to do some thing we
would like.

The other type of virtual obstacle is the conflict zone shown in Fig. 28.2, the red
area. The conflict zone plays a very important role in this paper for the adjustment
of motion of vehicle. It’s the safe stone that the vehicle will stop before it if the
vehicle has not got the right-of-way but has reached the beginning of conflict zone.
It has been introduced in one of the control policies of [13]. This paper considers it
as a virtual preceding obstacle that has no speed and stay at its position for ever.

28.3.2.2 Real Obstacle

The Real Obstacle is the real preceding vehicle that the traditional cruise control
only takes into account. It also be listed in sequence maintained by manager. So the
new policy needs to distinguish whether its virtual preceding vehicle is also the real
preceding one. Its motion information will comes from the frontal equipped sensors.
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Corresponding to the two kinds of obstacles, we could get two accelerations ar
and av respectively come from dealing with real obstacle and virtual obstacles. As
the safety is the primary standard, the final acceleration a that will be taken by
follower is given by:

a D min.ar ; av/ (28.1)

28.3.3 Sequence Policy

There exist many policies for sequencing the incoming vehicles, for example, First
Come First Served (FCFS), Distributed Clearing Policy (DCP) and Autonomous
Distributed Clearing Policy (ADCP) [13] etc. As the adjustment of vehicle’s motion
is concerned in this paper, FCFS is chosen as sequence policy for simplicity.

28.4 The Sequence-Based Cooperative Adaptive Cruise
Control Policy

During more than half century, a lot of attentions have been paid on finding some
methods that could perfectly reflect driver’s behaviours in transportation. Some
of their works are Intelligent Driver Model (IDM), enhanced IDM (EIDM) and
a special model based on IDM for TIM which named as Cooperative Intelligent
Driver Model (CIDM) [14].

In this section, a new Advanced Cruise Control (ACC) policy for real preceding
vehicle is firstly proposed. We name it as ExACC policy. We also use it to treat the
two kinds of virtual obstacles at same time for safety. After that a simple strategy is
introduced for adjusting the speed of vehicle with maximal capacity for traversing
the intersection with higher speed.

For clarity, some general symbols are shown in Table 28.1.

Table 28.1 Parameters of
advanced cruise control

Parameter Meaning Value/unit

v0 Desired speed of vehicle 15 ms�1

s0 Minimum distance headway 2 m

a Maximum acceleration 4 ms�2

b Minimum deceleration �4ms�2

� Sampling time s

s Distance headway without s0 m

v Speed of vehicle ms�1



28 Intersection Management Based on V2I Velocity Synchronization 457

28.4.1 Advanced Cruise Control Policy for Real Obstacle

Generally, one of the most important characteristics of traditional adaptive cruise
control is to react as quickly as possible to abrupt brake of real preceding vehicle
for safety. After getting enough space, it will speed up with an acceptable and
comfortable acceleration to achieve an equilibrium situation.

Normally, ACC make action decision for next sampling time basing on the
situation of current point of time. They could not give any information about
future action of leader vehicle. With this characteristic, they normally could not
immediately react to extreme case, for example the leader brakes at maximal
deceleration which is bigger too much than that of follower vehicle. So if some
assumptions of extreme situation of leader could be introduced into the decision
process, the follower may be able to react better so as to improve safety.

We name the policy that we will introduce as ExACC policy. It originally
introduces a prediction of leader’s motion into decision process. The prediction
assumes that the leader will brake at its maximal capacity until stop from the
beginning of next sampling time. Follower will take an acceleration during the next
reaction step. And as reaction to leader, the follower will also take its maximal
capacity, from the end of next reaction step, to try to stop and make sure that the
final distance headway is greater than or is equal to s0. In other words, follower will
react to the assumption with a delay, one sampling time.

Figure 28.3 shows the strategy of ExACC policy. vl ; vf , vt are respectively the
velocity of current point of time of leader and follower, the velocity of follower at
the end of next �v . l the length of follower. xt is the distance the follower will move
in the next �v . hl ; hf respectively the movement distance during the brake of leader
and follower.

The above figure clearly shows the following relations:

vt D vf C ar� (28.2)

xt D �

2
.vf C vt / (28.3)

0

ve
lo

ci
ty

position

Follower

Leader

Fig. 28.3 Strategy of ExACC function
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hl D 	 v2l
2bl

(28.4)

hf D 	 v2t
2bf

(28.5)

h D .l C s C s0 C hl/ 	 .xt C hf C l C s0/ D 0 (28.6)

where, bl ; bf are respectively the maximal deceleration of leader and follower, ar
the acceleration that follower will take during the next step �v . We draw the reader
attention to the fact that for safety reasons, � is bigger than �v and RTTv2i . In the
following we consider that � D 1; 2max.�v;RTTv2i /.

Then we have the acceleration, basing on Eq. (28.2), that the follower should
take during the next �v

ar D
bf � 	 2vf ˙ 2bf

r
bf bl �2C4bl vf �C4v2l �8bl s

4bf bl

2�
(28.7)

Figure 28.3 shows the case that the follower is behind the leader at initial state.
Actually, in the scenario that the follower is running before the leader, if we also
define the headway s C s0 is from rear bumper of leader to front of follower, we
could also have the same result as well as function (28.7). This scenario could occurs
if the leader is a virtual preceding vehicle of follower as shown in Fig. 28.2.

As we should take into account the extreme situation that the bumper to bumper
distance is less than s0, the final ExACC policy is:

ar .vf ; vl ; s/ D
(
bf ; for s < 0
bf ��2vf �2bf a�

2�
; for s � 0

(28.8)

where,

a�.vf ; vl ; s/ D
s
bf bl�2 C 4blvf � C 4v2l 	 8bls

4bf bl

The following Fig. 28.4 shows a extreme scenario that the leader brakes fre-
quently with maximal capacity 	15ms�2. The acceleration capacity of follower
is Œ	4;C4�ms�2.

It shows that the follower equipped with ExACC policy could react immediately
to abrupt brake of leader without any collision. We take this policy for dealing with
the real preceding vehicle in order to get the acceleration ar in Eq. (28.1).
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Fig. 28.4 ACC function: scenario multi brake

28.4.2 Strategy for Virtual Obstacles

As discussed in Sect. 28.3, the most important characteristic of treating virtual
obstacles is that the follower only need to make sure that when passing the stop
line with right-of-way it has a higher speed for traverse the conflict zone as quickly
as possible. So the point of time and position that follower start to adapt its velocity
are the key points of the strategy. With the capacity of reacting to extreme situation,
we also apply the policy (28.8), with a adaptation, on dealing with the two types of
virtual obstacles.

Table 28.2 shows the symbols that will be used in following strategy for virtual
obstacles. Some of the symbols could also be found in Fig. 28.2. Same with previous
policy for real preceding vehicle, the headway doesn’t include s0.

In order to deal with the two types of virtual obstacles, we established a control
strategy, function (28.9). It bases on function (28.8) and considers the conflict zone
as another type of virtual obstacle which has same parameters with virtual preceding
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Table 28.2 Parameters of
ACC function for virtual
obstacles

Parameter Meaning Unit

del Escape distance of leader m

de Escape distance of follower m

se Equilibrium distance headway m

te Escape time of follower s

vt Target velocity of follower ms�1
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Fig. 28.5 Application of ExACC on virtual obstacles

vehicle except the velocity and position. As discussed before, this obstacle has speed
0 ms�1 and stay at its position for ever.

av1.vf ; vl ; sv; sc/ D
�
ac; for sv < 0 or ap � ac
ap; for other cases

(28.9)

where,

ac D ar .vf ; 0; sc/

ap D ar.vf ; vl ; sv/

sc , sv respectively the distance from beginning of local conflict zone or virtual
preceding vehicle to follower.

Figure 28.5 shows a normal simple scenario with two vehicles running on
different lanes at an intersection. They have same initial velocity (15ms�1) and
same distance (150 m) to the conflict zone. The virtual preceding leader runs at
constant velocity while the follower is controlled by policy (28.8). The dash point
line indicates the conflict zone.
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In above scenario, at the beginning of adjustment, the vehicle brakes sharply.
It’s not a good experience. In TIM, if the follower does not obtain the right-of-
way, it needs to stop before conflict zone. In addition, at some extreme cases,
the follower needs to brake sharply even stop for avoiding collision with virtual
preceding. One way of getting a smoother motion of vehicle and avoiding sudden
velocity adjustment is to make a light deceleration when approaching the stop line.

28.4.3 Smoothing Strategy (SS)

For the sake of smoothness, we introduce a simple velocity adjustment strategy. It
takes into account a specified distance that from vehicle to conflict zone. During
the whole speed adjustment, it will takes a constant deceleration and a constant
acceleration. The absolute value of the two acceleration is same. When arrived at
the stop line, the vehicle should get the desired velocity vt , shown in Fig. 28.6.

Where, vm, t1 and t2 are respectively the minimal speed during the adjustment,
the brake time and the speeding up time. Then we have

vm D vf 	 at�1
vt D vm C at�2
te D t�1 C t�2

.vf C vm/t
�
1 C .vm C vt /t

�
2 D 2de (28.10)

For simplicity, we assume that the virtual leader will run at current velocity
during its escape journey del as shown as Fig. 28.2. So we could have the escape
time of leader tel D del

vl
. That’s also the escape time te that follower will cost when

it arrives at conflict zone.
Because that normally the follower will not stop and has a sampling time �v , the

actual brake time should be divisible by �v . With same reason the acceleration time
should also be divisible by �v , if the target velocity is not the maximal speed of
follower. Then we finally have adaptation relation:

t1 D d t
�
1

�v
e�v; vm D vf 	 bt1

Fig. 28.6 Smoothing
strategy
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Fig. 28.7 Simple scenario of smoothing strategy

and

t2 D d te 	 t1
�v

e�v; a D vt 	 vm

t2

Then it is easy to get the acceleration av2 of vehicle with smoothing strategy.
Figure 28.7 shows the simulation in same scenario as Fig. 28.5.

Combining function (28.9) and Smoothing Strategy we get the final strategy for
dealing with virtual obstacles:

av D min.av1; av2/ (28.11)

28.4.4 Simulation

We make simulation under MATLAB to test the new policy (28.1) at the intersection
Fig. 28.2.

Initial escape distance of vehicles from beginning of local conflict zone is 150 m.
Initial speed is 15ms�1. The sampling time of vehicle is 1 s. Every two vehicles are
generated at same time but are located at two different lanes. The delay between
two successive generations of vehicles is 2 s. The sequence of vehicles is shown as
‘sequence’ in Fig. 28.2.
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Fig. 28.8 Combination of function (28.7) and (28.9)
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Fig. 28.9 Combination of the three strategies

Figure 28.8 shows that the new approach has successfully synchronized the
vehicles’ speed before the vehicles enter the conflict zone. And all the vehicles reach
their minimal speed during the velocity adjustment. This could help to improve the
usage of lane. But the vehicles takes abrupt brake at the beginning of adjustment.
After combining smoothing strategy, Fig. 28.9 shows that the vehicles make a
smoother adjustment and get a higher speed when they enter the conflict zone. It
is helpful for the efficiency of intersection.
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28.5 Simulation

From previous simulation, we could see that the approach has successfully synchro-
nized the speeds of vehicle before they enter the conflict region. Then the vehicles
could be able to enter the conflict zone of intersection under the order that specified
by the intersection manager. From the following simulation, we could also see this
characteristic, even if, before the vehicles enter conflict zone, the vehicles’ order is
not same with the manager’s sequence.

Actually, in real world, there is no transportation system like Fig. 28.2. Obvi-
ously, it’s not enough that applying the approach on only one intersection which
belongs to an open environment to show its characteristics.

In order to show the effect of synchronizing speed of same vehicles at same
intersection, we have designed a special closed transportation system, Fig. 28.10.

The transportation system is comprised of one intersection and two lanes: lane
1 and lane 2. The red zone is the conflict zone of intersection. The intersection
connects the output of one lane to the other’s input. That means after the vehicle has
passed the intersection twice, it will renter the lane that it had moved on. With this
feature, we could be able to observe the improvement of traffic flow when applying
the approach on same vehicles which are running on a constant environment. With
this we could be able to get its fundamental characteristic.

The basic ACC parameters of the vehicles involved in the following simulations
is shown in Table 28.1. The sample interval of vehicle is 1 s. The initial speed of
every vehicle is its desired 15 m/s. The length of the two lanes is same, 150 m. The
start position of vehicle is the beginning of lane as shown in Fig. 28.10.

Every time, we append two new vehicles into the system. The new vehicles will
be located at the two lanes respectively and will be ordered with the rule that the
vehicle on lane 1 is located in the sequence before the other one. It’s obvious that
the two new vehicles will arrive at the intersection at same time, if there is no speed
adaptation. The interval time between two successive appending of vehicles is 2 s.
This indicates that the initial distance between two vehicles that running on same
lane is 30 m.

Fig. 28.10 Closed transportation environment
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Because the vehicle will repeatedly pass the same intersection until the simu-
lation stops, the movement that consider the start position of vehicle as origin is
meaningless. As mentioned before, after one vehicle has passed the intersection
twice, it will arrive at the position that it was appended into the system the first time.
We regard the interval between the two successive times that the vehicle arrive at its
beginning position as a cycle. So the vehicle’s journey within one cycle is 300 m.
Within one loop, we consider the position of intersection that it will pass at first
time as origin. In other words, the middle point of voyage of vehicle in one cycle
is the position 0. Before the origin, the distance between vehicle and intersection is
positive. Correspondingly, after the vehicle has passed the intersection, the distance
is negative. So at the beginning of one loop, the position of vehicle is 150 m.

In the above Fig. 28.11, when the first two vehicles approaching the intersection,
because there is no preceding obstacles in its detecting distance, the first one runs at
desired velocity. The second considers the first one as a virtual preceding obstacle,
so it brakes sharply under the control of function (28.1) in order to get a safe distance
as shown in red region 2 in Fig. 28.11. After the first one has passed the conflict zone,
the second one loses its preceding obstacle and speeds up with maximal capacity
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Fig. 28.11 Scenario with four vehicles and seven cycles
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until its desired velocity so as to pass the conflict zone as quickly as possible. At
the end of its acceleration, the distance between the two vehicles, corresponding to
the position of intersection that they are approaching again, may be shorter than the
minimal safe headway. So when the two vehicles approaching the intersection, the
second one needs to adapt its motion again for safe reason, shown in red region 1 in
Fig. 28.11. But the adaptation process is shorter than the last time. The following
vehicles will consequently take similar actions. After six loops, the traffic flow
achieves a state that every vehicle runs at desired velocity.

Figure 28.11 also shows that the vehicle adapt its speed only when it is
approaching the intersection. This could help to increase the capacity of lane.

Figure 28.12 shows that with the increase of number of vehicles the damping
process will correspondingly raise. After almost 16 cycles, the traffic flow achieves
the equilibrium too.

Figure 28.13 shows that with the increase of density of vehicles the traffic flow
will could only achieve an dynamic stable situation, shown in Fig. 28.14b, where
constant brake waves spread in the flow cycle. But if the sample interval of vehicle
decreases, the traffic flow could achieve an equilibrium too as shown in Fig. 28.15.
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Fig. 28.12 Scenario: six vehicles
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Fig. 28.13 Scenario: seven vehicles, sample interval 1 s

In other side, with the increase of vehicles, when the first vehicle approach the
intersection, it will also have preceding obstacles. For example in Fig. 28.13, the
7th vehicle is its real preceding vehicle. In this case, it brakes sharply even if this
will cause its distance to intersection is larger than that of its virtual preceding
one, shown in red region of Fig. 28.14a. The blue continue line, green continue line
and the blue dash one represent respectively the distance from the first vehicle, the
second vehicle (virtual preceding vehicle of the first one) and the 7th vehicle to the
intersection.

28.6 Conclusion and Future Work

In this paper we have introduced a new approach for controlling the autonomous
vehicles that are waiting traverse intersection. The first advantage of this approach
is synchronizing the speed of vehicle before it enters the conflict zone soon. This
method also helps to improve the efficiency of intersection with a higher speed when
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Fig. 28.14 Part of scenario: seven vehicles

they traverse the conflict zone. In addition, because the vehicle adjust its speed when
they approach the conflict zone, this strategy could help to improve the use of lane,
especially in the case that the vehicle needs to stop during its speed adjustment.
With the help of smoothing strategy, the adjustment could be done smoothly. This
will be able to have a better ride experience.

In future works, the new approach needs to be tested in the transportation
system that compose of more than one intersection. Further more, as the approach
could only deal with the case that the order of vehicle is specified by intersection
manager, the deadlock may occurs easily. So the more complex strategy which could
synchronize the speed of vehicles effectively meanwhile could avoid deadlock of
intersection is more interesting.
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Fig. 28.15 Scenario: seven vehicles, sample interval 0.5 s
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Chapter 29
Innovation for Failure Detection and Correction
in Safety-Related Systems Which Based
on a New Estimator

Ossmane Krini, Jamal Krini, Abderrahim Krini, and Josef Börcsök

Abstract This scientific work presents a new method allowing to make a realistic
prediction about reliability of safety related systems. The main feature of this
method enables the prediction of an estimate of the remaining critical number
of faults in systems. Stochastic play a very important role in safety technology.
With the help of it, safety systems may be released reliably after an assessment.
With the help of the probability theory meaningful statements are achieved and
based on them, realistic forecasts may be given. However, in order that reliable
forecasts can be conducted, new approaches in thinking need to be developed.
The algorithm can provide an even more reliable prognosis than the conventional
methods. Furthermore, the new method describes two processes for critical failures
(detection and correction process). This contribution serves to give a short synopsis
about the actual problem of the probabilistic safety technology on the base of
stochastic. In that, the test methods, however, plays the most important role as
the test results are source vectors for probabilistic models. However, this article
tries to describe a suitable, innovative method that will correctly estimate the safety
parameters.
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29.1 Introduction

To a greater extent than previously, safety related systems have been developed,
produced and released to the market. For this reason it is essential, to know and
correctly and reasonably apply the current international norms for functional safety
as a basis for systems that are used in safety-critical applications.

The functional safety is part of the overall safety in terms of the EUC standards
and the EUC control system. It is subjected to the correct function of the E/E/PRE
safety-related systems, safety-related systems of other technologies and external
devices for risk reduction. In this process it is unimportant whether it refers to a
control system or the complete installation. Concerning the safety of a system, the
default rate plays an important role. It describes the amount of default per unit
of time and has the unit “FIT”. On principle, when examining errors, it can be
differentiated between safe (œS) and dangerous errors (œD). Safe errors, whether
they have been found or remain unfound, normally have no influence on the safety-
function of a system. However, concerning dangerous mistakes, this is not true. If
such errors occur, the system will be transferred into a dangerous state, which under
certain circumstances may lead to the massive endangerment of human lives. These
errors too are differentiated in dangerous and traceable (œDD) or dangerous and non
traceable (œDU) errors [1].

Concerning dangerous and traceable errors, if accordingly designed, the safety
system may bring the overall system or the installation in a safe state. The critical
state, however, is given through the non traceable, dangerous errors. If such errors
occur in the safety system, there is no possibility to detect it. In the system they may
lead to its switch off or, in the worst case, to its dangerous breakdown. In order to
be able to run systems or installations that can be applied in safety related areas,
comprehensive measures for development and certification are necessary. These
serve to prevent these described dangerous situations from happening and to bring
the safety system or the installation into a safe state.

On the base of the default rates the reliability functions and the default probabil-
ities are determined. The distribution of cumulative frequencies plays a central role
in this. The challenge is to choose the right density function. Afterwards the model
parameters and the safety parameters need to be estimated.

The following chapter will show the new mathematic approach of how an
estimator can be constructed in a structured way.

29.2 Safety Technology Based on Probabilistic Approach

According to the norm, the functions of all safety related systems form the
functional safety of the overall system. Determining a level of safety integrity (SIL)
forms the central element. The SIL is one of four discrete steps towards specification
of the requirement for safety integrity of the safety functions related to the E/E/PE
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Table 29.1 SIL at low and high demand rate according to IEC

SIL Operation with low demand rate PFDavg Operation with high demand rate PFH [1/h]

4 10�5�PFDavg< 10�4 10�9�PFH< 10�8

3 10�4�PFDavg< 10�3 10�8�PFH< 10�7

2 10�3�PFDavg< 10�2 10�7�PFH< 10�6

1 10�2�PFDavg< 10�1 10�6�PFH< 10�5

t

R(t)

1

0

Fig. 29.1 Reliability

safety related system, with level 4 being the highest level of safety integrity, level 1
the lowest. Therefore the IEC-standard 61,508 consists of four safety levels SIL 1
through 4.

Each of these appears in a confidence interval, Table 29.1 showing the distribu-
tion of the probability.

29.2.1 Effective Distribution in Safety Theory

The reliability R(t) is the probability that a unit is functional in one view period
(0, t). Figure 29.1 shows R (t) as function of time [2, 3].

The probability that the operational time T is within the considered time interval
(0 : : : t) is for small t almost equal to one. For larger values of t the probability
decreases more and more.

R.t/ D e

�
1Z

0

�.t/dt

(29.1)

The exponential distribution is useful in many applications in engineering, for
example, to describe the lifetime X of a transistor. The most known and most favorite
probability model for the reliability analysis of safety systems is the exponential
distribution. With this distribution it is possible to represent the time dependent
probability F(t) of components for which it is necessary to obtain observed data to
determine X.
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The failure probability is defined by the exponential distribution as

F.t/ D 1 	 e�� · t (29.2)

where � is the failure rate. Respectively with failure density

f .t/ D
�
� · e�� · t for t � 0

0 otherwise
(29.3)

If an exponential distribution for the reliability is valid, then the failure rate is
constant:

�.t/ D � (29.4)

Then the equation can be rewritten as:

R.t/ D e�� · t (29.5)

An important reliability parameter is the MTTF value (Mean Time To Failure).

MTTF D
1Z

0

R.t/dt D 1

�
(29.6)

If an exponential distribution is suitable equation [4] can be rewritten as:

MTTF D 1

�
(29.7)

Within the interval (0, t] the probability of failure P(t) is calculated applying the
reliability function R(t).

P.t/ D 1 	 R.t/

P.t/ D 1 	 e�� · t

P.t/ � � · t for � · t << 1
(29.8)

Generally, the time t is applied by T1. The time from point in time zero to time
T1 is characterized as proof test interval. At time T1 a periodical test or the
maintenance of a safety system is taking place. Tests are carried out to allocate
undetected, dangerous failures. After a proof test, the system is regarded as new.
The calculated PFD-valued depends on the value T1, [2, 3, 5]. In order to be able to
make probabilistic statements about possible values of safety parameters, according
to the architecture [6, 7].

Different models for analysis can be drawn. In the following these will be
introduced.
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Fig. 29.2 Channel with
diagnostic Channel

Diagnostic

29.2.2 One Out of One Architecture (1oo1)

The 1oo1 architecture is the simplest safety system around and consists of only one
channel. Every dangerous fault can lead towards a failure of the safety function [2, 5,
8]. The 1oo1 architecture is presented in Fig. 29.2.

If � D �D is applied to equation [4] then the result in the following equation is
for the 1oo1 system:

P.t/ D 1 	 e��D · t (29.9)

P (t) is developed by the MacLaurin series. For the 1oo1 system the first three terms
are needed to be developed. The first three terms plus the remaining term R3 are
sufficient for the calculation of the PFDavg values.

e��D ·T D 1 	 �D ·T C �D
2 ·T 2

2Š
CR3: (29.10)

The description of the remaining term R3 is chosen as follows:
R3 is the remaining term to the third order, which belongs to the exponential

function with failure rate �D. The remaining term R3 converges for T D 0 to the
value 0 and can be neglected compared to the third term when developed towards the
limit value at T D 0 [2]. Equation 29.11 is applied for a 1oo1 system. The PFDavg is:

PFDavg D 1C 1
�D · T

h
1 	 �D ·T C �D

2 ·T 2
2Š

	 1
i

D �D ·T

2

(29.11)

with,

T

2
D tCE D �DU

�D

�
T1

2
C MTTR

	

C �DU

�D
· MTTR (29.12)
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Fig. 29.3 Two Channel
Architecture

Channel

Diagnostic

Channel

Diagnostic

Here, tCE is the mean repair time of a channel. The Equation can be presented
simplified as follows:

PFDavg;1oo1 D �DU

�
T1

2
C MTTR

	

C �DD · MTTR

D �D · tCE

PFH1oo1 D �DU (29.13)

29.2.3 One Out of Two Architecture (1oo2)

The 1oo2 architecture, see Fig. 29.3, possesses two channels in parallel, where each
channel can execute the safety function by itself.

PFDavg1oo2 D 2Œ.1 	 ˇD/�DD C .1 	 ˇ/ �DU�
2tCEtGE

CˇD�DDMTTR C ˇ�DU
�
T1
2

C MTTR
� (29.14)

with:

tCE D �DU

�D

�
T 1

2
C MTTR

	

C �DD

�D
MTTR (29.15)

and

tGE D �DU

�D

�
T 1

3
C MTTR

	

C �DD

�D
MTTR (29.16)
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Fig. 29.4 Markov Chain for the One-out-of-two systems 1oo2

And the PFH-Value is determined by:

PFHavg1oo2 D 2Œ.1 	 ˇD/ �DD C .1 	 ˇ/ �DU�
2tCE

CˇD�DD C ˇ�DU

(29.17)

The average time MTTF can be the time estimated between the occurrences of two
errors. For this it can be very helpful to develop a Markov-model. Figure 29.4 shows
a possible approach for the One-out-of-two systems 1oo2.

The Markov-Model for a 1oo2 “Single-Board-System” is shown in Fig. 29.4.
In the condition 0 both controllers are working error-free. Condition 1 represents
the safe condition in which a systems fades after a safe error. The system stands in
a condition with no energy. In the condition number 2 one of two channels works
incorrect.

The occurred error is dangerous, but is not detected through error diagnostics.
Condition 4 is characterized by two dangerous traceable errors, with one of each of
them being in one of the two channels. In condition 5, however, there is a dangerous
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traceable error in one channel, while at the same time there is a dangerous not
traceable error occurring in the other channel. In condition 3 one the two channels
operated incorrectly.

The occurring errors is dangerous and is not detected in the error analysis.
In condition 3, when the error occurs in up until them the error-free channel, there
is a fade of the system into the condition 5 or 6. If, however, there is no further error
within the whole life span of the system in condition 3, the system may get back to
the condition 0, where it is error-free.

This practically means: After this the whole system will be exchanged.
If common-cause errors occur in 1oo2 systems, the following two cases are to
be distinguished:

1. The joint error source leads to dangerous traceable errors. Then a fade occurs
directly from system 0 to condition 4. The transmission rate is ˇD ·�DD .

2. The joint error source leads to dangerous traceable errors. Then a fade occurs
directly from system 0 to condition 6. The transmission rate is ˇ ·�DU.

In the conditions 0, 2 and 3 the system is running. This must be taken into account
when calculating the MTTF of the 1oo2 system.

The probability matrix P for the 1oo2 approach is:

P1oo2 D
�
P1 P2
P3 P4



(29.18)

where Pi

P1 D
2

4
1 	 A1 ·dt 2 ·�S · dt 2 ·�DD · dt 2 ·�DU · dt
�R ·dt 1 	 �R · dt 0 0

0 �0 · dt 1 	 A2 ·dt 0

3

5 (29.19)

P2 D
2

4
ˇD ·�DD ·dt 0 ˇ ·�DU · dt

0 0 0

�DD · dt �DU · dt 0

3

5 (29.20)

P3 D

2

6
6
4

�LT ·dt 0 0 1 	A3 · dt
0 �0 ·dt 0 0

0 �0 ·dt 0 0

�LT ·dt 0 0 0

3

7
7
5 (29.21)
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P4 D

2

6
6
4

0 �DD · dt �DU ·dt
1 	 �0 · dt 0 0

0 1 	 �0 · dt 0

0 0 1 	 �LT · dt

3

7
7
5 (29.22)

From the probability matrix p the Q-matrix is determined. To form the Q-matrix
from the P-Matrix one has to mind some criteria. The systems needs to running and
the conditions may not be absorbing.

Furthermore it should be ensured that there is no secure condition or conditions
showing dangerous untraceable errors. The absorbing conditions means the con-
dition, where there is no further fade except the fade into a secure condition and
an error-free condition. After the Q matrix is formed, the M-Matrix is needed for
further estimations. In order to calculate the M-Matrix, the Q-matrix needs to be
subtracted from the I-Matrix (unit matrix).

In D

2

6
6
6
6
6
4

1 0 0 � � � 0
0 1 0 � � � 0
0 0 1 � � � 0
:::
:::
:::
: : :

:::

0 0 0 � � � 1

3

7
7
7
7
7
5

(29.23)

M D I 	Q (29.24)

M1oo2 D
2

4
A1 · dt 	 2 ·�DD · dt 	 2 ·�DU · dt

0 A2 ·dt 0

�LT · dt 0 A3 · dt

3

5

�LTD1
(29.25)

if �LTD1, then

M1oo2 D
2

4
A1 · dt 	 2 ·�DD · dt 	 2 ·�DU ·dt

0 A2 · dt 0

0 0 A3 ·dt

3

5 (29.26)

In order to calculate the MTTF-value, the elements of the first line need to be added
to the N-Matrix. The N-Matrix is determined by the inverse of the M-Matrix.

N1oo2 D M�11oo2 (29.27)
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N1oo2 D

2

6
4

1
A1

2 ·�DD
A1 ·A2

2 ·�DU
A1 ·A3

0 1
A2

0

0 0 1
A3

3

7
5 (29.28)

The MTTF-value can be determined by adding the elements from the first line to
the N-Matrix.

MT TF1oo2 D 1

A1
C 2 ·�DD
A1 ·A2

C 2 ·�DU

A1 ·A3
(29.29)

Now the safety parameter MTTF can be estimated. With this value, now the
reliability and default probability can be determined. The model parameters are
of highest importance. In safety technology, certain distribution functions form the
basis for the estimation.

In the following chapter an approach will be shown how to determine the model
parameters using of estimation-algorithms.

29.2.4 Approach for the Construction of Estimators
for the Safety Theory

The basis for estimating an unknown parameter « is the assumption that a random
variable X belongs to a certain parametric family (f.e. exponential distributed,
normally distributed, poisson distribution, : : : ). With the help of this model it is
tried to determine this parameter for which the results are the most probable. This is
done with events X1, : : : , Xn that have already taken place (sample x1, : : : , xn with
the values n from the scope n, variables are independent and identically distributed).

Hereby, the idea of the approach is the mapping of the mathematics on the safety
technology. This approach is based on the necessary distribution function which
is normally applied in safety technology. Only then a realistic statement about the
probability functions of the reliability and density can be made.

The expected value EH(t) of a hardware component has been reached with the
following formula:

EH.t/ D �0 ·

0

B
B
B
B
B
B
@

1 	 e

�
tZ

0

� .�/ d�

1

C
C
C
C
C
C
A

ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
ˇ
�.�/D�

(29.30)
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where �0 is the maximum failure rate. This approach implies that from this point of
time t D 0 (start of the reliability analysis), a constant failure rate �0 exists in the
affected hardware system. As a Weibull-distribution has been deemed, the following
applies:

EH.t/ D �0 ·
h
1 	 e.�� · t /

i
(29.31)

If the hypothesis is true that the probability of default of a safety related system is
exponentially distributed, the density function will be the following:

f .t/ D @F.t/=@t D @
�
1 	 e� · t �.

@t D � · e�� · t (29.32)

With the help of the Eq. (29.32), the time sequence of the failure rate �H(t) can be
determined

�H.t/ D @EH.t/

@t
D �0 ·� · e.�� · t / (29.33)

In this connection the new percept is that the maximum failure rate �0 is divided
into systematic and random hardware errors. This is why the equation needs to be
changed into:

�H.t/ D @EH.t/

@t
D .�0SE C �0RE / ·� · e.�� · t / (29.34)

If an optimized algorithm is applied to the new approach, then a forecasting for the
hardware system in safety related applications—concerning the hardware error—
can be made. This is done so that it can be predicted how many remaining errors
�0RF as well as systematic errors �0SF can be found at certain point of time.

The estimations of the default rates � and �0 are necessary. As we do not know
of the distribution of the basic population (that is the probability function and the
density function) and as we have the result of a sampling procedure, we can now
look for the parameters Q�, Q�0, Q�0SF and Q�0RF for which the realization of the precise
sample is most probable. This, of course, means nothing else than a maximisation
task. In calculating it the density function f (t) is needed from the Eq. (29.33) [9].

�.�0; �/ D f .x1; : : : ; xn; q/ D
nY

iD1
f .xi ; q/ D L.�0; �/

D Œ1 	 F .te/�
�0�me

meY

iD1
.�0 	 i C 1/ f .ti /

(29.35)
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Whereby me stands for the amount of the overall errors at this point of time te. Here
f (ti) is the failure density function and F(te) the default probability function. If the
natural logarithm is taken from the Eq. (29.36), then the following applies:

ln�.�0; �/ D .�0 	me/ ln Œ1	 F .te/�

C
meX

iD1
ln .�0 	 i C 1/C

meX

iD1
lnf .ti /

(29.36)

Now after that, the �-function is to be maximized. This is done with the following
approach:

@ ln�.�0; �/

@�0
D ln Œ1 	 F .te/�C

meX

iD1

1

�0 	 i C 1
D 0 (29.37)

@ ln�.�0; �/

@�0
D ln Œ1 	 F .te/�C

meX

iD1

1

�0 	 i C 1
D 0 (29.38)

The partial derivations are replaced by the expected value EH(t) and the default rate
�H(t). The following applies:

EH.t/ D �0 ·F.t/
�.t/ D �0 ·f .t/

(29.39)

This leads to:

@ ln�.�0; �/

@�0
D ln

�

1 	 EH .te/

�0



C
meX

iD1

1

�0 	 i C 1
D 0 (29.40)

@ ln�.�0; �/

@�0
D 	 �0 	me

1 	 EH .te/

�0

·
@
EH .te/

�0
@�

C
meX

iD1

1

� .ti /

�0

·
@
� .ti /

�0
@�

D 0

(29.41)

@ ln�.�0; b/

@�
D 	�0

�
�0 	me

�0 	 s� .te/



·
1

�0
·
@EH .te/

@�

C�0
meX

iD1

1

� .ti /
·
1

�0
·
@� .ti /

@�
D 0

(29.42)



29 Innovation for Failure Detection and Correction in Safety-Related Systems. . . 483

@ ln�.�0; �/

@b
D 	

�
�0 	me

�0 	EH .te/


·
@EH .te/

@�0

C
meX

iD1

1

� .ti /
·
@� .ti /

@�
D 0

(29.43)

With the Eqs. (29.42) and (29.43) the requested model parameters can be estimated.
Therefore the expected value and the default rate may be inserted into the estimated
equation and me be written for the summation “† D �0RF C �0SF ”. Hence, the
result is:
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Consequently with the substitution of the summation the following estimated
equations apply:
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If the Eqs. (29.45) and (29.46) are solved to the total rate Q�, the equation will be
demonstrated as the following:
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In order to get to the estimated parameter
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Eq. (29.47) needs to be inserted into the estimated Eq. (29.45). Hence, the result is:
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With the help of the Siemens standard SN 295500 the default rates may be taken
from the tables of the standard norm. The Eqs. (29.47) and (29.48) may be solved
with the help of the Cram’sche theory. Therefore both estimated parameters are
determined with the �-function.

29.3 Contribution for Predict the Critical Failure Probability
Depending on a Estimator-Frequency �

In order to describe a detection and correction process, different requirements have
to be applied. Both a detection and a correction process run in a non-homogenous
Poisson process. The critical errors are independent from each other. The mean
number of critical errors in the time interval �� is proportional to the mean
number of remaining not corrected critical errors. Every critical error that occurs
is therefore corrected, with no new errors added. The delay frequency � until the
correction process can be assumed to be constant. Therefore, the correction process
is considered to be a detection process delayed by �. The following therefore
applies:

s
C �c=nc.t/ D s

D�c=nc .t 	�/ (29.49)
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where s
C�c(t) is the cumulative function of a critical error and s

C�(t)nc is the
cumulative function of a non-critical error. It can be seen that the correction curve
is shifted by a constant factor�.

At point in time � x a certain number of errors N is detected, but corrected at
point in time � y. It is very unrealistic that a delay frequency � can be assumed
to be constant, since every critical error requires a different amount of time to be
corrected. For a new Idea, though, a not constant delay frequency�(t) is chosen.

There is no constant delay frequency �(t) between the detection and correction
processes. Now it remains to be clarified how the delay time ��(t) is described
mathematically. The delay time ��(t) can be described at will, however, the delay
time depends on the critical-systems that is going to be analyzed. Hence, the time
shift ��(t), for instance, can be assumed that the frequency is linear:

�.t/ D t (29.50)

However, this would mean, however, that proportionality exists between the
abscissa, the time axis, and the ordinate, the number of errors. That is why a
linear delay time is not recommended for this approach.

Another consideration, which arose during the work on this article, is to consider
the delay time ��(t) as a exponential function with negative exponent.

��.t/ D a · e�t (29.51)

The goal is to obtain a cumulative function as a result for the correction process that
reflects a relatively approximation of reality. Another promising solution seems to
be the selection of a logarithmic function, since the “ln-func” can only adopt positive
values. This could lead to a so-called “learning process”. In order to ultimately
examine the effect of the exponential or logarithmic delay time on the correction
process, the detection and correction process is do be described mathematically.

Following the first order differential equation applies for the critical detection
process:
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Function d (t) describes the detection rate for the critical errors and shall be
assumed to be constant in this work. Index “ ” indicates that the detection rate
refers to the new approach and the newly introduced constant ‰. ‰ represents the
ratio between the critical error and the total number of errors:

The rate d (t) has always to be seen as unknown and therefore needs to be
estimated using the maximum-likelihood-method. The detection process runs a non-
homogeneous Poisson form. Further, all critical errors shall be independent from
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each other.
nX

iD0
u0ci represents the total number of critical errors. s

D�c(t) describes

the expectation value of the critical errors in the detection process.
Since according to the “postulate” at the beginning of the prognosis, t D 0 there

are no critical errors, the side condition follows the differential condition [10]:

D
s�c.0/ D 0 (29.53)

Thus, the inhomogeneous differential equation of the first order can be solved
completely.

@D
s�c.t/

@t
D d ·

nX

iD0
u0ci 	 d ·Ds�c.t/

@D
s�c.t/

@t
C d ·Ds�c.t/ D d ·

nX

iD0
u0ci

(29.54)

The delay time ��(t) is irrelevant, because although the critical error has been
detected, but not yet corrected. In the most of the cases, the error cannot be corrected
immediately because the system is in operation.

Now the correcting process of the critical error is described mathematically as
follows:
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s
C�c(t) describes the expectation value of the critical errors. The correction rate can
also be interpreted using Eq. (29.55):
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Equation 29.56 shows, that the correction rate c (t) can be seen as error correction
per detected, but not corrected “critical” errors. In reality, the correction rate depends
on complexity of the problem to be analyzed, the abilities of the test team and the
time restrictions for the handover of the finished software to the customer.

Equation 29.9 can now be solved with the following side condition:

C
s�c.0/ D 0 (29.57)



29 Innovation for Failure Detection and Correction in Safety-Related Systems. . . 487

The solution of the differential equation for the correction process then leads to
the following expectation value:
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where
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In order to maintain the mathematical overview and for the sake of simplicity, also
the correction rate c (t) shall be assumed to be time-independent in the scope of this
work. When the differential equation is now solved, following expectation value is
obtained for the correction process:
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Consequently, the delay time ��(t) of the correction process can be seen very well
from the Equation.

29.4 Conclusion

In this article a new approach has been set up in order to generate a better
estimation of the safety parameters. Hereby, the focus was laid on the different
default rates. When estimating the probabilities, traditional methods have ignored
the differentiation into systematic and random hardware.

It is tremendously important for the safety technology that all error possibilities
are taken into account through a stochastic model. Here, too, the work of this
contribution shows that it may be possible to insert distribution functions other than
the exponential distribution.
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With this new approach it is possible, too, to minimize or predict systematic
hardware errors. Further, a realistic prediction about the probability of reliability as
well as the probability of default can be made.
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