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The “Tapestry of Memory” (Fig. 3.1)

What is the basic constituent of a memory? What is lost when we say that we have (alas) 
forgotten? (Underwood 1977)

Benton Underwood’s (1969) notion of memory asserted that memory was com-
posed of many attributes, or different types of information. Building upon this idea, 
Kesner first proposed (1980) that all memories are composed of a set of six salient 
features or attributes: space, time, affect, sensory perception, response, and language 
(in humans). Each experience would incorporate a specific and unique combina-
tion of attributes, and would be supported by neural processes. This attribute-based 
model of memory greatly advanced memory research in two important ways. First, 
the model defined memory as a distributed neural process. This definition asserted 
that memory, by necessity, could not be accomplished by a single brain region, 
but would instead require the integration of multiple memory systems thought, tra-
ditionally, to act independently. Investigations of this multidimensional model of 
memory from a neurobiological approach would, therefore, rely heavily on both 
the anatomy of individual brain regions for examining their individual contribu-
tions to memory, and upon the connections between regions for their cooperative 
function at a systems level. Second, in theory, the inclusion of multiple attributes 
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would increase the dimensionality of a given experience, thus capturing the brain’s 
computational ability to increase similarity or reduce interference between multiple 
experiences. The incorporation of multidimensional information processing into the 
function of a given brain region would dramatically affect computational models 
and experimental tests of memory processes, particularly in the hippocampus.

A primary assertion of the attribute-based model of memory is that functional 
circuits of the brain support attributes. In order for an organism to represent memory 
for an attribute, incoming sensory information must be encoded and temporarily 
stored within a neural system. In representing a spatial attribute, for example, the 
encoding and temporary storage of specific stimuli representing spatial locations, 
directions, and distances, which may or may not be independent of the subject’s 
own body schema, must occur. A temporal attribute represents the occurrence of an 
episode in time, separating the episode from past or future episodes, as well as cod-
ing the duration of the episode.

The inclusion of both sensory perception and motoric (i.e., response) functions 
as essential to memory processes places this active account of memory within the 
realm of modern embodied cognition, requiring the intrinsic and positional state of 
an organism to be part of the initial processing of memory. Within this realm, the 
attribute of affect can be experiential or retrospective in that it involves the encod-
ing and temporary storage of reinforcement contingencies that result in positive or 
negative emotional experiences in the visceral sense, which could subsequently be 
categorized. The interaction between memory for individual attributes, as a function 

Fig. 3.1  This image shows the dentate gyrus of the hippocampus, a region of frequent discussion 
in this chapter. This photomicrograph was taken from a “Brainbow” transgenic mouse that allows 
distinction between neighboring neurons through color. (Photograph: J Livet (now Institut de la 
Vision, Paris), J W Lichtman, and J R Sanes (Harvard University))
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of the activity of various neurobiological regions and their processes, combine to 
represent a unique memory.

Additionally, the attribute model accounts for differential processing of infor-
mation by incorporating interconnected memory systems. For example, a data or 
an event-based memory system that emphasizes encoding of incoming informa-
tion, combined with an expectancy or knowledge-based system that emphasizes 
top-down processing, allow for fluid use of previous knowledge in interpreting in-
coming information. Kesner emphasizes (Kesner 1990) that most situations require 
multiple such memory systems with disproportionate involvement of a system or 
two at any particular time. The theory is deeply rooted in the anatomy of the sys-
tem, with an early understanding that the connectivity maps of the brain (an early 
embrace of the basis of modern “connectomics”) are absolutely essential to the 
patterns of neural activity and the content of the ultimate recollection. Taking this 
perspective, memory is labile from the outset, and memories rely on the timing 
and availability of activation at the moment of recollection. Remember a time, for 
example, when you recalled an event (perhaps, a conversation with someone), with-
out remembering when it occurred and you proceeded to reconstruct the context in 
order to remember the time of occurrence. This exemplifies the way in which the 
availability of a particular attribute can lead to an aggregation of the memory. From 
the perspective of memory processes, this can also be the point at which interfer-
ence is reduced and the memory is effectively separated from other similar memo-
ries. Thus, memory is a multidimensional, distributed process.

The Functional Anatomy of Spatial and Temporal Memory 
Attributes

Whereas the theory concludes that behavioral or psychological processes are sup-
ported by brain function, the mapping of structure to function has taken an impor-
tant turn towards a processing account of memory. Such an account acknowledges 
the important fact that the way in which behavioral or psychological functions are 
supported is reliant on a principled account of a brain that bears no obligation to 
function according to the psychological labels that are imposed on it. As such, a 
careful parsing of the computational processes subserved by the neural architec-
ture is explored with respect to their ultimate role in mediating behavioral function 
(Kesner and Rolls 2001; Rolls and Kesner 2006).

Reducing Interference by Separating Attributes

The architecture of the hippocampus both constrains and allows for the separating 
or linking of specific types of information in the service of memory. For example, 
original computational models describing the hippocampal circuit endowed the 
dentate gyrus (DG) with the ability to pattern separate (McClelland et al. 1995; 
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O’Reilly and McClelland 1994; Rolls 2010; Treves and Rolls 1992). The idea of 
pattern separation addresses the requirement that there must be a mechanism to re-
duce interference of input patterns in order to form separate representations that will 
be transmitted to downstream targets. Pattern separation in such networks is based 
on the notion of orthogonalization. The DG in the rat has approximately 1 million 
neurons. It has more principal cells than the upstream entorhinal cortex (EC) and 
downstream CA3 combined (van Strien et al. 2009). A network with the anatomical 
properties contained in the EC–DG circuit is ideally situated to achieve highly dis-
parate (non-overlapping) outputs, as the number of nodes in the DG network is or-
ders of magnitude higher than the number of input nodes, thus allowing for a sparse 
and independent representation of overlapping inputs. If not true orthogonalization, 
the anatomy of the EC–DG circuit suggests that the dentate would at least act as a 
sparsifying network that encodes inputs in a non-distributed manner. The encoding 
of an experience containing multiple attributes would, thus, create a highly unique 
pattern of activity in DG, with each attribute acting as an additional means to sepa-
rate or reduce interference of the memory from other experiences. In support of this 
hypothesis, experimental evidence has shown that DG neurons create more distinct 
representations of experiences at the single cell and population level than other sub-
regions of the hippocampus (Deng et al. 2013; Leutgeb et al. 2007; Neunuebel and 
Knierim 2014; Rangel and Eichenbaum 2013).

Reinstating Memories from Linked Attributes

Early models also proposed that through Hebbian learning, or repeated experience, 
disparate attributes could be linked together in the CA3 region of the hippocampus 
such that incomplete features of a memory could reinstate the full original experi-
ence, a process called pattern completion (McClelland et al. 1995; O’Reilly and 
McClelland 1994). Specifically, repeated experience would strengthen the synaptic 
connections among activated neurons within CA3 through a long-term potentiation 
(LTP)-like mechanism, and partial or noisy activation would utilize CA3 recur-
rent collaterals to recruit linked neurons. The encoding of multiple attributes in this 
system therefore provides more avenues from which to reconstruct existing links 
or associations. Thus, attributes make memories more distinct in one hippocampal 
subregion, and more similar through acquired associations in another (Fig. 3.2).

Space and Time in Context

Space and Place Cells

The Kesner attribute model proposes that the rich architecture of the hippocam-
pus supports the ongoing processing of space and time (Kesner et al. 1989). The 
contemporary accounts of the function of the hippocampus were entrenched in the 
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powerful discovery of “place-cells” by O’Keefe and Dostrovsky (O’Keefe and 
Dostrovsky 1971) and the proposition that the hippocampus was the locus of the 
spatial “Cognitive Map,” or our innate knowledge of space (O’Keefe and Nadel 
1978). Spatial cognition in this case refers to a perception of the external world that 
is readily available and usable in every organism. The process of cognitive map-
ping, theoretically achieved by the hippocampus, can be described as:

… a construct that encompasses those processes that enable people to acquire, code, store, 
recall, and manipulate information about the nature of their spatial environment. It refers 
to the attributes and relative locations of people and objects in the environment, and is an 
essential component in the adaptive process of spatial decision-making such as finding a 
safe and quick route to and from work, locating potential sites for a new house or business, 
and deciding where to travel on a vacation trip. Cognitive processes are not constant, but 
undergo change with age or development and use or learning. (O’Keefe and Nadel 1978)

If spatial cognition relies upon a cognitive map that is an innate ability in all organ-
isms, then spatial information should be available in the hippocampus during novel 
exposures to spatial environments and prior to any learning. Indeed, single cells in 
the hippocampus demonstrate spatially specific activity in the form of place fields 
during even the first few minutes of novel exposures to an environment (Kentros 
et al. 1998). These cells additionally demonstrate large coverage of spatial envi-
ronments at predictable spatial resolution along the septo-temporal axis (Kjelstrup 
et al. 2008). The hippocampus, thus, has the means to provide a spatial construct at 
the single cell level.

Place cell activity over the course of familiarity with a new environment is ad-
ditionally reflective of increasing perception of space. A large body of experimental 

Fig. 3.2  Using both spatial and temporal attributes to link and separate new memories: event b 
occurs in the same place but at a different time than a, event c occurs in a different place but at 
nearly the same time as a, and event d occurs at a different time and place from a
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evidence suggests that stable place fields are highly contingent upon experience. 
Although these cells demonstrate place specific activity immediately, they remain 
unstable and flexible during initial encounters with an environment before demon-
strating stable fields (Bostock et al. 1991; Frank et al. 2006; Kentros et al. 2004; 
Rowland et al. 2011). As further indication that the activity of these cells is linked to 
spatial perception, spatially specific activity of these cells is closely associated with 
animal movement and perceived location, rather than absolute allocentric location. 
Specifically, the firing rate of place cells as an animal travels through its place field 
can be heavily modulated by speed, direction, and trajectory (Frank et al. 2000; 
McNaughton et al. 1983). Moreover, rotations of spatial cues surrounding an envi-
ronment cause predictable shifts in place field location relative to the degree of cue 
rotation (Lenck-Santini et al. 2005; Poucet et al. 2000). Taken together, these find-
ings suggest that place cells not only provide an internal representation of a spatial 
environment, but also encode these features in a behaviorally meaningful manner.

If place cells enable an internal spatial representation of the world, then test-
ing the extent to which spatial firing properties of place cells account for learned 
features of an environment and changing behavioral conditions can help determine 
their ultimate contribution to learning and behavior. Experimental evidence has 
demonstrated that even cells with stable place fields can demonstrate changes in 
firing rate or location when fields are in close proximity to changing components 
of an environment (Lenck-Santini et al. 2005; Rivard et al. 2004). Moreover, their 
long-term stability has been correlated with spatial learning performance, and their 
instability in aging is correlated with a decline in spatial learning ability (Kentros 
et al. 2004; Shen et al. 1997). Thus, in addition to providing a flexible spatial rep-
resentation of an environment, in a way that is behaviorally meaningful to an or-
ganism, these place cells may be utilized and perhaps required for specific types of 
spatial learning.

Lesions of the hippocampus result in a long-term inability to encode episodic 
memories, or the conscious knowledge of specific personal experience (Milner 
et al. 1998; Rosenbaum et al. 2000, 2005; Tulving 2002). Rats and humans with 
hippocampal lesions or inactivations maintain an ability to navigate novel envi-
ronments and perform spatial learning tasks over time. In rats, lesions of the hip-
pocampus impair performance in spatial learning tasks (Morris et al. 1990; Olton 
and Papas 1979; Olton et al. 1978). Over a significantly longer period of time, how-
ever, successful performance in these tasks can be achieved, suggesting secondary 
mechanisms for forming spatial associations with additional knowledge (DiMat-
tia and Kesner 1988). This is consistent with other studies demonstrating that the 
behavior of rats with hippocampal lesions reflects maintained perceptual learning 
of their spatial environment (Jackson-Smith et al. 1993). Moreover, rats with fim-
bria/fornix lesions that demonstrate spatial learning impairment, still exhibit the 
presence of place cell activity, suggesting that place cells alone are insufficient for 
spatial knowledge (Whishaw et al. 1995). In clinical research, humans with lesions 
of the hippocampus maintain sufficient spatial orientation to demonstrate an abil-
ity to navigate their current living environments (Milner et al. 1968). These results 
suggest that in the absence of a hippocampus, an internal spatial map is available 
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for use, and according to the attribute model this is likely supported by the parietal 
cortex (Chiba et al. 2002). It is thus possible that the hippocampus is not necessary 
for all spatial processing per se, but rather the knowledge of the map’s appropriate 
utility.

Yet, it is clear that humans and rodents without a hippocampus lack an explicit 
perception of changing environmental conditions. Whereas in the rat it is difficult 
to claim the presence of conscious spatial knowledge, previous research has used 
the ability to generate decisions (i.e., “declare”) based on appropriate knowledge of 
spatial learning contingencies as evidence of declarative memory (DeCoteau and 
Kesner 2000). Even though rats with hippocampal lesions can perform spatial learn-
ing tasks over long periods of time, they demonstrate inflexibility in their ability to 
adapt to changing spatial conditions (Jacobson et al. 2011). This is in high contrast 
to control rats, which instead demonstrate faster learning and adaptation to chang-
ing environmental conditions with increased experience (Tse et al. 2007). Humans 
with hippocampal lesions demonstrate a similar inflexibility in being able to update 
their perception of changing environmental conditions. This is coupled by an in-
ability to consciously recall the utility of their current spatial surroundings (Milner 
et al. 1968).

Thus, in both rats and humans, the ability to assess the appropriate utility of 
a map is impoverished without a hippocampus, despite the availability of spatial 
knowledge in other areas of the brain. Indeed, cells in other areas of the brain, such 
as parietal cortex, demonstrate place specific firing in a manner analogous to place 
cells in the hippocampus but with additional properties allowing knowledge of spa-
tial routes and position (Nitz 2009), that may account for the maintenance of spatial 
perception following hippocampal lesions (Chiba et al. 2002). Here, both systems 
are privy to the spatial code of the EC (Leutgeb et al. 2005), providing a map of the 
local spatial topography of the environment.

It has been hypothesized that the function of the hippocampal spatial map is to 
serve as a lattice for memory, on which episodes can be superimposed (Burgess et 
al. 2002; de Pontes et al. 2005). Kesner’s attribute model set forth the convergence 
of the spatiotemporal code as the defining feature of an episode. This view was 
influenced by Milner’s (Milner and Penfield 1956) early work with HM and exem-
plified his foresight in developing a model that could account both for the human 
amnestic syndrome (the inability to code new memories in both space and time) 
that arises from hippocampal damage, and the obligatory spatial code of the hip-
pocampal architecture. Other current theories of the hippocampus suggest that the 
hippocampus creates relationships between important features across experiences 
and is thus essential for both spatial and nonspatial, or relational memory (Cohen 
et al. 1997). Kesner’s model specifically endows the CA3 “autoassociative net-
work” with the capacity to form arbitrary or relational associations with the space 
(Kesner 2013). Both viewpoints assert that spatial encoding does not exist in isola-
tion from the encoding of other attributes and that memories include the relation-
ships between space and other dimensions that together compose rich contextual 
knowledge.
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Time and Time Cells

The concept that time serves as an organizing principle for memory is age-old but 
not antiquated. Aristotle established, the “principle of contiguity” as one of his 
“Laws of Association” based on the general finding that recall of an item is facili-
tated by the presentation or recall of another item that occurred close in time to the 
target item (Aristotle and Barnes 1984). The role of temporal context in memory has 
since been extensively studied. After writing “Attributes of Memory,” Underwood 
elaborated on the role of temporal context and order in his book, “Temporal Codes 
for Memory.” There, he too emphasized that those items occurring in close temporal 
proximity were more likely to be conjoined whereas those occurring with greater 
temporal distance were more likely to be distinguishable. Shortly thereafter, Kesner 
designed a variety of tasks that paralleled contemporary human experiments, such 
as list-learning experiments, for use with rats. He demonstrated that serial position 
effects were constant across species and that both retroactive and proactive interfer-
ence were present in rat models of list learning in which different places or maze 
arms represented the elements in the list (Kesner and Novak 1982; Kametani and 
Kesner 1989; Kesner et al. 1989). Since then, many studies have utilized the rat 
model organism to further investigate the neural substrates and underlying mecha-
nisms of temporal order deficits and the encoding of temporal sequences (Allen 
et al. 2014; Howard et al. 2005; Howard and Kahana 2002). The creation of associa-
tions between temporally proximal events contributes greatly to episodic memory 
formation in humans. Specifically, when subjects bias their retrieval strategy to rely 
on temporal associations, they perform better on episodic recall tasks (Sederberg 
et al. 2010).

The role of the hippocampus in time and temporal order is likely to be fun-
damental to the role of the hippocampus in coding episodes that are essential to 
an individual’s ongoing autobiography. The role of the hippocampus with respect 
to time is complex and occurs in a series of nested timescales from the short du-
ration of spike timing within oscillatory neural circuits to the construal of time 
with respect to place and context. With respect to memory, time has been studied 
regarding the basic substrates of neuronal coding (firing rates, spike-time depen-
dent plasticity, and rhythmic oscillatory activity), the sequential order of events 
(including succession, temporal order, and relative recency), and memory for the 
duration of events including memory for intervals or time periods between events 
(Jackson-Smith et al. 1993; Pastalkova et al. 2008). Just as spatial memories require 
organized associations between spatial features of an environment, the encoding of 
events in time also requires a temporal organization that can account for similar and 
distinct temporal features. Experimental evidence suggests that single cells in the 
hippocampus can demonstrate reliable, and temporally selective, sequential activity 
during a given length of time in a manner similar to place cell activity for distinct 
spatial locations over a given spatial environment (MacDonald et al. 2011; Munn 
and Bilkey 2011). These cells, labeled time cells, are some of the first evidence to 
suggest that the hippocampus may have a temporal organization for episodes that 
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is very similar to its characterized mechanism for spatial organization of environ-
ments. More importantly, these findings are evidence for single cell encoding of a 
temporal dimension or attribute.

Conjoining Space and Time

To better understand why brain regions such as the hippocampus would need to 
encode temporal as well as spatial features into memory, it is important to know 
that space and time are linked and inseparable in nature. In fact, the physical dimen-
sions of space and time are often considered together and referred to as spacetime, 
whereby they do not have separate existences. In extreme cases such as the realm of 
relativistic physics, this can mean that events occurring billions of years ago at the 
farthest reaches of the universe can occur simultaneously with your thoughts as you 
look up at the light from that event shining in the earth’s sky. In our everyday lives, 
it can mean that the changes we observe in places we have known since childhood 
are measured by, and are indicators of the passage of time. In the latter case, which 
refers to our own egocentric view of the universe, we realize that memories of 
places (“where”) from our childhood are dependent upon an inseparable temporal 
(“when”) component. Since space and time are inseparable in nature, it should be 
tested whether the classical separation of space and time in the brain and in the en-
coding of memories is an artificial division. Although place and time cells provide a 
mechanism through which spatial and temporal associations can be made along two 
separate dimensions, it remains to be tested how associations are encoded across 
these dimensions. How are spatial features of memory linked to events in time? The 
unity of these dimensions could be accomplished by place cells dependent upon 
temporal features or time cells with spatial contingencies. To this end, it has been 
demonstrated that the temporal organization of place cell activity with respect to the 
phase of theta (4–12 Hz) frequency oscillations in the hippocampus is related to a 
rat’s movement through space, a phenomenon that has been termed phase preces-
sion (Dragoi and Buzsáki 2006; Skaggs et al. 1996; Tsodyks et al. 1996). This phe-
nomenon is observed in each of the subregions of the hippocampus. Additionally, 
sharp wave ripple events in CA3 and CA1 in the hippocampus elicit activity resem-
bling the sequential firing of place cells during task behavior, providing evidence 
for the encoding of temporal order for spatial experiences by the network (Davidson 
et al. 2009; Gupta et al. 2010; Jadhav et al. 2012). Both phenomena are promising 
evidence that the hippocampus represents both spatial and temporal information 
together at short-time scales.



L. M. Rangel et al.68

Conjoining Space and Time in the DG

A subregion within the hippocampal formation, the DG, has been hypothesized to 
combine both spatial and temporal dimensions at the single cell level (Aimone et al. 
2009). The DG is the only subregion of the hippocampus that demonstrates neuro-
genesis, or the continuous birth of new neurons, throughout adulthood. Adult-born 
neurons are born in the subgranular zone of the DG granule cell layer and dem-
onstrate a characteristic development before becoming mature functional granule 
cells. Importantly, immature adult-born neurons exhibit a transient period of both 
intrinsic and synaptic hyperexcitability that is due to low membrane capacitance 
and less synaptic inhibition, respectively (Esposito et al. 2005; Laplagne et al. 2006, 
2007; Piatti et al. 2006). This transient physiological difference between mature and 
immature granule cells may yield a unique role for adult-born cells in temporal en-
coding. Computational models demonstrate that temporally proximal events occur-
ring within the transient period of hyperexcitability for a set of adult-born neurons 
elicit activity from common immature cells in an otherwise sparse firing mature 
network (Aimone et al. 2006). There then exists a similarity in DG output for tem-
porally proximal events that does not exist for events separated in time, a temporal 
pattern integration, that is the direct result of adult-born neuron physiology during 
development (Aimone et al. 2006, 2009). This temporal pattern integration can then 
ultimately link disparate features in the spatial dimension through close proximity 
along the temporal dimension.

The transient period of hyperexcitability in adult-born neuron development is 
also a critical period for regulation of their survival and activity. Although a major-
ity of adult-born cells die before becoming mature granule cells, exposure to learn-
ing paradigms or enriching environments during this critical period can greatly en-
hance their survival and bias their activity toward input received during their devel-
opment (Aimone et al. 2006; Tashiro et al. 2007). This has led to the prediction that 
surviving adult-born neurons provide dedicated and selective activity to temporally 
proximal events during their development and thus can create new outputs from 
the dentate that are temporally distinct. Adult neurogenesis in the DG can therefore 
provide a mechanism for an additional type of pattern separation, a temporal pat-
tern separation, through the continuous contribution of new temporal dimensions to 
distinguish between similar events separated in time (Aimone et al. 2011). Recent 
behavioral studies have demonstrated that the ability to make accurate spatiotem-
poral order judgments relies on the integrity of the DG. In fact, after lesions of the 
DG or the selective elimination of postnatal neurogenesis, rats cannot disambigu-
ate the order of presentation of two spatial locations that were visited contiguously 
(Kesner et al. 2014; Morris et al. 2013). At the single cell level, one would predict 
that place cells in DG separate similar or identical spatial locations that are far apart 
along the temporal dimension by exhibiting spatial activity that is dependent upon 
time. To this end, it was shown that single cells, and even place cells in the DG of 
the hippocampus, demonstrate activity that is temporally selective (Rangel et al. 
2014). Specifically, temporal separation between different experiences created a 
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more distinct population code for each experience than experiences with no tempo-
ral separation, and manipulations to reduce levels of adult neurogenesis increased 
the similarity of responses to the different experiences. Cells in the DG thus support 
the integration of both spatial and temporal information through activity that is se-
lective to both space and time, revealing the relationship between these dimensions 
by encoding experiences as distinct events in spacetime (Fig. 3.3).

A Multidimensional Hippocampus

In addition to the DG, the integration of space and time has recently been shown to 
exist in the CA1 region of the hippocampus. Populations of CA1 place cells, but not 
CA3 place cells, demonstrate different patterns of activity across days with increas-
ing temporal intervals between cell recordings (Mankin et al. 2012). This implies 
that subregions of the hippocampus may integrate time and space according to dif-
ferent timescales. It remains an open question, however, how the spatiotemporal 
coding observed in DG contributes to or interacts with the spatiotemporal coding 
observed in downstream CA1. The encoding of both spatial and temporal dimen-
sions at the single cell level in the DG and downstream hippocampal subregions 
can provide a mechanism for a more complete theory of how the hippocampus 
accomplishes associations between complex features of memories. In relativistic 
physics, spacetime describes everything in the universe as events that occur in space 

Fig. 3.3  Separating exposure to three different behavioral contexts during training ( a circular 
track, an open-field cheeseboard, and a square foraging pot), resulted in place cells with activity 
selective for only one of three contexts during test exposures to all three contexts in the same day. 
This temporal selectivity was reduced in groups with shorter temporal separations between con-
texts and in groups with decreased levels of adult neurogenesis. (Taken from Rangel et al. 2014)
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and time. The utility of combining these dimensions is that highly disparate loca-
tions in the universe can be linked in time, and highly overlapping locations can 
become more distinct in time. In other words, spacetime has the ability to reveal the 
relationship of events along both dimensions. In the DG, the combination of these 
two dimensions means that associations can be made between spatial and temporal 
features of events. Multidimensional activity in the hippocampus may thus be a 
mechanism through which the hippocampus accounts for relationships across spa-
tial and nonspatial features of memories.

The hippocampus is thus more than a cognitive map, and more equivalent to a 
multidimensional terrain well suited for the demands of the attribute-based approach 
to memory. The large advantage of this multidimensional view is that it removes the 
hippocampus from the constraint of encoding complex features of memories along 
a single dimension. Instead, single cells are given the ability to reveal the relation-
ships across spatial, temporal, and perhaps other dimensions. By acknowledging 
that these dimensions exist in the hippocampus, we can begin to examine the exact 
dynamics of the relationships between these dimensions and determine the rules, if 
any, regarding how these relationships manifest themselves in the activity of single 
cells. As the attribute-based model of memory suggests, these studies support the 
idea that space is so integrally linked with other dimensions that it would be difficult 
and potentially unmeaningful to examine it as encoded separately in the brain.

Conclusion

Kesner’s attribute model theorizes that time and space are conjoined in the hip-
pocampus and implicates the DG as essential to separating events that occur close 
in time. We further describe how the hippocampus, and more specifically the DG, 
may have the ability to create distinct spatial representations that also incorporate 
time, revealing an integrated spatiotemporal code. This code may be useful for 
segregating events that occur on long timescales. Here, spatiotemporal coding of 
contextual inputs may be accomplished through the continual generation of new 
neurons, which, due to their transient window of hyperexcitability and plasticity, 
allow for preferential encoding of information present during that temporal window. 
Thus, on a protracted timescale, the DG may act in large part as a sparsifying net-
work, and temporally orthogonalize inputs, as computationally predicted (Aimone 
et al. 2009; Rangel et al. 2014).

By defining memory as composed of multiple complex features, the attribute 
model of memory first and foremost described memory as a systems level computa-
tion. The structures responsible for memory formation would need to have mecha-
nisms for forming associations across features and for using different features to 
make memories distinct. This approach will continue to provide an inspirational 
framework for incorporating computational, behavioral, systems, cellular, and 
molecular level approaches towards investigating how rich contextual information 
aggregates to form our recollections.
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Had there been an ageless observer at the sparkling moment of the creation of the egg—or 
of the hen—we would be no better off than we are today, for I am sure the observer would 
have soon forgotten which came first. Underwood 1977
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who instilled my early desire to pursue science and directed me towards Ray’s Chapter in Learning 
and Memory: A Biological View (Eds. J L Martinez and R P Kesner 1986). This eye-catching book 
illuminated the path to Ray’s lab.
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