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Preface

This book is both a tribute to the pioneering research on the neurobiology of learn-
ing and memory carried out by Raymond P. Kesner and a summary of much of the
current thinking about the nature and organization of memory systems in the brain.
The book was a direct outgrowth from a Festschrift held in Ray Kesner’s honor on
January 2nd and 3rd, 2013 in Salt Lake City, Utah. The speakers and attendees at
that event included numerous colleagues and collaborators, as well as many of the
students and postdoctoral researchers who have worked and interacted with Ray
over more than 40 years of his career (see photograph of conference participants
below). There are 18 chapters, including a summary of the “Attribute Model of
Memory” by Ray Kesner, a personal account of his life and career, a chapter with
letters and comments about Ray and his work from many of the major researchers
in the field of memory and learning, and an epilogue. The book is organized into
four major sections. The first section contains chapters focusing on the role of the
hippocampus in processing spatial and temporal attributes of memory. The second
section moves beyond the hippocampus to consider how neural activity in limbic
cortex, prefrontal cortex, and basal ganglia contributes to memory and behavioral
flexibility. The third section reviews current research applying basic concepts of the
Kesner Attribute Model to understanding neurological disorders, including traumat-
ic brain injury, Huntington’s disease, and Fragile X-related disorders. While each
chapter reflects the current research of the authors, each also attempts to place their
research within the general context of multiple memory systems in the brain and,
in particular, the attribute model proposed by Kesner. The fourth section contains
personal tributes to the life and scientific work of Ray Kesner.

Ray’s interest in the neuroanatomical substrates of memory began while a gradu-
ate student with Garth Thomas at the University of Illinois in the mid-1960s, where
he studied the role of the midbrain reticular formation in learning. This was fol-
lowed by postdoctoral training with Robert Doty at the University of Rochester
where he found that mild seizures induced by electrical stimulation in the amygdala
or hippocampus of cats resulted in amnesia. Ray began his career as an assistant
professor in the Department of Psychology at the University of Utah where he re-
mained focused on memory and learning throughout his career. Ray maintained an
active, visible, and productive research program for more than 40 years, publishing
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more than 250 peer-reviewed publications and more than 80 chapters on the neuro-
biology of memory and learning. He was an early proponent of the idea of multiple
memory systems in the brain, has played a major role in the development of these
ideas, and has provided much of the scientific discoveries to support these ideas. He
was one of the first to incorporate the concepts and principles of cognitive neurosci-
ence into his thinking and experiments. One of Ray’s important contributions was
the recognition that behavioral tests used to assess human memory could be used
to explore the neurobiology of memory in animal models and, conversely, tests of
memory developed for animal studies could also be adapted for use in humans. This
aspect of Ray’s research resulted in the ability to better translate results between
animal models and humans, and represents a significant advance for the field. Ray’s
body of work on memory spans research in animal models and in humans, including
patients with hypoxic memory loss. Ray, as reflected in these chapters, was also an
excellent mentor and trained many individuals who have gone on to develop inde-
pendent research careers. These include the four editors of this book, Rob Berman
(doctoral student from 1972 to 1977), University of California Davis, Pam Jackson
(postdoctoral fellow), Radford University, Mike Ragozzino (postdoctoral fellow),
University of Illinois at Chicago, and Andrea Chiba (doctoral student), University
of California at San Diego, as well as several of the chapter authors including: Ra-
mona Hopkins (doctoral student), Brigham Young University; Paul Gilbert (doctoral
student), San Diego State University; Inah Lee (doctoral student), Seoul National
University; Bill DeCoteau (doctoral student), St. Lawrence University; Yoon Cho
(postdoctoral fellow), University of Bordeaux; Ryan Hunsaker (undergraduate stu-
dent), University of Utah; Brock Kirwan (undergraduate student), Brigham Young
University; Christy Weeden (doctoral student), NIMH.



Preface

vii

Kesner Festschrift attendees matched to photo:

1. Dipan Patel

2. Kasia Bieszczad

3. Timothy Allen

4. Arnold Bakker

5. Ashley
Fricks-Gleason

6. Andrea Chiba

7. Norbert J. Fortin

8. Joe L. Martinez, Jr.

9. Craig Stark

10. Brock Kirwan

11. Paul E. Gilbert

12. Jeffrey B. Rosen

13. Michael A. Yassa

14. Mike E. Ragozzino

15.
16.
17.
18.
19.
20.
21.
22.
23.
24.
25.
26.
27.
28.
29.

Karen Wilcox
Matthew Shapiro
Howard Eichenbaum
Wayne Pratt

Jared Roberts

Julie R. Korenberg
James L. McGaugh
Kristen A. Keefe
Raymond P. Kesner
Thomas N. Parks
Inah Lee

Mark E. Stanton
Joe Williams

M. Ryan Hunsaker
William DeCoteau

32.
33.
34.
35.
36.
37.
38.
39.
40.
41.
42.

. Veronique Bohbot
. Naomi

Goodrich-Hunsaker
Jeffrey Long

Sheri J. Y. Mizumori
Robert F. Berman
Jeanine Stefanucci
David Cook

Brent Cooper

Sarah Creem-Regehr
Pamela Jackson
Emmaline Smith
Greg Clark

Ramona Hopkins



Acknowledgements

Dear Pam, Andrea, Rob and Mike,

I want to thank you from the bottom of my heart for your hard work and for cre-
ating an incredible and unique book with a prologue, eighteen chapters, epilogue,
letters, pictures, and a biography. It has been an honor for me and it has increased
my admiration for the effort that you put into the development of the book. This
book will represent a life-time memory of the years we spent in and outside the lab
in trying to understand the neurobiological basis of memory in animals and humans.
I also want to thank you for setting up the Festschrift and I want to thank the people
who came to present their research in the context of my work and to roast me a
bit. Finally, I appreciate the contributions made by all the authors who submitted a
chapter.

Sincerely, Ray

The editors would like to acknowledge the support of the Interacting Memory Sys-
tems Network, a research network of the Temporal Dynamics of Learning Center!.
Their generous financial and staff support of the Kesner Festschrift research ses-
sions helped to lay the foundation for this volume. Likewise, the editors acknowl-
edge the generous support from Radford University both for support of the Fest-
schrift and for the valuable time of the senior editor of the volume, Prof. Pamela
Jackson. Additionally, the editors would like to thank Prof. Thomas Parks, VP for
Research at the University of Utah for his generosity in providing University sup-
port for the Festchrift. Finally, the editors would like to thank the Kesner Family
(Laya, Benjamin, and Debbie) for their kind support and collection of photos.

! Support provided by NSF grant SMA 1041755 to the Temporal Dynamics of Learning Center, an
NSF Science of Learning Center.

ix



Contents

1 Exploration of the Neurobiological Basis for a
Three-System, Multi-attribute Model of Memory..............cccccceennee. 1
Raymond P. Kesner

PartI Hippocampal Processes

2 How Does the Hippocampus Support the Spatial
and Temporal Attributes of Memory? .............ccoccoviieiiniininieceee, 39
Howard Eichenbaum, Robert Komorowski, Christopher J. MacDonald,
Benjamin J. Kraus and Jonathan Robitsek

3 Space, Time, and the Hippocampus ..............cccooiniiiininniieniieee 59
Lara M. Rangel, Laleh K. Quinn and Andrea A. Chiba

4 Pattern Completion and Pattern Separation Mechanisms
in the Hippocampus ...........ccccoiiiiiiiiiiiie e 77
Edmund T. Rolls

5 Pattern Separation: A Key Processing Deficit
Associated with AGINg? ... 115
Paul E. Gilbert, Heather M. Holden, David P. Sheppard
and Andrea M. Morris

6 A Lifetime of Memories: Raymond Kesner’s Contributions
of the Attribute Model in Understanding Amnesia................cc..c.cooc..... 137
Naomi J. Goodrich-Hunsaker and Ramona O. Hopkins

7 Resolving Interference: The Role of the Human
Hippocampus in Pattern Separation...................c.ccoooniiiniiiinnnn 151
C. Brock Kirwan and Michelle I. Nash

xi



Xii Contents

8 Dorsoventral Hippocampus: Subregional Importance
in Anxiety and Olfactory Learning and Memory ............ccccccccocenenee. 175
Christy S. S. Weeden

PartII Memory System Interactions

9 Self Regulation of Memory Processing Centers of the Brain............... 199
Sheri J. Y. Mizumori

10 Attribute Memory Model and Behavioral Neurophysiology
OF IMLEIMOTY ...ttt et ettt et 227
Inah Lee and Choong-Hee Lee

11 Prefrontal Cortex and Basal Ganglia Attributes Underlying
Behavioral Flexibility.............cccocooiiiiiiiiieee 241
Michael E. Ragozzino and Phillip M. Baker

12 Balancing the Contributions of Multiple Neural Systems
During Learning and MemOTY ..........ccccovveeriienieniienieeieenie e 261
Paul E. Gold

PartIII Attribute Theory of Memory Applied to Models
of Neurological Disorders

13 Memory Disruption Following Traumatic Brain Injury...................... 283
Robert F. Berman, Bruce G. Lyeth, Kiarash Shahlaie
and Gene G. Gurkoff

14 Altered Neural Synchronies Underlying Cognitive Deficits in
a Transgenic Mouse Model of Huntington’s Disease........................... 321
Yoon H. Cho and Yannick Jeantet

15 Applying the Attribute Model to Develop Behavioral Tasks
that Phenocopy Human Clinical Phenotypes Using Mouse
Disease Models: An Endophenotyping Approach...............c.ccccceene. 337
Michael R. Hunsaker

Part IV Personal

16 The Life and Science of Raymond P. Kesner................ccccooovnninnnnn. 369
Pamela A. Jackson

17 Recollections of, and Letters to, Ray Kesner................ccccoocerninnnnnn. 385
Compiled by Michael E. Ragozzino, Andrea A. Chiba,
Robert F. Berman and Pamela A. Jackson



Contents

18 EPIIOZUE ... e e
Pamela A. Jackson, Andrea A. Chiba, Robert F. Berman
and Michael E. Ragozzino



Contributors

Phillip M. Baker Department of Psychology,
University of Washington, Seattle, WA, USA

| Robert F. Berman Department of Neurological
Surgery, University of California, Davis, Davis, CA,
USA

XV



Xvi Contributors

Andrea A. Chiba Department of Cognitive Science
and Program in Neuroscience, Temporal Dynamics of
Learning Center, University of California, San Diego,
La Jolla, CA, USA

Yoon H. Cho Institut de Neurosciences Cognitives
et Intégratives d’Aquitaine, University of Bordeaux,
Talence, Cedex, France

Howard Eichenbaum Center for Memory and Brain,
Boston University, Boston, MA, USA




Contributors XVii

".‘:} Paul E. Gilbert Department of Psychology, San Diego
" ’ State University, San Diego, CA, USA

;, Joint Doctoral Program in Clinical Psychology, San
! Diego State University—University of California San
Diego, San Diego, CA, USA

Paul E. Gold Department of Biology, Syracuse
University, Syracuse, NY, USA

Naomi J. Goodrich-Hunsaker Department of
Psychiatry and Behavioral Sciences, MIND Institute,
University of California, Davis Medical Center,
Sacramento, CA, USA

Department of Psychology, Brigham Young University,
Provo, UT, USA




Xviii Contributors

Gene G. Gurkoff Department of Neurological
. Surgery, University of California, Davis, Davis, CA,
USA

Heather M. Holden Joint Doctoral Program in
Clinical Psychology, San Diego State University—
University of California, San Diego, San Diego, CA,
USA

Ramona O. Hopkins Psychology Department and
Neuroscience Center, Brigham Young University,
Provo, UT, USA

Department of Medicine, Pulmonary and Critical Care
Division, Intermountain Medical Center, Murray, UT,
USA




Contributors Xix

Michael R. Hunsaker Center for Integrative
Neuroscience and Human Behavior, University of
Utah, Salt Lake City, UT, USA

Department of Neurological Surgery, University of
California, Davis, Davis, CA, USA

Granite School District, 2500 S. State Street, Salt Lake
City, UT, USA

Pamela A. Jackson Department of Psychology,
Radford University, Radford, VA, USA

Yannick Jeantet Institut de Neurosciences Cognitives
et Intégratives d’Aquitaine, University of Bordeaux,
Talence, Cedex, France




XX Contributors

Raymond P. Kesner Department of Psychology,
University of Utah, Salt Lake City, UT, USA

C. Brock Kirwan Department of Psychology and
Neuroscience Center, Brigham Young University,
Provo, UT, USA

Robert Komorowski Picower Institute for Learning
and Memory, Massachusetts Institute of Technology,
Cambridge, MA, USA




Contributors XX1

Benjamin J. Kraus Center for Memory and Brain,
Boston University, Boston, MA, USA

The MathWorks, Inc., Natick, MA, USA

Choong-Hee Lee Department of Brain and Cognitive
Sciences, Laboratory for Behavioral Neurophysiology,
Seoul National University, Seoul, Republic of Korea

Inah Lee Department of Brain and Cognitive
Sciences, Laboratory for Behavioral Neurophysiology,
Seoul National University, Seoul, Republic of Korea




xXii Contributors
Bruce G. Lyeth Department of Neurological Surgery,
University of California, Davis, Davis, CA, USA

Christopher J. MacDonald Picower Institute for
Learning and Memory, RIKEN-MIT Center for
Neural Circuit Genetics, Massachusetts Institute of
Technology, Cambridge, MA, USA

Sheri J. Y. Mizumori Department of Psychology,
University of Washington, Seattle, WA, USA




Contributors xXXiii

Andrea M. Morris Department of Health Policy and
Management, University of California, Los Angeles,
CA, USA

Michelle I. Nash Department of Psychology and
Neuroscience Center, Brigham Young University,
Provo, UT, USA

Laleh K. Quinn Department of Cognitive Science,
University of California, San Diego, La Jolla, USA




XX1V Contributors

Michael E. Ragozzino Department of Psychology,
University of Illinois at Chicago, Chicago, IL, USA

Collaborative, College of Arts and Sciences
Psychology, Boston University, Boston, MA, USA

Jonathan Robitsek Department of Surgery, Jamaica
Hospital Medical Center, Jamaica, NY, USA

Edmund T. Rolls Department of Computer Science, University of Warwick,
Coventry, UK



Contributors XXV

Kiarash Shahlaie Department of Neurological
Surgery, U.C Davis School of Medicine, Sacramento,
CA, USA

7 David P. Sheppard Department of Psychology, San
Diego State University, San Diego, CA, USA

Joint Doctoral Program in Clinical Psychology, San
Diego State University—University of California San
4 Diego, San Diego, CA, USA

™8 Department of Psychology, University of Houston,
8 Houston, TX, USA

Christy S. S. Weeden Section on Neuroplasticity,
National Institute of Mental Health, National Institutes
of Health, Bethesda, MD, USA




Chapter 1

Exploration of the Neurobiological Basis
for a Three-System, Multi-attribute Model
of Memory

Raymond P. Kesner

The structure and utilization of memory is central to one’s knowledge of the past,
interpretation of the present, and prediction of the future. Therefore, the understand-
ing of the structural and process components of memory systems at the psycho-
logical and neurobiological level is of paramount importance. There have been a
number of attempts to divide learning and memory into multiple memory systems.
Schacter and Tulving (1994) have suggested that one needs to define memory sys-
tems in terms of the kind of information to be represented, the processes associated
with the operation of each system, and the neurobiological substrates, including
neural structures and mechanisms, that subserve each system. Furthermore, it is
likely that within each system there are multiple forms or subsystems associated
with each memory system and there are likely to be multiple processes that define
the operation of each system. Finally, there are probably multiple neural structures
that form the overall substrate of a memory system.

The first model of hippocampal function and the processing of spatial informa-
tion was described by O’Keefe and Nadel (1978; see Nadel 1994 as well). They
developed a memory model with a concentration on space as the critical attribute
of specific memories. They further divided the spatial attribute into a locale system,
which codes places in the environment into cognitive maps, and a taxon system,
which codes motor responses in terms of specific orientations within a spatial en-
vironment. In terms of neural mediation of the locale versus taxon system, they
propose that the hippocampus is important in mediating only one form of memory,
namely spatial, within the locale system and other neural regions as important for
subserving the taxon system. With respect to the operation of each system, it was
assumed that learning within the locale system is based in part on consolidation pro-
cesses and is (a) all-or-none, (b) sensitive to interference, (c) involved in separating
traces, and (d) flexible, whereas learning in the taxon system is (a) incremental, (b)
not sensitive to interference, (c) involved in combining traces, and (d) not flexible.

R. P. Kesner (P<)

Department of Psychology, University of Utah, 380 S 1530 E,
Rm 502, Salt Lake City, UT 84112, USA

e-mail: ray.kesner@psych.utah.edu

© Springer International Publishing Switzerland 2016 1
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2 R. P. Kesner

Even though the hippocampus was assumed to be the mediator to the locale system,
the neural circuit subserving spatial information does include a number of neu-
ral regions such as the entorhinal cortex, the retrosplenial cortex, the pre-, para-,
and postsubiculum, the parietal cortex, and the pre- and infralimbic cortex. Nadel’s
focus on the hippocampus might be too limiting. The taxon system is large and
needs to be differentiated. Furthermore, a genuine neurobiological system analysis
requires the identification of neural regions that subserve the response component
associated with the taxon system. However, there is no mention of a memory con-
tribution of the prefrontal cortex (PFC) and there is no mention of other brain areas
that support memory for other attributes (e.g., amygdala and affect attribute).

A second model of hippocampal function and the processing of spatial infor-
mation was presented by Olton (1983). He proposed a somewhat different system
emphasizing more the importance of process. He suggested that within every learn-
ing task there are two types of memories that organize the critical information into
two systems, labeled working memory and reference memory (Olton 1983). He
suggested that the specific, personal, and temporal context of a situation is coded
in working memory. This would translate into memory for events that occur on a
specific trial in a task, biasing mnemonic coding toward the processing of incoming
data. In contrast, information concerning rules and procedures (general knowledge)
of specific situations is coded in reference memory. This would translate into mem-
ory for events that happen on all trials in a task, biasing mnemonic coding toward
the processing of expectancies based on the organization of the extant memory. The
working versus reference memory system emphasizes the role of the hippocampus
and interconnected neural systems as the critical substrate of memory for a single
process, namely working memory, and the neocortex as the critical neural substrate
within reference memory for all forms or attributes of memory. It was assumed that
the two memory systems are independent of each other. Different terms have been
used to reflect the same distinction including episodic versus semantic memory
(Tulving 1983).

The Olton model has some limits in that the emphasis is placed only on the
hippocampus and interconnected neural circuits as the neural system subserving
working memory for all information. However, it is clear that in the Olton model the
hippocampus is limited to working memory for only spatial, temporal, and linguis-
tic information. There is no mention of a memory contribution of the PFC and there
is no mention of other brain areas that support memory for other attributes (e.g.,
caudate and the response attribute). Furthermore, the hippocampus is also involved
in processes other than short-term or working memory, such as pattern separation,
consolidation, and retrieval of information (Kesner 1996).

A third model and the most popular model of memory was presented by Squire
(1994; Squire et al. 2004) and can be characterized as a dual memory system with
an emphasis on the hippocampus and medial temporal lobe including perirhinal
cortex, parahippocampal cortex, and entorhinal cortex for one component of the
model and a composite of other brain structures as the other component. For ex-
ample, they have suggested that memory can be divided into a medial temporal
lobe dependent declarative memory which provides for conscious recollection of
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facts and events, and a non-hippocampal dependent non-declarative memory which
provides for memory without conscious access for skills and habits mediated by the
caudate nucleus and interconnected systems. Furthermore, priming is mediated by
the neocortex, simple classical conditioning of emotional responses by the amyg-
dala, simple classical conditioning of skeletal musculature by the cerebellum, and
nonassociative learning is mediated by reflex pathways. A limitation is that there is
no mention of the PFC contribution to memory, in the context of declarative mem-
ory different attributes mediated by the amygdala or caudate do not play a role, and
the emphasis is primarily on one single process, namely consolidation. Different
models have used different terms to reflect the same type of distinction, including
a hippocampal dependent explicit memory verses a non-hippocampal dependent
implicit memory (Schacter 1987).

A fourth model was presented by Eichenbaum (Cohen and Eichenbaum 1993;
Eichenbaum 1994, 2004). They proposed that the declarative memory system is
dependent on the hippocampus and provides for a substrate for relational represen-
tation of all forms of memory as well as representational flexibility allowing for
the retrieval of memories in novel situations. Relational processing is carried out
by the hippocampus, but the processing of individual items resides in the perirhinal
and parahippocampal cortex. In contrast, a non-declarative system is independent
of the hippocampus and is characterized by individual representations and inflex-
ibility in retrieving memories in novel situations. The limitations include that there
is no mention of a memory contribution of the PFC as part of the model (see Kesner
and Churchwell 2011). Also, there is not enough emphasis on different attributes of
memory, and processes such as pattern separation and pattern completion are not
incorporated in the model.

Because memory is complex and involves many neural systems in addition to
the hippocampus, Kesner (2007) has proposed a three-system (event-based, knowl-
edge-based, and rule-based) multiple attribute-based theoretical model of memory.
The model is an extension of models presented above. For example, I have accepted
Olton’s working—reference memory and Tulving’s episodic—semantic dual memory
model distinctions and labeled them as event-based memory verses knowledge-
based memory, but in addition I have added a third rule-based system subserved
by mnemonic processes associated with the PFC. I have also adopted the attribute
model described by Underwood (1969) and Spear (1976). They presented a good
case that there are many different forms or attributes of memory such as space, time,
response, sensory-perception, reward value (affect), and language. These attributes
are processed by different neural regions and interconnected networks across all
three (event-based, knowledge-based, and rule-based) memory systems. This is an
enrichment of the previous mentioned memory models that emphasize one or two
attributes or do not differentiate among attributes. Finally, each memory system
operates in processing mnemonic information based on a unique set of processes
that involve more than just consolidation. The selection of some of these processes
has been influenced greatly by computational models of specific brain regions (see
Rolls and Kesner 2006).
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In the three system, multi-attribute model of memory one can characterize each
system as composed of the same set of multiple attributes or forms of memory,
characterized by a set of process-oriented operating characteristics and mapped
onto multiple neural regions and interconnected neural circuits (for more detail see
Kesner 1998b, Kesner 2007).

On a psychological level (see Fig. 1.1), the event-based memory system provides
for temporary representations of incoming data concerning the present, with an em-
phasis upon data and events that are usually personal or egocentric and that occur
within specific external and internal contexts. The emphasis is upon the processing
of new and current information. During initial learning great emphasis is placed
on the event-based memory system, which will continue to be of importance even
after initial learning in situations where unique or novel trial information needs to
be remembered. This system is akin to episodic memory (Tulving 1983) and some
aspects of declarative memory (Squire 1994).

The knowledge-based memory system (see Fig. 1.2) provides for more per-
manent representations of previously stored information in long-term memory
and can be thought of as one’s general knowledge of the world. The knowledge-
based memory system would tend to be of greater importance after a task has been
learned given that the situation is invariant and familiar. The organization of these
attributes within the knowledge-based memory system can take many forms and
are organized as a set of attribute-dependent cognitive maps and their interactions
that are unique for each memory. This system is akin to semantic memory (Tulv-
ing 1983).

The rule-based memory system (see Fig. 1.3) receives information from the
event-based and knowledge-based systems and integrates the information by ap-
plying rules and strategies and decisions for subsequent action. In every learning
and memory task the subject has to select an appropriate strategy or set of rules to
aid in memory consolidation of the task. The processes associated with rule-based
memory are most likely mediated by the PFC. In most situations, however, one
would expect a contribution of all three systems with a varying proportion of in-
volvement of one relative to the other.

The three memory systems are composed of the same forms, domains, or attributes
of memory. Even though there could be many attributes, the most important attri-
butes include space, time, response, sensory-perception, and reward value (affect).
In humans a /anguage attribute is also added. A spatial (space) attribute within this
framework involves memory representations of places or relationships between
places. It is exemplified by the ability to encode and remember spatial maps and to
localize stimuli in external space. Memory representations of the spatial attribute
can be further subdivided into specific spatial features including allocentric spatial
distance, egocentric spatial distance, allocentric direction, egocentric direction, and
spatial location. A temporal (time) attribute within this framework involves memory
representations of the duration of a stimulus, the succession or temporal order of
temporally separated events or stimuli, and memory representations of the past. A
response attribute within this framework involves memory representations based
on feedback from motor responses (often based on proprioceptive and vestibular
cues) that occur in specific situations as well as memory representations of stimu-
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Event Based Memory

Attribute Neural Substrates Features

Language | B Hippocampus
(H)

El Hippocampus
(M,H,R)

El Hippocampus
(M,H,R)

Rewa
(Affect)

Sensory-

Response | Caudate
(M,H,R)

Amygdala
(M,H,R)

Perirhinal Cortex
(M,H,R)

Phonological,
Lexical,
Morphological

Duration
Temporal Order
Time Perspective
(past)

Spatial Distance
Spatial Direction
Spatial Location

Egocentric
(feedback from
motor responses)
Response Selection

Reward Value
(Positive-negative)

Height, Color,
Shape, Orientation,

Perception
e.g. Visual
Object

Motion, Contrast

(M = Monkey, R = Rat, H = Human)

Process

Characteristics Selective filtering or attenuation of interference of temporary memory

Encoding new information

Short-term and intermediate —term memory for new information
The establishment of arbitrary associations

Consolidation or elaborative rehearsal of new information

Retrieval of new information based on flexibility, action, and pattern completion

Fig. 1.1 Representation of the neural substrates, features, and process characteristics associated
with the event-based memory system for the language, time, place, response, value (affect), and
sensory-perception attributes

lus—response associations. A reward value (affect) attribute within this framework
involves memory representations of a hedonic continuum of positive and negative
values and the associations between stimuli and rewards. A sensory-perceptual at-
tribute within this framework involves memory representations of a set of sensory
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Knowledge Based Memory

Attribute Neural Substrates Features

[

Response |

Reward Value
(Affect)

Sensory-
Perception
e.g. Visual

Posterior Parietal Cortex,
Wernicke’s Area,
Brocha’s Area (H)

Dorsal Prefrontal Cortex
(M,H),
Anterior Cingulate(R)

Parietal Cortex (M,H,R)

Pre-Motor Cortex,
Suppiementary Motor
Cortex (M,H)
Precentral Cortex (R)
Cerebellum(M,H,R)

Orbital-Frontal Cortex
(M,H,R)

Inferotemporal Cortex
(M,H)
TE 2 Cortex (R)

Syntax,
Semantics,
Lexicon

Duration
Temporal Order
Time Perspective
(Future)

Spatial Distance
Spatial Direction
Spatial Location

Egocentric
(feedback from
motor responses)
Response Selection

Reward Value
(Positive-negative)

Height, Color,
Shape, Orientation,
Motion, Contrast

Object

(M = Monkey, R = Rat, H = Human)

Process

Characteristics Encoding of new information
Selective attention and selactive filtering associated with permanent memory
representations of familiar information

perceptual memory

Consolidation and long-term memory storage partly based on arbitrary and/or
Pattern associations

Retrieval of familiar information based on flexibility and action

Fig. 1.2 Representation of the neural substrates, features, and process characteristics associated
with the knowledge-based memory system for the language, time, place, response, value (affect),
and sensory-perception attributes
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Rule Based Memory

Attribute Neural Substrates Features
Lateral Prefrontal Cortex Syntax
(H) Semantics

Phonological
Lexical
Morphological

Duration

gl Dorsal Prefrontal Cortex
(M,H),

Anterior Cingulate(R)

gl Lateral Prefrontal (M,H)

Infra and Prelimbic
Cortex (R)

Temporal Order
Time Perspective (Future)

Spatial Distance
Spatial Direction
Spatial Location

Response | Pre-Motor Cortex Egocentric
Supplementary Motor (feedback from motor

Cortex (M,H) responses)

Precentral Cortex (R) Response Selection

Cerebellum(M,H,R)

Reward Value | Orbital-Frontal Cortex BB Reward Value
(Affect) (M,H,R) (Positive-negative)

Agranular Insular Cortex

(R)

Height, color, Shape,
Orientation, Motion,
Contrast

Sensory-
Perception

Lateral Prefrontal Cortex
(M,H)
Infra and Prelimbic Cortex

(R)

e.g. Visual
Object

(M = Monkey, R = Rat, H = Human)

Process

Characteristics 1) The selection of strategies and rules for maintaining or manipulation information

for decision making and subsequent action
2) Short-term or working memory for new and familiar information

Fig. 1.3 Representation of the neural substrates, features, and process characteristics associated
with the rule-based memory system for the language, time, place, response, value (affect), and
sensory-perception attributes

stimuli that are organized in the form of cues as part of a specific experience. Each
sensory modality (olfaction, auditory, vision, somatosensory, and taste) can be con-
sidered part of the sensory-perceptual attribute component of memory. A language
attribute within this framework involves memory representations of phonological,
lexical, morphological, syntactical, and semantic information.



8 R. P. Kesner

The attributes within each memory system can be organized in many different
ways and are likely to interact extensively with each other even though it can be
demonstrated that these attributes do in many cases operate independent of each
other. The organization of these attributes within the event-based memory system
can take many forms and are probably organized hierarchically and in parallel. The
organization of these attributes within the knowledge-based memory system can
take many forms and are (assumed to be) organized as a set of cognitive maps or
neural nets and their interactions that are unique for each memory. It is assumed
that long-term representations within cognitive maps are more abstract and less
dependent upon specific features. The organization of these attributes within the
rule-based memory system can also take many forms; these are (assumed to be)
organized to provide flexibility in executive function in developing rules and goals,
as well as decision processes.

Within each system, attribute information is processed in different ways based
on different operational characteristics. For the event-based memory system (see
Fig. 1.1), specific processes involve: (a) selective filtering or attenuation of inter-
ference of temporary memory representations of new information and this process
is labeled pattern separation, (b) encoding of new information, (c) short-term and
intermediate-term memory for new information, (d) the establishment of arbitrary
associations, (e) consolidation or elaborative rehearsal of new information, and (f)
retrieval of new information based on flexibility, action, and pattern completion.

For the knowledge-based memory system (see Fig. 1.2), specific processes in-
clude: (a) encoding of new information, (b) selective attention and selective filter-
ing associated with permanent memory representations of familiar information, (c)
perceptual memory, (d) consolidation and long-term memory storage partly based
on arbitrary and/or pattern associations, and (e) retrieval of familiar information
based on pattern completion, flexibility, and action.

For the rule-based memory system (see Fig. 1.3), it is assumed that informa-
tion is processed through the integration of information from the event-based and
knowledge-based memory systems for the use of major processes that include the
selection of strategies and rules for maintaining or manipulating information for
subsequent decision-making and action.

On a neurobiological level each attribute maps onto a set of neural regions and
their interconnected neural circuits (see Figs. 1.1, 1.2, 1.3). For example, within the
event-based memory system, it has been demonstrated that in animals and humans
(a) the hippocampus supports memory for spatial, temporal, and language attribute
information, (b) the caudate mediates memory for response attribute information,
(c) the amygdala subserves memory for reward value (affect) attribute information,
and (d) the perirhinal and extrastriate visual cortex support memory for visual ob-
ject attribute information as an example of a sensory-perceptual attribute (for more
detail see Kesner 1998b, 2007).

Within the knowledge-based memory system, it has been demonstrated that
in animals and humans (a) the posterior parietal cortex (PPC) supports memory
for spatial attributes, (b) the dorsal and dorsolateral PFC and/or anterior cingulate
(AC) support memory for temporal attributes, (c) the premotor, supplementary
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motor, and cerebellum in monkeys and humans and precentral (PC) cortex and
cerebellum in rats support memory for response attributes, (d) the orbital PFC
supports memory for reward value (affect) attributes, (e) the inferotemporal cortex
in monkeys and humans and TE2 cortex in rats subserves memory for sensory-
perceptual attributes, for example, visual objects, and (f) parietal cortex, Broca and
Wernicke’s areas subserve memory for the language attribute (for more detail see
Kesner 1998b, 2007).

Within the rule-based memory system it can be shown that different subdivi-
sions of the PFC support different attributes. For example, (a) the dorsolateral and
ventrolateral PFC in humans support spatial, object, and language attributes and
the infralimbic and prelimbic (PL) cortex in rats supports spatial and visual ob-
ject attributes, (b) the premotor and supplementary motor cortex in monkeys and
humans and PC cortex in rats support response attributes, (c) the dorsal, dorsolat-
eral, and mid-dorsolateral PFC in monkeys and humans and AC in rats mediate
primarily temporal attributes, and (d) the orbital PFC in monkeys and humans and
agranular insular cortex in rats support affect attributes (for more detail see Kesner
20002a;2007).

Event-Based Memory System

Given the complexity of memory representations in the brain, how is one to test the
neurobiological basis of the attribute model of memory? To test whether different
brain regions subserve the processing of different attributes within the event-based
memory system, [ selected the process of short-term or working memory. The short-
term memory task designed to test this consists of a study phase comprising one
item (e.g., object, spatial location, motor response, or reward) and then follow-
ing a delay there is a test phase consisting of two items with one item identical to
the study phase and a new item leading to reinforcement for a match or mismatch
with the study phase. After the task is learned, lesions of specific neural substrates
are used. With this paradigm, it has been shown that there is a triple dissociation
among the hippocampus (spatial location), caudate (response), and extra striate vi-
sual cortex (visual object; Kesner et al. 1993), a double dissociation between the
hippocampus (spatial location) and the amygdala (affect; Gilbert and Kesner 2002a;
2006), a double dissociation between hippocampus (spatial location) and perirhinal
cortex (visual object; Gilbert and Kesner 2003a; Kesner 1999), as well as a double
dissociation within the hippocampus in terms of spatial (dentate gyrus (DG)) verses
temporal (CA1) processing of information (Gilbert et al. 2001). Thus, it appears
that within the event-based memory system different neuroanatomical circuits are
involved in the processing of different attributes in that they can operate indepen-
dent of each other.

In subsequent research, I have concentrated on determining the importance of
examining multiple processes associated with the event-based memory system, in-
cluding (1) conjunctive encoding to create a spatial representation, (2) selective
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filtering or attenuation of interference with encoding of information labeled as pat-
tern separation, especially for spatial location and spatial contextual information,
(3) formation of arbitrary associations, (4) retrieval of familiar information based
on pattern completion, (5) temporal processing of information including temporal
pattern separation, (6) short-term and intermediate-term memory for new informa-
tion, and (7) promotion of consolidation or elaborative rehearsal of new informa-
tion. I will concentrate on the different subregions of the hippocampus and will
mention other brain areas that subserve the same function for a different attribute
given the availability of empirical studies. First, I will examine the role of the
DG subregion of the hippocampus in supporting conjunctive encoding to create a
spatial representation and selective filtering or attenuation of interference with en-
coding of information-labeled pattern separation, especially spatial. Second, I will
examine the role of the CA3 subregion of the hippocampus in supporting forma-
tion of arbitrary associations and retrieval of familiar information based on pattern
completion. Third, I will examine the role of the CA1 subregion of the hippocam-
pus in supporting temporal processing of information including temporal pattern
separation. I will not discuss intermediate-term memory for new information and
promotion of consolidation or elaborative rehearsal of new information because of
space limitations.

DG and Conjunctive Encoding

The DG has been shown to receive multiple sensory inputs, including vestibu-
lar, olfactory, visual, auditory, and somatosensory, from the perirhinal and lateral
entorhinal cortex in conjunction with spatially organized grid cells from the medial
entorhinal cortex (Hafting et al. 2005) to represent metric spatial representa-
tions. The perforant path input of the DG can be divided into medial and lateral
components. The medial component processes spatial information and the lateral
component processes nonspatial (e.g., objects, odors) information (Hargreaves
et al. 2005; Witter et al. 1989). Based on the idea that the medial perforant path
(MPP) input into the DG mediates spatial information via activation of N-methyl-
D-aspartate receptor (NMDA) receptors and the lateral perforant path (LPP) input
into the DG mediates visual object information via activation of opioid receptors,
the following experiment was conducted. Using a paradigm developed by Poucet
(1989) rats were tested for detection of a novel spatial change and detection of a
novel visual object change while under the influence of direct infusions of AP5 (an
NMDA antagonist) or naloxone (a p-opiate antagonist) into the DG. The results are
shown in Fig. 1.4 and indicate that naloxone infusions into the DG disrupted both
novelty detection of a spatial location and a visual object, whereas AP5 infusions
into the DG disrupted only detection of a novel spatial location, but had no effect on
detection of a novel object (Hunsaker et al. 2007). These data suggest that the DG
uses conjunctive encoding of visual object and spatial information to provide for a
spatial representation that may be based on metric information.
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Fig. 1.4 The effects of naloxone (NLX), 2-amino-5-phosphonovaleric acid (4PV), or phosphate
buffered saline (PBS) infusions within the DG for spatial (bars on the left) and nonspatial (visual
object; bars on the right) novelty detection

DG and Spatial Pattern Separation

Pattern separation is defined as a process to remove redundancy from similar inputs
so that events can be separated from each other and interference can be reduced, and
in addition can produce a more orthogonal, sparse, and categorized set of outputs.
Computational models have emphasized the importance of the hippocampus in me-
diating spatial pattern separation, which has been developed extensively by com-
putational models of the subregions of the hippocampus with a special emphasis
on the DG. Based on the empirical findings that all sensory inputs are processed
by the DG subregion of the hippocampus, it has been suggested that a possible role
for the hippocampus might be to provide for sensory markers to demarcate a spatial
location, so that the hippocampus can more efficiently mediate spatial information.
It is thus possible that one of the main process functions of the hippocampus is to
encode and separate spatial locations from each other. This would ensure that new
highly processed sensory information is organized within the hippocampus and en-
hances the possibility of remembering and temporarily storing one place as separate
from another place. It is assumed that this is accomplished via pattern separation of
spatial information, so that spatial locations can be separated from each other and
spatial interference is reduced.

Rolls’ (1996) model proposes that pattern separation is facilitated by sparse con-
nections in the mossy fiber system, which connects DG granular cells to CA3 pyra-
midal neurons. Separation of patterns is accomplished based on the low probability
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that any two CA3 neurons will receive mossy fiber input synapses from a similar
subset of DG cells. Mossy fiber inputs to CA3 from DG are suggested to be essen-
tial during learning and may influence which CA3 neurons will fire based on the
distributed activity in the DG. Cells of the DG are suggested to act as a competitive
learning network with Hebb-like modifiability to reduce redundancy and produce
sparse, orthogonal outputs. O’Reilly and McClelland (1994) and Shapiro and Olton
(1994) also suggested that the mossy fiber connections between the DG and CA3
may support pattern separation.

To examine the contribution of the DG to spatial pattern separation, Gilbert
et al. (2001) tested rats with DG lesions using a paradigm that measured short-term
memory for spatial location information as a function of spatial similarity between
locations. Specifically, the study was designed to examine the role of the DG sub-
region in discriminating spatial locations when rats were required to remember a
spatial location based on distal environmental cues and to differentiate between
the to-be-remembered location and a distractor location with different degrees of
similarity or overlap among the distal cues. Rats were tested using a cheeseboard
maze apparatus (the cheeseboard is similar to a dry-land water maze with 177 cir-
cular, recessed holes on a 119 cm diameter board) on a delayed-match-to-sample for
spatial location task. Animals were trained to displace an object that was randomly
positioned to cover a baited food well in 1 of 15 locations along a row of food wells.
Following a short delay, the animals were required to choose between objects which
were identical to the sample phase object: One object was in the same location as
the sample phase object and the second object was in a different location along
the row of food wells. Rats were rewarded for displacing the object in the same
spatial location as the sample phase object (correct choice), but they received no re-
ward for displacing the foil object (incorrect choice). Five spatial separations, from
15 to 105 cm, were used to separate the correct object and the foil object during
the choice phase. The results are shown in Fig. 1.5 and indicate that rats with DG
lesions were significantly impaired at short spatial separations; however, during the
choice phase, performance of DG-lesioned animals increased as a function of great-
er spatial separation between the correct and foil objects. The performance of rats
with DG lesions matched control rats at the largest spatial separation. The graded
nature of the impairment and the significant linear improvement in performance as
a function of increased separation illustrate a deficit in pattern separation. Based on
these results, it was concluded that lesions of the DG decrease the efficiency of spa-
tial pattern separation, which results in impairments on trials with increased spatial
proximity and increased spatial similarity among working memory representations.
Thus, the DG may function to encode and to separate events in space producing
spatial pattern separation. Such a spatial pattern separation ensures that new highly
processed sensory information is organized within the hippocampus, which in turn
enhances the possibility of encoding and temporarily remembering one spatial loca-
tion as separate from another.

In further support of the attribute model, it has been shown that lesions of the
amygdala, but not hippocampus, disrupt memory-based pattern separation for af-
fect information (Gilbert and Kesner 2002a), lesions of the caudate nucleus, but
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Fig. 1.5 a Mean percent correct performance as a function of spatial separation (number of inter-
vening locations) for the control group, CA1 lesion group, and DG lesion group on preoperative
trials. b, ¢ Mean percent correct performance as a function of spatial separation for the control
group, CAL1 lesion group, and DG lesion group on two sets 1/2 and 3/4 of 30 postoperative trials.
Note the inter-cue distance-dependent impairment in performance in the DG-lesioned group, dem-
onstrating the role of DG in spatial pattern separation

not hippocampus, disrupt memory-based pattern separation for motor responses
(Kesner and Gilbert 2006), lesions of the perirhinal cortex, but not hippocampus,
disrupt memory-based pattern separation for objects (Gilbert and Kesner 2003a),
and ventral DG lesions disrupt memory-based pattern separation for odors (Weeden
et al. 2014).

CA3 and Arbitrary Associations

In the standard model (Marr 1971; McNaughton and Morris 1987; Levy 1996; Has-
selmo and Wyble 1997; Rolls and Treves 1998; Rolls and Kesner 2006), the CA3
system acts as an auto-association system. This enables arbitrary (especially spatial
in animals and likely language for humans as well) associations to be formed within
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Fig. 1.6 Object-cued spatial Ob] ect - cued Spatlal L ocation

location recall. Each shape
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experienced spatial locations
Test Phase

O,

the hippocampus. The CA3 recurrent collateral associative connections enable bidi-
rectional associations to be formed between whatever stimuli are represented in the
hippocampus, in that, for example, any place could be associated with any object,
and in that the object could be recalled with a spatial recall cue, or the place with an
object recall cue (Rolls and Treves 1998).

In the Kesner laboratory, a visual object-recall for a spatial location task has
been developed based on the Day et al. (2003) experiment. In this task, after train-
ing to displace objects for food, rats in the study phase of each trial are placed in
the start box (see Fig. 1.6 where each shape represents an object). When the door
in front of the start box is opened the rats are allowed to displace one object in one
location, and then return to the start box, after which the door is opened again and
the rats are allowed to displace a second object in another location. To ensure that
each trial was unique, 50 possible objects and 48 locations were used. In the test
phase of each trial (see Fig. 1.6 where the open square represents spatial locations
covered by a neutral block), the rat is shown one of the previously presented objects
(first or second, randomized) in the start box as a cue for which spatial location to
choose, and then, after a 10-s delay, the door is opened and the rats must go to the
correct location (choosing and displacing one of two identical neutral objects). The
rats receive a reward for selecting the correct location that was associated with that
specific object cue. A spatial location-cued recall for a visual object task has also
been developed (see Fig. 1.7). For the spatial-cued recall for a visual object task,
the study phase (See Fig. 1.7 where each shape represents a different object) is the
same, but in this case in the test phase (see Fig. 1.7 where the open square represents
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the correct location which is covered by a neutral block given as a cue), when the
door is opened the rat is allowed to displace a neutral object in one of the previous
locations (first or second, randomized) on the maze as a location cue, return to the
start box, and then, after a 10-s delay, the door is opened and the rats must select the
correct object (choosing and displacing one of two visual objects placed in different
locations than during the study phases). The rats receive a reward for selecting the
correct visual object that was associated with the location cue. Rats learn both tasks
with 75 % or better accuracy.

Results are shown in Figs. 1.8 and 1.9 and indicate that CA3 lesions produce
chance performance on both the object-cued place recall and the place-cued object
recall task (Kesner et al. 2008).

The potential implications of such results are that indeed the CA3 supports arbi-
trary associations as well as episodic memory based on one-trial learning. A control
fixed visual conditional to place task with the same delay was not impaired, show-
ing that it is recall after one-trial (or rapid) learning that is impaired. Thus, some
hippocampal neurons appear to process spatial recall given an object recall cue.
These data are consistent with the prediction of the standard computational model
that emphasizes the importance of CA3 in mediating the development of arbitrary
associations.

There is anatomical support for CA3 involvement in support of the mediation
of associative processes including arbitrary associations. The perforant path from
the entorhinal cortex can be divided into a medial and lateral component. It has
been suggested that the medial component processes spatial information and that
the lateral component processes nonspatial (e.g., object, odor) information (Witter
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Fig. 1.8 Mean percent correct performance for the control and CA3-lesioned rats on the object-
cued spatial location recall task before (pre) and after surgery (30 trials of post 1 and 30 trials of
post 2). Note the profound CA3 lesion effect

et al. 1989; Hargreaves et al. 2005). In one study Ferbinteanu et al. (1999) showed
that lesions of the MPP disrupted water maze learning, whereas LPP lesions had no
effect. In a more recent study based on the idea that the MPP input into the CA3
mediates spatial information via activation of NMDA receptors and the LPP input
into the CA3 mediates visual object information via activation of opioid receptors,
the following experiment was conducted using the same paradigm described in the
dentate and conjunctive encoding section except that direct infusions of AP5 (an
NMDA antagonist) or naloxone (a p-opiate antagonist) into CA3 were administered.
The results indicated that naloxone or AP5 infusions into the CA3 disrupted both
novelty detection of a spatial location and a visual object (Hunsaker et al. 2007).

CA3 and Pattern Completion

Marr (1971) suggested that hippocampal recurrent collaterals should play a sig-
nificant role during the retrieval of previously stored information patterns in the
face of partial inputs to the hippocampus (“collateral effect” or pattern comple-
tion). According to McNaughton and Morris (1987) and Rolls and Treves (1998), an
auto-associative network within CA3 should be able to support pattern completion.
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Fig. 1.9 Mean percent correct performance for the control and CA3-lesioned rats on the spatial
location-cued object recall task before (pre) and after surgery (30 trials post 1 and 30 trials post 2).
Note the profound CA3 lesion effect

Experimental efforts to find evidence of pattern completion within the CA3 region
have been successful in recent years. For example, Gold and Kesner (2005) trained
rats on a delayed matching-to-sample for a spatial location task to study spatial pat-
tern completion. Animals were tested on the cheeseboard task, which was surround-
ed by a black curtain with 4 extra-maze cues. In the sample phase of the task, rats
were trained to move a small black block covering a food well which could appear
in 1 of 5 possible spatial locations that were in front of 4 extra-maze cues (i.e., the
rat could see all 4 cues when approaching the spatial location as they were within
the 180° visible immediately upon leaving the start box). During the choice phase
of the task, rats were required to find the same food well, with the block removed
in order to receive a food reward. After reaching stable performance, rats were ran-
domly assigned to receive bilateral intracranial neurotoxic infusions or vehicle con-
trol infusions into the CA3 subregion of the hippocampus. Following recovery from
surgery, each animal was re-tested on the delayed matching-to-sample task. During
the sample phase, the animal was presented with all 4 extra-maze cues; however,
the number of available cues (0, 1, 2, 3, or 4 cues) varied during the choice phase.
The results are shown in Fig. 1.10 and indicate that control rats performed well on
the task regardless of the availability of 1, 2, 3, or 4 cues, suggesting intact spatial
pattern completion. Following the CA3 lesion, however, there were impairments in
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accuracy compared to the controls especially when only 1 or 2 cues were available,
suggesting impairment in spatial pattern completion in CA3-lesioned rats (Gold
and Kesner 2005). Similar results were observed for naloxone (p-opioid receptor
antagonist) infusions into CA3 (Kesner and Warthen 2010).

CAl and Temporal Pattern Separation

Estes (1986) summarized data demonstrating that, in human memory, there are few-
er errors for distinguishing items (by specifying the order in which they occurred)
that are far apart in a sequence than those that are temporally adjacent. This phe-
nomenon is referred to as a temporal distance effect (sometimes referred to as a tem-
poral pattern separation effect (Kesner et al. 2004)). The temporal distance effect is
assumed to occur because there is more interference for temporally proximal events
than for temporally distant events. Based on these findings, Gilbert et al. (2001)
tested memory for the temporal order of items in a one-trial sequence learning para-
digm in rodents. In the task, each rat was given one daily trial consisting of a sample
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Fig. 1.10 Pattern completion impairment produced by CA3 lesions. The mean (with SEM) degree
of error in finding the correct place on the cheeseboard task when rats were tested with 1, 2, 3, or
4 of the extra-maze cues available. A graded impairment in the CA3 lesion group as a function of
the number of cues available was found. Prior to surgery the task was learned in the study phase
with the 4 cues present. The performance of the control group is also shown
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Fig. 1.11 a Mean percent correct performance as a function of temporal pattern separation for the
control group, DG lesion group, and CA1 lesion group on preoperative trials. b Mean percent cor-
rect performance as a function of temporal separation for the control group, DG lesion group, and
CAL lesion group on postoperative trials

phase followed by a choice phase. During the sample phase, the animal visited each
arm of an §-arm radial maze once in a randomly predetermined order and was given
areward at the end of each arm. The choice phase began immediately following the
presentation of the final arm in the sequence. In the choice phase, two arms were
opened simultaneously and the animal was allowed to choose between the arms.
To obtain a food reward, the animal had to enter the arm that occurred earlier in
the sequence that it had just followed. Temporal separations of 0, 2, 4, and 6 were
randomly selected for each choice phase. These values represented the number of
arms in the sample phase that intervened between the arms that were used in the test
phase. After reaching criterion, rats received CA1l, DG, or control lesions. The re-
sults are shown in Fig. 1.11 and indicate that control and DG-lesioned rats matched
their preoperative performance across all temporal separations. In contrast, rats with
CAL lesions performed at chance across 0, 2, 4, and 6 temporal separations.

The results suggest that the CA1 subregion is involved in memory for spatial
location as a function of temporal separation of spatial locations. Thus, lesions of
the CA1 decrease efficiency in temporal pattern separation. CAl-lesioned rats can-
not separate events across time, perhaps due to an inability to inhibit interference
that may be associated with sequentially occurring events. The increase in temporal
interference impairs the rat’s ability to remember the order of specific events. For
additional functions of CA1, see Hunsaker et al. (2008).

In summary, the hippocampus was used to detail the multiple operations that
characterize the overall activity of this brain region within the event-based memory
system. The processes that were discussed include DG mediation of conjunctive en-
coding and spatial pattern separation, CA3 mediation of arbitrary associations and
pattern completion, and CA1 mediation of temporal pattern separation. It should be
noted that there are parallel brain-function relationships between the rodent data and
the human data. With the use of similar behavioral paradigms with humans, it can
be shown that there is extensive support for the attribute-based theoretical model of
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memory that is organized into event-, knowledge-, and rule-based memory systems.
For review of the hippocampus see Kesner and Hopkins (2006) and Kesner and Go-
odrich (2010), for a review of parietal cortex see Kesner and Cream-Regehr (2013),
and for a review of PFC, see Kesner and Churchwell (2011).

Knowledge-Based Memory System

The model suggests that different brain regions subserve the processing of different
attributes within the knowledge-based memory system. To illustrate this, I selected
processes that mediate perceptual memory associated within long-term memory in-
cluding repetition priming and object recognition. The emphasis will be on visual
and spatial perceptual processing and object recognition within the knowledge-
based system. I will concentrate on temporal cortex (TE2) and make comparisons
with the PPC in this section. To study one process associated with the knowledge-
based system, a positive priming task was selected. Rats were then trained on tasks
that resulted in a positive priming effect as indexed by facilitation of responding
following a repetition of a spatial location or a visual object. TE2 lesions produced
a deficit in processing positive priming for features of visual objects (a component
of the knowledge-based memory system), but the rats performed well in positive
priming for spatial location (Kesner, in preparation), whereas PPC lesions produced
a deficit in processing positive priming for spatial locations (a component of the
knowledge-based memory system), but performed well in positive priming for vi-
sual objects (in preparation). Thus, there is a double dissociation between TE2 and
PPC for visual object verses spatial location priming. In a somewhat different study,
a continuous recognition procedure was used to train rats on a 12-arm radial maze.
Each rat was allowed to visit a sequence of 12 arms per day in an order predeter-
mined for that trial. Of the 12 arms visited, either 3 or 4 of the arms were repeated
within the running sequence. The arms selected for repetition varied according to
lag (0-6), or the number of arms that occurred between the first visit to an arm and
its repetition. To gain access to each arm, the animal was required to orient to a cue
on the Plexiglas door at the entrance of the arm. Once the animal oriented to the cue,
the door was lowered and the latency for the animal to reach the end of the arm was
measured. Three groups of rats were trained on the knowledge-based perceptual
memory training procedure. The perceptual/implicit memory group received rein-
forcement at the end of each arm regardless of whether the arm was a novel arm or
arepeated arm. This group showed decreased latencies when visiting repeated arms
displaying a repetition priming effect. The rats then received PPC, sham-operated,
or cortical control lesions. After retesting, the results indicated that relative to the
sham-operated and control groups control, the PPC-lesioned rats were impaired in
the knowledge-based perceptual memory condition (Chiba et al. 2002).

Using a visual object—place recognition task, TE2-lesioned rats failed to detect
a visual object change, whereas PPC-lesioned rats failed to detect a spatial loca-
tion (Tees 1999) suggesting that the two cortical areas play a distinctive role in
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perceptual processing of visual verses spatial location information. Similar results
were reported by Ho et al. (2011) who showed that rats with TE2 lesions had object
recognition problems at 20 min, but not at 5-min delays. Lesions of the rat PPC
disrupted retention of a spatial navigation task using either the water maze or dry-
land version of the water maze task (DiMattia and Kesner 1988; Kesner et al. 1991,
Save and Moghaddam 1996). Furthermore, in a multiple object scene task, PPC
lesions disrupted retention of a previously learned discrimination in which rats had
to detect a change in the location of the object in a scene, but had no effect in a pre-
viously learned discrimination in which the rat had to detect a change in one of the
objects (DeCoteau and Kesner 1998). Finally, rats with PPC lesions do not react to
a change consisting of removing a stimulus requiring a retrieval-dependent pattern
completion process (Save et al. 1992).

Other examples of a role for PPC in storing spatial information into long-term
memory include a study by Kesner et al. (1987), who had shown that in an 8-arm
maze task PPC lesions placed in rats after training on 4 unbaited and 4 baited arms
resulted in a deficit in retrieval from knowledge-based memory, but not from event-
based memory. If one assumes that the presentation of unbaited arms reflects the
operation of long-term memory and that the presentation of baited arms reflects the
operation of event-based memory, then lesions of the PPC only disrupted long-term
memory, but not event-based memory.

Finally, there is evidence to suggest that the parietal cortex may be a site for
long-term representation of complex spatial information. Cho and Kesner (1996;
Cho et al. 1995) have shown that rats with parietal cortex lesions have a nongraded
retrograde amnesia for four, but not two previously learned spatial discriminations
prior to surgery, suggesting that the deficit cannot be due to a performance or an-
terograde amnesia problem, but rather appears to be a function of the number or
complexity of the spatial information to be stored and to be remembered.

In summary, within the knowledge-based memory system different brain regions
process different attributes in support of perceptual processes. Data are presented to
support this assertion by demonstrating that the PPC mediates the spatial attribute
for spatial perceptual information and spatial recognition, whereas the TE2 cortex
mediates the sensory-perceptual attribute for visual object information and visual
object recognition.

Rule-Based Memory System

The model assumes that different brain regions subserve the processing of differ-
ent attributes within the rule-based memory system. I selected a variety of tasks to
illustrate this, because processing of mnemonic information is likely to incorporate
rules and strategies and is associated with the emphasis on PFC function. Wise et al.
(1996) suggested that the subregions of the PFC can be divided on the basis of rules
and strategies. Furthermore, they proposed a hierarchy in terms of the complexity of
the rules required, which they labeled lower order, higher order, and highest order.
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I have proposed that the PFC in the rat can be fractionated in terms of functions as-
sociated with a slightly revised rule model that incorporates the rule-based memory
system component of the attribute model (Kesner 2000a).

One can organize the subregions of the PFC in the rat according to the schema
proposed by Uylings and van Eden (1990). These subregions include the medial
PFC which can be subdivided into a dorsal medial region including the PC cortex,
the dorsal and ventral AC cortices, and a ventral medial region including the PL and
infralimbic as well as medial orbital cortices (PL-IL/MO), the lateral PFC which
includes the dorsal and ventral agranular insular and the lateral orbital cortices (Al/
LO), and the ventral PFC which includes the ventral orbital and ventrolateral orbital
cortices (VLO/VO).

PC Cortex

The PC cortex appears to play an important role in working memory for motor
responses requiring temporal processing of information, and paired associate learn-
ing. Supporting evidence is based on the findings that lesions of the AC and PC
cortices that spare the PL-IL/MO cortex produce a deficit in working memory for
motor response information such as working memory for a motor (right-left turn)
response (Kesner et al. 1996), acquisition of an egocentric turn response (Kesner
et al. 1989), and acquisition of visual-motor associative conditional discriminations
(Passingham et al. 1988; Winocur 1991; Winocur and Eskes 1998).

AC Cortex

The AC cortex appears to play an important role in memory requiring temporal
processing of information and paired associate learning. These lesions disrupt
performance associated with processing of information in complex tasks, such as
memory for temporal order of spatial information (Chiba et al. 1994, 1997; Kesner
and Holbrook 1987; Kesner 1998a), memory for frequency information (Kesner
1990), use of a prospective code in a spatial 12-arm working memory task (Kesner
1989), and working memory for a list of five spatial locations (Kesner and Hol-
brook 1987).

The AC and PC cortex lesions, however, do not disrupt acquisition of visual,
spatial, or olfactory discrimination (Eichenbaum et al. 1983; Harrison and Mair
1996; Ragozzino et al. 1999a), spatial discrimination reversal, cross-modal switch-
ing from visual cue to place or place to visual cue, switching between win-stay and
win-shift rules or switching from a delayed nonmatching-to-sample to a delayed
matching-to-sample rule (Harrison and Mair 1996; Neave et al. 1994; Ragozzino
et al. 1998), spatial location navigation (deBruin et al. 1997; Kesner et al. 1989;
King and Corwin 1992), working memory for visual object (Ennaceur et al. 1997,
Kesner et al. 1996; Shaw and Aggleton 1993), duration (Jackson et al. 1998), or af-
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fect information (Decoteau et al. 1997). There are also no deficits, with a few excep-
tions, in working memory for spatial information using delayed nonmatching-to-
position, delayed spatial alternation or nonmatching-to-sample in a T-maze, §-arm
maze, or continuous spatial recognition memory procedure (Ennaceur et al. 1997,
Kesner et al. 1996; Ragozzino et al. 1998). Thus, the data suggest that the AC and
PC cortex process rule-dependent working memory for motor response informa-
tion, conditioned learning with response association as an important component to
be learned, and/or higher order cognitive processes, but do not process rule-depen-
dent working memory for visual object, spatial, affect (taste), or time as duration
information as well as intramodal or cross-modal shifting of set and acquisition of
spatial location navigation.

PL and Infralimbic Plus Medial Orbital Cortex (PL-IL/MO)

The PL-IL/MO cortex appears to play an important role in working memory for
visual object and spatial location information as well as rules associated with cross-
modal set switching. Supporting evidence is based on the findings that lesions of
the PL-IL/MO cortex produced deficits in working memory for spatial information
(Delatour and Gisquet-Verrier 1996; Ragozzino et al. 1998; Seamans et al. 1995),
working memory for visual object information (Kesner et al. 1996), and cross-modal
switching between place and visual cue or visual cue and place as well as motor re-
sponse and place and place and motor response (Ragozzino et al. 1999a; Ragozzino
et al. 1999b). These lesions, however, do not affect the acquisition of spatial, motor
response, and visual discriminations, or visual, motor response, and spatial intramo-
dal (reversal) learning (Bussey et al. 1997; Ragozzino et al. 1998; Ragozzino et al.
1999b) or learning of spatial location navigation (Maaswinkel et al. 1996), working
memory for affect or motor response (DeCoteau et al. 1997; Ragozzino and Kesner
1998), and no deficit in a visual-response conditional associative task (Bussey et al.
1996). Thus, the data suggest that the PL-IL/MO cortex mediates working memory
for spatial and visual object information as well as cross-modal switching involving
spatial locations and visual objects as well as spatial locations and motor responses,
but is not involved in motor response working memory, visual-response conditional
processing or intramodal switching.

Agranular Insular and Lateral Orbital Cortex (AI/LO)

Based on anatomical and behavioral data, the AI/LO cortex appears to play an im-
portant role in working memory for affect information usually involving odor and
taste. Supporting evidence is based on the findings that lesions of the AI/LO cortex
produce deficits in working memory for affect based on taste or odor information
(DeCoteau et al. 1997; Otto and Eichenbaum 1992; Ragozzino and Kesner 1999).
There is also some evidence that this region plays a role in mediation of cross-
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modal associations in that many neurons within the AI/LO region fire differential-
ly for a cross-modal association between odors and locations (Lipton et al. 1999).
There are also deficits in acquisition and retention of a tactile-odor configuration
task (Whishaw et al. 1992). However, there are mild or no significant deficits in
odor discrimination or taste preferences (DeCoteau et al. 1997; Eichenbaum et al.
1983; Whishaw et al. 1992), in spatial working memory (Eichenbaum et al. 1983;
Ragozzino and Kesner 1998a), and in learning a spatial location navigation task
(Corwin et al. 1994). Also, there are no deficits in spatial discrimination or its rever-
sal (Harrison and Mair 1996). Analysis of single cell recording from the agranular
insular, lateral orbital, and ventrolateral orbital cortices revealed that there are cells
that respond primarily when the animal makes a reliable shift to perform in a go no-
go olfactory discrimination task. A few cells reverse their firing selectivity during
reversal training, but the exact location of these cells within the agranular insular,
lateral orbital, and ventrolateral orbital cortices was not specified (Schoenbaum et al.
1999). Thus, the data suggest that the AI/LO cortex mediates working memory for
odor and taste information as well as cross-modal associations with odor and other
sensory modalities, but is not involved in spatial processing of information. There is
not much data available for the contribution of the ventral orbital and ventrolateral
orbital cortices, but lesions in this area in conjunction with lateral orbital cortex con-
tribute to reversal learning (Kim and Ragozzino 2005; McAlonan and Brown 2003).

In summary, based on the Wise et al. 1996 rule model, the PC cortex supports
higher order rules for motor responses, the AC cortex supports the highest rules
for temporal ordering, paired associate learning, list learning, and planning that
include the use of temporal and prospective strategies, the PL-IL/MO cortex sup-
ports higher order rules for spatial and visual object information, the AI/LO cortex
supports higher order rules for odor and taste information, and the VLO/VO cortex
supports lower order rules.

Also there are dissociations based on different attributes characterizing the con-
tribution of (a) the response memory attribute mediated by the PC, but not the AC,
PL-IL/MO, or AI/LO cortical regions, (b) the temporal memory attribute mediated
by AC, but not PC, PL-IL/MO, or AI/LO cortical regions, (c) the object and spatial
memory attributes mediated by the PL-IL/MO region, but not the PC, AC, or Al/
LO cortical regions, and (d) the affect memory attribute mediated by AI/LO but not
PL-IL/MO cortical region. There is also a clear correspondence between rats and
humans in terms of mediation of the abovementioned attributes. For more detail see
Kesner (2000a) and Kesner and Churchwell (2011).

Interactions between Event-Based and Rule-Based Memory

Are there interactions between the event-based (e.g., hippocampus) and rule-based
memory systems (e.g., IL/PL)? I present two examples based on temporal process-
ing of information. In the first study, Lee and Kesner (2003) examined the dynamic
interactions between the PFC and hippocampus by training and testing rats on a
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delayed nonmatching-to-place task on an 8-arm radial maze. Rats had to remember
a single spatial location following short-term delays (i.e., 10 s or 5 min). The results
showed that inactivating both regions at the same time resulted in a severe impair-
ment of short-term and intermediate memory for spatial information suggesting that
one of the structures needs to function properly for intact processing of short- or
intermediate-term spatial memory. Thus, the two regions interact with each other
to ensure the processing of spatial information across a dynamic temporal range
including both short- and intermediate-term memory. These results provide com-
pelling evidence indicating that a mnemonic time window is a critical factor in
dissociating the function of the hippocampal system from that of the medial PFC
in a delayed choice task. That is, the dorsal hippocampus and medial PFC appear
to process spatial memory in parallel within a short-term range, whereas the dorsal
hippocampal function becomes more essential once the critical time window re-
quires spatial memory for a time period exceeding that range. In the second study,
rats were also trained on a spatial delayed nonmatch-to-sample working memory
task using short- (10 s) and long- (5 min) time delays to evaluate the hypothesis
that the intermediate CA1 region of the HPC (iCAl) and PL cortex interact and
operate in parallel under different temporal working memory constraints. To assess
the functional role of these structures, an inactivation strategy was used in which
each subject received bilateral chronic cannula implantation of the iCA1 and PL,
allowing one to perform bilateral, contralateral, ipsilateral, and combined bilateral
inactivation of structures and structure pairs within each subject. Compared to sa-
line infusions, rats receiving contralateral infusions of muscimol into PL and iCA1
displayed an impairment for the 5-min delay, but not the 10-s delay. In contrast, rats
receiving ipsilateral infusions of muscimol into PL and iCA1 displayed no impair-
ment at either delay. These results suggest that there is an interaction in terms of
temporal processing of information between the PL and iCA1. However, bilateral
infusions of muscimol into both PL and iCA1 resulted in a deficit at both the 5-min
and 10-s delay, suggesting that either structure may independently represent spatial
information sufficient to successfully complete the task (Churchwell and Kesner
2011). This result is similar to what was reported by Lee and Kesner (2003). The
findings of these studies suggest that there are interactions and parallel processing
of temporal information between the event- and rule-based memory systems. From
an anatomical point of view, there is a direct one way connection from iCA to PL
region (Jay and Witter 1991) and information from PL can reach the hippocampus
either via nucleus reuniens or entorhinal cortex (Vertes 2006). This circuit could
subserve the functions described above.

Interactions Between Knowledge-Based and Event-Based Memory

Are there interactions and dissociations between different attributes within the
knowledge-based (e.g., PPC) and event-based memory systems (e.g., hippocam-
pus)? I present two experiments dissociating knowledge-based perceptual memory
verses event-based memory processing of information as well as experiments ex-
amining binding of objects and places.
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In the first experiment, two spatial continuous recognition training procedures
designed to query knowledge-based perceptual memory and event-based episodic
memory were employed. A continuous recognition procedure was used to train rats
on a 12-arm radial maze. The details of the experimental protocol can be found in the
knowledge-based memory section. After training, rats received PPC, hippocampus,
or sham-operated and cortical control lesions. After retesting, the results indicated
that relative to control and pretraining performance, the PPC-lesioned rats were im-
paired in the knowledge-based perceptual memory condition, but showed no deficits
in the event-based episodic memory condition. In contrast, the hippocampal-lesioned
rats were impaired in the event-based episodic memory condition, but showed no
deficits in the knowledge-based perceptual memory condition (Chiba et al. 2002).

To have an even better measure of knowledge-based perceptual memory, a new
experiment was generated to measure positive as well as negative repetition prim-
ing for spatial locations in rats similar to paradigms used with humans. Based on
48 repetition trials, all rats in the positive priming condition ran more quickly to the
repeated spatial location. In the negative priming condition, it was assumed that rats
not only actively attend to the positive stimulus but also actively inhibit responding
to the negative stimulus (Neill and Mathis 1995). Based on 48 repetition trials, all
rats in the negative priming condition ran more slowly to the repeated spatial loca-
tion, because the correct location had resulted in some inhibition on the previous
trial. After training, rats received PPC lesions and then were retested. The results
indicate that PPC-lesioned rats are impaired for both positive and negative priming
(Kesner 2000b). In the positive priming paradigm different rats received lesions of
the hippocampus (Kesner 2000b). The results indicate that rats with hippocampal
lesions showed normal positive priming. Thus, it appears that the PPC, but not
the hippocampus, is directly involved in knowledge-based perceptual memory for
spatial location information. The observation that the PPC does not mediate event-
based episodic memory is supported by the observations that PPC lesions do not
disrupt performance in a 5-choice serial reaction-time task (Muir et al. 1996). The
data of both experiments suggest that there is a double dissociation between the
two systems indicating that the two systems can operate independent of each other.
Thus, a double dissociation appears to exist between PPC and hippocampus for
knowledge-based perceptual memory verses event-based episodic memory opera-
tions, suggesting that the two neural circuits mediated by the hippocampus and PPC
can operate independent of each other. This functional independence would require
that spatial information reach the hippocampus and PPC via separate neural path-
ways. Indeed spatial information that reaches the dorsal lateral thalamus in the rat
can be directed to the hippocampus via connections with the pre- and parasubicu-
lum and medial entorhinal cortex and the PPC via direct connections. In the rat
there are no direct connections between the PPC and the hippocampus. The parietal
cortex and the hippocampus can interact via the entorhinal cortex or the retrosple-
nial cortex and pre- and parasubiculum (Kohler 1985; Van Groen and Wyss 1990;
Witter et al. 1989).

A second possible role for the rodent parietal cortex could be to bind across
modalities to maintain the association between landmark and spatial location in-
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formation. In other words, the parietal cortex may not be involved in memory for
a single landmark or a single spatial location, but rather in the processing that as-
signs a specific landmark to a specific spatial location. To test this hypothesis, rats
with small lesions of the parietal cortex were tested in an object/spatial location
paired-associate task that required concurrent memory for both object and spatial
location information. In addition, memory for landmark only or spatial location
only information was also assessed. A deficit in the paired associate task (which re-
quires memory for both landmark and spatial location information), in the absence
of deficits in either the landmark only or the spatial location only memory, would
support the idea that the PPC is involved in the memory for the combination of
landmark and spatial location information. The results indicated that small lesions
of the PPC as defined by Reep et al. (1994) and larger PPC lesions disrupted learn-
ing of the object—place paired-associate task, but did not disrupt the learning of a
spatial or object discrimination (Long and Kesner 1998). Furthermore, lesions of
the hippocampus and especially the CA3 subregion of the hippocampus disrupted
object—place paired-associate learning (Gilbert and Kesner 2002b, 2003b; Long
et al. 1998), although it should be noted that a disruption only occurs when one
component of the paired-associate is a spatial location. In a subsequent study uni-
lateral lesions were made to the dorsal hippocampus or posterior PC contralaterally
or ipsilaterally. It was hypothesized that if the hippocampus and PC interact, then
contralateral-lesioned animals should be markedly impaired compared to ipsilateral
lesions. The results indicate that contralateral-lesioned animals were significantly
more impaired than animals with ipsilateral lesions during object—place paired-as-
sociate learning; however, both groups readily learned single discriminations (i.e.,
objects or places; Rogers and Kesner 2007). These results suggest that in this case
there is an interaction between the PPC and hippocampus.

It appears that both parallel and interactive processing of information character-
ize the relationships between the PPC (a component of the knowledge-based mem-
ory system) and hippocampus (a component of the event-based memory system).

Interactions Between Knowledge-Based Memory
and Rule-Based Memory

Are there interactions between different attributes within the knowledge-based
memory system (e.g., PPC) and rule-based memory system (e.g., PFC)? I selected
egocentric verses allocentric spatial processing to illustrate possible interactions be-
tween the knowledge-based and rule-based memory systems. Rats with medial PFC
or parietal cortex lesions and sham-operated and non-operated controls were tested
for the acquisition of an adjacent arm task where the rats were placed at the end of
a randomly selected arm in an 8-arm radial maze and trained to run to the adjacent
right or left arm to receive a reinforcement. This task accentuated the importance
of egocentric spatial localization. In a second task a cheeseboard spatial navigation
task that accentuated the importance of allocentric spatial localization was used.
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Results indicated that relative to controls, animals with medial-PFC lesions were
impaired on the adjacent arm task but displayed facilitation on the cheeseboard
task. In contrast, relative to controls, rats with parietal cortex lesions were impaired
on the cheeseboard task but showed no impairment on the adjacent arm task (Kes-
ner et al. 1989; King and Corwin 1992). The data suggest a double dissociation of
function between medial PFC and parietal cortex in terms of coding of egocentric
versus allocentric spatial information. However, there are data to suggest that in a
less structured task such as the water maze, that the PPC can also mediate egocen-
tric spatial information. For example, Save and Poucet (2000) showed that in the
Morris water maze PPC-lesioned rats were impaired in finding a hidden platform
when 3 salient cues were located in the pool close to the correct location (proximal
cues), but they were not impaired when only room cues (distal cues) were avail-
able to find the platform. Kolb and Walkey (1987) showed that PPC-lesioned rats
were impaired in finding a platform location in a landmark task in which the rats
had to associate a visual cue with a site that was spatially discontiguous and where
the relevant cue moved relative to the rest of the extra-maze cues. This impairment
manifested itself in the adoption of a looping strategy to locate a hidden platform.
Foreman et al. (1992) found that the trajectories of rats turning and running be-
tween familiar visible targets at opposite ends of an area were less accurate in PPC-
lesioned rats than in controls.

It appears that both parallel and potential interactive processing of information
characterize the relationships between the PPC (a component of the knowledge-
based memory system) and PFC (a component of the rule-based memory system).

Even though the event-based, knowledge-based, and rule-based memory systems
are supported by neural substrates and different operating characteristics, the sys-
tems can operate independent of each other and there are also important interactions
between the three systems. Clearly, for each attribute there is a neural circuit that en-
compasses all three memory systems in representing specific attribute information.
I will present one example depicting the neural substrates and their interconnec-
tions associated with the spatial (place) attribute across all three memory systems
(see Fig. 1.12). Note that the dorsal lateral thalamus, pre- and parasubiculum, hip-
pocampus, and subiculum represent neural substrates that support the event-based
memory system, the entorhinal cortex, parahippocampal gyrus or postrhinal cortex,
PPC, and retrosplenial cortex support the knowledge-based memory system, and
the lateral PFC or pre- and infralimbic cortex support the rule-based memory sys-
tem. This circuit provides anatomical support for a possible independence in the
operation of the hippocampus as part of the event-based memory system and PPC
as part of the knowledge-based memory system in that spatial information that is
processed via the dorsal lateral thalamus can activate both the hippocampus and the
PPC in parallel. Also, information can reach the lateral PFC or pre- and infralim-
bic cortex as part of the rule-based memory system via direct connections from
the PPC as part of the knowledge-based memory system and hippocampus as part
of the event-based memory system. Finally, spatial information can interact with
other specific attributes via a series of direct connections including, for example,
an interaction with reward value attribute information via hippocampus—amygdala
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Fig. 1.12 A representation of the spatial attribute neural circuit incorporating neural regions that
mediate event-based, knowledge-based, and rule-based memory

connection or lateral PFC—orbital frontal cortex connections and an interaction with
response attribute information via hippocampus—caudate or lateral prefrontal—pre-
motor and supplementary motor connections.

Conclusion

In this chapter, I have presented data in support of a neurobiological basis for an
attribute model based on different forms or attributes of memory such as space,
time, response, sensory-perception, reward value (affect) and in humans a language
attribute is also added. These attributes are processed by different neural regions
and interconnected networks across all three (event-based, knowledge-based, and
rule-based) memory systems. The model is a major extension of previously men-
tioned brain-based memory models (Nadel 1994; Olton 1983; Tulving 1983; Squire
1994; Cohen and Eichenbaum 1993). Each memory system operates the processing
of mnemonic information based on a unique set of processes. The selection of some
of these processes has been influenced greatly by computational models of specific
brain regions. For each brain area there are a large number of processes that define
the operation of each memory system. The hippocampus is used extensively, but not
exclusively, to detail the multiple operations that characterize the overall activity
of this brain region within the event-based memory system. The processes that are
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discussed for the event-based memory system include conjunctive encoding, spatial
pattern separation, formation of arbitrary associations, pattern completion, and tem-
poral pattern separation. The processes that are discussed for the knowledge-based
memory system include perceptual memory and repetition priming. For the rule-
based memory system the process of working memory is presented. Furthermore,
based on brain-behavior experiments, there are interactions and parallel processing
operations between the event-based and the knowledge-based memory systems, be-
tween the event-based and rule-based memory systems, and between the rule-based
and knowledge-based memory systems.
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Chapter 2
How Does the Hippocampus Support the Spatial
and Temporal Attributes of Memory?

Howard Eichenbaum, Robert Komorowski, Christopher J. MacDonald,
Benjamin J. Kraus and Jonathan Robitsek

In 1987, Kesner and DiMattia proposed that progress toward our understanding of
memory could be improved by fragmenting memory into attributes that characterize
the structural organization of memory, including space, sensory-perception, time,
response, and affect. They assigned to the hippocampus a key role in the organiza-
tion of memories in both space and time, and later, Kesner (1990) proposed that “the
interaction between spatial and temporal attributes can provide an external context
for situations.” In support of this proposal, Kesner cited existing models of the hip-
pocampus as involved in a spatial mapping of contexts (O’Keefe and Nadel 1978)
and as forming a representation of temporal context (Rawlins 1985; see also Olton
1986). At that time there was compelling evidence of hippocampal neuronal activity
that signaled spatial representations—place cells—and many studies, including key
experiments by Kesner and his colleagues, had demonstrated critical hippocampal
involvement in spatial memory. Furthermore, Kesner argued that the hippocampus
is essential in supporting the temporal attributes of memory, showing that hippo-
campal lesions impair memory for the order of arms visited in a radial arm maze
(Kesner and Novak 1982).
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One could argue that memory within the radial maze task has essential spatial
as well as temporal attributes, thus confounding a demand for spatial memory with
that of temporal organization. But, many additional experimental studies by Kesner
and his colleagues have shown that the hippocampus is also required in a variety of
tasks that contain a memory delay and in memory for the order of nonspatial stimuli
(reviewed in Kesner and Hunsaker 2010). Perhaps most compelling were experi-
ments that examined whether rats could remember unique sequences of odors, and
compared their ability to remember temporal order with that for odor discrimina-
tion (Kesner et al. 2002) and for recognition of the odor stimuli that had appeared
within the list (Fortin et al. 2002). In the tests of memory for order, rats initially
were rewarded for sampling each of a list of five odors. A few minutes later, on
the order test, they were presented two nonadjacent odors from the list and were
required to choose the less recently experienced odor to obtain another reward. Rats
performed well above chance on temporal order memory, and better when the lag
between previously presented items was larger. Rats with selective hippocampal
damage were impaired in memory for temporal order at all lags, and performance
was above chance only for the largest lag. By contrast, on tests of odor discrimi-
nation and on the recognition tests, rats with hippocampal damage performed as
well as normal rats; and the selective impairment in order memory compared to
intact item memory was striking even when overall accuracy in normal animals was
matched between tasks.

These findings indicate that the hippocampus is essential in processing the tem-
poral organization per se, independent of the memories for the items themselves,
which was intact following hippocampal damage. There is a large literature on the
ability of rats to time intervals, some of which indicate a role for the hippocampus
in the perception of time and memory for duration (e.g., Meck et al. 1984; Jacobs
et al. 2013; reviewed in MacDonald 2014). In addition, several other brain areas
have been implicated in the capacity to time intervals, so it is likely that the hip-
pocampus utilizes temporal information from many sources in supporting its role in
the temporal organization of memories (Mauk and Buonomano 2004; Buhusi and
Meck 2005; Yin and Troger 2011; MacDonald 2013).

Here we consider why and how the hippocampus is involved in both the spatial
and temporal attributes of memory organization. One possibility is that these attri-
butes are supported separately by anatomically distinct subfields within the hippo-
campus. Some of Kesner’s work supports this idea. For example, in one particularly
important study, Kesner et al. (2005) tested rats with selective CA1, CA3, or control
lesions on a task in which animals were taught associations between an object and
an odor that were separated by a 10 s delay; they called this the object—trace—odor
association task. The animals learned that if object A was presented before the de-
lay, then a cup of sand would contain a food reward if it was scented with odor 1
(but not with odor 2). Conversely, if object B was presented first, then a cup of sand
would contain a food reward if it was scented with odor 2 (but not odor 1). Memory
was measured by a briefer latency to approach the scented cup on rewarded pairings
(A-1 and B-2) than on non-rewarded pairings (A-2 and B-1). In control rats, the
latency to approach rewarded cups gradually decreased over daily training sessions
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of 12 trials each. Rats with selective CA1 lesions showed no sign of acquiring the
associations, even after extensive training, whereas rats with CA3 lesions acquired
the task just as rapidly as normal control animals.

The results of this study were surprising not only because a difference between
the lesion groups was observed but also because the difference was so stark. The
CA1 group did not learn at all and the CA3 group performed entirely normally.
These findings stand in striking contrast to the findings of another by Gilbert and
Kesner (2003), where rats learned associations between a particular object or odor
and their locations in specific places in an open field. Normal rats learned the ob-
ject—place and odor—place problems at about the same rate as in the object—trace—
odor association task. However, in contrast to those findings, selective lesions of
CA3 impaired acquisition of object—place and odor—place associations, whereas
CA1 lesions did not. Indeed, in the case of odor—place associations, CA3 lesioned
animals showed no learning, whereas animals with CA1 lesions performed nor-
mally, a pattern of results opposite to the pattern found in the authors’ more recent
study. Thus, CA1 and CA3 each appeared to make unique contributions, respec-
tively, to temporal and spatial attributes of memory. These findings are difficult
to reconcile with the close serial anatomical connections between CA3 and CA1,
but are consistent with other evidence of differential effects of selective lesions
to these subfields (reviewed in Manns and Eichenbaum 2005). Yet, other studies
have continued to provide compelling evidence that CA1 may play an especial-
ly important role when associations demand bridging a substantial temporal gap
(Farovik et al. 2010).

On the other hand, in contrast to a clear separation of temporal from spatial
coding within CA1, a major line of evidence suggesting that CA1 also processes
spatial information is the prominent observation of spatial coding by place cells in
area CAl. This prominent finding raises the question: Do hippocampal neurons
also encode temporal attributes of memory? Temporal coding by CA1 neurons is
much less studied than their role in spatial information processing, but recently,
several experiments have reported temporal coding by neurons in area CAl. Here
we present evidence that CA1 neurons encode both the spatial and temporal at-
tributes of memories. Supporting Kesner’s intuition that spatial and temporal attri-
butes are organizing features of the context of memories, we will argue that spatial
and temporal organization are prominent attributes of hippocampal neural networks
that support memory.

How Memories are Represented in Space

Following on earlier studies of spatial and nonspatial firing properties of hippocam-
pal neurons (e.g., Wood et al. 1999; reviewed in Eichenbaum et al. 1999; Eichen-
baum 2004), in recent studies aimed at examining the mechanisms by which hip-
pocampal networks represent memories in spatial contexts, we recorded the activity
of CALl principal neurons in rats performing a task that requires them to remember
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Fig. 2.1 Hippocampal neurons develop item—place representations in parallel with learning what
happens where. a Object—context association task. The two contexts (represented by different
shadings) differed in their flooring and wallpaper. The stimulus items (X or Y) differed in odor and
in the medium that filled the pots. Items with a plus contained reward, whereas those with a minus
did not, each depending upon the spatial context. b Changes in proportions of /tem-Position and
Position cells in learning vs. ¢ overtraining sessions. (Data from Komorowski et al. 2009)

the differential reward associations of objects when they are presented in different
places (Komorowski et al. 2009, 2013). In these experiments rats moved between
environmental contexts that differed in visual, textural, and olfactory cues. On each
trial, rats were initially allowed time to orient to the environment; then they were
presented with two cups that were distinguished by both their odors and their dig-
ging media. In one environmental context (A), one of the stimuli (X) had a bur-
ied reward and the other stimulus (Y) did not, whereas in the other environmental
context, the contingency was reversed (Y was baited and X was not; Fig. 2.1a).
Therefore, the rat had to learn which of the two stimuli had been rewarded within
each environment. We found that rats required several training sessions to acquire
an initial problem of this type, but a subsequent second problem with new stimuli
and new environmental contexts was typically acquired in the middle of a single
100-trial training session. This rapid learning allowed us to track the firing patterns
of single neuron during the course of training on the second problem. We could
therefore examine how neuronal firing patterns in the hippocampus might encode
the relevant object—context associations.

We focused on the firing rates of hippocampal principal cells in areas CA1 and
CA3 for a 1-s period surrounding when the rats sampled the stimuli during each
trial. Earlier in training, we found that a large percentage of neurons fired when ani-
mals sampled either stimulus in a particular location in one of the two environments
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(Fig. 2.1b; first 30 trials). These likely correspond to so-called place cells which fire
when rats occupy a location in their environment. Some of these cells maintained
the same place-specific firing patterns throughout training. At this stage, the firing
patterns of virtually none of the cells distinguished the stimuli. However, as the
animals acquired the context guided object association task, some neurons began to
fire selectively during the sampling of one of the objects in one of the contexts and
these cells continued to exhibit conjunctive object and place specificity after learn-
ing (Fig. 2.1b; middle 30 trials). The magnitude of item—context representation was
robust in that, by the end of the training session, the proportion of hippocampal neu-
rons that fired selectively during the sampling of one of the objects in a particular
place or context equaled that of place cells (Fig. 2.1b; last 30 trials). This conjunc-
tive object and place representation remained strong throughout recording sessions
in which animals were highly overtrained on the task (Fig. 2.1c). Thus, a large
percentage of hippocampal neurons developed representations of task-relevant ob-
ject and place associations, and their evolution was closely correlated with learning
those associations. Furthermore, subsequent analyses showed that the conjunctive
representations developed from preexisting spatial representations into enhanced
activations when particular objects were sampled in specific locations. Conversely,
the representation of the objects alone was minimal throughout learning and the
representation of places where any object was sampled, although strong, remained
unchanged throughout training. These and other (Moita et al. 2003; Manns and
Eichenbaum 2009) findings strongly suggest that the development of conjunctive
object and location representations within the hippocampus underlies memories for
items in the places where they occur.

Memories in Space and Time

Kesner and colleagues suggested that the entire hippocampus is engaged when
a task demands both spatial and temporal attributes of memory (Hunsaker et al.
2006). In recent years, recordings of hippocampal neurons in animals performing
tasks that require memory for spatial sequences have provided insights into how
spatial and temporal attributes are integrated by hippocampal neuronal activity.

In addition to representation of elapsed time as a regularity of experiences, there
is substantial evidence that hippocampal neuronal ensembles encode the order of
events in sequence memories as revealed in studies showing that hippocampal
neural ensembles “replay” sequences of place cell activations that occurred dur-
ing previous experiences. The earliest studies on sequence replay by hippocampal
neural ensembles focused on the tendency of place cells that fired in order during
behavior to also fire in the same order when animals subsequently slept (Wilson
and McNaughton 1994). Since then, numerous studies have reported forward and
reverse replay of place cell sequences, both when animals are asleep and during
periods of quiet wakefulness (see Karlsson and Frank 2009). Furthermore, when
rats are engaged in vicarious trial and error of maze choices, hippocampal neurons
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replay firing sequences that reflect possible paths of response choices (Johnson and
Redish 2007). And place cell sequences anticipate paths to be taken even in open
fields (Pfeiffer and Foster 2013). Conversely, interfering with hippocampal replays
retards learning of critical choices in spatial memories, but not the general skills of
performance in the maze (Jadhav et al. 2012). In addition, hippocampal replays are
synchronized with cortical replays, consistent with the view that sequence replays
reflect a temporal organization involved in remembering and memory consolidation
(Ji and Wilson 2007).

In a particularly striking recent study linking place cell replay with learning,
Singer et al. (2013) recorded from CA1 and CA3 principal cells in rats performing
a spatial alternation task in a “W” shaped maze. They examined neuronal activity
during local field potential events known as sharp wave ripples (SWR), in which
several earlier reports have shown a speeded “replay” of neuronal firing sequences
that had occurred in earlier experiences. Specifically, their analyses focused on
SWRs when the rat was relatively still while outbound on the center arm, heading
toward the critical choice between the left or right arm as having the next reward.
During these SWR events, they identified replays as co-activations of place cell
activity that typically occurred during actual runs toward the left or right goals.
They found that more replays occurred preceding subsequent correct choices than
incorrect choices, and in the latter, the likelihood of replay was at chance level. In
addition, there were usually multiple replays at these times, corresponding to both
the correct and incorrect choice paths. Also, replays were common early in learning
but no longer appeared when rats had mastered the task. Thus, associated with the
course of learning, the hippocampus replays alternative paths just before a critical
choice between those paths is made, and the occurrence of replay increases the ac-
curacy of the subsequent choice.

The findings by Singer et al. (2013) showing that the hippocampus replays mul-
tiple alternative memories build on many earlier observations about hippocampal
replay, including, in particular, that hippocampal neural ensembles replay both re-
cent paths and paths not recently taken (Gupta et al. 2010). Also, the occurrence of
replays is greater after novel experiences and correlates with memory performance
(Dupret et al. 2010). And replays of alternative paths have also been observed when
rats investigate possible choices during vicarious trial and error at a critical decision
point (Johnson and Redish 2007). Here the trial-by-trial prediction of accuracy by
the proportion of replays of alternative paths suggests that hippocampal replay re-
flects the retrieval of multiple relevant memories that can be evaluated to guide the
correct subsequent choice, and this is of particular value early in learning.

The findings on hippocampal replay and its association with memory are paral-
leled by several observations on trajectory dependent activity of place cells (re-
viewed in Shapiro et al. 20006). In these studies, rats traverse overlapping routes
through a maze and a typical observation is distinct place cell firing sequences for
each route, including different firing patterns when the rat is traversing the overlap-
ping part of different routes. In our first study of this phenomenon, rats were trained
on the classic spatial T-maze alternation task in which successful performance
depends on distinguishing left- and right-turn episodes to guide each subsequent
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choice (Wood et al. 2000). We reasoned that, if hippocampal neurons encode each
sequential behavioral event within one type of episode, then neuronal activity at lo-
cations that overlap in left-to-right and right-to-left turn trials should vary according
to the route currently under way. Indeed, virtually all cells that were active as the rat
traversed these common locations were differentially active on left-to-right versus
right-to-left trials. Although most cells exhibited similar quantitative differentiation
of trial types, other cells fired exclusively on one type of trial. Similar results have
subsequently been observed in several versions of this task (Bower et al. 2005;
Ferbinteanu and Shapiro 2003; Frank et al. 2000; Griffin et al. 2007; Lee et al. 2006;
Ainge et al. 2007; Pastalkova et al. 2008; for review, see Shapiro et al. 2006; but
not all versions of the task Lenck-Santini et al. 2001; Bower et al. 2005). Further-
more, these observations are consistent with recent results in animals and humans
showing that hippocampal neuronal activity captures sequential events that com-
pose distinct memories (Ginther et al. 2011; Paz et al. 2010). These findings suggest
a reconciliation of the current controversy about spatial navigation and episodic
memory views of hippocampal function: Place cells represent the series of places
where events occur in sequences that compose distinct memories.

Similar to the findings of Singer et al. (2013) on replays, trajectory-dependent
activity of place cells is also strongly linked to memory performance, as its occur-
rence both prior to a memory delay and during memory retrieval predicts subsequent
trial-by-trial memory accuracy (Robitsek et al. 2013). In that study, we first trained
rats on the continuous spatial alternation task used in the Wood et al. (2000) study
then, on subsequent recording sessions, recorded CA1 principal neurons as rats per-
formed separate blocks of trials on the continuous alternation and on a delayed
alternation version where they were constrained at the start of the common segment
of the maze. Performance during delayed alternation was approximately 70 % cor-
rect, allowing a comparison of firing properties during accurate trials and errors
when the animal ran on trajectories from left-to-left or right-to-right (Fig. 2.2). We
found hippocampal place cells that fired when the rat traversed locations throughout
the maze and their activity predicted accuracy of subsequent choices. In particular,
we found that many place cells that fired at locations just before the delay were
strongly activated in advance of subsequent correct choices, whereas the same cells
fired much less or not at all in advance of errors. For example, the cell in Fig. 2.2a
fires robustly as the rat approaches the end of the left return arm on correct but not
error trials and the cells in Fig. 2.2b and c fire strongly as the rat is in the midst of the
right return arm on correct trials, and much less on errors. Also, many of the cells
that fired selectively associated with retrieval of left-to-right or right-to-left trials as
the rat traversed the common segment of the maze also fired strongly in advance of
correct choices but less so or not at all in advance of errors. For example, the cell
in Fig. 2.2d fired robustly as the animal traverses the stem on correct left-to-right
trials, much less so on right-to-left trials, and hardly fired on errors. Figures 2.2¢
and f show cells that fired at different locations on the common maze segment most
strongly on correct left-to-right trials and slightly less on correct right-to-left tri-
als, and did not fire on either type of error. The combined evidence on replay and
trajectory-dependent firing strongly suggest that the activity of place cells in spatial
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Fig. 2.2 CA1 neurons signal subsequent accurate memory on a spatial alternation task. a—c Cells
that fired differentially as rats traversed different parts of the maze arm just prior to the memory
delay. d—f Cells that fired differentially as rats traversed different parts of the maze common to
both routes through the maze. See text for description. (Data from Robitsek et al. 2013)

memory tasks reflects the encoding and retrieval of sequences of places traversed
that compose the memories of routes taken.

Do Hippocampal Neurons Represent the Temporal
Attributes of Experience, Independent of Spatial Coding?

While there is an extensive literature on the spatial firing properties of hippocampal
neurons, much less attention has been paid to how time itself is represented in the
hippocampus, despite substantial evidence of hippocampal involvement in the tem-
poral organization of memory (reviewed in Eichenbaum 2013). Recently, evidence
has emerged showing that hippocampal neuronal networks compose a gradually
changing representation of the flow of time, independent of explicitly identifiable
locations or specific events that might directly drive sequential neural activations.
Furthermore, the temporal signal has been dissociated from potential confounds of
moving through space as well as self-generated movement cues (path integration)
that could underlie an apparent temporal modulation of neural activity, as discussed
in the interpretation of several experiments below.
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The initial evidence of gradually changing temporal context representations in
the hippocampus came in a study in which ensembles of CA1 neurons were record-
ed as rats performed the above-described task wherein rats encode and remember
unique sequences of odors (Kesner et al. 2002; Fortin et al. 2002). The firing pat-
terns of CA1 ensembles gradually evolved over entire recording sessions. More-
over, within those sessions, CA1 ensemble representations gradually changed even
over a few minutes in which individual sequences were encoded, and the extent
of ensemble change during the sequence of odor sampling events predicted subse-
quent success in remembering the order of odors experienced on each trial (Manns
et al. 2007). Consistent with this observation, Naya and Suzuki (2011) observed
that, when monkeys perform a task where they bridge a delay between two visual
stimuli, hippocampal neural ensembles represent the evolving temporal context be-
tween the stimulus events.

As the Manns et al. (2007) task involved unique memories on each trial, it could
not be determined whether distinct evolving temporal context representations are
generated for specific memories. However, Pastalkova et al. (2008) recorded the
activity of hippocampal (CA1) neurons as rats ran in a running wheel in between
trials in a spatial alternation task and observed that different hippocampal ensemble
sequences were associated with different subsequent memory choices and, when
the animals made errors, these sequences were disrupted. Although Pastalkova et al.
(2008) referred to these neurons as “episode cells,” we prefer to call them “time
cells” because, just as place cells encode locations in a specific space, time cells
encode moments in a specific period of experience. The populations of time cells
observed in Pastalkova’s study likely reflect the repetition of ensemble firing pat-
terns that gradually changed in the Manns et al. (2007) study.

The phenomenon of time cells was further examined using a nonspatial task
developed by Kesner et al. (2005) that identified the hippocampal CA1 region as
necessary for rats to learn distinct sequences in which an object and an odor were
separated by a 10 s temporal gap (Fig. 2.3a). In this version of the task, rats moved
through three sections of a linear maze, each of which composed a key phase in a
sequence of events. Each trial began with the presentation of one of two objects
that the rat investigated for a short period. Then the rat was confined in a small area
for 10 s, after which it was presented with one of two odors mixed into common
playground sand. Each odor was paired with one of the objects, such that if the odor
followed the correctly paired object then the rat could dig in the sand for a buried
reward. Conversely, the rat obtained no reward for digging when the odor followed
the object with which it was not paired. Critically, the object—delay—odor sequences
were presented repeatedly during each testing session, so the rats had to remember
across the delay the object that had started the trial in order to respond appropriately
to the odor at the end of the trial. As described above, rats with lesions of the CA1
region show no evidence of learning these object—odor sequences (Kesner et al.
2005). Conversely, rats with CA3 lesions learn the sequences with a time-course
that is comparable to control rats. Taken together, these results are consistent with a
selective role for the CA1 in representing a temporally extended sequence of events
to compose a distinct experience.
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Fig. 2.3 a The trial structure for object—delay—odor sequences. b Each panel shows a raster plot
and peri-event time histogram illustrating neural activity of a time cell during the delay period. ¢
Normalized firing rates of 26 neurons recorded simultaneously during the delay period. Each row
represents the activity pattern of a single neuron. (Data from MacDonald et al. 2011)

To explore the nature of the hippocampal representation supporting performance
in this task, MacDonald et al. (2011) adapted the task and examined activity from
large ensembles of hippocampal CAl neurons monitored simultaneously. Many
neurons activated during presentation of the object or odor and often fired differ-
ently depending on the object that started the trial, indicating that the hippocampus
distinguished the key events composing each object—odor sequence. Most striking,
nearly half of the cells that were recorded activated during the delay period, and
the period of activity of each cell was typically selective for a specific moment
(Fig. 2.3b). To better illustrate the temporal signature of these cells, Fig. 2.3¢c plots
normalized firing patterns from an ensemble of cells recorded simultaneously dur-
ing the delay. It is readily apparent that the cells activated in sequence, and the
overlap among their firing fields bridged the delay. Importantly, time cells distin-
guished the object starting the trial, which is consistent with a function in integrat-
ing the object with its paired odor across the delay. These results confirmed a robust
temporally organized representation for a sequence of events in the hippocampus,
highlighted by cells that bridged the delay and composed the flow of time in a
distinct memory.



2 How Does the Hippocampus Support the Spatial and Temporal Attributes ... 49

Could temporal signals reflected in the activity of time cells be confounded with
a reliable sequence of behaviors or a sequence of locations occupied during the de-
lay? MacDonald et al. (2011) performed a detailed statistical analysis of the firing
patterns of neurons and found that, while many of these cells also represented the
spatial location and ongoing behavior during the delay, these factors did not account
for the timing signal reflected in the activity of these cells. Thus, while many of
these cells did incorporate information about spatial and behavioral events into the
neural representation of the delay period, the temporal signal encoded by time cells
was independent of the rat’s location and movements.

Another alternative explanation of these findings is that hippocampal neurons
integrated the path of movement animals took during the delay phase of the task
(McNaughton et al. 1996). In the McDonald et al. (2011) and the Pastalkova et al.
(2008) studies, as well as another study that observed time cells during the delay
periods in a delayed spatial task (Gill et al. 2011), the rats were in motion over the
entirety of the key delay periods. Therefore, the distance moved and time elapsed
were entirely confounded during the periods when time cells were observed, and
other studies have reported that hippocampal neurons can signal the accumulated
linear distance that a rat has moved from a reference point (Gothard et al. 1996; Re-
dish et al. 2000). Thus, it was unclear whether hippocampal neurons can signal the
flow of time independent of self-generated cues that may support path integration
(McNaughton et al. 2006). To address this issue, MacDonald et al. (2013) elimi-
nated movement-related variables altogether by developing a head-fixed prepara-
tion for rats and recorded hippocampal CA1 activity while their memory was tested
using an odor delayed matching to sample task. Each trial began with the presenta-
tion of a sample odor, followed by a fixed 2-5 s delay period, then presentation of
a test odor. The restrained rats were rewarded with water for licking at a lick spout
if the test odor matched the sample odor, but were not rewarded for licking when
a nonmatching test odor was presented. This task was similar to the object—delay—
odor sequence memory task in that there were a small number of highly repeated
sequences that composed each combination of sample and test odors, and on each
trial the rat had to remember the sample odor across the delay period to identify a
target odor sequence.

Many hippocampal neurons activated at brief moments in sequence during the
delay period. Therefore, even in head-fixed rats, hippocampal CA1 neurons seg-
mented the delay period into discrete temporal units that reflected the flow of time
within the trial. Moreover, many time cells were temporally modulated during the
delay specifically following presentation of a particular odor that started the trial
(Fig. 2.4a). Furthermore, most time cells contributed to a representation of only one
odor memory while others contributed to more than one odor memory representa-
tion, though rarely to all four (Fig. 2.4a, b). In the latter case, some of these cells
fired around the same time during delay following different odors, typically at dif-
ferent rates. Other cells had distinct temporal firing patterns after different sample
odor presentations. Thus, each sample odor was represented during the delay by
a largely distinct temporally organized ensemble of time cells. These data indi-
cate that different neural ensembles activate in sequence over extended intervals to
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Fig. 2.4 Odor memory representations during the delay for each sample-odor defined trial type
involved largely distinct, temporally organized neural ensemble activity. a Normalized firing rates
over the delay for time cells (numerically labeled) for each of 4 sample-odor defined trial types in
rat 5. b Average correlation coefficient between ensemble vectors for each trial type against the
population vector for same set of neurons in all other trial types (“between-odor”). As one control,
the average correlation coefficient between subsets of trials (even vs. odd) that began with the
same odors is shown (“same-odor” control). As a second control, the average correlation coef-
ficient between independent, randomly rearranged population vectors is shown (“random”). ¢ For
ensembles of cells that were temporally modulated in the sample odor or delay period, shown is
the average correlation coefficient between populations vectors from correct trials that began with
the same odor and error trials that began with the same odor (“correct vs. error” trials). The aver-
age correlation for the “same-odor” and “random” conditions are also shown. (From MacDonald
etal. 2013)

compose the flow of time in specific odor memories. Moreover, the overlap among
the different odor memories, embodied in cells that fire at the same or different
rate at comparable moments during the delay, is consistent with the crucial role
of the hippocampus in linking together different experiences (Eichenbaum et al.
1999; Eichenbaum 2004). Finally, these memory-specific, temporally organized
representations predicted accurate memory performance, such that while ensemble
representations were reliable during the sample and delay periods on successful tri-
als, there was significantly less reliability during the sample phase and loss of the
representation during the delay phase of error trials (Fig. 2.4¢).

While the just described study revealed a temporal signal under conditions where
head location was fixed and movement prevented, time cell firing patterns during
movement could reflect path integration rather than elapsed time. To address this
possibility, Kraus et al. (2013) recorded from multiple hippocampal neurons as rats
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Fig. 2.5 Hippocampal activity during stationary treadmill running: temporal integration versus
path integration. a Diagram of the figure-eight maze indicating the dimensions and location of
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to-right alternation. b Firing patterns of four different example neurons active during stationary
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ran continuously in place at different speeds on a treadmill placed in the stem of a
figure-eight maze (Fig. 2.5a). On each trial, the rats entered the central stem of the
maze from one of two directions (left or right), and then walked onto the treadmill
where they received a small water reward. After a short delay, the treadmill acceler-
ated to a speed randomly chosen from within a predetermined range, and the rats ran
in place until the treadmill stopped automatically and another small water reward
was delivered. Subsequently, the animals finished the trial by turning in the direc-
tion opposite from their entry into the stem (spatial alternation) to arrive at a water
port at the end of a goal arm. To distinguish behavior, location, time, and distance as
factors influencing neuronal activity, behavior, and the location of the animal on the
maze were “clamped,” and the treadmill speed was varied to decouple the distance
the rat traveled from its elapsed time on the treadmill.

As with previous experiments that examined hippocampal activity during task
delays (Pastalkova et al. 2008; Gill et al. 2011; MacDonald et al. 2011), at each
point during treadmill running a subset of hippocampal neurons fired, and the sub-
set of neurons activated in a regular sequence that repeated during every treadmill
run (Fig. 2.5b, c¢). In addition, running speed was systematically varied to allow
post hoc analyses to separate the influences of time and distance on firing patterns,
and to measure the extent to which each variable influenced firing. These analyses
revealed both “distance cells,” that is, cells that more reliably encoded the distance
the rat has run on the treadmill, and “time cells,” cells that more reliably encoded
the time the rat has spent on the treadmill (Fig. 2.5d). The observation of “distance
cells” in this task indicates that hippocampal neurons can integrate the length of a
path even in the absence of visual flow usually associated with movement through
space. Also, the presence of “distance cells” in this task indicates that these neu-
rons are not driven entirely by network dynamics without the influence of either
idiothetic or allothetic cues, as suggested by Pastalkova et al. (2008), because the
neurons must be responding to the treadmill speed, or self-motion cues influenced
by the speed of the treadmill, in order to encode distance. In addition, the observa-
tion of temporal modulation in addition to or without distance modulation indicates
that these neurons are not exclusively driven by path integration but also by elapsed
time (McNaughton et al. 1996, 2006; Etienne and Jeffery 2004). Thus, Kraus et al.
(2013) showed that, when both of these dimensions are prominent, the hippocam-

treadmill running, aligned to the time the treadmill started. Black lines and color bars represent
firing rate averaged over all runs. Number indicates peak firing rate in spikes per second (Hz). ¢
Ensemble firing rate map showing all neurons active on the treadmill during a single session. Each
row represents the normalized firing rate of one neuron, sorted by the peak firing time. In each row,
blue represents no firing (zero spikes per second) and red represents peak firing for that particular
neuron. d Examples shown in each row represent the activity from one neuron plotted both as a
function of time since the treadmill started (lefi column) and distance traveled on the treadmill
(right column). Blue, brown, and green ticks (and tuning curves) represent the slowest one third
of runs, middle one third of runs, and fastest one third of runs, respectively. The rows in the raster
plots in panels b and d are sorted with the slowest treadmill speed on top and fastest speed on the
bottom. Note better alignment of the neural activity to time in the top two examples (time cells)
and better alignment of neural activity to distance in the bottom two examples (distance cells).
(Data from Kraus et al. 2013)
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pus represents both the distance traveled and time elapsed. Furthermore, a large
fraction of hippocampal neurons combine information about these dimensions to
varying extents, such that different neurons largely reflected distance or time and
others equivalently reflected the combination of spatial and temporal dimensions,
consistent with a unified representation of space and time attributes.

During treadmill running, when behavior and location were held relatively con-
stant, time and distance predominated in their influence over the firing patterns of
hippocampal neurons. However, other neurons, and many of the same neurons that
were active on the treadmill, had place fields elsewhere on the maze, indicating that
during other components of the task, where locations on the maze were important to
task success, space was a strong influence over firing patterns of even the same neu-
rons. These observations support the view that hippocampal neuronal activity re-
flects both the temporal and spatial regularities, along with other salient features of
experience, consistent with a combined spatial-temporal organization of memories.

Conclusions

In 1987, Ray Kesner joined the then-prominent views of hippocampal function in
spatial and temporal processing to propose that this brain area supported memory
for the spatial-temporal context of memories. Many subsequent studies, including
those of Kesner and his students, supported this idea, which we now recognize as a
fundamental attribute of hippocampal dependent memory. Yet, most studies aimed
to characterize the nature of information encoded by hippocampal neurons have fo-
cused solely on the spatial firing properties of hippocampal neurons and this has led
to a separation between “navigation” (O’Keefe and Nadel 1978; Moser et al. 2008)
and “memory” (Squire 2009) literatures on hippocampal function. However, the
recent observations on temporal coding properties of hippocampal neurons, con-
firming Kesner’s idea that the hippocampus also represents the temporal attributes
of memories, offers a reconciliation of these views. The studies reviewed here show
that the hippocampus is critical to memory for temporal organization independent
of space, and the same neurons that are place cells when rats forage for food in open
fields and traverse maze paths also fire sequentially when rats run in one location
and when rats bridge gaps between remembered events independent of behavior
and location. Furthermore, the hippocampus plays and replays sequences of place
cell firings as a representation of spatial-temporal organization of memories. The
combination of spatial and temporal organization can be considered fundamental to
memory (Gallistel 1990).

These findings are examples of a growing set of studies that reveal a prominent
role of the hippocampus in memory for temporal order in animals and humans, and
provides a broad range of evidence for sequential activation of hippocampal neu-
rons during memory retrieval of serial events in rats, monkeys, and humans. In par-
ticular, the existence of hippocampal “time cells” that encode moments in tempo-
rally extended memories, much as place cells encode locations in spatially extended
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environments, suggests that time, not place, is the fundamental dimension of hip-
pocampal representation that is common to navigation and memory. Furthermore,
recent evidence revealed temporal organization in hippocampal ensembles that
exists prior to experiences, to which learning attaches specific memories (Dragoi
and Tonegawa 2011). This observation of “preplay,” which anticipates subsequent
replay, suggests that temporal organization is primary, and may provide the scaf-
folding onto which spatial and nonspatial memories are hung. Combined with the
other findings on time cells described above, these observations on temporal repre-
sentation by hippocampal neurons offers considerable promise for a comprehensive
understanding of the network mechanisms that underlie Kesner’s prescient view on
the spatial and temporal attributes of memory supported by the hippocampus.
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Chapter 3
Space, Time, and the Hippocampus

Lara M. Rangel, Laleh K. Quinn and Andrea A. Chiba

The “Tapestry of Memory” (Fig. 3.1)

What is the basic constituent of a memory? What is lost when we say that we have (alas)
forgotten? (Underwood 1977)

Benton Underwood’s (1969) notion of memory asserted that memory was com-
posed of many attributes, or different types of information. Building upon this idea,
Kesner first proposed (1980) that all memories are composed of a set of six salient
features or attributes: space, time, affect, sensory perception, response, and language
(in humans). Each experience would incorporate a specific and unique combina-
tion of attributes, and would be supported by neural processes. This attribute-based
model of memory greatly advanced memory research in two important ways. First,
the model defined memory as a distributed neural process. This definition asserted
that memory, by necessity, could not be accomplished by a single brain region,
but would instead require the integration of multiple memory systems thought, tra-
ditionally, to act independently. Investigations of this multidimensional model of
memory from a neurobiological approach would, therefore, rely heavily on both
the anatomy of individual brain regions for examining their individual contribu-
tions to memory, and upon the connections between regions for their cooperative
function at a systems level. Second, in theory, the inclusion of multiple attributes
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Fig. 3.1 This image shows the dentate gyrus of the hippocampus, a region of frequent discussion
in this chapter. This photomicrograph was taken from a “Brainbow” transgenic mouse that allows
distinction between neighboring neurons through color. (Photograph: J Livet (now Institut de la
Vision, Paris), J W Lichtman, and J R Sanes (Harvard University))

would increase the dimensionality of a given experience, thus capturing the brain’s
computational ability to increase similarity or reduce interference between multiple
experiences. The incorporation of multidimensional information processing into the
function of a given brain region would dramatically affect computational models
and experimental tests of memory processes, particularly in the hippocampus.

A primary assertion of the attribute-based model of memory is that functional
circuits of the brain support attributes. In order for an organism to represent memory
for an attribute, incoming sensory information must be encoded and temporarily
stored within a neural system. In representing a spatial attribute, for example, the
encoding and temporary storage of specific stimuli representing spatial locations,
directions, and distances, which may or may not be independent of the subject’s
own body schema, must occur. A temporal attribute represents the occurrence of an
episode in time, separating the episode from past or future episodes, as well as cod-
ing the duration of the episode.

The inclusion of both sensory perception and motoric (i.e., response) functions
as essential to memory processes places this active account of memory within the
realm of modern embodied cognition, requiring the intrinsic and positional state of
an organism to be part of the initial processing of memory. Within this realm, the
attribute of affect can be experiential or retrospective in that it involves the encod-
ing and temporary storage of reinforcement contingencies that result in positive or
negative emotional experiences in the visceral sense, which could subsequently be
categorized. The interaction between memory for individual attributes, as a function
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of the activity of various neurobiological regions and their processes, combine to
represent a unique memory.

Additionally, the attribute model accounts for differential processing of infor-
mation by incorporating interconnected memory systems. For example, a data or
an event-based memory system that emphasizes encoding of incoming informa-
tion, combined with an expectancy or knowledge-based system that emphasizes
top-down processing, allow for fluid use of previous knowledge in interpreting in-
coming information. Kesner emphasizes (Kesner 1990) that most situations require
multiple such memory systems with disproportionate involvement of a system or
two at any particular time. The theory is deeply rooted in the anatomy of the sys-
tem, with an early understanding that the connectivity maps of the brain (an early
embrace of the basis of modern “connectomics”) are absolutely essential to the
patterns of neural activity and the content of the ultimate recollection. Taking this
perspective, memory is labile from the outset, and memories rely on the timing
and availability of activation at the moment of recollection. Remember a time, for
example, when you recalled an event (perhaps, a conversation with someone), with-
out remembering when it occurred and you proceeded to reconstruct the context in
order to remember the time of occurrence. This exemplifies the way in which the
availability of a particular attribute can lead to an aggregation of the memory. From
the perspective of memory processes, this can also be the point at which interfer-
ence is reduced and the memory is effectively separated from other similar memo-
ries. Thus, memory is a multidimensional, distributed process.

The Functional Anatomy of Spatial and Temporal Memory
Attributes

Whereas the theory concludes that behavioral or psychological processes are sup-
ported by brain function, the mapping of structure to function has taken an impor-
tant turn towards a processing account of memory. Such an account acknowledges
the important fact that the way in which behavioral or psychological functions are
supported is reliant on a principled account of a brain that bears no obligation to
function according to the psychological labels that are imposed on it. As such, a
careful parsing of the computational processes subserved by the neural architec-
ture is explored with respect to their ultimate role in mediating behavioral function
(Kesner and Rolls 2001; Rolls and Kesner 2006).

Reducing Interference by Separating Attributes

The architecture of the hippocampus both constrains and allows for the separating
or linking of specific types of information in the service of memory. For example,
original computational models describing the hippocampal circuit endowed the
dentate gyrus (DG) with the ability to pattern separate (McClelland et al. 1995;
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O’Reilly and McClelland 1994; Rolls 2010; Treves and Rolls 1992). The idea of
pattern separation addresses the requirement that there must be a mechanism to re-
duce interference of input patterns in order to form separate representations that will
be transmitted to downstream targets. Pattern separation in such networks is based
on the notion of orthogonalization. The DG in the rat has approximately 1 million
neurons. It has more principal cells than the upstream entorhinal cortex (EC) and
downstream CA3 combined (van Strien et al. 2009). A network with the anatomical
properties contained in the EC-DG circuit is ideally situated to achieve highly dis-
parate (non-overlapping) outputs, as the number of nodes in the DG network is or-
ders of magnitude higher than the number of input nodes, thus allowing for a sparse
and independent representation of overlapping inputs. If not true orthogonalization,
the anatomy of the EC-DG circuit suggests that the dentate would at least act as a
sparsifying network that encodes inputs in a non-distributed manner. The encoding
of an experience containing multiple attributes would, thus, create a highly unique
pattern of activity in DG, with each attribute acting as an additional means to sepa-
rate or reduce interference of the memory from other experiences. In support of this
hypothesis, experimental evidence has shown that DG neurons create more distinct
representations of experiences at the single cell and population level than other sub-
regions of the hippocampus (Deng et al. 2013; Leutgeb et al. 2007; Neunuebel and
Knierim 2014; Rangel and Eichenbaum 2013).

Reinstating Memories from Linked Attributes

Early models also proposed that through Hebbian learning, or repeated experience,
disparate attributes could be linked together in the CA3 region of the hippocampus
such that incomplete features of a memory could reinstate the full original experi-
ence, a process called pattern completion (McClelland et al. 1995; O’Reilly and
McClelland 1994). Specifically, repeated experience would strengthen the synaptic
connections among activated neurons within CA3 through a long-term potentiation
(LTP)-like mechanism, and partial or noisy activation would utilize CA3 recur-
rent collaterals to recruit linked neurons. The encoding of multiple attributes in this
system therefore provides more avenues from which to reconstruct existing links
or associations. Thus, attributes make memories more distinct in one hippocampal
subregion, and more similar through acquired associations in another (Fig. 3.2).

Space and Time in Context

Space and Place Cells

The Kesner attribute model proposes that the rich architecture of the hippocam-
pus supports the ongoing processing of space and time (Kesner et al. 1989). The
contemporary accounts of the function of the hippocampus were entrenched in the
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Fig. 3.2 Using both spatial and temporal attributes to link and separate new memories: event b
occurs in the same place but at a different time than a, event ¢ occurs in a different place but at
nearly the same time as a, and event d occurs at a different time and place from a

powerful discovery of “place-cells” by O’Keefe and Dostrovsky (O’Keefe and
Dostrovsky 1971) and the proposition that the hippocampus was the locus of the
spatial “Cognitive Map,” or our innate knowledge of space (O’Keefe and Nadel
1978). Spatial cognition in this case refers to a perception of the external world that
is readily available and usable in every organism. The process of cognitive map-
ping, theoretically achieved by the hippocampus, can be described as:

... a construct that encompasses those processes that enable people to acquire, code, store,
recall, and manipulate information about the nature of their spatial environment. It refers
to the attributes and relative locations of people and objects in the environment, and is an
essential component in the adaptive process of spatial decision-making such as finding a
safe and quick route to and from work, locating potential sites for a new house or business,
and deciding where to travel on a vacation trip. Cognitive processes are not constant, but
undergo change with age or development and use or learning. (O’Keefe and Nadel 1978)

If spatial cognition relies upon a cognitive map that is an innate ability in all organ-
isms, then spatial information should be available in the hippocampus during novel
exposures to spatial environments and prior to any learning. Indeed, single cells in
the hippocampus demonstrate spatially specific activity in the form of place fields
during even the first few minutes of novel exposures to an environment (Kentros
et al. 1998). These cells additionally demonstrate large coverage of spatial envi-
ronments at predictable spatial resolution along the septo-temporal axis (Kjelstrup
et al. 2008). The hippocampus, thus, has the means to provide a spatial construct at
the single cell level.

Place cell activity over the course of familiarity with a new environment is ad-
ditionally reflective of increasing perception of space. A large body of experimental
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evidence suggests that stable place fields are highly contingent upon experience.
Although these cells demonstrate place specific activity immediately, they remain
unstable and flexible during initial encounters with an environment before demon-
strating stable fields (Bostock et al. 1991; Frank et al. 2006; Kentros et al. 2004;
Rowland et al. 2011). As further indication that the activity of these cells is linked to
spatial perception, spatially specific activity of these cells is closely associated with
animal movement and perceived location, rather than absolute allocentric location.
Specifically, the firing rate of place cells as an animal travels through its place field
can be heavily modulated by speed, direction, and trajectory (Frank et al. 2000;
McNaughton et al. 1983). Moreover, rotations of spatial cues surrounding an envi-
ronment cause predictable shifts in place field location relative to the degree of cue
rotation (Lenck-Santini et al. 2005; Poucet et al. 2000). Taken together, these find-
ings suggest that place cells not only provide an internal representation of a spatial
environment, but also encode these features in a behaviorally meaningful manner.

If place cells enable an internal spatial representation of the world, then test-
ing the extent to which spatial firing properties of place cells account for learned
features of an environment and changing behavioral conditions can help determine
their ultimate contribution to learning and behavior. Experimental evidence has
demonstrated that even cells with stable place fields can demonstrate changes in
firing rate or location when fields are in close proximity to changing components
of an environment (Lenck-Santini et al. 2005; Rivard et al. 2004). Moreover, their
long-term stability has been correlated with spatial learning performance, and their
instability in aging is correlated with a decline in spatial learning ability (Kentros
et al. 2004; Shen et al. 1997). Thus, in addition to providing a flexible spatial rep-
resentation of an environment, in a way that is behaviorally meaningful to an or-
ganism, these place cells may be utilized and perhaps required for specific types of
spatial learning.

Lesions of the hippocampus result in a long-term inability to encode episodic
memories, or the conscious knowledge of specific personal experience (Milner
et al. 1998; Rosenbaum et al. 2000, 2005; Tulving 2002). Rats and humans with
hippocampal lesions or inactivations maintain an ability to navigate novel envi-
ronments and perform spatial learning tasks over time. In rats, lesions of the hip-
pocampus impair performance in spatial learning tasks (Morris et al. 1990; Olton
and Papas 1979; Olton et al. 1978). Over a significantly longer period of time, how-
ever, successful performance in these tasks can be achieved, suggesting secondary
mechanisms for forming spatial associations with additional knowledge (DiMat-
tia and Kesner 1988). This is consistent with other studies demonstrating that the
behavior of rats with hippocampal lesions reflects maintained perceptual learning
of their spatial environment (Jackson-Smith et al. 1993). Moreover, rats with fim-
bria/fornix lesions that demonstrate spatial learning impairment, still exhibit the
presence of place cell activity, suggesting that place cells alone are insufficient for
spatial knowledge (Whishaw et al. 1995). In clinical research, humans with lesions
of the hippocampus maintain sufficient spatial orientation to demonstrate an abil-
ity to navigate their current living environments (Milner et al. 1968). These results
suggest that in the absence of a hippocampus, an internal spatial map is available
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for use, and according to the attribute model this is likely supported by the parietal
cortex (Chiba et al. 2002). It is thus possible that the hippocampus is not necessary
for all spatial processing per se, but rather the knowledge of the map’s appropriate
utility.

Yet, it is clear that humans and rodents without a hippocampus lack an explicit
perception of changing environmental conditions. Whereas in the rat it is difficult
to claim the presence of conscious spatial knowledge, previous research has used
the ability to generate decisions (i.e., “declare”) based on appropriate knowledge of
spatial learning contingencies as evidence of declarative memory (DeCoteau and
Kesner 2000). Even though rats with hippocampal lesions can perform spatial learn-
ing tasks over long periods of time, they demonstrate inflexibility in their ability to
adapt to changing spatial conditions (Jacobson et al. 2011). This is in high contrast
to control rats, which instead demonstrate faster learning and adaptation to chang-
ing environmental conditions with increased experience (Tse et al. 2007). Humans
with hippocampal lesions demonstrate a similar inflexibility in being able to update
their perception of changing environmental conditions. This is coupled by an in-
ability to consciously recall the utility of their current spatial surroundings (Milner
et al. 1968).

Thus, in both rats and humans, the ability to assess the appropriate utility of
a map is impoverished without a hippocampus, despite the availability of spatial
knowledge in other areas of the brain. Indeed, cells in other areas of the brain, such
as parietal cortex, demonstrate place specific firing in a manner analogous to place
cells in the hippocampus but with additional properties allowing knowledge of spa-
tial routes and position (Nitz 2009), that may account for the maintenance of spatial
perception following hippocampal lesions (Chiba et al. 2002). Here, both systems
are privy to the spatial code of the EC (Leutgeb et al. 2005), providing a map of the
local spatial topography of the environment.

It has been hypothesized that the function of the hippocampal spatial map is to
serve as a lattice for memory, on which episodes can be superimposed (Burgess et
al. 2002; de Pontes et al. 2005). Kesner’s attribute model set forth the convergence
of the spatiotemporal code as the defining feature of an episode. This view was
influenced by Milner’s (Milner and Penfield 1956) early work with HM and exem-
plified his foresight in developing a model that could account both for the human
amnestic syndrome (the inability to code new memories in both space and time)
that arises from hippocampal damage, and the obligatory spatial code of the hip-
pocampal architecture. Other current theories of the hippocampus suggest that the
hippocampus creates relationships between important features across experiences
and is thus essential for both spatial and nonspatial, or relational memory (Cohen
et al. 1997). Kesner’s model specifically endows the CA3 “autoassociative net-
work” with the capacity to form arbitrary or relational associations with the space
(Kesner 2013). Both viewpoints assert that spatial encoding does not exist in isola-
tion from the encoding of other attributes and that memories include the relation-
ships between space and other dimensions that together compose rich contextual
knowledge.
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Time and Time Cells

The concept that time serves as an organizing principle for memory is age-old but
not antiquated. Aristotle established, the “principle of contiguity” as one of his
“Laws of Association” based on the general finding that recall of an item is facili-
tated by the presentation or recall of another item that occurred close in time to the
target item (Aristotle and Barnes 1984). The role of temporal context in memory has
since been extensively studied. After writing “Attributes of Memory,” Underwood
elaborated on the role of temporal context and order in his book, “Temporal Codes
for Memory.” There, he too emphasized that those items occurring in close temporal
proximity were more likely to be conjoined whereas those occurring with greater
temporal distance were more likely to be distinguishable. Shortly thereafter, Kesner
designed a variety of tasks that paralleled contemporary human experiments, such
as list-learning experiments, for use with rats. He demonstrated that serial position
effects were constant across species and that both retroactive and proactive interfer-
ence were present in rat models of list learning in which different places or maze
arms represented the elements in the list (Kesner and Novak 1982; Kametani and
Kesner 1989; Kesner et al. 1989). Since then, many studies have utilized the rat
model organism to further investigate the neural substrates and underlying mecha-
nisms of temporal order deficits and the encoding of temporal sequences (Allen
etal. 2014; Howard et al. 2005; Howard and Kahana 2002). The creation of associa-
tions between temporally proximal events contributes greatly to episodic memory
formation in humans. Specifically, when subjects bias their retrieval strategy to rely
on temporal associations, they perform better on episodic recall tasks (Sederberg
et al. 2010).

The role of the hippocampus in time and temporal order is likely to be fun-
damental to the role of the hippocampus in coding episodes that are essential to
an individual’s ongoing autobiography. The role of the hippocampus with respect
to time is complex and occurs in a series of nested timescales from the short du-
ration of spike timing within oscillatory neural circuits to the construal of time
with respect to place and context. With respect to memory, time has been studied
regarding the basic substrates of neuronal coding (firing rates, spike-time depen-
dent plasticity, and rhythmic oscillatory activity), the sequential order of events
(including succession, temporal order, and relative recency), and memory for the
duration of events including memory for intervals or time periods between events
(Jackson-Smith et al. 1993; Pastalkova et al. 2008). Just as spatial memories require
organized associations between spatial features of an environment, the encoding of
events in time also requires a temporal organization that can account for similar and
distinct temporal features. Experimental evidence suggests that single cells in the
hippocampus can demonstrate reliable, and temporally selective, sequential activity
during a given length of time in a manner similar to place cell activity for distinct
spatial locations over a given spatial environment (MacDonald et al. 2011; Munn
and Bilkey 2011). These cells, labeled time cells, are some of the first evidence to
suggest that the hippocampus may have a temporal organization for episodes that
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is very similar to its characterized mechanism for spatial organization of environ-
ments. More importantly, these findings are evidence for single cell encoding of a
temporal dimension or attribute.

Conjoining Space and Time

To better understand why brain regions such as the hippocampus would need to
encode temporal as well as spatial features into memory, it is important to know
that space and time are linked and inseparable in nature. In fact, the physical dimen-
sions of space and time are often considered together and referred to as spacetime,
whereby they do not have separate existences. In extreme cases such as the realm of
relativistic physics, this can mean that events occurring billions of years ago at the
farthest reaches of the universe can occur simultaneously with your thoughts as you
look up at the light from that event shining in the earth’s sky. In our everyday lives,
it can mean that the changes we observe in places we have known since childhood
are measured by, and are indicators of the passage of time. In the latter case, which
refers to our own egocentric view of the universe, we realize that memories of
places (“where”) from our childhood are dependent upon an inseparable temporal
(“when”) component. Since space and time are inseparable in nature, it should be
tested whether the classical separation of space and time in the brain and in the en-
coding of memories is an artificial division. Although place and time cells provide a
mechanism through which spatial and temporal associations can be made along two
separate dimensions, it remains to be tested how associations are encoded across
these dimensions. How are spatial features of memory linked to events in time? The
unity of these dimensions could be accomplished by place cells dependent upon
temporal features or time cells with spatial contingencies. To this end, it has been
demonstrated that the temporal organization of place cell activity with respect to the
phase of theta (412 Hz) frequency oscillations in the hippocampus is related to a
rat’s movement through space, a phenomenon that has been termed phase preces-
sion (Dragoi and Buzséaki 2006; Skaggs et al. 1996; Tsodyks et al. 1996). This phe-
nomenon is observed in each of the subregions of the hippocampus. Additionally,
sharp wave ripple events in CA3 and CA1 in the hippocampus elicit activity resem-
bling the sequential firing of place cells during task behavior, providing evidence
for the encoding of temporal order for spatial experiences by the network (Davidson
et al. 2009; Gupta et al. 2010; Jadhav et al. 2012). Both phenomena are promising
evidence that the hippocampus represents both spatial and temporal information
together at short-time scales.
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Conjoining Space and Time in the DG

A subregion within the hippocampal formation, the DG, has been hypothesized to
combine both spatial and temporal dimensions at the single cell level (Aimone et al.
2009). The DG is the only subregion of the hippocampus that demonstrates neuro-
genesis, or the continuous birth of new neurons, throughout adulthood. Adult-born
neurons are born in the subgranular zone of the DG granule cell layer and dem-
onstrate a characteristic development before becoming mature functional granule
cells. Importantly, immature adult-born neurons exhibit a transient period of both
intrinsic and synaptic hyperexcitability that is due to low membrane capacitance
and less synaptic inhibition, respectively (Esposito et al. 2005; Laplagne et al. 20006,
2007; Piatti et al. 2006). This transient physiological difference between mature and
immature granule cells may yield a unique role for adult-born cells in temporal en-
coding. Computational models demonstrate that temporally proximal events occur-
ring within the transient period of hyperexcitability for a set of adult-born neurons
elicit activity from common immature cells in an otherwise sparse firing mature
network (Aimone et al. 2006). There then exists a similarity in DG output for tem-
porally proximal events that does not exist for events separated in time, a temporal
pattern integration, that is the direct result of adult-born neuron physiology during
development (Aimone et al. 2006, 2009). This temporal pattern integration can then
ultimately link disparate features in the spatial dimension through close proximity
along the temporal dimension.

The transient period of hyperexcitability in adult-born neuron development is
also a critical period for regulation of their survival and activity. Although a major-
ity of adult-born cells die before becoming mature granule cells, exposure to learn-
ing paradigms or enriching environments during this critical period can greatly en-
hance their survival and bias their activity toward input received during their devel-
opment (Aimone et al. 2006; Tashiro et al. 2007). This has led to the prediction that
surviving adult-born neurons provide dedicated and selective activity to temporally
proximal events during their development and thus can create new outputs from
the dentate that are temporally distinct. Adult neurogenesis in the DG can therefore
provide a mechanism for an additional type of pattern separation, a temporal pat-
tern separation, through the continuous contribution of new temporal dimensions to
distinguish between similar events separated in time (Aimone et al. 2011). Recent
behavioral studies have demonstrated that the ability to make accurate spatiotem-
poral order judgments relies on the integrity of the DG. In fact, after lesions of the
DG or the selective elimination of postnatal neurogenesis, rats cannot disambigu-
ate the order of presentation of two spatial locations that were visited contiguously
(Kesner et al. 2014; Morris et al. 2013). At the single cell level, one would predict
that place cells in DG separate similar or identical spatial locations that are far apart
along the temporal dimension by exhibiting spatial activity that is dependent upon
time. To this end, it was shown that single cells, and even place cells in the DG of
the hippocampus, demonstrate activity that is temporally selective (Rangel et al.
2014). Specifically, temporal separation between different experiences created a
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more distinct population code for each experience than experiences with no tempo-
ral separation, and manipulations to reduce levels of adult neurogenesis increased
the similarity of responses to the different experiences. Cells in the DG thus support
the integration of both spatial and temporal information through activity that is se-
lective to both space and time, revealing the relationship between these dimensions
by encoding experiences as distinct events in spacetime (Fig. 3.3).

A Multidimensional Hippocampus

In addition to the DG, the integration of space and time has recently been shown to
exist in the CA1 region of the hippocampus. Populations of CA1 place cells, but not
CA3 place cells, demonstrate different patterns of activity across days with increas-
ing temporal intervals between cell recordings (Mankin et al. 2012). This implies
that subregions of the hippocampus may integrate time and space according to dif-
ferent timescales. It remains an open question, however, how the spatiotemporal
coding observed in DG contributes to or interacts with the spatiotemporal coding
observed in downstream CA1. The encoding of both spatial and temporal dimen-
sions at the single cell level in the DG and downstream hippocampal subregions
can provide a mechanism for a more complete theory of how the hippocampus
accomplishes associations between complex features of memories. In relativistic
physics, spacetime describes everything in the universe as events that occur in space

Circutar track Circular track

Cheeseboard

Fig. 3.3 Separating exposure to three different behavioral contexts during training (a circular
track, an open-field cheeseboard, and a square foraging pot), resulted in place cells with activity
selective for only one of three contexts during test exposures to all three contexts in the same day.
This temporal selectivity was reduced in groups with shorter temporal separations between con-
texts and in groups with decreased levels of adult neurogenesis. (Taken from Rangel et al. 2014)

Foraging pot Foraging pot
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and time. The utility of combining these dimensions is that highly disparate loca-
tions in the universe can be linked in time, and highly overlapping locations can
become more distinct in time. In other words, spacetime has the ability to reveal the
relationship of events along both dimensions. In the DG, the combination of these
two dimensions means that associations can be made between spatial and temporal
features of events. Multidimensional activity in the hippocampus may thus be a
mechanism through which the hippocampus accounts for relationships across spa-
tial and nonspatial features of memories.

The hippocampus is thus more than a cognitive map, and more equivalent to a
multidimensional terrain well suited for the demands of the attribute-based approach
to memory. The large advantage of this multidimensional view is that it removes the
hippocampus from the constraint of encoding complex features of memories along
a single dimension. Instead, single cells are given the ability to reveal the relation-
ships across spatial, temporal, and perhaps other dimensions. By acknowledging
that these dimensions exist in the hippocampus, we can begin to examine the exact
dynamics of the relationships between these dimensions and determine the rules, if
any, regarding how these relationships manifest themselves in the activity of single
cells. As the attribute-based model of memory suggests, these studies support the
idea that space is so integrally linked with other dimensions that it would be difficult
and potentially unmeaningful to examine it as encoded separately in the brain.

Conclusion

Kesner’s attribute model theorizes that time and space are conjoined in the hip-
pocampus and implicates the DG as essential to separating events that occur close
in time. We further describe how the hippocampus, and more specifically the DG,
may have the ability to create distinct spatial representations that also incorporate
time, revealing an integrated spatiotemporal code. This code may be useful for
segregating events that occur on long timescales. Here, spatiotemporal coding of
contextual inputs may be accomplished through the continual generation of new
neurons, which, due to their transient window of hyperexcitability and plasticity,
allow for preferential encoding of information present during that temporal window.
Thus, on a protracted timescale, the DG may act in large part as a sparsifying net-
work, and temporally orthogonalize inputs, as computationally predicted (Aimone
et al. 2009; Rangel et al. 2014).

By defining memory as composed of multiple complex features, the attribute
model of memory first and foremost described memory as a systems level computa-
tion. The structures responsible for memory formation would need to have mecha-
nisms for forming associations across features and for using different features to
make memories distinct. This approach will continue to provide an inspirational
framework for incorporating computational, behavioral, systems, cellular, and
molecular level approaches towards investigating how rich contextual information
aggregates to form our recollections.
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Had there been an ageless observer at the sparkling moment of the creation of the egg—or
of the hen—we would be no better off than we are today, for I am sure the observer would
have soon forgotten which came first. Underwood 1977

Acknowledgments Recollections of the Kesner Lab

My (Chiba’s) memories of Ray Kesner’s lab in the context of graduate school surround the time
of exciting theoretical advances, pushing the attribute model from a static to an active processing
model. Daily candid exchanges were inspired by Ray’s openness to creatively and rigorously
testing, rather than simply supporting his theories. Ray’s approach provided a platform for learning
across several different labs working on similar questions. His genius for behavioral design and
effervescence was contagious and as such all of us from that era inherited a portion of his passion
and made his science part of our own. To our post-docs and students, there was nothing more
inspiring than their first meal with Ray who is particularly facile at using restaurant condiments to
represent all physical aspects of an experiment. The prize of the meal was the napkin covered with
newly designed experiments to test the question of the evening. Each of us aspired to take at least
some small aspect of Ray back to the lab. To Ray, we owe our intrinsic satisfaction from beautiful
science; this is what makes a scientist for life and across many venues. What rich and perplexing
lives he has given us. Thank you, Ray!

I (Chiba) also wish to acknowledge the late Dr. William H. Saufley II, a student of Underwood’s,
who instilled my early desire to pursue science and directed me towards Ray’s Chapter in Learning
and Memory: A Biological View (Eds. J L Martinez and R P Kesner 1986). This eye-catching book
illuminated the path to Ray’s lab.

References

Aimone, J. B., Wiles, J., & Gage, F. H. (2006). Potential role for adult neurogenesis in the encod-
ing of time in new memories. Nature Neuroscience, 9(6), 723—727. doi:nn1707 [pii] 10.1038/
nnl707.

Aimone, J. B., Wiles, J., & Gage, F. H. (2009). Computational influence of adult neurogenesis
on memory encoding. Neuron, 61(2), 187-202. doi:S0896-6273(08)01019-2 [pii] 10.1016/].
neuron.2008.11.026.

Aimone, J. B., Deng, W., & Gage, F. H. (2011). Resolving new memories: a critical look at the den-
tate gyrus, adult neurogenesis, and pattern separation. Neuron 70(4), 589-596. doi: 10.1016/j.
neuron.2011.05.010.

Allen, T. A., Morris, A. M., Mattfeld, A. T., Stark, C. E. L., & Fortin, N. J. (2014). A Sequence
of events model of episodic memory shows parallels in rats and humans. Hippocampus, 24,
1178-1188 doi:10.1002/hipo.22301.

Aristotle, & Barnes, J. (1984) The complete works of Aristotle: The revised Oxford translation
(Bollingen Series LXXI-2) (Vol. 2). New Jersey: Princeton University Press.

Bostock, E., Muller, R. U., & Kubie, J. L. (1991). Experience-dependent modifications of hippo-
campal place cell firing. Hippocampus, 1(2), 193-205. doi:10.1002/hipo.450010207.

Burgess, N., Maguire, E. A., & O’Keefe, J. (2002). The human hippocampus and spatial and epi-
sodic memory. Neuron 35(4), 625-641.

Chiba, A. A., Kesner, R. P., & Jackson, P. A. (2002). Two forms of spatial memory: A double dis-
sociation between the parietal cortex and the hippocampus in the rat. Behavioral Neuroscience,
116(5), 874-883.

Cohen, N. J., Poldrack, R. A., & Eichenbaum, H. (1997). Memory for items and memory for
relations in the procedural/declarative memory framework. Memory (Hove, England), 5(1-2),
131-178. doi:10.1080/741941149.



72 L. M. Rangel et al.

Davidson, T. J., Kloosterman, F., & Wilson, M. A. (2009). Hippocampal replay of extended experi-
ence. Neuron, 63(4), 497-507. doi:10.1016/j.neuron.2009.07.027.

DeCoteau, W. E., & Kesner, R. P. (2000). A double dissociation between the rat hippocampus
and medial caudoputamen in processing two forms of knowledge. Behavioral Neuroscience,
114(6), 1096-1108.

Deng, W., Mayford, M., & Gage, F. H. (2013). Selection of distinct populations of dentate granule
cells in response to inputs as a mechanism for pattern separation in mice. eLife, 2, ¢00312.
doi:10.7554/eLife.00312

de Pontes, J. C. A., Batista, A. M., Viana, R. L., & Lopes, S. R. (2005). Short-term memories with
a stochastic perturbation. Chaos, Solitons & Fractals 23(5), 1689-1694.

DiMattia, B. D., & Kesner, R. P. (1988). Spatial cognitive maps: Differential role of parietal cortex
and hippocampal formation. Behavioral Neuroscience, 102(4), 471-480.

Dragoi, G., & Buzsaki, G. (2006). Temporal encoding of place sequences by hippocampal cell as-
semblies. Neuron, 50(1), 145-157. doi:10.1016/j.neuron.2006.02.023.

Esposito, M. S., Piatti, V. C., Laplagne, D. A., Morgenstern, N. A., Ferrari, C. C., Pitossi, F. J., &
Schinder, A. F. (2005). Neuronal differentiation in the adult hippocampus recapitulates embry-
onic development. The Journal of Neuroscience, 25(44), 10074—10086. doi:25/44/10074 [pii]
10.1523/JNEUROSCI.3114-05.2005.

Frank, L. M., Brown, E. N., & Wilson, M. (2000). Trajectory encoding in the hippocampus and
entorhinal cortex. Neuron, 27(1), 169—178.

Frank, L. M., Brown, E. N., & Stanley, G. B. (2006). Hippocampal and cortical place cell plastici-
ty: Implications for episodic memory. Hippocampus, 16(9), 775-784. doi:10.1002/hipo.20200.

Gupta, A. S., van der Meer, M. A. A., Touretzky, D. S., & Redish, A. D. (2010). Hippocampal
replay is not a simple function of experience. Neuron, 65(5), 695-705. doi:10.1016/j.neu-
ron.2010.01.034.

Howard, M. W., & Kahana, M. J. (2002). A distributed representation of temporal context. Journal
of Mathematical Psychology, 46(3), 269-299. doi:10.1006/jmps.2001.1388.

Howard, M. W., Fotedar, M. S., Datey, A. V, & Hasselmo, M. E. (2005). The temporal context mod-
el in spatial navigation and relational learning: Toward a common explanation of medial tem-
poral lobe function across domains. Psychological Review, 112(1), 75-116. doi:10.1037/0033-
295X.112.1.75.

Jackson-Smith, P., Kesner, R. P., & Chiba, A. A. (1993). Continuous recognition of spatial and non-
spatial stimuli in hippocampal-lesioned rats. Behavioral and Neural Biology, 59(2), 107-119.

Jacobson, T. K., Gruenbaum, B. F., & Markus, E. J. (2011). Extensive training and hippocampus
or striatum lesions: Effect on place and response strategies. Physiology & Behavior, 105(3),
645-652. doi:10.1016/j.physbeh.2011.09.027.

Jadhav, S. P., Kemere, C., German, P. W., & Frank, L. M. (2012). Awake hippocampal sharp-wave
ripples support spatial memory. Science (New York, N.Y.), 336(6087), 1454—1458. doi:10.1126/
science.1217230.

Kametani, H., & Kesner, R. P. (1989). Retrospective and prospective coding of information: Dis-
sociation of parietal cortex and hippocampal formation. Behavioral Neuroscience, 103, 84—89.

Kentros, C., Hargreaves, E., Hawkins, R. D., Kandel, E. R., Shapiro, M., & Muller, R. V. (1998).
Abolition of long-term stability of new hippocampal place cell maps by NMDA receptor block-
ade. Science (New York, N.Y), 280(5372), 2121-2126.

Kentros, C. G., Agnihotri, N. T., Streater, S., Hawkins, R. D., & Kandel, E. R. (2004). Increased
attention to spatial context increases both place field stability and spatial memory. Neuron,
42(2), 283-295.

Kesner, R. P. (1980). An attribute analysis of memory: The role of the hippocampus. Physiology
Psychology, 8, 189—197.

Kesner, R. P. (1990). New approaches to the study of comparative cognition. NIDA Research
Monograph, 97, 22-36 (http://www.ncbi.nlm.nih.gov/pubmed/2247138).

Kesner, R. P. (2013). A process analysis of the CA3 subregion of the hippocampus. Frontiers in
Cellular Neuroscience, 7, 78. doi:10.3389/fncel.2013.00078.



3 Space, Time, and the Hippocampus 73

Kesner, R. P, & Novak, J. (1982). Serial position curve in rats: Role of the dorsal hippocampus.
Science, 218, 173—174.

Kesner, R. P., & Rolls, E. T. (2001). Role of long-term synaptic modification in short-term memo-
ry. Hippocampus, 11(3), 240-250. doi:10.1002/hipo.1040.

Kesner, R. P., Adelstein, T. B., & Crutcher, K. A. (1989). Equivalent spatial location memory defi-
cits in rats with medial septum or hippocampal formation lesions and patients with dementia of
the Alzheimer’s type. Brain and Cognition, 9(2), 289-300.

Kesner, R. P., Hui, X., Sommer, T., Wright, C., Barrera, V. R., Fanselow, M. S. (2014). The role
of postnatal neurogenesis in supporting remote memory and spatial metric processing. Hip-
pocampus, 24, 1663—1671. doi:10.1002/hipo.22346.

Kjelstrup, K. B., Solstad, T., Brun, V. H., Hafting, T., Leutgeb, S., Witter, M. P., et al. (2008).
Finite scale of spatial representation in the hippocampus. Science, 321(5885), 140-143.
doi:321/5885/140 [pii] 10.1126/science.1157086.

Laplagne, D. A., Esposito, M. S., Piatti, V. C., Morgenstern, N. A., Zhao, C., van Praag, H., et al.
(2006). Functional convergence of neurons generated in the developing and adult hippocam-
pus. Plos Biology, 4(12), ¢409. doi:06-PLBI-RA-0577R3 [pii] 10.1371/journal.pbio.0040409.

Laplagne, D. A., Kamienkowski, J. E., Esposito, M. S., Piatti, V. C., Zhao, C., Gage, F. H., & Schin-
der, A. F. (2007). Similar GABAergic inputs in dentate granule cells born during embryonic
and adult neurogenesis. European Journal Neuroscience, 25(10), 2973-2981. doi:EJN5549
[pii] 10.1111/5.1460-9568.2007.05549.x.

Lenck-Santini, P.-P., Rivard, B., Muller, R. U., & Poucet, B. (2005). Study of CA1 place cell ac-
tivity and exploratory behavior following spatial and nonspatial changes in the environment.
Hippocampus, 15(3), 356—69. doi:10.1002/hipo.20060.

Leutgeb, S., Leutgeb, J. K., Moser, M. B., & Moser, E. I. (2005). Place cells, spatial maps
and the population code for memory. Current Opinion Neurobiology, 15(6), 738-746.
doi:S0959-4388(05)00152-2 [pii] 10.1016/j.conb.2005.10.002.

Leutgeb, J. K., Leutgeb, S., Moser, M. B., & Moser, E. 1. (2007). Pattern separation in the den-
tate gyrus and CA3 of the hippocampus. Science, 315(5814), 961-966. doi:315/5814/961 [pii]
10.1126/science.1135801.

MacDonald, C.J., Lepage, K. Q., Eden, U. T., & Eichenbaum, H. (2011). Hippocampal “time cells”
bridge the gap in memory for discontiguous events. Neuron, 71(4), 737-749. doi:10.1016/j.
neuron.2011.07.012.

Mankin, E. A., Sparks, F. T., Slayyeh, B., Sutherland, R. J., Leutgeb, S., & Leutgeb, J. K. (2012).
Neuronal code for extended time in the hippocampus. Proc Natl Acad Sci U S A. 109(47),
19462-19467. doi: 10.1073/PNAS.1214107109. Epub 2012 Nov 6. Erratum in: Proc Natl
Acad Sci U S A. 2015, 112(10), E1169.

McClelland, J. L., McNaughton, B. L., & O’Reilly, R. C. (1995). Why there are complementary
learning systems in the hippocampus and neocortex: Insights from the successes and failures of
connectionist models of learning and memory. Psychological Review, 102(3), 419-457.

McNaughton, B. L., Barnes, C. A., & O’Keefe, J. (1983). The contributions of position, direction,
and velocity to single unit activity in the hippocampus of freely-moving rats. Experimental
Brain Research, 52(1), 41-49.

Milner, B., & Penfield, W. (1956). The effect of hippocampal lesions on recent memory. Transac-
tions of the American Neurological Association, 42-8(80th Meeting).

Milner, B., Corkin, S., & Teuber, H. L. (1968). Further analysis of the hippocampal amnesic syn-
drome: 14-year follow-up study of H.M. Neuropsychologia, 6(3), 215-234. doi:10.1016/0028-
3932(68)90021-3.

Milner, B., Squire, L. R., & Kandel, E. R. (1998). Cognitive neuroscience and the study of mem-
ory. Neuron, 20(3), 445-468.

Morris, R. G. M., Schenk, F., Tweedie, F., & Jarrard, L. E. (1990). Ibotenate lesions of hippocam-
pus and/or subiculum: Dissociating components of allocentric spatial learning. The European
Journal of Neuroscience, 2(12), 10161028 (http://www.ncbi.nlm.nih.gov/pubmed/12106063).

Morris, A. M., Curtis, B. J., Churchwell, J. C., Maasberg, D. W., & Kesner, R. P. (2013). Temporal
associations for spatial events: The role of the dentate gyrus. Behavioural Brain Research, 256,
250-6. doi:10.1016/j.bbr.2013.08.021.



74 L. M. Rangel et al.

Munn, R. G. K., & Bilkey, D. K. (2011). The firing rate of hippocampal CA1 place cells is modu-
lated with a circadian period. Hippocampus, 22, 1325-1337. doi:10.1002/hipo.20969.

Neunuebel, J. P, & Knierim, J. J. (2014). CA3 retrieves coherent representations from degrad-
ed input: Direct evidence for CA3 pattern completion and dentate gyrus pattern separation.
Neuron, 81(2), 416-427. doi:10.1016/j.neuron.2013.11.017.

Nitz, D. (2009). Parietal cortex, navigation, and the construction of arbitrary reference frames for
spatial information. Neurobiology of Learning and Memory, 91(2), 179—-185. doi:10.1016/j.
nlm.2008.08.007.

O’Keefe, J., & Dostrovsky, J. (1971). The hippocampus as a spatial map. Preliminary evidence
from unit activity in the freely-moving rat. Brain Research, 34(1), 171-175.

O’Keefe, J., & Nadel, L. (1978). The hippocampus as a cognitive map. Hippocampus (Vol. 3,
p- 570). Oxford: Oxford University Press.

O’Reilly, R. C., & McClelland, J. L. (1994). Hippocampal conjunctive encoding, storage, and
recall: Avoiding a trade-off. Hippocampus, 4(6), 661-682. doi:10.1002/hipo.450040605.

Olton, D. S., & Papas, B. C. (1979). Spatial memory and hippocampal function. Neuropsycholo-
gia, 17(6), 669—682.

Olton, D. S., Walker, J. A., & Gage, F. H. (1978). Hippocampal connections and spatial discrimina-
tion. Brain Research, 139(2), 295-308.

Pastalkova, E., Itskov, V., Amarasingham, A., & Buzsaki, G. (2008). Internally generated cell as-
sembly sequences in the rat hippocampus. Science (New York, N.Y.), 321(5894), 1322—-1327.
doi:10.1126/science.1159775.

Piatti, V. C., Esposito, M. S., & Schinder, A. F. (2006). The timing of neuronal development in
adult hippocampal neurogenesis. The Neuroscientist, 12(6), 463—468. doi:12/6/463 [pii]
10.1177/1073858406293538.

Poucet, B., Save, E., & Lenck-Santini, P. P. (2000). Sensory and memory properties of hippocam-
pal place cells. Reviews in the Neurosciences, 11(2-3), 95-111.

Rangel, L. M., & Eichenbaum, H. (2013). What’s new is older. eLife, 2, e00605. doi:10.7554/
eLife.00605.

Rangel, L. M., Alexander, A. S., Aimone, J. B., Wiles, J., Gage, F. H., Chiba, A. A., & Quinn, L.
K. (2014). Temporally selective contextual encoding in the dentate gyrus of the hippocampus.
Nature Communications, 5, 3181. doi:10.1038/ncomms4181.

Rivard, B., Li, Y., Lenck-Santini, P.-P., Poucet, B., & Muller, R. U. (2004). Representation of ob-
jects in space by two classes of hippocampal pyramidal cells. The Journal of General Physiol-
ogy, 124(1), 9-25. doi:10.1085/jgp.200409015.

Rolls, E. T. (2010). A computational theory of episodic memory formation in the hippocampus.
Behavioural Brain Research, 215(2), 180—196. doi:10.1016/j.bbr.2010.03.027.

Rolls, E. T., & Kesner, R. P. (2006). A computational theory of hippocampal function, and empiri-
cal tests of the theory. Progress in Neurobiology, 79(1), 1-48. doi:S0301-0082(06)00036-0.
Rosenbaum, R. S., Priselac, S., Kohler, S., Black, S. E., Gao, F., Nadel, L., & Moscovitch, M.
(2000). Remote spatial memory in an amnesic person with extensive bilateral hippocampal

lesions. Nature Neuroscience, 3(10), 1044—1048. doi:10.1038/79867.

Rosenbaum, R. S., Kéhler, S., Schacter, D. L., Moscovitch, M., Westmacott, R., Black, S. E., et al.
(2005). The case of K.C.: Contributions of a memory-impaired person to memory theory. Neu-
ropsychologia, 43(7), 989-1021. doi:10.1016/j.neuropsychologia.2004.10.007.

Rowland, D. C., Yanovich, Y., & Kentros, C. G. (2011). A stable hippocampal representation
of a space requires its direct experience. Proceedings of the National Academy of Sciences,
108(35), 14654-14658. doi:10.1073/pnas.1105445108.

Sederberg, P. B., Miller, J. F., Howard, M. W., & Kahana, M. J. (2010). The temporal contigu-
ity effect predicts episodic memory performance. Memory & Cognition, 38(6), 689—699.
doi:10.3758/MC.38.6.689.

Shen, J., Barnes, C. A., McNaughton, B. L., Skaggs, W. E., & Weaver, K. L. (1997). The effect of
aging on experience-dependent plasticity of hippocampal place cells. The Journal of Neurosci-
ence, 17(17), 6769—6782.



3 Space, Time, and the Hippocampus 75

Skaggs, W. E., McNaughton, B. L., Wilson, M. A., & Barnes, C. A. (1996). Theta phase precession
in hippocampal neuronal populations and the compression of temporal sequences. Hippocam-
pus, 6(2), 149-172. doi:10.1002/(SICI)1098-1063(1996)6:2<149::AID-HIPO6>3.0.CO;2-K.

Tashiro, A., Makino, H., & Gage, F. H. (2007). Experience-specific functional modification of
the dentate gyrus through adult neurogenesis: A critical period during an immature stage.
The Journal of Neuroscience, 27(12), 3252-3259. doi:27/12/3252 [pii] 10.1523/JNEURO-
SCIL.4941-06.2007.

Treves, A., & Rolls, E. T. (1992). Computational constraints suggest the need for two distinct
input systems to the hippocampal CA3 network. Hippocampus, 2(2), 189—199. doi:10.1002/
hipo.450020209.

Tse, D., Langston, R. F., Kakeyama, M., Bethus, 1., Spooner, P. A., Wood, E. R., et al. (2007). Sche-
mas and memory consolidation. Science (New York, N.Y.), 316(5821), 76-82. doi:10.1126/
science.1135935.

Tsodyks, M. V., Skaggs, W. E., Sejnowski, T. J., & McNaughton, B. L. (1996). Population
dynamics and theta rhythm phase precession of hippocampal place cell firing: A spiking neu-
ron model. Hippocampus, 6(3), 271-280. doi:10.1002/(SICI)1098-1063(1996)6:3<271::AID-
HIPO5>3.0.C0O;2-Q.

Tulving, E. (2002). Episodic memory: From mind to brain. Annual Review of Psychology, 53(1),
1-25. doi:10.1146/annurev.psych.53.100901.135114.

Underwood, B. J. (1969). Attributes of memory. Psychological Review, 76(6), 559-573.

Underwood, B. J. (1977). Temporal codes for memories: Issues and problems. Hillsdale: Erlbaum.

Van Strien, N. M., Cappaert, N. L. M., & Witter, M. P. (2009). The anatomy of memory: An inter-
active overview of the parahippocampal-hippocampal network. Nature Reviews. Neuroscience,
10(4), 272-282. doi:10.1038/nrn2614.

Whishaw, I. Q., Cassel, J. C., & Jarrad, L. E. (1995). Rats with fimbria-fornix lesions display a
place response in a swimming pool: A dissociation between getting there and knowing where.
The Journal of Neuroscience, 15(8), 5779-5788.



Chapter 4
Pattern Completion and Pattern Separation
Mechanisms in the Hippocampus

Edmund T. Rolls

Introduction

There is great interest in how pattern separation and pattern completion in the hip-
pocampus contribute to its functions in memory and spatial function (Giocomo
et al. 2011; Jezek et al. 2011; Leutgeb et al. 2007; McHugh et al. 2007; Nakashiba
et al. 2012; Nakazawa et al. 2002, 2003; Wills et al. 2005), and among those who
have made many contributions in this area are Ray Kesner and his colleagues (Hun-
saker and Kesner 2008, 2013; Kesner 2007, 2013; Kesner et al. 2012; Rolls and
Kesner 2006).

This chapter describes some of the different types of pattern separation and pat-
tern completion in the hippocampal system, and the mechanisms that implement
them. More comprehensive descriptions of my theory of hippocampal function, and
of differences between the primate and rodent hippocampal neuronal representa-
tions and the implications for understanding human memory are provided elsewhere
(Rolls 2008, 2010b, 2013; Rolls and Kesner 2006; Rolls and Xiang 2006; Kesner
and Rolls 2015). The theory has been developed through many stages (Rolls 1987,
1989a, b, ¢, 1990a, b, 1991, 1995, 1996b, 2008, 2010b; Rolls and Deco 2010; Rolls
and Kesner 2006; Rolls and Treves 1998; Treves and Rolls 1991, 1992, 1994), has
as a predecessor developments made by David Marr (Marr 1971) (though he never
identified the CA3 system as an autoassociation network), and has benefitted great-
ly from collaborations with many whose names appear below in the citations, in-
cluding Alessandro Treves and Simon Stringer. The operation of pattern association
networks, autoassociation networks, and competitive networks has been described
elsewhere (Hertz et al. 1991; Rolls 2008; Rolls and Treves 1998; Rolls 2016).
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Background to the Approach to Hippocampal Function

Event and Episodic Memory

The focus is on a fundamental property of episodic memory, the ability to store and
retrieve the memory of a particular single event involving an association between
items such as the place and the object or reward seen at that place. Episodic memo-
ry, in the sense of a series of linked events, requires this type of event memory, and
could be implemented by linking together a series of events.

An event consists of a set of items that occur together, such as seeing a particular
object or person’s face in a particular place. An everyday example might be re-
membering where one was for dinner, who was present, what was eaten, what was
discussed, and the time at which it occurred. The spatial context is almost always
an important part of an episodic memory (Dere et al. 2008), and it may be partly
for this reason that episodic memory is linked to the functions of the hippocampal
system which is involved in spatial processing and memory. The ability to recall a
whole memory from a partial cue is an important property of episodic memory and
is referred to as completion.

Systems-Level Functions and Connections of the Primate
Hippocampus

Any theory of the hippocampus must state at the systems level what is computed
by the hippocampus. Some of the relevant evidence about the functions of the hip-
pocampus in memory comes from the effects of damage to the hippocampus, the
responses of neurons in the hippocampus during behavior, and the systems-level
connections of the hippocampus, as described in more detail elsewhere (Rolls 2008,
2010b; Kesner and Rolls 2015; Rolls and Xiang 2006). Many of the memory func-
tions are important in event or episodic memory, in which the ability to remember
what happened where on typically a single occasion (or trial in a learning experi-
ment) is important. It is suggested that an autoassociation memory implemented
by the CA3 neurons enables event or episodic memories to be formed by enabling
associations to be formed between spatial and other including object or reward rep-
resentations, and for completion to then occur in recall from any part. This is differ-
ent from pattern association memory in which a visual stimulus might become as-
sociated with a taste by associative synaptic modification. Later presentation of the
visual stimulus would retrieve the taste representation. However, presentation of the
taste would not retrieve the visual representation, and this is an important and fun-
damental difference between autoassociation and pattern association, as described
in detail elsewhere (Rolls 2008, 2014, 2016; Rolls and Treves 1998).

Information stored in the hippocampus will need to be retrieved and affect other
parts of the brain in order to be used. The information about episodic events re-
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called from the hippocampus could be used to help form semantic memories (Rolls
1989Db, ¢, 1990a; Treves and Rolls 1994). For example, remembering many particu-
lar journeys could help to build a geographic cognitive map in the neocortex. The
hippocampus and neocortex would thus be complementary memory systems, with
the hippocampus being used for rapid, “on the fly,” unstructured storage of informa-
tion involving activity potentially arriving from many areas of the neocortex; while
the neocortex would gradually build and adjust on the basis of much accumulating
information, often recalled from the hippocampal unstructured store, the semantic
representation (McClelland et al. 1995; Moscovitch et al. 2005; Rolls 1989b; Treves
and Rolls 1994). The theory shows how information could be retrieved within the
hippocampus, and how this retrieved information could enable the activity in neo-
cortical areas that was present during the original storage of the episodic event to
be reinstated, thus implementing recall, by using hippocampo-neocortical backpro-
jections is described elsewhere (Rolls 1995, 1996b, 2008, 2010b; Treves and Rolls
1994; see Fig. 4.1).

To understand the functions of the primate hippocampus in event or episodic
memory, it is necessary to understand from which other parts of the brain it receives
information. Does it, for example, receive object as well as spatial information in
terms of its connectivity? The primate hippocampus receives inputs via the entorhi-
nal cortex (area 28) and the highly developed parahippocampal gyrus (areas TF and
TH) as well as the perirhinal cortex from the ends of many processing streams of
the cerebral association cortex, including the visual and auditory temporal lobe as-
sociation cortical areas, the prefrontal cortex, and the parietal cortex (Amaral 1987,
Amaral et al. 1992; Lavenex et al. 2004; Rolls 2008; Rolls and Kesner 2006; Suzuki
and Amaral 1994b; Van Hoesen 1982; Witter et al. 2000b; see Fig. 4.1). The hip-
pocampus is thus by its connections potentially able to associate together object
and spatial representations. In addition, the entorhinal cortex receives inputs from
the amygdala and the orbitofrontal cortex, which could provide reward-related in-
formation to the hippocampus (Carmichael and Price 1995; Pitkanen et al. 2002;
Stefanacci et al. 1996; Suzuki and Amaral 1994a).

The primary output from the hippocampus to neocortex originates in CA1l and
projects to subiculum, entorhinal cortex, and parahippocampal structures (areas
TF-TH) as well as prefrontal cortex (Delatour and Witter 2002; van Haeften et al.
2003; Van Hoesen 1982; Witter 1993; see Fig. 4.1), though there are other outputs
(Kesner and Rolls 2015). These are the pathways that are likely to be involved in the
retrieval of information from the hippocampus back to the neocortex.

The theory is a quantitative theory and the numbers of synapses on the different
types of neuron is an important feature of the circuitry emphasized next.

Hippocampal Circuitry

Hippocampal circuitry (Amaral 1993; Amaral and Witter 1989; Andersen et al.
2007; Kondo et al. 2009; Lavenex et al. 2004; Naber et al. 2001; Storm-Mathiesen
et al. 1990; Witter 2007; Witter et al. 2000b) is illustrated in Fig. 4.1.
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Fig. 4.1 Forward connections (solid lines) from areas of cerebral association neocortex via the
parahippocampal gyrus and perirhinal cortex, and entorhinal cortex, to the hippocampus; and
backprojections (dashed lines) via the hippocampal CA 1 pyramidal cells, subiculum, and parahip-
pocampal gyrus to the neocortex. There is great convergence in the forward connections down to
the single network implemented in the CA3 pyramidal cells; and great divergence again in the
backprojections. Left: block diagram. Right: more detailed representation of some of the principal
excitatory neurons in the pathways. D Deep pyramidal cells, DG Dentate granule cells, ' Forward
inputs to areas of the association cortex from preceding cortical areas in the hierarchy, mf mossy
fibers, PHG parahippocampal gyrus and perirhinal cortex, pp perforant path, rc recurrent collateral
of the CA3 hippocampal pyramidal cells, S Superficial pyramidal cells, 2 pyramidal cells in layer 2
of the entorhinal cortex, 3 pyramidal cells in layer 3 of the entorhinal cortex. The thick lines above
the cell bodies represent the dendrites

Projections from the entorhinal cortex layer 2 reach the granule cells (of which
there are 10° in the rat) in the dentate gyrus (DG), via the perforant path (pp) (Witter
1993). The granule cells project to CA3 cells via the mossy fibers (mf), which pro-
vide a sparse but possibly powerful connection to the 3 x 105 CA3 pyramidal cells
in the rat. Each CA3 cell receives approximately 46 mossy fiber inputs, so that the
sparseness of this connectivity is thus 0.005 %. By contrast, there are many more—
possibly weaker—direct perforant path inputs also from layer 2 of the entorhinal
cortex onto each CA3 cell, in the rat of the order of 4 x 10°. The largest number of
synapses (about 1.2 x 10* in the rat) on the dendrites of CA3 pyramidal cells is, how-
ever, provided by the (recurrent) axon collaterals of CA3 cells themselves (rc) (see
Fig. 4.2). It is remarkable that the recurrent collaterals are distributed to other CA3
cells largely throughout the hippocampus (Amaral et al. 1990; Amaral and Witter
1989, 1995; Ishizuka et al. 1990; Witter 2007), so that effectively the CA3 system
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Fig. 4.2 The numbers of connections from three different sources onto each CA3 cell from three
different sources in the rat. (After Rolls and Treves 1998; Treves and Rolls 1992)

provides a single network, with a connectivity of approximately 2% between the
different CA3 neurons given that the connections are bilateral. The CA3—CA3 re-
current collateral system is even more extensive in macaques than in rats (Kondo
et al. 2009). The neurons that comprise CA3, in turn, project to CA1 neurons via
the Schaffer collaterals. In addition, projections that terminate in the CA1 region
originate in layer 3 of the entorhinal cortex (see Fig. 4.1).

CA3 as an Autoassociation or Attractor Memory: Pattern
Completion

Arbitrary Associations and Pattern Completion in Recall

Many of the synapses in the hippocampus show associative modification as shown
by long-term potentiation, and this synaptic modification appears to be involved in
learning (see Andersen et al. 2007; Lynch 2004; Morris 1989, 2003; Morris et al.
2003; Nakazawa et al. 2004; Nakazawa et al. 2003; Wang and Morris 2010). On the
basis of the evidence summarized above, Rolls (1987, 1989a, b, ¢, 1990a, b, 1991)
and others (Levy 1989; McNaughton 1991; McNaughton and Morris 1987) have
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suggested that the CA3 stage acts as an autoassociation memory which enables
episodic memories to be formed and stored in the CA3 network, and that subse-
quently the extensive recurrent collateral connectivity allows for the retrieval of a
whole representation to be initiated by the activation of some small part of the same
representation (the cue). The crucial synaptic modification for this is in the recur-
rent collateral synapses. (A description of the operation of autoassociative networks
is provided in detail elsewhere (Amit 1989; Hertz et al. 1991; Rolls 2010a; Rolls
and Deco 2002, 2010; Rolls and Treves 1998) including Memory, Attention, and
Decision-Making (Rolls 2008)).

The architecture of an autoassociation network is effectively that of the recur-
rent collateral synapses shown in Fig. 4.2, and the learning rule for the change in
the synaptic weights is as shown in Eq. (4.1) (Rolls 2008; Rolls and Treves 1998).

owy =k-ror (4.1)

where k is a constant, r, is the activation of the dendrite (the postsynaptic term),
r is the presynaptic firing rate, and 5wi/. is the change in the synaptic weight W,
(wi/, refers to the j'th synapse onto the i'th neuron. An introduction to autoassocia-
tion, competitive, and pattern association networks is provided in the Appendices of
Memory, Attention and Decision-Making: A Unifying Computational Neuroscience
Approach (Rolls 2008).)

The hypothesis is that because the CA3 operates effectively as a single network,
it can allow arbitrary associations between inputs originating from very different
parts of the cerebral cortex to be formed. These might involve associations between
information originating in the temporal visual cortex about the presence of an ob-
ject, and information originating in the parietal cortex about where it is. I note that
although there is some spatial gradient in the CA3 recurrent connections, so that the
connectivity is not fully uniform (Ishizuka et al. 1990; Witter 2007), the network
will still have the properties of a single interconnected autoassociation network al-
lowing associations between arbitrary neurons to be formed, given the presence of
many long-range connections which overlap from different CA3 cells, and the abil-
ity of attractor networks to operate with diluted connectivity shown in our compu-
tational studies prompted by this issue (Rolls 2012a; Rolls and Webb 2012; Treves
1990; Treves and Rolls 1991). It is very interesting indeed that in primates (ma-
caques), the associational projections from CA3 to CA3 travel extensively along
the longitudinal axis, and overall the radial, transverse, and longitudinal gradients
of CA3 fiber distribution, clear in the rat, are much more subtle in the nonhuman
primate brain (Kondo et al. 2009). The implication is that in primates, the CA3 net-
work operates even more as a single network than in rodents.

Crucial issues include how many memories could be stored in this system (to
determine whether the autoassociation hypothesis leads to a realistic estimate of
the number of memories that the hippocampus could store); whether the whole of
a memory could be completed from any part; whether the autoassociation memory
can act as a short term memory, for which the architecture is inherently suited; and
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whether the system could operate with spatial representations, which are essentially
continuous because of the continuous nature of space. These and related issues are
considered in the remainder of “Storage Capacity” and in more detail elsewhere
(Rolls 2008; Kesner and Rolls 2015).

Storage Capacity

We have performed quantitative analyses of the storage and retrieval processes in
the CA3 network (Rolls 2012a; Rolls and Webb 2012; Treves and Rolls 1991, 1992;
Webb et al. 2011). We have extended previous formal models of autoassociative
memory (see Amit 1989) by analyzing a network with graded response units, so as
to represent more realistically the continuously variable rates at which neurons fire,
and with incomplete connectivity (Rolls et al. 1997b; Rolls and Webb 2012; Treves
1990; Treves and Rolls 1991; Webb et al. 2011). We have found that in general the
maximum number p__of firing patterns that can be (individually) retrieved is pro-
portional to the number CR® of (associatively) modifiable recurrent collateral (RC)
synapses on to each neuron, by a factor that increases roughly with the inverse of
the sparseness a of the neuronal representation. (Each memory is precisely defined
in the theory: it is a set of firing rates of the population of neurons (which represent
a memory) that can be stored and later retrieved, with retrieval being possible from
a fraction of the originally stored set of neuronal firing rates.) The neuronal popu-
lation sparseness a of the representation can be measured by extending the binary
notion of the proportion of neurons that are firing to any one stimulus or event as

a= (X ar /N /T /) (42

where r, is the firing rate of the i'th neuron in the set of N neurons. The sparseness
ranges from 1/N, when only one of the neurons responds to a particular stimulus
(a local or grandmother cell representation), to a value of 1.0, attained when all the
neurons are responding to a given stimulus. Approximately,

cre (4.3)

=S
Pmax =1 1017 )]

where k is a factor that depends weakly on the detailed structure of the rate distribu-
tion, on the connectivity pattern, etc., but is roughly in the order of 0.2—-0.3 (Treves
and Rolls 1991). For example, for C*“=12,000 and ¢=0.02, p__is calculated to
be approximately 36,000. This analysis emphasizes the utility of having a sparse
representation in the hippocampus, for this enables many different memories to
be stored. (The sparseness « in this equation is strictly the population sparseness

(Franco et al. 2007; Treves and Rolls 1991). The population sparseness a? would
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be measured by measuring the distribution of firing rates of all neurons to a single
stimulus at a single time. The single neuron sparseness or selectivity «* would be
measured by the distribution of firing rates to a set of stimuli, which would take a
long time. The selectivity or sparseness a® of a single neuron measured across a set
of stimuli often takes a similar value to the population sparseness a® in the brain,
and does so if the tuning profiles of the neurons to the set of stimuli are uncorrelated
(Franco et al. 2007). These concepts are elucidated by Franco, Rolls et al. (2007).) (I
note that the sparseness estimates obtained by measuring early gene changes, which
are effectively population sparsenesses, would be expected to depend greatly on the
range of environments or stimuli in which these were measured. If the environment
was restricted to one stimulus, this would reflect the population sparseness. If the
environment was changing, the measure from early gene changes would be rather
undefined, as all the populations of neurons activated in an undefined number of
testing situations would be likely to be activated.)

In order for most associative networks to store information efficiently, hetero-
synaptic long-term depression (as well as LTP) is required (Fazeli and Collingridge
1996; Rolls 2008; Rolls and Deco 2002;Rolls and Treves 1990, 1998; Treves and
Rolls 1991). Simulations that are fully consistent with the analytic theory are pro-
vided by Rolls (1995, 2012a), Simmen et al. (1996), and Rolls et al. (1997b).

A number of points that arise, including measurement of the total amount of
information (in bits per synapse) that can be retrieved from the network, the com-
putational definition of a memory, the computational sense in which CA3 is an at-
tractor network, and the possible computational utility of memory reconsolidation,
are treated elsewhere (Rolls 2008; Rolls and Kesner 2006). Here I note that given
that the memory capacity of the hippocampal CA3 system is limited, it is necessary
to have some form of forgetting in this store, or other mechanism to ensure that its
capacity is not exceeded. (Exceeding the capacity can lead to a loss of much of the
information retrievable from the network.) Heterosynaptic LTD could help this for-
getting, by enabling new memories to overwrite old memories (Rolls 1996a, 2008).
The limited capacity of the CA3 system does also provide one of the arguments
that some transfer of information from the hippocampus to neocortical memory
stores may be useful (see Treves and Rolls 1994). Given its limited capacity, the
hippocampus might be a useful store for only a limited period, which might be in
the order of days, weeks, or months. This period may well depend on the acquisition
rate of new episodic memories. If the animal were in a constant and limited environ-
ment, then as new information is not being added to the hippocampus, the represen-
tations in the hippocampus would remain stable and persistent. These hypotheses
have clear experimental implications, both for recordings from single neurons and
for the gradient of retrograde amnesia, both of which might be expected to depend
on whether the environment is stable or frequently changing. They show that the
conditions under which a gradient of retrograde amnesia might be demonstrable
would be when large numbers of new memories are being acquired, not when only
a few memories (few in the case of the hippocampus being less than a few hundred)
are being learned.
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Recall and Completion

A fundamental property of the autoassociation model of the CA3 recurrent collat-
eral network is that the recall can be symmetric, that is, the whole of the memory
can be retrieved and completed from any part (Rolls 2008; Rolls and Kesner 2006;
Rolls and Treves 1998). For example, in an object—place autoassociation memory,
an object could be recalled from a place retrieval cue, and vice versa. Kesner et al.
(2008) tested this using an object-cued spatial location recall task, and a spatial
location-cued object recall task (developed from an episodic flavor—place paired-
associate task (Day et al. 2003)). After rats were trained to a criterion of 80% cor-
rect on 1 of the 2 tasks, they received either a dorsal CA3 lesion or a vehicle control
lesion. Control animals continued performing well on both tasks. Rats with lesions
to dorsal CA3 were impaired on both tasks and performed at chance but were able to
perform a non-episodic version of the task as a control. These data provide evidence
that CA3 mediates episodic learning of arbitrary associations as tested in the 1-trial
object cue with spatial location recall task, and the spatial location cue with object
recall task (Kesner et al. 2008).

In an object—place task, rats were trained in a study phase to learn in one trial an
association between two flavors of food and two spatial locations (Day et al. 2003).
During a recall test phase they were presented with a flavor which served as a cue
for the selection of the correct location. They found that injections of an N-meth-
yl-D-aspartate (NMDA) receptor blocker (APS) or AMPA (a-amino-3-hydroxy-5-
methyl-4-isoxazolepropionic acid)/kainate receptor blocker (CNQX) to the dorsal
hippocampus prior to the study phase impaired encoding, but injections of AP5
prior to the test phase did not impair the place recall, whereas injections of CNQX
did impair the place recall. The interpretation is that somewhere in the hippocampus
NMDA receptors are necessary for learning one-trial odor—place associations, and
that recall can be performed without further involvement of NMDA receptors.

Evidence that the CA3 system is not necessarily required during recall in a ref-
erence memory spatial task, such as the water maze spatial navigation for a single
spatial location task, is that CA3 lesioned rats are not impaired during recall of a
previously learned water maze task (Brun et al. 2002; Florian and Roullet 2004).
However, if completion from an incomplete cue is needed, then CA3 NMDA re-
ceptors are necessary (presumably to ensure satisfactory CA3—CA3 learning) even
in a reference memory task (Gold and Kesner 2005; Nakazawa et al. 2002). Thus,
the CA3 system appears to be especially needed in rapid, one-trial object—place re-
call, and when completion from an incomplete cue is required (see further “Pattern
Separation Performed By Dentate Granule Cells”). Especially important though
in assessing the implications of all such tests is that the theory sets out how the
system operates when large numbers of memories, in the order of thousands, are
to be stored and retrieved, and this is difficult to test adequately in behavioral ex-
periments. Effects found when the storage and retrieval of just a few memories are
tested may not reflect well the operation of the system when it is heavily loaded, as
it is expected to be when operating in the natural environment.
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Evidence for pattern completion has been observed using imaging with voltage-
sensitive dye in the CA3 region of a rat hippocampal slice. Following the induc-
tion of long-term potentiation from two stimulation sites activated simultaneously,
stimulation at either of the two sites produced the whole pattern of activation that
could be produced from both stimulation sites before LTP, thus demonstrating pat-
tern completion in CA3 (Jackson 2013).

Continuous, Spatial, Patterns, and CA3 Representations

The fact that spatial patterns, which imply continuous representations of space, are
represented in the hippocampus has led to the application of continuous attractor
models to help understand hippocampal function. This has been necessary, because
space is inherently continuous, because the firing of place and spatial view cells is
approximately Gaussian as a function of the distance away from the preferred spa-
tial location, because these cells have spatially overlapping fields, and because the
theory is that these cells in CA3 are connected by Hebb-modifiable synapses. This
specification would inherently lead the system to operate as a continuous attractor
network. Continuous attractor network models have been studied by Amari (1977),
Zhang (1996), Taylor (1999), Samsonovich and McNaughton (1997), Battaglia
and Treves (1998), Stringer et al. (2002a, b, 2004), Stringer and Rolls (2002) and
Rolls and Stringer (2005) (see Rolls 2008; Rolls and Deco 2002), and are described
briefly next.

A “continuous attractor” neural network (CANN) can maintain the firing of its
neurons to represent any location along a continuous physical dimension such as
spatial view, spatial position, head direction, etc. It uses excitatory recurrent collat-
eral connections between the neurons (as are present in CA3) to reflect the distance
between the neurons in the state space of the animal (e.g., place or head direction).
These networks can maintain the bubble or packet of neural activity constant for
long periods wherever it is started to represent the current state (head direction,
position, etc) of the animal, and are likely to be involved in many aspects of spatial
processing and memory, including spatial vision. Global inhibition is used to keep
the number of neurons in a bubble or packet of actively firing neurons relatively
constant, and to help to ensure that there is only one activity packet.

Continuous attractor networks can be thought of as very similar to autoassocia-
tion or discrete attractor networks (Rolls 2008), and have the same architecture, as
illustrated in Fig. 4.3. The main difference is that the patterns stored in a CANN are
continuous patterns, with each neuron having broadly tuned firing which decreases
with, for example, a Gaussian function as the distance from the optimal firing lo-
cation of the cell is varied, and with different neurons having tuning that overlaps
throughout the space. Such tuning is illustrated elsewhere (Rolls 2008; Rolls et al.
2002). For comparison, autoassociation networks normally have discrete (separate)
patterns (each pattern implemented by the firing of a particular subset of the neu-
rons), with no continuous distribution of the patterns throughout the space. A con-
sequent difference is that the CANN can maintain its firing at any location in the
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Fig. 4.3 Simulation of competitive learning in the dentate gyrus to produce place cells from the
entorhinal cortex grid cell inputs. a and b Firing rate profiles of two entorhinal cortex (EC) grid
cells with frequencies of 4 and 7 cycles. ¢ and d Firing rate profiles of two dentate gyrus (DG) cells
with no training using competitive learning. e and f Firing rate profiles of two dentate gyrus (DG)
cells trained using competitive learning. (After Rolls et al. 2006.)
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trained continuous space, whereas a discrete attractor or autoassociation network
moves its population of active neurons toward one of the previously learned attrac-
tor states, and thus implements the recall of a particular previously learned pattern
from an incomplete or noisy (distorted) version of one of the previously learned
patterns.

Space is continuous, and object representations are discrete. If these representa-
tions are to be combined in for example an object—place memory, then we need
to understand the operation of networks that combine these representations. Rolls,
Stringer, and Trappenberg (Rolls et al. 2002) have shown that attractor networks
can store both continuous patterns and discrete patterns, and can thus be used to
store for example the location in (continuous, physical) space (e.g., the place “out
there” in a room represented by spatial view cells) where an object (a discrete item)
is present. We showed this by storing associated continuous and discrete representa-
tions in the same single attractor network, and then showing that the representation
in the continuous space could be retrieved by the discrete object that was associated
with that spatial position; and that the representation of the discrete object could be
retrieved by providing the position in the continuous representation of space.

If spatial representations are stored in the hippocampus, the important issue aris-
es in terms of understanding memories that include a spatial component or context
of how many such spatial representations could be stored in a continuous attractor
network. The very interesting result is that because there are in general low cor-
relations between the representations of places in different maps or charts (where
each map or chart might be of one room or locale), very many different maps or
charts can be simultaneously stored in a continuous attractor network (Battaglia and
Treves 1998).

We have considered how spatial representations could be stored in continuous
attractor networks, and how the activity can be maintained at any location in the
state space in a form of short-term memory when the external (e.g., visual) input is
removed. However, a property of some spatial representations is that they can be
updated by self-motion, idiothetic, input, and mechanisms have been proposed for
how this could be achieved (Rolls and Stringer 2005; Samsonovich and McNaugh-
ton 1997; Stringer and Rolls 2006; Stringer et al. 2005, 2002a, b; Walters et al.
2013), including in the entorhinal cortex grid cell system (Giocomo et al. 2011;
Kropff and Treves 2008; Zilli 2012). The ways in which path integration could be
implemented in recurrent networks such as the CA3 system in the hippocampus or
in related systems are described elsewhere (McNaughton et al. 2006; Samsonovich
and McNaughton 1997; Stringer et al. 2002a, b), and have been applied to primate
spatial view cells by Rolls and colleagues (Rolls and Stringer 2005; Stringer et al.
2004, 2005). Cognitive maps (O’Keefe and Nadel 1978) can be understood by the
operations of these attractor networks, and how they are updated by learning and
by self-motion (Rolls 2008). It has been argued that the bumpiness of the CA3 rep-
resentation of space is more consistent with episodic memory storage, as argued in
this chapter, than with spatial path integration using the CA3 system as a continuous
attractor network implementing path integration (Cerasti and Treves 2013; Stella
et al. 2013).
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Perforant Path Inputs to CA3 Cells Perform Completion
and Initiate Recall in CA3

By calculating the amount of information that would end up being carried by a
CAZ3 firing pattern produced solely by the perforant path input and by the effect of
the recurrent connections, we have been able to show (Treves and Rolls 1992) that
an input of the perforant path type, alone, is unable to direct efficient information
storage. Such an input is too weak, it turns out, to drive the firing of the cells, as the
“dynamics” of the network is dominated by the randomizing effect of the recurrent
collaterals. On the other hand, an autoassociative memory network needs afferent
inputs to apply the retrieval cue to the network. We have shown (Treves and Rolls
1992) that the perforant path system is likely to be the one involved in relaying the
cues that initiate retrieval in CA3. The concept is that to initiate retrieval, a numeri-
cally large input (the perforant path system, see Fig. 4.2) is useful so that even a par-
tial cue is sufficient (see Eq. 17 of Treves and Rolls (1992)); and that the retrieval
cue need not be very strong, as the recurrent collaterals (in CA3) then take over in
the retrieval process to produce good recall (Rolls 2008; Treves and Rolls 1992). In
this scenario, the perforant path to CA3 synapses operate as a pattern associator, the
quantitative properties of which are described elsewhere (Rolls 2008, 2016; Rolls
and Treves 1990, 1998). If an incomplete recall cue is provided to a pattern associa-
tion network using distributed input representations, then most of the output pattern
will be retrieved, and in this sense pattern association networks do perform pattern
generalization, and this generalization performed at the perforant path synapses to
CA3 cells helps in the completion produced by the recurrent collateral CA3—CA3
autoassociation process.

In contrast, during storage, strong signals, in the order of mV for each synaptic
connection, are provided by the mossy fiber inputs to dominate the recurrent collat-
eral activations, so that the new pattern of CA3 cell firing can be stored in the CA3
recurrent collateral connections (Rolls 2008; Treves and Rolls 1992).

The Dilution of the CA3 Recurrent Collateral Connectivity
Enhances Memory Storage Capacity and Pattern Completion

Figure 4.2 shows that in the rat, there are approximately 300,000 CA3 neurons,
but only 12,000 recurrent collateral synapses per neuron. The dilution of the con-
nectivity is thus 12,000/300,000=0.04. The connectivity is thus not complete, and
complete connectivity in an autoassociation network would make it simple, for the
connectivity between the neurons would then be symmetric (i.e., the connection
strength from any one neuron to another is matched by a connection of the same
strength in the opposite direction), and this guarantees energy minima for the ba-
sins of attraction that will be stable, and a memory capacity than can be calculated
(Hopfield 1982). We have shown how this attractor type of network can be extended
to have similar properties with diluted connectivity, and also with sparse representa-
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tions with graded firing rates (Rolls and Treves 1990; Treves 1990, 1991; Treves
and Rolls 1991).

However, the question has recently been asked about whether there are any ad-
vantages to diluted autoassociation or attractor networks compared to fully connect-
ed attractor networks (Rolls 2012a). One biological property that may be a limiting
factor is the number of synaptic connections per neuron, which is 12,000 in the
CA3—-CA3 network just for the recurrent collaterals (see Fig. 4.2). The number may
be higher in humans, allowing more memories to be stored in the hippocampus than
order 12,000. I note that the storage of large number of memories may be facilitated
in humans because the left and right hippocampus appear to be much less connected
between the two hemispheres than in the rat, which effectively has a single hip-
pocampus (Rolls 2008). In humans, with effectively two separate CA3 networks,
one on each side of the brain, the memory storage capacity may be doubled, as the
capacity is set by the number of recurrent collaterals per neuron in each attractor
network (Eq. 4.3). In humans, the right hippocampus may be devoted to episodic
memories with spatial and visual components, whereas the left hippocampus may
be devoted to memories with verbal/linguistic components, that is, in which words
may be the part of the episode (e.g., who said what to whom and when) (Barkas
etal. 2010; Bonelli et al. 2010; Sidhu et al. 2013).

The answer that has been suggested to why the connectivity of the CA3 autoas-
sociation network is diluted (and why neocortical recurrent networks are also dilut-
ed), is that this may help to reduce the probability of having two or more synapses
between any pair of randomly connected neurons within the network, which it has
been shown greatly impairs the number of memories that can be stored in an attrac-
tor network, because of the distortion that this produces in the energy landscape
(Rolls 2012a). In more detail, the hypothesis proposed is that the diluted connectiv-
ity allows biological processes that set up synaptic connections between neurons to
arrange for there to be only very rarely more than one synaptic connection between
any pair of neurons. If probabilistically there were more than one connection be-
tween any two neurons, it was shown by simulation of an autoassociation attractor
network that such connections would dominate the attractor states into which the
network could enter and be stable, thus strongly reducing the memory capacity of
the network (the number of memories that can be stored and correctly retrieved),
below the normal large capacity for diluted connectivity. Diluted connectivity be-
tween neurons in the cortex thus has an important role in allowing high capacity of
memory networks in the cortex, and helping to ensure that the critical capacity is
not reached at which overloading occurs leading to an impairment in the ability to
retrieve any memories from the network (Rolls 2012a). The diluted connectivity is
thus seen as an adaptation that simplifies the genetic specification of the wiring of
the brain, by enabling just simple attributes of the connectivity to be specified (e.g.,
from a CA3 to another CA3 neuron chosen at random to specify the CA3 to CA3 re-
current collateral connectivity), rather than which particular neuron should connect
to which other particular neuron (Rolls 2012a; Rolls and Stringer 2000). Consistent
with this hypothesis, there are NMDA receptors with the genetic specification that
they are NMDA receptors on neurons of a particular type, CA3 neurons (as shown
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by the evidence from CA3-specific vs. CAl-specific NMDA receptor knockouts)
(Nakazawa et al. 2002, 2003, 2004; Rondi-Reig et al. 2001). A consequence is that
the vector of output neuronal firing in the CA3 regions, that is, the number of CA3
neurons, is quite large (300,000 neurons in the rat). The large number of elements in
this vector may have consequences for the noise in the system, as we will see below.

The dilution of the CA3—CA3 recurrent collateral connectivity at 0.04 may be
greater dilution than that in a local neocortical area, which is in the order of 0.1
(Rolls 2008, 2012a). This is consistent with the hypothesis that the storage capacity
of the CA3 system is at a premium, and so the dilution is kept to a low value (i.e.,
great dilution), as then there is lower distortion of the basins of attraction and hence
the memory capacity is maximized (Rolls 2012a).

Pattern Separation of CA3 Cell Populations Encoding
Different Memories

For the CA3 to operate with high capacity as an autoassociation or attractor memo-
ry, the sets of CA3 neurons that represent each event to be stored and later recalled
need to be as uncorrelated from each other as possible. Correlations between pat-
terns reduce the memory capacity of an autoassociation network (Kohonen 1977,
1984; Kohonen et al. 1981; Marr 1971), and because storage capacity is at a pre-
mium in an episodic memory system, there are several mechanisms that reduce the
correlations between the firing of the population vectors of CA3 neuron firing each
one of which represents a different event to be stored in memory. In the theoretical
physics approach to the capacity of attractor networks, it is indeed assumed that
the different vectors of firing rates to be stored are well separated from each other,
by drawing each vector of firing at random, and by assuming very large (infinite)
numbers of neurons in each pattern.

We have proposed that there are several mechanisms that help to achieve this
pattern separation, namely the mossy fiber pattern separation effect produced by the
small number of connections received by a CA3 neuron from mossy fibers which
dominate the CA3 cell firing; the expansion recoding, and the sparse representation
provided by the dentate granule cells that form the mossy fiber synapses; and the
sparseness of the CA3 cell representation. Neurogenesis of dentate granule cells is
a fifth potential contributor to achieving pattern separation of CA3 cell firing. The
five factors are described next. Before this, it is remarked that some of this archi-
tecture may be special to the hippocampus, and not found in the neocortex, because
of the importance of storing and retrieving large numbers of (episodic) memories
in the hippocampus. The neocortex in contrast is more concerned with building
new representations for which competitive learning is more important, and thus
neocortical circuitry does not use a mossy fiber system to produce new random sets
of neurons activated (Rolls 2008, 2016).
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Pattern Separation and the Sparse Connectivity of the Mossy Fiber
Inputs to CA3 Cells

We hypothesize that the mossy fiber inputs force efficient information storage by
virtue of their strong and sparse influence on the CA3 cell firing rates (Rolls 1987,
1989Db, c; Treves and Rolls 1992). (The strong effects likely to be mediated by the
mossy fibers were also emphasized by McNaughton and Morris (1987) and Mc-
Naughton and Nadel (1990)). We (Rolls and Treves) (Rolls 1987, 1989b, 1989c,
1990b, 2008; Rolls and Treves 1998; Treves and Rolls 1992) hypothesize that the
mossy fiber input appears to be particularly appropriate in several ways. First, the
fact that mossy fiber synapses are large and located very close to the soma makes
them relatively powerful in activating the postsynaptic cell. Second, the firing activ-
ity of dentate granule cells appears to be very sparse (Jung and McNaughton 1993;
Leutgeb et al. 2007) and this, together with the small number of connections on
each CA3 cell, produces a sparse signal, which can then be transformed into sparse
firing activity in CA3 by a threshold effect. The hypothesis is that the mossy fiber
sparse connectivity solution performs the appropriate function to enable learning
to operate correctly in CA3 (Cerasti and Treves 2010; Treves and Rolls 1992). The
perforant path input would, the quantitative analysis shows, not produce a pattern
of firing in CA3 that contains sufficient information for learning (Treves and Rolls
1992) (see further Section “Perforant Path Inputs to CA3 Cells Perform Completion
and Initiate Recall in CA3”).

The particular property of the small number of mossy fiber connections onto a
CA3 cell, approximately 46 (see Fig. 4.2), is that this has a randomizing effect on
the representations set up in CA3, so that they are as different as possible from each
other (Rolls 1989b, 1989c¢, 2008; Rolls and Kesner 2006; Rolls and Treves 1998;
Treves and Rolls 1992). (This means, for example, that place cells in a given en-
vironment are well separated to cover the whole space.) The result is that any one
event or episode will set up a representation that is very different from other events
or episodes, because the set of CA3 neurons activated for each event is random.
This is then the optimal situation for the CA3 recurrent collateral effect to operate,
for it can then associate together the random set of neurons that are active for a
particular event (e.g., an object in a particular place), and later recall the whole set
from any part. It is because the representations in CA3 are unstructured, or random,
in this way that large numbers of memories can be stored in the CA3 autoassocia-
tion system, and that interference between the different memories is kept as low as
possible, in that they are maximally different from each other (Hopfield 1982; Rolls
2008; Rolls and Treves 1998; Treves and Rolls 1991).

The requirement for a small number of mossy fiber connections onto each CA3
neuron applies not only to discrete (Treves and Rolls 1992) but also to spatial rep-
resentations, and some learning in these connections, whether associative or not,
can help to select out the small number of mossy fibers that may be active at any
one time to select a set of random neurons in the CA3 (Cerasti and Treves 2010).
Any learning may help by reducing the accuracy required for a particular number
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of mossy fiber connections to be specified genetically onto each CA3 neuron. The
optimal number of mossy fibers for the best information transfer from dentate gran-
ule cells to CA3 cells is in the order of 35-50 (Cerasti and Treves 2010; Treves and
Rolls 1992). The mossy fibers also make connections useful for feedforward inhibi-
tion in CA3 (Acsady et al. 1998), which is likely to be useful to help in the sparse
representations being formed in CA3.

On the basis of these and other points, we predicted that the mossy fibers may
be necessary for new learning in the hippocampus, but may not be necessary for the
recall of existing memories from the hippocampus (Rolls 2008; Rolls and Treves
1998; Treves and Rolls 1992). Experimental evidence consistent with this predic-
tion about the role of the mossy fibers in learning has been found in rats with disrup-
tion of the dentate granule cells (Lassalle et al. 2000) (Pattern Separation Performed
By Dentate Granule Cells).

We (Rolls and Kesner 2006) have hypothesized that nonassociative plasticity of
mossy fibers (see Brown et al. 1989, 1990) might have a useful effect in enhancing
the signal-to-noise ratio, in that a consistently firing mossy fiber would produce
nonlinearly amplified currents in the postsynaptic cell, which would not happen
with an occasionally firing fiber (Treves and Rolls 1992). This plasticity, and also
learning in the dentate, would also have the effect that similar fragments of each
episode (e.g., the same environmental location) recurring on subsequent occasions
would be more likely to activate the same population of CA3 cells, which would
have potential advantages in terms of economy of use of the CA3 cells in different
memories, and in making some link between different episodic memories with a
common feature, such as the same location in space. Consistent with this, dentate
neurons that fire repeatedly are more effective in activating CA3 neurons (Henze
et al. 2002).

As acetylcholine turns down the efficacy of the recurrent collateral synapses
between CA3 neurons (Giocomo and Hasselmo 2007; Hasselmo et al. 1995), then
cholinergic activation also might help to allow external inputs from the mossy fibers
rather than the internal recurrent collateral inputs to dominate the firing of the CA3
neurons during learning, as the current theory proposes. If cholinergic activation
at the same time facilitated LTP in the recurrent collaterals (as it appears to in the
neocortex), then cholinergic activation could have a useful double role in facilitat-
ing new learning at times of behavioral activation (Giocomo and Hasselmo 2007,
Hasselmo et al. 1995), when presumably it may be particularly relevant to allocate
some of the limited memory capacity to new memories.

Pattern Separation and the Sparseness of the Firing of the Dentate
Granule Cell Input Via the Mossy Fibers to CA3 Cells

The firing activity of dentate granule cells appears to be very sparse (Jung and Mc-
Naughton 1993; Leutgeb et al. 2007) and this, together with the small number of
dentate mossy fiber connections on each CA3 cell, produces a sparse signal, which
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can then be transformed into sparse firing activity in CA3 by a threshold effect. The
pattern separation mechanisms that enable the dentate to provide a sparse firing
input to CA3 are described below.

Pattern Separation and the Large Number of Dentate Granule
Cells Providing Inputs Via the Mossy Fibers to CA3 Cells

Expansion recoding can decorrelate input patterns, and this can be performed by
a stage of competitive learning with a large number of neurons (Rolls 2008). A
mechanism like this appears to be implemented by the dentate granule cells, which
are numerous (1x 10 in the rat, compared to 300,000 CA3 cells), have associa-
tively modifiable synapses (required for a competitive network), and strong inhibi-
tion provided by the inhibitory interneurons. This may not represent expansion of
numbers relative to the number of entorhinal cortex cells, but the principle of a large
number of dentate granule cells, with competitive learning and strong inhibition
through inhibitory interneurons, would produce a decorrelation of signals like that
achieved by expansion recoding (Rolls 2008).

Sparseness of the CA3 Cell Representation and Pattern Separation

The firing of CA3 cells is relatively sparse, and this helps to decorrelate different
population vectors of CA3 cell firing for different memories. (Sparse representa-
tions are more likely to be decorrelated with each other (Rolls 2008).) Evidence on
the sparseness of the CA3 cell representation in rats includes evidence that CA3
cell ensembles may support the fast acquisition of detailed memories by providing
a locally continuous, but globally orthogonal spatial representation, onto which new
sensory inputs can rapidly be associated (Leutgeb and Leutgeb 2007). In the ma-
caque hippocampus, in which spatial view cells are found (Georges-Frangois et al.
1999; Robertson et al. 1998; Rolls et al. 1997a, 1998), for the representation of 64
locations around the walls of the room, the mean single cell sparseness a* was 0.34,
and the mean population sparseness a’was 0.33 (Rolls 2008; Rolls and Treves 2011;
Rolls et al. 1998). For comparison, the corresponding values for inferior temporal
cortex neurons tuned to objects and faces were 0.77 (Franco et al. 2007; Rolls 2008;
Rolls and Treves 2011); for taste and oral texture neurons in the insular cortex the
population sparseness was 0.71; for taste and oral texture neurons in the orbito-
frontal cortex was 0.61; and for taste and oral texture neurons in the orbitofrontal
cortex was 0.81 (Rolls 2008; Rolls and Treves 2011). Thus, the evidence is that the
hippocampal CA3/pyramidal cell representation is more sparse in macaques than
in neocortical areas and the amygdala, and this is consistent with the importance
in hippocampal CA3 of using a sparse representation to produce a large memory
capacity.
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Representations in the neocortex and in the hippocampus are often distributed
with graded firing rates in the neuronal populations (Rolls and Treves 2011). The
firing rate probability distribution of each neuron to a set of stimuli is often ex-
ponential or gamma (Rolls and Treves 2011). These graded firing rate distributed
representations are present in the hippocampus, both for place cells in rodents and
for spatial view cells in the primate (Georges-Frangois et al. 1999; McNaughton
et al. 1983; O’ Keefe and Speakman 1987; O’Keefe 1979; Robertson et al. 1998;
Rolls 2008; Rolls et al. 1997a, 1998; Rolls and Treves 2011). In processes in the
brain such as memory recall in the hippocampus or decision-making in the cortex
that are influenced by the noise produced by the close to random spike timings of
each neuron for a given mean rate, the noise with this graded type of representation
may be larger than with the binary firing rate distribution that is usually investigated
(Rolls and Deco 2010). In integrate-and-fire simulations of an attractor decision-
making network, we showed that the noise is indeed greater for a given sparseness
of the representation for graded, exponential, than for binary firing rate distribu-
tions (Webb et al. 2011). The greater noise was measured by faster escaping times
from the spontaneous firing rate state when the decision cues are applied, and this
corresponds to faster decision or reaction times. The greater noise was also evident
as less stability of the spontaneous firing state before the decision cues are applied.
The implication is that spiking-related noise will continue to be a factor that influ-
ences processes such as decision-making, signal detection, short-term memory, and
memory recall (including in the CA3 network) even with the quite large networks
found in the cerebral cortex. In these networks there are several thousand recurrent
collateral synapses onto each neuron. The greater noise with graded firing rate dis-
tributions has the advantage that it can increase the speed of operation of cortical
circuitry (Webb et al. 2011). The graded firing rates also by operating in a nonlinear
network effectively increase the sparseness of the representation, and this itself is a
pattern separation effect (Webb et al. 2011).

Neurogenesis of Dentate Granule Cells to Provide New
Representations in CA3 Uncorrelated with Previous CA3
Representations

If adult neurogenesis in the dentate gyrus does prove to be functionally relevant,
its computational role could be to facilitate pattern separation for new patterns, by
providing new dentate granule cells with new sets of random connections to CA3
neurons. Consistent with the dentate spatial pattern separation hypothesis (Rolls
1989b, ¢, 1996b; Treves and Rolls 1992, 1994), in mice with impaired dentate neu-
rogenesis, spatial learning in a delayed non-matching-to-place task in the radial arm
maze was impaired for arms that were presented with little separation, but no deficit
was observed when the arms were presented farther apart (Clelland et al. 2009).
Consistently, impaired neurogenesis in the dentate also produced a deficit for small
spatial separations in an associative object-in-place task (Clelland et al. 2009).
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The Direct Perforant Path to CA3 Cell Input: Poor at Pattern
Separation and Forcing a New Memory Pattern into CA3 Cell
Firing

It has been suggested that the feedforward connectivity from the entorhinal cortex
via the perforant path to the CA3 neurons may act as a feedforward pattern associa-
tion network that is more important than the CA3—CA3 recurrent collateral autoas-
sociation system (Cheng 2013). The quantitative properties of pattern association
networks are described elsewhere (Rolls 2008; Rolls and Treves 1990, 1998). If an
incomplete recall cue is provided to a pattern association network using distributed
input representations, then most of the output pattern will be retrieved, and in this
sense pattern association networks do generalize. (As noted above, pattern associa-
tion networks do not perform pattern completion, in that the unconditioned stimulus
cannot recall the conditioned stimulus.) The analyses described in these sources
shows that the capacity of pattern association networks (the maximum number of
memories that can be stored and retrieved, here denoted by p,_ ) is approximately

CPA
Pomax ¥ (“44)
[a, In(1/ a,)]

where C™ is the number of feedforward associatively modifiable connections per
neuron, and a_ is the sparseness of the representation in the output neurons of the
pattern associator (Rolls 2008). Given that there are fewer feedforward (perforant
path) synaptic connections onto CA3 neurons (3600) than recurrent synaptic con-
nections between CA3 neurons (12,000 in the rat) (see Fig. 4.2), then the capacity
of the feedforward system would be considerably smaller than that of the recurrent
collateral CA3—CA3 system. (It is noted that the a_ of Eq. (4) would be the same
number as the a of Eq. (3), as that is just the sparseness of the firing of the popula-
tion of CA3 neurons. The number of perforant path synapses is sufficiently large
that it can act as a retrieval cue for even an incomplete pattern so that the CA3-CA3
connections can then complete the retrieval, given that the recall signal for the per-
forant path pattern associator is proportional to the square root of the number of
perforant path synapses, as shown by Eq. 17 of Treves and Rolls (1992).) The feed-
forward hypothesis (Cheng 2013) thus has a strong argument against it of storage
capacity, which would be much less (approximately 3600/12,000) than that of the
CA3—CA3 recurrent collateral system operating as an autoassociation memory. An-
other disadvantage of the feedforward hypothesis is that the attractor properties of
the CA3—CA3 connections would be lost, and these potentially contribute to hold-
ing one or more items simultaneously active in short-term memory (Rolls 2008;
Rolls et al. 2013), and providing a basis for temporal order memory as described in
“Dilution of the CA3 Recurrent Collateral Connectivity Enhances Memory Storage
Capacity and Pattern Completion.” Another disadvantage is that we have been able
to show (Treves and Rolls 1992) that an input of the perforant path type, alone, is
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unable to direct efficient information storage. Such an input is too weak, it turns
out, to drive the firing of the cells, as the “dynamics” of the network is dominated
by the randomizing effect of the recurrent collaterals. Another disadvantage of the
feedforward hypothesis is that a pattern associator may not, with an incomplete cue,
be able to recall the exact pattern that was stored, whereas an attractor network has
the property that it can fall into an attractor basin that can reflect perfect retrieval of
the memory (Rolls 2008; Rolls and Treves 1998).

Pattern Separation Performed by Dentate Granule Cells

The theory is that the dentate granule cell stage of hippocampal processing which
precedes the CA3 stage acts as a competitive network in a number of ways to pro-
duce during learning the sparse yet efficient (i.e., nonredundant) representation
in CA3 neurons that is required for the autoassociation implemented by CA3 to
perform well (Rolls 1989b, c, 1990b; Kesner and Rolls 2015; Rolls et al. 2006;
Treves and Rolls 1992). An important property for episodic memory is that the den-
tate by acting in this way would perform pattern separation (or orthogonalization)
(Rolls 1989b; Kesner and Rolls 2015; Rolls et al. 2006; Treves and Rolls 1992),
enabling the hippocampus to store different memories of even similar events, and
this prediction has been confirmed (Gilbert et al. 2001; Goodrich-Hunsaker et al.
2008; Kesner et al. 2012; Leutgeb and Leutgeb 2007; McHugh et al. 2007; Rolls
2008; Rolls and Kesner 2006) (“Pattern Separation Performed By Dentate Granule
Cells”). Consistently with this evidence for pattern separation by dentate granule
cells, in rats small changes in the shape of the environment in which rats are explor-
ing can substantially alter the activity patterns among place-modulated granule cells
(Leutgeb et al. 2007).

As just described, the dentate granule cells could be important in helping to
build and prepare spatial representations for the CA3 network. The actual repre-
sentation of space in the primate hippocampus includes a representation of spatial
view (Georges-Francois et al. 1999; Robertson et al. 1998; Rolls et al. 1997a, 1998;
Rolls and Xiang 2006), whereas in the rat hippocampus it is of the place where the
rat is. The representation in the rat may be related to the fact that with a much less
developed visual system than the primate, the rat’s representation of space may be
defined more by the olfactory and tactile as well as distant visual cues present, and
may thus tend to reflect the place where the rat is. However, the spatial representa-
tions in the rat and primate could arise from essentially the same computational
process as follows (de Araujo et al. 2001; Rolls 1999). The starting assumption
is that in both the rat and the primate, the dentate granule cells (and the CA3 and
CALl pyramidal cells) respond to combinations of the inputs received. In the case
of the primate, a combination of visual features in the environment will, because of
the fovea providing high spatial resolution over a typical viewing angle of perhaps
10-20°, result in the formation of a spatial view cell, the effective trigger for which
will thus be a combination of visual features within a relatively small part of space.
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In contrast, in the rat, given the very extensive visual field subtended by the rodent
retina, which may extend over 180-270°, a combination of visual features formed
over such a wide visual angle would effectively define a position in space that is a
place (de Araujo et al. 2001).

The entorhinal cortex contains grid cells, which have high firing in the rat in
a two-dimensional spatial grid as a rat traverses an environment, with larger grid
spacings in the ventral entorhinal cortex (Fyhn et al. 2004; Hafting et al. 2005). This
may be a system optimized for path integration (McNaughton et al. 2006) which
may self-organize during locomotion with longer time constants producing more
widely spaced grids in the ventral entorhinal cortex (Kropff and Treves 2008). How
are the grid cell representations, which would not be suitable for association of an
object or reward with a place to form an episodic memory, transformed into a place
representation that would be appropriate for this type of episodic memory? I have
proposed that this could be implemented by a competitive network (see Rolls 2008)
in the dentate gyrus which operates to form place cells, implemented by each den-
tate granule cell learning to respond to particular combinations of entorhinal cortex
cells firing, where each combination effectively specifies a place, and this has been
shown to be feasible computationally (Rolls et al. 2006). The sparse representations
in the dentate gyrus, implemented by the mutual inhibition through inhibitory inter-
neurons and competitive learning, help to implement this “pattern separation” ef-
fect (Rolls 1989b, c, 2008; Rolls and Treves 1998). The investigations showed that
learning in the perforant path to dentate granule cell representation, and the sparse
representation in the dentate granule cells, are both important in the formation of
place-like fields in dentate granule cells from the grid cells in the entorhinal cortex
(Georges-Francois et al. 1999; Robertson et al. 1998; Rolls et al. 1997a; 1998). To
illustrate this, Fig. 4.3 shows from these simulations the responses of the simulated
grid cells (a, b), the dentate receptive fields formed by feedforward connections
and a sparse representation in the dentate gyrus (c, d), and the dentate receptive
fields formed when Hebbian synaptic modification and training is included in the
feedforward connections to implement competitive learning (e, f). It is only with the
full competitive learning that the dentate receptive fields self-organized to become
small place-like receptive fields (Rolls et al. 2006) similar to those found in the rat
dentate granule cells.

In primates, there is now evidence that there is a grid-cell like representation in
the entorhinal cortex, with neurons having grid-like firing as the monkey moves
the eyes across a spatial scene (Killian et al. 2012). Similar competitive learning
processes may transform these entorhinal cortex “spatial view grid cells” into hip-
pocampal spatial view cells, and may help with the idiothetic (produced in this case
by movements of the eyes) update of spatial view cells (Robertson et al. 1998). The
presence of spatial view grid cells in the entorhinal cortex of primates (Killian et al.,
2012) is of course predicted from the presence of spatial view cells in the primate
CA3 and CA1 regions (Georges-Frangois et al. 1999; Robertson et al. 1998; Rolls
2008; Rolls et al. 1997a, 1998; Rolls and Xiang 2006). Further support of this type
of representation of space being viewed “out there” rather than where one is located
as for rat place cells is that cells in the human parahippocampal cortex with spatial
view-like properties have now been described (Ekstrom et al. 2003).
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CAL1 Cells and Pattern Completion Prior
to Hippocampo-Directed Recall to the Neocortex

The CA3 cells connect to the CAl cells by the Schaeffer collateral synapses. The
associative modifiability in this connection helps the full information present in
CA3 to be retrieved in the CA1 neurons (Rolls 1995; Schultz and Rolls 1999; Trev-
es 1995; Treves and Rolls 1994). Part of the hypothesis is that the separate subparts
of an episodic memory, which must be represented separately in CA3 to allow for
completion, can be combined together by competitive learning in CA1 to produce
an efficient retrieval cue for the recall via the backprojection pathways to the neo-
cortex of memories stored in the neocortex (Rolls 1989a, b, 1995, 1996b; Treves
and Rolls 1994). Associative recall in the CA3 to CA1 feedforward connections is
a prominent property which implements what amounts to pattern completion (Rolls
1995, 2008; Schultz et al. 2000), though for pattern associators this process is usu-
ally described as generalization (Rolls 2008).

Backprojections to the Neocortex, and Memory Retrieval
from the Hippocampus Involving Pattern Completion

The need for information to be retrieved from the hippocampus to affect other brain
areas was noted in the Introduction. The way in which this could be implemented
via backprojections to the neocortex (Rolls 1995, 1996b, 2008; 2010b; Treves and
Rolls 1994) is considered here in the context of recalling a complete memory repre-
sentation in the complete set of cortical areas that provide inputs to the hippocam-
pus (see Fig. 4.1).

It is suggested that the modifiable connections from the CA3 neurons to the CA1
neurons allow the whole episode in CA3 to be produced in CA1. The CA1 neurons
would then activate, via their termination in the deep layers of the entorhinal cortex,
at least the pyramidal cells in the deep layers of the entorhinal cortex (see Fig. 4.1).
These entorhinal cortex layer 5 neurons would then, by virtue of their backprojec-
tions (Lavenex and Amaral 2000; Witter et al. 2000a) to the parts of cerebral cortex
that originally provided the inputs to the hippocampus, terminate in the superficial
layers (including layer 1) of those neocortical areas, where synapses would be made
onto the distal parts of the dendrites of the (superficial and deep) cortical pyramidal
cells (Rolls 1989a, b, c). The areas of cerebral neocortex in which this recall would
be produced could include multimodal cortical areas (e.g., the cortex in the superior
temporal sulcus which receives inputs from temporal, parietal, and occipital cortical
areas, and from which it is thought that cortical areas such as 39 and 40 related to
language developed), and also areas of unimodal association cortex (e.g., inferior
temporal visual cortex). The backprojections, by recalling previous episodic events,
could provide information useful to the neocortex in the building of new represen-
tations in the multimodal and unimodal association cortical areas, which by build-
ing new long-term and structured representations can be considered as a form of
memory consolidation (Rolls 1989a, b, c; 1990a; b, 2008), or in organizing actions.
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The hypothesis of the architecture with which this would be achieved is shown
in Fig. 4.1. The feedforward connections from association areas of the cerebral neo-
cortex (solid lines in Fig. 4.1), show major convergence as information is passed to
CA3, with the CA3 autoassociation network having the smallest number of neurons
at any stage of the processing. The backprojections allow for divergence back to
neocortical areas. The way in which I suggest that the backprojection synapses are
set up to have the appropriate strengths for recall is as follows (Rolls 1989a, b, ¢).
During the setting up of a new episodic memory, there would be strong feedfor-
ward activity progressing toward the hippocampus. During the episode, the CA3
synapses would be modified, and via the CA1 neurons and the subiculum, a pattern
of activity would be produced on the backprojecting synapses to the entorhinal
cortex. Here, the backprojecting synapses from active backprojection axons onto
pyramidal cells being activated by the forward inputs to entorhinal cortex would
be associatively modified. A similar process would be implemented at preceding
stages of neocortex, that is in the parahippocampal gyrus/perirhinal cortex stage,
and in association cortical areas, as shown in Fig. 4.1.

The concept is that during the learning of an episodic memory, cortical pyra-
midal cells in at least one of the stages would be driven by forward inputs, but
would simultaneously be receiving backprojected activity (indirectly) from the hip-
pocampus which would by pattern association from the backprojecting synapses to
the cortical pyramidal cells become associated with whichever cortical cells were
being made to fire by the forward inputs. Then later on, during recall, a recall cue
from perhaps another part of cortex might reach CA3, where the firing during the
original episode would be completed. The resulting backprojecting activity would
then, as a result of the pattern association learned previously, bring back the firing
in any cortical area that was present during the original episode. Thus, retrieval
involves reinstating the activity that was present in different cortical areas that was
present during the learning of an episode. (The pattern association is also called
heteroassociation, to contrast it with autoassociation. The pattern association oper-
ates at multiple stages in the backprojection pathway, as made evident in Fig. 4.1).
If the recall cue was an object, this might result in recall of the neocortical firing
that represented the place in which that object had been seen previously. As noted
elsewhere in this chapter and by McClelland et al. (1995), that recall might be use-
ful to the neocortex to help it build new semantic memories, which might inherently
be a slow process and is not a part of the theory of recall.

A plausible requirement for a successful hippocampo-directed recall operation,
is that the signal generated from the hippocampally retrieved pattern of activity,
and carried backward toward neocortex, remain undegraded when compared to the
noise due, at each stage, to the interference effects caused by the concurrent storage
of other patterns of activity on the same backprojecting synaptic systems. That re-
quirement is equivalent to that used in deriving the storage capacity of such a series
of heteroassociative memories, and it was shown by Treves and Rolls (1991, 1994)
that the maximum number of independently generated activity patterns that can be
retrieved is given, essentially, by the same formula as (3) above where, however, a
is now the sparseness of the representation at any given stage, and C is the average
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number of (back-)projections each cell of that stage receives from cells of the previ-
ous one. (k' is a similar slowly varying factor to that introduced above.) If p is equal
to the number of memories held in the hippocampal memory, it is limited by the
retrieval capacity of the CA3 network, p__ . Putting together the formula for the lat-
ter with that shown here, one concludes that, roughly, the requirement implies that
the number of afferents of (indirect) hippocampal origin to a given neocortical stage
(C"BP), must be C"8P=CRCq_ /a.,,, where CRC is the number of recurrent collaterals
to any given cell in CA3, the average sparseness of a representation is @, and a .,
is the sparseness of memory representations there in CA3.

The above requirement is very strong: even if representations were to remain as
sparse as they are in CA3, which is unlikely, to avoid degrading the signal, CBP
should be as large as CRC, that is, 12,000 in the rat. If then C"BP has to be of the
same order as CR®, one is led to a very definite conclusion: A mechanism of the type
envisaged here could not possibly rely on a set of monosynaptic CA3-to-neocortex
backprojections. This would imply that, to make a sufficient number of synapses
on each of the vast number of neocortical cells, each cell in CA3 has to generate a
disproportionate number of synapses (i.e., C"'®P times the ratio between the number
of neocortical and that of CA3 cells). The required divergence can be kept within
reasonable limits only by assuming that the backprojecting system is polysynaptic,
provided that the number of cells involved grows gradually at each stage, from CA3
back to neocortical association areas (Treves and Rolls 1994) (cf. Fig. 4.1).

The theory of recall by the backprojections thus provides a quantitative account
of why the cerebral cortex has as many backprojection as forward projection con-
nections.

These concepts show how the backprojection system to neocortex can be con-
ceptualized in terms of pattern completion, as follows. First, the information that is
present when a memory is formed may be present in different areas of the cerebral
cortex, for example of a face in a temporal cortex face area (Rolls 2012b), of a
spatial location in a neocortical location area, and of a reward received in the orbi-
tofrontal cortex (Rolls 2014). To achieve detailed retrieval of the memory, reinstate-
ment of the activity during recall of the neuronal activity during the original mem-
ory formation may be needed. This is what the backprojection system described
could achieve, and is a form of completion of the information that was represented
in the different cortical areas when the memory was formed. Because such a wide
set of different neocortical areas must be content addressed, a multistage feedback
system is required, to keep the number of synapses per neuron in the backprojection
pathways down to reasonable numbers. (Having CA1 directly address neocortical
areas would require each CA1 neuron to have tens of millions of synapses with
cortical neurons. That is the part of the computational problem solved by the multi-
stage backprojection system shown in Fig. 4.1.) Second, the backprojection system
with its series of pattern associators can each be thought of as performing a type of
pattern completion.

Further aspects of the operation of the backprojecting systems are described
elsewhere (Rolls 2008, 2016).

3
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Tests of Pattern Separation and Pattern Completion

There is now a large literature on tests of pattern separation and pattern completion
in the hippocampus (Giocomo et al. 2011; Hunsaker and Kesner 2008, 2013; Jezek
et al. 2011; Kesner 2007, 2013; Kesner et al. 2012; Leutgeb et al. 2007; McHugh
et al. 2007; Nakashiba et al. 2012; Nakazawa et al. 2002, 2003; Rolls and Kesner
2006; Wills et al. 2005), and a brief summary of some of the findings is provided
next. An important point is that the theory (Rolls 1987, 1989a, b, ¢, 1990a, b, 1991,
1995, 1996b, 2008, 2010b, 2013; Rolls and Deco 2010; Kesner and Rolls 2015;
Rolls and Treves 1998; Treves and Rolls 1991, 1992, 1994) is a quantitative theory
of hippocampal function, and addresses how pattern separation and pattern comple-
tion are important in enabling the hippocampal system to operate up to capacity,
which is in the order of tens of thousands of different memories. Some predictions
from the theory may only hold when the system is well loaded, that is tested when
the system is operating with thousands of memories, for then the pattern separation
will be important. It is possible to test the predictions in simulations, where the sys-
tem can be trained up to capacity (Rolls 1995, 2012a; Rolls et al. 1997b). In vivo, it
may be useful to test the storage and recall of as many memories as possible, and in
addition testing animals kept in environments where memories of the hippocampal
type are needed may also help to test hypotheses in situations where the hippocam-
pus has been at least moderately well loaded with many different memories.

Dentate Granule Cells

The theory predicts that pattern separation is performed by competitive learning by
the dentate granule cells. Evidence consistent with this has been found neurophysi-
ologically in the small sparsely encoded place fields of dentate neurons (Jung and
McNaughton 1993; Leutgeb and Leutgeb 2007) and their reflection in CA3 neurons
(Leutgeb and Leutgeb 2007). Further, and consistent with the theory, it has been
shown that selective dentate lesions in rats (Gilbert and Kesner 2003; Gilbert et al.
2001; Goodrich-Hunsaker et al. 2008; Hunsaker and Kesner 2013; Kesner 2013;
Rolls 2008; Kesner and Rolls 2015) or dentate NMDA receptor knockouts in mice
(McHugh et al. 2007) impair spatial, object—place (or reward—place: Remember-
ing where to find a reward) association tasks especially when the places are close
together and require pattern separation before storage in CA3.

Mossy Fiber Inputs to CA3 and Learning

The theory predicts that the dentate granule cell mossy fiber system of inputs to the
CA3 neurons is necessary to store spatial memories, but not to recall them. Lassalle
et al. (2000) have obtained evidence consistent with this in rats with damage to the
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mossy fiber system (Lassalle et al. 2000), and there is further evidence consistent
with this (Daumas et al. 2009; Lee and Kesner 2004; Rolls and Kesner 2006).

Perforant Path Inputs to CA3 and Recall

The theory predicts that the direct perforant path input from the entorhinal cortex to
the CA3 cells (which bypasses the dentate granule cells) is involved in the recall of
memory from the CA3 system, and Lee and Kesner (2004) have obtained evidence
consistent with this in a Hebb—Williams maze recall task (Lee and Kesner 2004).

CA3 and Pattern Completion

The theory predicts that the CA3 system is especially important in object—place or
reward—place tasks in which associations must be formed between any spatial loca-
tion and any object (referred to as arbitrary associations). There is much evidence
from subregion analyses involving disruption of CA3 that CA3 is necessary for
arbitrary associations between places and objects or rewards (Gilbert and Kesner
2003; Hunsaker and Kesner 2013; Rolls and Kesner 2006). Similar impairments
were obtained following deletion of CA3 NMDA receptors in mice in the acquisi-
tion of an odor—context paired associate learning task (Rajji et al. 2006). If place or
time is not a component, associative tasks such as odor—object association are not
impaired (Rolls and Kesner 2006), underlining the fact that the hippocampus is es-
pecially involved in episodic types of associative memory which typically involve
place and/or time.

The theory predicts that the CA3 is especially important in object—place or
reward—place completion tasks, in which associations must be completed from a
part of the whole. It has been shown that if completion from an incomplete cue is
needed, then CA3 NMDA receptors are necessary (presumably to ensure satisfac-
tory CA3—CA3 learning) even in a reference memory task (Gold and Kesner 2005;
Hunsaker and Kesner 2013; Nakazawa et al. 2002).

The theory predicts that the CA3 system is especially needed in rapid, one-tri-
al object—place, learning and recall. It has been shown that hippocampal NMDA
receptors (necessary for long-term potentiation to occur) are needed for one-trial
flavor—place association learning, and that hippocampal AMPA/kainate receptors
are sufficient for the recall, though the hippocampal subregion involved was not
tested (Day et al. 2003). In subregion studies, Kesner and colleagues have shown
that CA3 lesions produce chance performance on a one-trial object—place recall task
(Kesner et al. 2008) and other object—spatial tasks (Kesner and Rolls 2001; Rolls
and Kesner 2006). For example, CA3 lesions produced chance performance on both
a one-trial object—place recall and place—object recall task (Kesner et al. 2008). This
is evidence that CA3 supports arbitrary associations as well as episodic memory
based on 1-trial learning. A control fixed visual conditional to place task with the
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same delay was not impaired, showing that it is recall after one-trial (or rapid, epi-
sodic) learning that is impaired (Kesner et al. 2008). CA3 NMDA receptors are as
predicted by the theory necessary for rapid/one-trial spatial learning, as shown by
a mouse knockout study by Nakazawa, Tonegawa and colleagues (Nakazawa et al.
2004, 2003; Tonegawa et al. 2003). We have shown that hippocampal CA3 neu-
rons reflect the computational processes necessary for one-trial object—place event
memory, used as a model for episodic memory (Rolls and Xiang 2006).

Another type of test of the autoassociation (or attractor) hypothesis for CA3 has
been to train rats in different environments, for example, a square and a circular
environment, and then test the prediction of the hypothesis that when presented
with an environment ambiguous between these, hippocampal neurons will fall into
an attractor state that represents one of the two previously learned environments,
but not a mixture of the two environments. Evidence consistent with the hypothesis
has been found (Wills et al. 2005). In a particularly dramatic example, it has been
found that within each theta cycle, hippocampal pyramidal neurons may represent
one or other of the learned environments (Jezek et al. 2011). This is an indication,
predicted by Rolls and Treves (1998), that autoassociative memory recall can take
place sufficiently rapidly to be complete within one theta cycle (120 ms), and that
theta cycles could provide a mechanism for a fresh retrieval process to occur after
a reset caused by the inhibitory part of each theta cycle, so that the memory can be
updated rapidly to reflect a continuously changing environment, and not remain too
long in an attractor state.

Evidence that the firing of hippocampal pyramidal cells in macaques is more
sparse than in neocortical areas is described in “Sparseness of the CA3 Cell Repre-
sentation and Pattern Separation.” This is consistent with the premium placed in the
hippocampus for storing and retrieving large numbers of independent memories.

The theory predicts that if primates including humans can form an episodic
memory in which objects or people are seen at particular locations even though the
observer viewing the space has never been to those locations “out there” in space,
there should be a neural system in CA3 that can support such associations between
places “out there” in a scene and objects. Exactly this is provided by the spatial
view neurons Rolls and colleagues have discovered that are present in primate CA3
(Georges-Francois et al. 1999; Robertson et al. 1998; Rolls et al. 1997a, 1998; Rolls
and Xiang 2005, 2006; Rolls et al. 2005). Place cells will not do for this type of
episodic memory (Rolls 2010b, 2013).

Recall Via CAI to Neocortex: A Reverse Hierarchy of Pattern
Associators Each Performing Pattern Completion

The theory shows quantitatively, analytically, how memories could be retrieved
from the hippocampus to the neocortex (Treves and Rolls 1994), and this has been
shown by simulation of the multistage hippocampal system including the entorhinal
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cortex, dentate, CA3, CAl, and return to the entorhinal cortex to recall the memory
to be quantitatively realistic (Rolls 1995).

It has been shown that after learning in hippocampal-dependent tasks, neocorti-
cal representations may change (Schwindel and McNaughton 2011). Although this
has been interpreted as the transfer of memories from the hippocampus to the neo-
cortex (Schwindel and McNaughton 2011), it should be noted that if the hippocam-
pal representation changes as a result of learning, then the altered representation in
CALl will, even with fixed synaptic connections back to neocortex, alter neocorti-
cal firing, with no learning or actual “transfer” involved. (This occurs whenever
one vector of neuronal firing changes and influences another vector of neuronal
firing through fixed connections.) It has also been suggested that the transfer of
information from the hippocampus to the neocortex occurs especially during sleep
(Marr 1971; Schwindel and McNaughton 2011). My own view is that during wak-
ing would be the best time to retrieve a memory from the hippocampus to the neo-
cortex by using the hippocampus to retrieve the complete episodic memory from
a fragment. The retrieval would reinstate the neocortical activity present when the
event was originally learned. The retrieved information now present in the neocor-
tex could then be used to build new semantic memories, for example, a narrative
account of all the events that took place on one’s fifth birthday party. During waking
the building of semantic representations could be guided and organized by rational
thought into useful semantic representations. To do this during sleep would run the
risk of forming bizarre semantic representations of the type that we dream about
during the unguided noise-driven stochastic firing during sleep (Rolls 2008; Rolls
and Deco 2010). Further, the active recall during waking of memories from the hip-
pocampus means that mainly relevant or useful memories would be retrieved from
the hippocampus (not useless memories such as where one parked one’s bicycle two
weeks ago), and only these memories would tend to become incorporated into use-
ful long-term semantic representations, allowing memories not retrieved from the
hippocampus to be overwritten by new memories in the process of forgetting that
involves using CA3 sets of neurons chosen at random for new episodic memories
(Rolls 2008).

Many further tests of the theory are described elsewhere (Hunsaker and Kesner
2013; Kesner et al. 2012; Rolls 2008, 2010b; Rolls and Kesner 2006). The theory
has recently been extended to temporal order memory and temporal pattern separa-
tion (Rolls 2010b, 2013), which are also related to hippocampal function (Hoge and
Kesner 2007; Kesner et al. 2002; Kesner and Rolls 2015).
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Chapter 5
Pattern Separation: A Key Processing Deficit
Associated with Aging?

Paul E. Gilbert, Heather M. Holden, David P. Sheppard
and Andrea M. Morris

Pattern Separation and the Influence of Dr. Raymond Kesner

In a recent theoretical review entitled “A Tapestry of Memory,” Dr. Raymond Kesner
describes his Attribute Model of Memory as “a comprehensive view of memory or-
ganization based on multiple processes and multiple forms of memory representation
and is based on the neurobiology of a multiple attribute, multiple process, tripartite
system model of memory” (Kesner 2009, p. 3). Over the last 15 years of his career,
Kesner focused on specific mnemonic processes associated with the event-based
memory system with a particular emphasis on the hippocampus. In particular, he
became interested in a process referred to as pattern separation. Pattern separation is
hypothesized to serve as a mechanism for separating partially overlapping patterns
of activation so that one pattern may be retrieved as separate from other similar
patterns. A pattern separation mechanism may be critical for reducing potential in-
terference among similar memory representations to enhance memory accuracy. A
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number of early theoretical and computational models suggested that the hippocam-
pus supports pattern separation (Marr 1971; McNaughton and Nadel 1990; O’Reilly
and McClelland 1994; Rolls 1996; Shapiro and Olton 1994; Treves and Rolls 1992).
Kesner developed one of the first behavioral tasks used to demonstrate that lesions
of the hippocampus impair spatial pattern separation (Gilbert et al. 1998). These
theoretical and computational models also hypothesized that the dentate gyrus (DG)
and CA3 subregions of the hippocampus may be particularly important for pattern
separation (O’Reilly and McClelland 1994; Rolls 1996; Shapiro and Olton 1994).
To test the predictions of these models, Kesner tested rats with neurotoxin-induced
lesions of the DG or CA3 subregions on his spatial pattern separation task previ-
ously shown to be dependent on the hippocampus. The results provided support for
the hypothesis that the DG (Gilbert et al. 2001) and CA3 (Gilbert and Kesner 2006)
hippocampal subregions play a key role in spatial pattern separation. Over the last
15 years, Kesner and his colleagues have published numerous studies examining
pattern separation for spatial information (Gilbert and Kesner 2006; Gilbert et al.
1998, 2001; Goodrich-Hunsaker et al. 2005; Hunsaker and Kesner 2008; Morris
et al. 2012), temporal order of stimuli (Gilbert et al. 2001; Hunsaker et al. 2008;
Kesner et al. 2002; Kesner and Hunsaker 2010; Kesner et al. 2010), olfactory stimuli
(Kesner et al. 2011; Weeden et al. 2012), motor responses (Kesner and Gilbert 2006),
scenes of visual objects (Gilbert and Kesner 2003), and reward magnitude (Gilbert
and Kesner 2002). He has also published numerous theoretical models and review
articles on pattern separation (Hunsaker and Kesner 2013; Kesner 2007, 2013a, b;
Kesner et al. 2000; Kesner and Hopkins 2006; Rolls and Kesner 2006). The innova-
tive behavioral studies conducted in the Kesner laboratory examining pattern separa-
tion have contributed greatly to our understanding of this process. In addition, his
work has set the foundation for the recent behavioral investigations of age-related
changes in pattern separation that will be reviewed in the present chapter.

In recent years, pattern separation has drawn considerable attention in the lit-
erature as an important mechanism for accurate memory formation and subsequent
retrieval. Additional computational and theoretical models have been published
detailing the role of the hippocampus in pattern separation (Kesner 2007; Myers
and Scharfman 2009; Rolls 2010; Rolls and Kesner 2006). In addition, numerous
researchers have shown that the DG and CA3 subregions of the hippocampus play
a critical role in pattern separation in animal models using electrophysiological re-
cordings (Leutgeb et al. 2007; McNaughton et al. 1989; Tanila 1999), neurotoxin-
induced lesions and inactivations (Butterly et al. 2012; Gilbert and Kesner 2006;
Gilbert et al. 2001; Goodrich-Hunsaker et al. 2008; Lee et al. 2005; McTighe et al.
2009; Morris et al. 2012), and genetic manipulations (Kubik et al. 2007; McHugh
et al. 2007). Furthermore, studies using high-resolution functional magnetic reso-
nance imaging (fMRI) have shown that the human hippocampus (Kirwan and Stark
2007; LaRocque et al. 2013; Motley and Kirwan 2012), and specifically the DG/
CA3 subregions (Bakker et al. 2008; Lacy et al. 2011), are active during pattern
separation tasks (see also reviews by Carr et al. 2010; Yassa and Stark 2011). Most
recently, neuropsychological studies have shown that patients with hippocampal
damage have deficits in pattern separation (Duff et al. 2012; Kirwan et al. 2012).
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Age-related Changes in the Brain

Aging has been shown to result in both white matter and gray matter changes in
various regions throughout the brain (Allen et al. 2005; Driscoll et al. 2009; Ken-
nedy and Raz 2009; Ziegler et al. 2010); however, there has been particular focus in
the literature on detrimental age-related changes in regions of the brain that support
memory, including the hippocampus and surrounding medial temporal lobe struc-
tures (Allen et al. 2005; Driscoll and Sutherland 2005; Good et al. 2001; Raz et al.
2005; Walhovd et al. 2010). In aged rodents, a number of studies have reported
preserved numbers of neurons in the hippocampus (Rapp and Gallagher 1996; Rapp
et al. 1999; Rasmussen et al. 1996); however, others have reported decreased neu-
ronal density (Driscoll et al. 2006). In addition, some studies have reported a lack
of a relationship between hippocampal cell numbers and spatial learning deficits
(Driscoll et al. 2006; Rapp and Gallagher 1996); however, hippocampal volume
measured by MRI has been shown to correlate with water maze performance in aged
rats (Driscoll et al. 2006). Since neuronal loss in the hippocampus alone is unlikely
to account for the memory deficits observed in aged animals, it has been postulated
that age-related memory decline may stem from functional changes in the hippocam-
pus (Barnes 1994; Driscoll et al. 2006; Gallagher et al. 2010), localized synaptic loss
(Wilson et al. 2006), and subregion-specific epigenetic and transcriptional changes
in the hippocampus (Penner et al. 2011). In addition, age-related structural and func-
tional changes have been reported in perforant path inputs to the DG from the ento-
rhinal cortex (EC). The total number of contacts per neuron in the middle molecular
layer of the DG (afferent EC fibers) was found to be significantly reduced in old rats
(Geinisman et al. 1992; see also Smith et al. 2000). Perforant path connections to the
DG in old rats were also found to be less excitable and required greater stimulation
to achieve long-term potentiation compared to young rats (Burke and Barnes 2006).

Results of longitudinal studies in humans demonstrate that hippocampal and
parahippocampal cortices exhibit decreased volumes as a function of increased age
in non-demented older adults (Driscoll et al. 2009). The hippocampus has been
reported to be particularly susceptible to age-related changes and this structure de-
creases in volume at a faster rate relative to other structures in the medial temporal
lobe (Raz et al. 2004). In addition, the observed hippocampal volume loss has been
reported to be a primary predictor of memory deficits in older adults (Kramer et al.
2007; Mungas et al. 2005). A recent longitudinal imaging study revealed that de-
clines in episodic memory were associated with decreased hippocampal volume,
as well as decreased activation in the left hippocampus, suggesting that structural
and functional changes in the hippocampal formation are linked to memory decline
(Persson et al. 2012). Small et al. (2002) reported that 60 % of an older adult sample
had diminished MRI signal in at least one hippocampal subregion and this hip-
pocampal dysfunction was associated with declines in memory ability. In addition,
the authors demonstrated that DG dysfunction is associated with normal aging,
whereas signal decline in the EC is indicative of a pathological process (see also
Mueller et al. 2010). Although some studies have reported that the volume of the
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EC is relatively resistant to aging (Mueller and Weiner 2009), other studies have
reported that shrinkage of the EC is associated with poorer memory performance in
older adults (Rodrigue and Raz 2004). Using ultrahigh-resolution microstructural
diffusion tensor imaging, the perforant pathway has also been found to undergo
significant structural changes with advanced age that related to memory function
(Yassa et al. 2011Db). As reviewed by Small et al. (2011), the DG has been reported
to be particularly susceptible to age-related changes in both human (Small et al.
2002; Wu et al. 2008) and animal models (Patrylo and Williamson 2007; Small
et al. 2004). In contrast, the pyramidal cells of the CA subregions are relatively less
affected in aging (Small et al. 2004).

Pattern Separation and Aging

Wilson et al. (2006) proposed a model of neurocognitive aging, which suggests that
age-related changes in the hippocampal processing circuit may account for some of
the common episodic memory deficits experienced by many older adults. Based on
a review of neurobiological and neurophysiological evidence, the authors suggest
that subtle changes in each of the hippocampal subregions may lead to a functional
reorganization of information processing in the aged hippocampus. Specifically,
the DG receives less input and excitation from the EC via the perforant path, which
may result in decreased pattern separation efficiency. The CA3 subregion also un-
dergoes specific age-related changes, including decreased input from the EC and
reduced ACh modulation. Reduced ACh input releases the CA3 auto-associative
network from inhibition, causing this subregion to become entrenched in pattern
completion—a mechanism that allows for completion of stored, familiar patterns
given only partial cues (Kesner and Hopkins 2006). Collectively, the changes in
the CA3 subregion may result in a strong bias toward retrieval of previously stored
representations. The authors propose that the combination of a hypoactive DG and
hyperactive CA3 in the aged hippocampus alters the balance of information pro-
cessing, such that encoding of novel information (pattern separation) is attenuated
due to interference from previously stored information (pattern completion). This
functional reorganization may explain why older adults often have difficulty re-
membering new events whereas prior memories are relatively well preserved. In
support of this model, Yassa et al. (2011) reported that age-related changes in perfo-
rant path integrity and changes in functional activity in the DG/CA3 network are as-
sociated with decreased pattern separation activity in older humans. These changes
are suggested to increase reliance on retrieval of stored information at the expense
of processing novel information (Yassa et al. 2011a).
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Pattern Separation in Older Animals

Given the critical role of the DG subregion in supporting pattern separation and the
susceptibility of this region to age-related neurobiological changes, recent studies
have begun to examine a possible link between aging and efficiency of the pattern
separation mechanism in rodents. A study published by Marrone et al. (2011) pro-
vided some of the first neurobiological insight into how age-related changes in the
DG of rodents may affect pattern separation and spatial memory. The study used a
marker of cellular activity (zif268/egrl) to examine granule cell activity in young
and older animals during exploration of similar and dissimilar environments. The
authors found that age-related changes in pattern separation correlated with a de-
creased ability of older animals to disambiguate similar contexts when performing
a sequential spatial recognition task.

Another more recent study provides additional behavioral evidence that spatial
pattern separation may be impaired in older rats (Gracian et al. 2013). Young and old
rats were tested on a task developed by McDonald and White (1995) that was recent-
ly shown to be dependent on the DG hippocampal subregion (Morris et al. 2012).
The rats were trained on a radial 8-arm maze to discriminate between a rewarded
arm and a non-rewarded arm that were either adjacent to one another (high spatial
interference) or separated by a distance of two arm positions (low spatial interfer-
ence). The authors found that old rats committed significantly more errors compared
to young rats on the adjacent condition. However, young and old rats committed
similar numbers of errors in the separated condition. The authors concluded that de-
creased spatial pattern separation in old rats may impair performance in the adjacent
condition, which involved greater spatial interference among distal cues. However,
in the separated condition, when there was less overlap among distal cues and less
need for pattern separation, performance improved in the older rats. Collectively, the
aforementioned studies offer evidence that spatial pattern separation may become
less efficient in rodents as a result of aging, presumably due to changes in the DG.

Studies have also provided some evidence that the reductions in neurogenesis
observed in old animals (Kuhn et al. 1996) may be related to decreased hippocampal
volume and impaired performance in hippocampal dependent tasks (Driscoll et al.
2006). Penner et al. (2011) suggest that age-related memory decline may stem from
subregion-specific epigenetic and transcriptional changes in the hippocampus. New-
born neurons are reported to be involved in mnemonic processes such as pattern
separation that are particularly dependent on the DG subregion (Aimone et al. 2010,
2011; Clelland et al. 2009; Creer et al. 2010; Deng et al. 2010; Luu et al. 2012;
Sahay et al. 2011), whereas older DG cells may contribute to pattern completion (Na-
kashiba et al. 2012). Interventions that increase neurogenesis during adulthood may
have clinical implications for reversing age-related impairments in pattern separation
and associated DG dysfunction (Sahay et al. 2011). The development of such inter-
ventions may be particularly important given recent evidence in animals suggesting
that pattern separation deficits may begin in middle age (Huxter et al. 2012). Creer
et al. (2010) reported that voluntary running improved the ability of adult mice to
discriminate between two spatially adjacent locations, suggesting an improvement
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in spatial pattern separation. In addition, this improvement was correlated with in-
creased neurogenesis. Therefore, exercise may be a potential intervention to combat
pattern separation deficits and decreased neurogenesis in adulthood. Unfortunately,
voluntary running did not have similar effects on pattern separation or neurogenesis
in very old mice (Creer et al. 2010). Given the aforementioned studies, the develop-
ment of behavioral tasks sensitive to age-related changes in spatial pattern separation
may have implications for future studies of neurogenesis in older animals.

Recent studies investigating age-related changes in visual object recognition
have also provided evidence that pattern separation for visual object information
may be impaired in aged rats (Burke et al. 2010, 2011) and monkeys (Burke et al.
2011). In a study by Burke et al. (2011), young and old rats were tested on a variant
of the spontaneous object recognition task hypothesized to measure pattern sepa-
ration. When the rats were tested on the task with objects that did not share any
common features, both old and young rats showed an exploratory preference for the
novel object. However, when the animals were tested using objects with overlap-
ping features (presumably increasing the need for pattern separation); only young
rats showed a preference for the novel object. In a second experiment, young and
old monkeys were tested on an object discrimination task. When the objects were
dissimilar, both young and old monkeys learned to choose the rewarded objects.
However, when objects with overlapping features were used in the discriminations,
old monkeys required more trials than young monkeys to learn the discriminations
between the rewarded and non-rewarded objects. Given that the performance of the
older animals was similar to that of animals with perirhinal cortex lesions (e.g. Bart-
ko et al. 2007a; Bussey et al. 2003), the authors conclude that age-related changes in
the perirhinal cortex may lessen the ability of aged animals to support visual object
pattern separation (Burke et al. 2010, 2011, 2012). Continued efforts to investigate
pattern separation in older animal models may provide a better understanding of
the relationship between age-related changes in various brain regions and impaired
pattern separation associated with aging.

Pattern Separation in Older Humans

Recent studies have also begun to examine the relationship between aging and de-
creased pattern separation efficiency in humans. Age-related changes in pattern sep-
aration ability have been demonstrated on tasks involving visual objects (Stark et al.
2013; Toner et al. 2009; Yassa et al. 2011), temporal order of items in a sequence
(Tolentino et al. 2012), spatial locations (Holden et al. 2012; Stark et al. 2010),
and perceptually related verbal stimuli (Ly et al. 2013). Toner et al. (2009) exam-
ined the performance of young and cognitively normal older adults on a continuous
recognition paradigm developed by Kirwan and Stark (2007). Participants viewed
pictures of everyday objects on a computer screen and were asked to make a judg-
ment about whether or not they had seen each object previously in the task. Some of
the objects were repeated across trials and some objects, referred to as lures, were
similar but not identical to objects presented previously in the task. For each object,
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participants were asked to press a button to indicate whether the stimulus was: (1)
new—the object had never been presented during the task, (2) old—the exact same
object had been presented previously, or (3) similar—the object was similar, but
not identical to one that had been presented previously during the task. This task
was hypothesized to require pattern separation due to the highly overlapping object
features of the lure items. Young adults significantly outperformed older adults in
correct identification of lure items as similar, but there were no group differences in
correct responses to new or repeated stimuli, suggesting that visual object pattern
separation was less efficient in older adults (Toner et al. 2009).

In a more recent study, Yassa et al. (2011) used high-resolution fMRI to examine
age-related neural changes in the human hippocampus whereas subjects performed
the same task used by Toner et al. (2009). Behaviorally, the authors found a similar
pattern of age-related impairment in the visual object pattern separation task. The
study also included an additional experiment, which demonstrated that the behav-
ioral pattern of activity maps onto the predictions of the model by Wilson et al.
(2006). Specifically, older adults were found to require a larger degree of input
dissimilarity before separation could occur. The results from the fMRI analyses
revealed increased activity in the DG/CA3 subregions on trials that taxed pattern
separation. On trials in which older adults were able to correctly identify lure stim-
uli as “similar,” greater activation was observed in the DG/CA3 regions compared
to when lure stimuli were incorrectly identified as “old.” A subsequent study in-
volving a similar incidental encoding behavioral task used high-resolution fMRI
to reveal that representational rigidity (defined as the requirement for increased
dissimilarity before stimuli can be orthogonalized) in the DG/CA3 regions of older
adults was linked to deficits on the pattern separation task (Yassa et al. 2011). Us-
ing ultrahigh-resolution microstructural diffusion tensor imaging, the authors also
found age-related changes in perforant path integrity that were inversely correlated
with DG-CA3 representational rigidity in older adults. In addition, perforant path
integrity was found to correlate with performance in the pattern separation task. The
results provide further evidence for a reduction in pattern separation in DG/CA3
subregions of older adults. The findings reveal structural and functional deficits in
the perforant path and the DG/CA3 subregions as potential contributors to pattern
separation deficits associated with aging. The changes may result in a shift toward
increased reliance on retrieval of stored information at the expense of processing
novel information in older adults (Yassa et al. 2011).

In a recent study, Stark et al. (2013) used an incidental encoding version of the
task described above to examine visual object pattern separation ability across lifes-
pan. The study included cognitively normal adults divided into four age groups,
ranging from 20 to 89 years of age. In the encoding phase of the task, participants
were asked to make an indoor/outdoor judgment about pictures of everyday objects.
In the subsequent recognition memory phase, participants were again presented
with pictures of everyday objects and were asked to determine whether each object
was new, old, or similar, using the same guidelines outlined for the continuous rec-
ognition task (Kirwan and Stark 2007). Recognition memory, measured by correct
responses to repeated presentations of objects, did not differ across the four age
groups. In contrast, as age increased, the ability to correctly identify lure objects as
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similar (pattern separation) declined in a linear fashion and leveled off around age
60. Performance was also examined as a function of the degree of mnemonic simi-
larity among lure objects. The data revealed a systematic trend in which increased
age was associated with a need for greater dissimilarity of lure objects to achieve
accurate identification of the objects as similar. These results further support the
hypothesis that visual object pattern separation efficiency declines with age.

Tolentino et al. (2012) examined the effects of temporal interference on sequence
memory in young and nondemented older adults. Participants were presented with
a sequence of eight circles at the end of each of the arms on a computerized version
of a radial 8-arm maze. After the participant viewed the sequence, the radial 8-arm
maze was presented with a circle at the end of two of the study phase arms. There
were four possible temporal separations of 0, 2, 4, and 6 lags, which represented the
number of circles in the original sequence that came between the two circles pre-
sented in the choice phase. The researchers hypothesized that circles closer together
in the study phase sequence would result in increased interference and a greater
need to temporally separate the items. This study involved two experiments, one
with a new random sequence for each trial and one with a fixed sequence across
trials. In the random sequence experiment, performance for both groups improved
as the temporal lag increased and young adults outperformed older adults across all
temporal lags. In the fixed sequence experiment, young adults performed signifi-
cantly better than older adults on all temporal lags with the exception of the 6 lag,
which involved the least amount of temporal interference. Both experiments dem-
onstrated age-related deficits in temporal order memory as a function of increased
interference. The authors postulated that temporal order memory is less efficient
and more susceptible to interference in older adults, possibly due to impaired tem-
poral pattern separation.

Age-related pattern separation deficits have also been demonstrated in memory
for spatial location (Holden et al. 2012). Young adults and cognitively normal older
adults performed a delayed match-to-sample task that involved manipulations of the
degree of spatial interference. Participants were presented with a gray circle along
a nonvisible horizontal line on a computer screen. After a short delay, two circles
were presented simultaneously and the participant was asked to decide which circle
was in the same location as the original gray circle. Distances of 0, 0.5, 1.0, and
1.5 cm separated the two choice circles. It was hypothesized that choice circles that
were closer together would result in heightened interference and thus an increased
need for pattern separation. Performance increased in both young and older adults
as the distance between the two choice circles increased. However, young adults
outperformed older adults, suggesting that spatial pattern separation was less ef-
ficient in aged individuals (see also Holden and Gilbert 2012).

In a recent study, Ly et al. (2013) sought to further elucidate the nature of age-
related deficits in pattern separation by manipulating the type of interference. The
authors were interested in understanding whether inefficient pattern separation in
older adults is due to conceptual or perceptual interference and suggested that prior
studies were unable to disentangle the two, due to the nature of the pictorial stimuli
utilized. For this study, the researchers used verbal stimuli that were either pho-
nologically similar (perceptual interference) or semantically similar (conceptual
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interference). The data revealed age-related deficits in pattern separation ability for
perceptually related words, but no performance differences for conceptually related
words. The authors proposed that perceptual recollection may be more sensitive to
pattern separation deficits because it relies on item-specific information (e.g., item
features and details), whereas conceptual recollection relies more on gist informa-
tion. The results of this study suggest that not all types of memory are equally
susceptible to interference and, more specifically, that age-related impairment in
pattern separation may be specific to perceptual interference.

Variability in Pattern Separation Efficiency in Older
Humans

Although the research reviewed thus far suggests that cognitive aging is associated
with deficits in pattern separation, growing evidence also suggests that there may
be individual differences among older adults in pattern separation efficiency. Stark
et al. (2010) were the first to assess potential age-related variability in a task de-
signed to measure spatial pattern separation. In this task, participants viewed pairs
of pictures and were asked later to decide whether the pictures were in the same
location or whether one of the pictures in the pair was in a different location. There
were four possible conditions on the choice trial, one same condition (both pic-
tures were in the same location) and three different conditions (one of the pictures
in the pair had been moved). The different conditions were designated as close,
medium, and far, representing the distance and angle from the original location. In
the initial comparison of young and older adults, no group differences were found.
However, when the older adult group was divided into an aged—impaired and aged—
unimpaired group based on performance on a standardized auditory learning task,
the young adults and aged—unimpaired groups performed significantly better than
the aged—impaired group in the different trials that taxed spatial pattern separation.
In an attempt to replicate these findings using a different paradigm to assess spa-
tial pattern separation (described above), Holden et al. (2012) also divided older
adults into impaired and unimpaired groups based on performance on standardized
assessment of word learning. The pattern of deficits was remarkably similar to those
of Stark et al. (2010). The group labeled older—impaired showed spatial pattern
separation deficits relative to the young adults and older—unimpaired adults (Holden
et al. 2012). The results of these two studies suggest that there may be individual
differences in pattern separation deficits in the domain of spatial memory.
Evidence also suggests that there may be variability among older adults in visual
object pattern separation. As discussed previously, Stark et al. (2013) utilized an in-
cidental encoding task to examine pattern separation for visual object information.
As part of this investigation, cognitively normal participants over 60 years of age
were divided into aged—unimpaired and aged—impaired groups based on standard-
ized list-learning task performance. These two groups of healthy older adults were
compared to a group of individuals diagnosed with amnestic mild cognitive impair-
ment (aMCI). The aged—unimpaired group outperformed both the aged—impaired
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group and aMCI group on trials that taxed visual object pattern separation, but there
were no significant differences between the aged—impaired group and the aMCI
group on these trials. In contrast, individuals with aMCI were impaired relative to
both of the other groups on a measure of recognition memory, but there were no
recognition memory differences between the aged—unimpaired and aged—impaired
groups. In addition, when performance was examined as a function of the mne-
monic similarity of lure objects, the correct identification of lures required greater
object dissimilarity for aMCI individuals relative to the two older adult groups, as
well as for the aged—impaired group relative to aged—unimpaired group. A previous
study reported that when compared to cognitively normal older adults, individuals
with aMCI were impaired in a continuous recognition task that taxed visual object
pattern separation abilities and that the observed deficits were associated with struc-
tural and functional changes in the DG/CA3 region of the hippocampus (Yassa et al.
2010). The results of the recent study by Stark et al. (2013) suggest that it may be
possible to further characterize impairment in mnemonic processes in older adults
through specific patterns of impairment in individuals with aMCI (impaired recog-
nition and pattern separation), cognitively normal individuals with subtle cognitive
decline (intact recognition and impaired pattern separation), and those who are ag-
ing successfully (intact recognition and intact pattern separation).

Holden et al. (2013) also examined age-related variability in visual object pat-
tern separation efficiency utilizing a task that involved intentional encoding (Toner
et al. 2009; Yassa et al. 2011). Similar to previous studies that divided older adults
into impaired and unimpaired groups (Holden et al. 2012; Stark et al. 2010, 2013),
older adults were divided into two groups based on standardized verbal learning
task performance. The data revealed that young adults and older—unimpaired adults
outperformed older—impaired individuals when correctly identifying lure items as
similar, suggesting that visual object pattern separation was less efficient only in
this subset of older adults. All groups performed similarly in the correct identifica-
tion of new and repeated stimuli, suggesting that the deficits were not due to general
recognition memory impairment. The results of this study further support the idea
that there may be individual variability in pattern separation ability among cogni-
tively normal older adults and that this variability occurs across multiple domains,
including memory for visual objects and spatial memory. In addition, the findings
discussed above by Stark et al. (2013) and Yassa et al. (2010) provide evidence for
a link between impaired pattern separation and a diagnosis of aMCI, which is a risk
factor for the development of Alzheimer’s disease (AD).

Is Memory Decline in Aging and Alzheimer’s Disease
Linked to Pattern Separation?

In the USA, AD is the most common cause of dementia in older adults and accounts
for 60-80 % of dementia cases (Alzheimer’s Association 2012). In the year 2012,
an estimated 5.4 million Americans were diagnosed with AD; however, this number
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is projected to increase to 11-16 million by 2050 (Alzheimer’s Association 2012).
As a result of the aging “baby boom” generation and increasing longevity in the US
population, the disease is a growing public health concern with costs estimated to
reach $ 200 billion in 2012. Although a number of risk factors for AD have been
discussed (e.g., diagnosis of mild cognitive impairment, family history of AD, ge-
netics), one of the most well-documented risk factors for the disease is increasing
age (Kamboh 2004). Therefore, a major aim of recent research has been to identify
early indicators of cognitive dysfunction in older adults.

Age-related cognitive impairment has been documented in a variety of domains.
However, one of the most commonly reported neurocognitive deficits associated
with aging is memory decline. Although not all aspects of memory are equally affect-
ed by aging (e.g., source vs. item memory), some domains such as episodic memory
appear to be particularly sensitive to age-related change. Episodic memory deficits
have been well documented in older adults (Rand-Giovannetti et al. 2006) and are
a prominent symptom of AD that may be detectable many years prior to disease
onset (Bondi et al. 1999). Episodic memory impairment has also been documented
in cognitively normal older adults who are at risk of AD by virtue of a diagnosis of
mild cognitive impairment (Hodges et al. 2006) or genetic factors (Saunders et al.
1993). Episodic memory may rely on the functioning of the temporal and frontal
lobes; however, the functional contributions of each cortical region can be disso-
ciated (Kramer et al. 2005). The hippocampus may be important for memory ac-
curacy, whereas the frontal lobes may be more important for decision-making and
strategic aspects of episodic memory (Kramer et al. 2005). As discussed above, the
hippocampus may support specific mnemonic processes, such as pattern separation,
that may facilitate the encoding and subsequent retrieval of episodic memories to
enhance memory accuracy. A key feature of episodic memory that differentiates
it from other types of memory is that the elements of an episodic memory must
be associated with a context to demarcate the episode in space and time. In addi-
tion, a pattern separation mechanism may be necessary to separate the elements of
different episodic memories to avoid interference (Gilbert et al. 2001). The stud-
ies reviewed above provide evidence that less efficient pattern separation in older
adults may contribute to age-related memory deficits, particularly in situations when
interference is high. The identification of a key mnemonic processing deficit in pat-
tern separation may result in behavioral interventions that structure daily living tasks
to mitigate interference and potentially improve episodic memory in older adults.

Normal and pathological aging may have differential effects on subregions of
the hippocampus. The DG subregion may be particularly susceptible to age-related
changes in humans; however, there may be less impact on pyramidal cells in the CA
subregions (Small et al. 2002). In contrast, the CA subregions may be more vulner-
able to pathological changes associated with AD (Apostolova et al. 2010; Braak and
Braak 1996; Price et al. 2001; Small et al. 2011; West et al. 2000). As mentioned
previously, a primary goal in AD research is to identify risk factors and preclinical
markers of the disease in older adults. Given the differential effects of normal aging
and AD on the various subregions of the hippocampus, tasks that are sensitive to
dysfunction in particular subregions, such as measures of pattern separation, may
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help to differentiate between cognitive impairment associated with normal aging
and pathological changes associated with AD. In support of this idea, Stark et al.
(2013) found unique patterns of performance in a visual object pattern separation
task in individuals with aMCI, cognitively normal older individuals with subtle
cognitive impairment, and cognitively normal older adults. In addition, another re-
cent study utilized the continuous recognition memory task for visual objects (Kir-
wan and Stark 2007) used in previously mentioned aging studies (e.g. Toner et al.
2009; Yassa et al. 2011) to behaviorally examine pattern separation in individuals
diagnosed with aMCI or mild AD (Ally et al. 2013). The authors also examined how
performance changed as a function of the lag between the study and test objects.
The data revealed that behavioral pattern separation rates decreased as a function of
increasing lag between interfering objects in individuals diagnosed with aMCI. Per-
formance of the aMCI group matched controls at the shortest lag of four interfering
objects; however, the group performed comparably to the AD group at the largest
lag of 40 interfering objects. The AD group was significantly impaired relative to
controls across all lags. The data provide additional evidence for impaired visual
object pattern separation associated with aMCI and offered some of the first behav-
ioral evidence that pattern separation may be further impaired in those diagnosed
with mild AD (Ally et al. 2013). Recent studies have begun to examine the rela-
tionship between standardized memory test performance and specific hippocampal
subregion function (Brickman et al. 2011). Behavioral tasks that measure specific
mnemonic processes, such as the previously reviewed pattern separation tasks, may
be highly sensitive to subtle age-related changes. These tests may be used one day
in conjunction with standardized neuropsychological measures to help differentiate
normal aging and AD.

Pattern Separation Beyond the Hippocampus

Although most of the studies examining the neural substrates of pattern separa-
tion have focused on the DG/CA3 subregions, there is growing evidence that other
regions of the brain may also support pattern separation (reviewed by Hunsaker
and Kesner 2013; Yassa and Stark 2011). For example, researchers have reported
that pattern separation may be facilitated by the CA1 hippocampal subregion for
temporal order information (Gilbert et al. 2001; Hunsaker et al. 2008; Kesner and
Hunsaker 2010; Kesner et al. 2010, 2011), the perirhinal cortex for visual object
information (Barense et al. 2010; Bartko et al. 2007a, b; Burke et al. 2011; Gilbert
and Kesner 2003), the piriform cortex for olfactory information (Barnes et al. 2008;
Sahay et al. 2011; Wilson 2009; Wilson and Sullivan 2011), and the amygdala for
reward value (Gilbert and Kesner 2002). Many of these regions of the brain under-
go age-related change. For example, age-related functional changes have been ob-
served in perirhinal cortex in rodents (Moyer and Brown 2006) and humans (Ryan
et al. 2012). However, aging studies have reported that total neuron numbers in
rodents (Rapp et al. 2002) and cortical volumes in humans (Insausti et al. 1998) are
largely preserved in the perirhinal cortex. Although there is growing evidence to
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suggest that the human hippocampal subregions support pattern separation based
on overlapping object features (Bakker et al. 2008; Kirwan and Stark 2007), there
are data to suggest that perirhinal cortex may also play a role in pattern separation
for visual objects. Rodent studies have shown that the perirhinal cortex may distin-
guish between visual objects with overlapping features to reduce feature ambiguity
(Bartko et al. 2007a, b; Bussey et al. 2003, 2006; Gilbert and Kesner 2003; Nor-
man and Eacott 2004). As discussed previously, data from the laboratory of Carol
Barnes (Burke et al. 2010, 2011, 2012) provide evidence that age-related changes
in the perirhinal cortex of rodents may impair pattern separation for visual objects.
Therefore, functional changes in the perirhinal cortex of older animals and possi-
bly humans may affect pattern separation for visual objects. As proposed by Burke
et al. (2011), future studies should investigate whether the connections between
the hippocampus and perirhinal cortex are necessary to support pattern separation.
It is clear that additional research is needed to examine the relationship between
age-related changes in brain regions outside of the hippocampus and pattern separa-
tion for various types of information. These studies are needed in animal models
and also in humans using functional neuroimaging techniques. Although numer-
ous computational and theoretical models have been published to describe potential
neural mechanisms that may support pattern separation in the hippocampus, very
little is known about pattern separation mechanisms in other brain regions. There-
fore, future studies are needed to explore potential neural mechanisms for pattern
separation beyond the hippocampus.

Conclusions

In conclusion, memory deficits have been well documented in older adults and may
serve as an early indicator of MCI or AD in some individuals. Pattern separation
may be a key mechanism for reducing interference among similar memory rep-
resentations to enhance memory accuracy. Growing evidence suggests that brain
regions critical to pattern separation, including the DG and CA3 hippocampal sub-
regions and the perforant path input, may be particularly susceptible to adverse
age-related changes. A growing literature indicates that pattern separation becomes
less efficient as a result of normal aging in both humans and animal models. It is
possible that this decreased pattern separation efficiency contributes to memory
deficits, including episodic memory impairment, associated with aging. Given the
evidence reviewed in the present chapter, it is clear that additional research is needed
to examine the relationship between pattern separation and brain changes associated
with aging and neurodegenerative disease. In addition, there is a need for additional
research to examine this relationship in animal models. Through continued research
we hope that new and innovative behavioral approaches and methodologies will
be developed for future aging studies investigating: (1) episodic memory impair-
ment, (2) hippocampal subregion specific epigenetic and transcriptional changes,
(3) structural and functional changes in the hippocampus using neuroimaging
techniques, and (4) the differentiation of preclinical markers of AD from those of
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normal aging. The findings may have important implications for studies in humans
and translational studies in animal models to shed new light on processes that may
contribute to hallmark age-related episodic memory deficits. Finally, we would like
to acknowledge the work of Dr. Raymond Kesner and his significant contributions
to our understanding of processes supported by the hippocampus such as pattern
separation. The innovative behavioral tasks developed in his laboratory for use in
rodents have set the foundation for many of the studies discussed in this review.
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