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Preface

ACIIDS 2015 was the seventh event in the series of international scientific conferences
for research and applications in the field of intelligent information and database sys-
tems. The aim of ACIIDS 2015 was to provide an internationally respected forum for
scientific research in the technologies and applications of intelligent information and
database systems. ACIIDS 2015 was co-organized by Bina Nusantara University, In-
donesia and Wrocław University of Technology, Poland in cooperation with Ton Duc
Thang University, Vietnam and Quang Binh University, Vietnam, and with IEEE In-
donesia Section and IEEE SMC Technical Committee on Computational Collective In-
telligence as patrons of the conference. It took place in Bali, Indonesia during March
23–25, 2015.

Conferences of series ACIIDS have been well established. The first two events,
ACIIDS 2009 and ACIIDS 2010, took place in Dong Hoi City and Hue City in Vietnam,
respectively. The third event, ACIIDS 2011, took place in Daegu, Korea, while the
fourth event, ACIIDS 2012, took place in Kaohsiung, Taiwan. The fifth event, ACIIDS
2013, was held in Kuala Lumpur in Malaysia while the sixth event, ACIIDS 2014, was
held in Bangkok in Thailand.

We received more than 300 papers from about 40 countries all over the world. Each
paper was peer reviewed by at least two members of the International Program Commit-
tee and International Reviewer Board. Only 117 papers with the highest quality were
selected for oral presentation and publication in the two volumes of the ACIIDS 2015
proceedings.

Papers included in the proceedings cover the following topics: semantic web, social
networks and recommendation systems, text processing and information retrieval, intel-
ligent database systems, intelligent information systems, decision support and control
systems, machine learning and data mining, multiple model approach to machine learn-
ing, innovations in intelligent systems and applications, artificial intelligent techniques
and their application in engineering and operational research, machine learning in bio-
metrics and bioinformatics with applications, advanced data mining techniques and ap-
plications, collective intelligent systems for e-market trading, technology opportunity
discovery and collaborative learning, intelligent information systems in security and de-
fense, analysis of image, video and motion data in life sciences, augmented reality and
3D media, cloud-based solutions, Internet of things, big data, and cloud computing.

Accepted and presented papers highlight new trends and challenges of intelligent
information and database systems. The presenters showed how new research could lead
to new and innovative applications. We hope you will find these results useful and in-
spiring for your future research.

We would like to express our sincere thanks to the Honorary Chairs, Prof. Har-
janto Prabowo (Rector of the Bina Nusantara University, Indonesia) and Prof. Tadeusz
Więckowski (Rector of the Wrocław University of Technology, Poland) for their
supports.



VI Preface

Our special thanks go to the Program Chairs, Special Session Chairs, Organizing
Chairs, Publicity Chairs, and Local Organizing Committee for their work for the con-
ference. We sincerely thank all members of the International Program Committee for
their valuable efforts in the review process which helped us to guarantee the highest
quality of the selected papers for the conference. We cordially thank the organizers and
chairs of special sessions which essentially contributed to the success of the conference.

We also would like to express our thanks to the Keynote Speakers (Prof. Nikola
Kasabov, Prof. Suphamit Chittayasothorn, Prof. Dosam Hwang, and Prof. Satryo Soe-
mantri Brodjonegoro) for their interesting and informative talks of world-class standard.

We cordially thank our main sponsors, Bina Nusantara University (Indonesia),
Wrocław University of Technology (Poland), Ton Duc Thang University (Vietnam)
Quang Binh University (Vietnam), and patrons: IEEE Indonesia Section and IEEE SMC
Technical Committee on Computational Collective Intelligence. Our special thanks are
due also to Springer for publishing the proceedings, and to other sponsors for their kind
supports.

We wish to thank the members of the Organizing Committee for their very sub-
stantial work and the members of the Local Organizing Committee for their excellent
work.

We cordially thank all the authors for their valuable contributions and other partic-
ipants of this conference. The conference would not have been possible without their
supports.

Thanks are also due to many experts who contributed to making the event a success.

March 2015 Ngoc Thanh Nguyen
Bogdan Trawiński
Raymond Kosala
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Kazimierz Choroś Wrocław University of Technology, Poland
Dorian Cojocaru University of Craiova, Romania
Phan Cong-Vinh NTT University, Vietnam
Jose Alfredo Ferreira Costa Universidade Federal do Rio Grande

do Norte, Brazil
Keeley Crockett Manchester Metropolitan University, UK
Boguslaw Cyganek AGH University of Science and Technology,

Poland
Ireneusz Czarnowski Gdynia Maritime University, Poland
Piotr Czekalski Silesian University of Technology, Poland
Paul Davidsson Malmö University, Sweden
Roberto De Virgilio Universita’ degli Studi Roma Tre, Italy
Tien V. Do Budapest University of Technology and

Economics, Hungary
Pietro Ducange University of Pisa, Italy
El-Sayed M. El-Alfy King Fahd University of Petroleum and Minerals,

Saudi Arabia
Vadim Ermolayev Zaporozhye National University, Ukraine
Rim Faiz University of Carthage, Tunisia
Victor Felea Alexandru Ioan Cuza University of Iasi, Romania
Thomas Fober University of Marburg, Germany
Dariusz Frejlichowski West Pomeranian University of Technology,

Poland
Mohamed Gaber Robert Gordon University, UK
Patrick Gallinari LIP6 - University of Paris 6, France
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Andrzej Polański Polish-Japanese Institute of Information

Technology, Poland
Andrzej Przybyszewski University of Massachusetts, USA
Jerzy Rozenbilt University of Arizona, Tucson, USA
Jakub Segen Gest3D, USA
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Abstract. In power generation system, the economic dispatch (ED) is used to 
allocate the real power output of thermal generating units to meet required load 
demand so as their total operating cost is minimized while satisfying all units 
and system constraints. This paper proposes a novel swarm based mean-
variance mapping optimization (MVMOS) for solving the ED problem with the 
cubic fuel cost function. The special feature of the proposed algorithm is a 
mapping function applied for the mutation based on the mean and variance of n-
best population. This  method  has  been tested on 3, 5 and 26 units and the 
obtained results are compared to those from genetic algorithm (GA), particle 
swarm optimization (PSO) and firefly algorithm (FA). Test results have indi-
cated that the proposed method is efficient for solving the ED problem with 
cubic fuel cost function. 

Keywords: Economic dispatch · Cubic fuel cost function · Mean-variance mapping 
optimization · Swarm based Mean-variance mapping optimization 

1 Introduction 

Economic dispatch (ED) is one of the important optimization tasks in the power gen-
eration system. Its objective is to determine the real power output of thermal 
generating units to meet required load demand at minimum total fuel cost while 
satisfying all unit and system equality and inequality constraints[1,2]. 

Traditionally, the cost function objective of the ED problem is approximated as a 
quadratic function. However, a cubic function is more realistic than a quadratic 
function to express the operating cost. The fuel cost function becomes more nonlinear 
when cubic function is considered. Liang and Glover [3] proposed an iterative 
dynamic programming (DP) method for solving ED problem with cubic fuel cost 
function considering power transmission losses along with a clear description of 
modifying generator cost functions. Also, Jiang and Ertem [4] suggested the Newton 
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approach to solve the ED problem with cubic fuel cost functions. They developed a 
linear transmission loss model and included it into the ED problem. In the past 
decade, the ED problem with cubic cost function has been successfully solved by 
using artificial intelligence techniques. Kumaran and Mouly [5] used genetic 
algorithm (GA) to solve the cubic cost function ED problem. Adhinarayanan  and  
Sydulu [6] utilized particle swarm optimization (PSO) for solving ED problem with 
cubic cost function. They showed that PSO obtaines better results and efficiency than 
GA. Adhinarayanan  and Sydulu [7,8] presented a very fast and effective non-
iterative λ -logic based algorithm for solving ED problem with cubic cost function. 
They concluded that this algorithm archieves a near optimal solution for large-scale 
systems. The power transmission loss was ignored in this case. Amoli et al. [9] have 
successfully applied firefly algorithm (FA) for solving the ED problem with cubic 
cost function. 

Recently, a new meta-heuristic search algorithm, namely Mean-variance mapping 
optimization (MVMO), has been developed by István Erlich in 2010 [10]. This algo-
rithm falls into the category of the so-called “population-based stochastic optimization 
technique”. The similarities between MVMO and the other known stochastic algo-
rithms are in three evolutionary operators including selection, mutation and crossover. 
The extensions of MVMO has been developed which named swarm based mean-
variance mapping optimization (MVMOS) [11]. Unlike the single particle MVMO, 
the search process of MVMOS is started with a set of particles. In addition, two 
parameters of MVMO including the scaling factor and variable increment parameters 
have been extended to enhance the mapping. Hence, the ability for global search of 
MVMOS is found to be more powerful than the original version. In this paper, 
MVMOS is proposed as a novel optimization technique for solving the ED problem 
with cubic fuel cost function. 

2 Problem Formulation 

The optimization problem of the ED is to minimize the total fuel cost FT, which be 
written as: 

 
1

Minimize ( ) 1,2,3,...,
N

T i i
i

 F F P i N
=

=      =  (1) 

The solution of ED can be highly improved by introducing higher order generator 
cost functions. Cubic cost function displays the actual response of thermal generators 
more accurately. The cubic fuel cost function of a thermal generating unit is presented 
as follows [4]: 

 32)( iiiiiiiii PdPcPbaPF +++=  (2) 

The constraints of the ED problem must be satisfied during the optimization 
process are presented as follows:  
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1. Real power balance equation: The total active power output of generating units 
must be equal to total active power load demand PD plus power loss PL: 

 
LD

N

i
i PPP +=

=1

 (3) 

The power loss PL is calculated by the below formulation [2]: 

 
00

1
0

1 1

BPBPBPP
N

i
ii

N

i

N

j
jijiL ++= 

== =

 (4) 

2. Generator capacity limits: The active power output of generating units must be 
within the allowed limits: 

 max,min, iii PPP ≤≤  (5) 

3 Swarm Based Mean - Variance Mapping Optimization 

The search process of the MVMOS starts with a set of particles. Initial variables is 
normalized to the range [0,1] as follows: 

 x_normalized = rand(n_par,n_var). (6) 

However, the function evaluation is carried out always in the original scales of the 
problem space. The de-normalization of optimization variables is carried by using (7): 

 Pi = Pi,min + Scaling. x_normalized(ι ,:) (7) 

where     
Scaling = Pi,max - Pi,min  

 
MVMOS utilizes swarm implementation to enhance the power of global searching 

of the classical MVMO by starting the search with a set of np particles, each having its 
own memory and represented by the corresponding archive and mapping function. At 
the beginning of the optimization process, each particle performs m steps independent-
ly to collect a set of reliable individual solutions. Then, the particles start to communi-
cate and to exchange information. 

The key feature of MVMO is a special mapping function which applied for mutat-
ing the offspring based on mean-variance of the solutions stored in the archive. 

The mean ix  and variance iv  are calculated as follows [10]: 

 
1

1
( )

n

i i
j

x x j
n =

=   (8) 
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 2

1

1
( ( ) )

n

i i i
j

v x j x
n =

= −  (9) 

where j = 1,2,..., n (n is archive size). 

The transformation of *
ix to ix via mapping function is calculated in (10) and 

depicted in Fig. 1. The transformation mapping function, h, is calculated in (12) by 

the mean x  and shape variables si1 and si2  [10]: 

 *
1(1 ). .i x o i ox h h h x h= + − + −  (10) 

where hx, h1, h0 are the outputs of transformation mapping function (12) based on 
different inputs given by: 

 *( )x ih h x x= =  ,  ( 0)oh h x= = ,  1 ( 1)h h x= =  (11) 

 1 2. (1 ).
1 2( , , , ) .(1 ) (1 ).i ix s x s

i i ii ih x s s x x e x e− − −= − + −  (12) 

 where, 

 ln( ).i i ss v f= −  (13) 

 

 

Fig. 1. Variable mapping 

The scaling factor fs in (13) is a MVMO parameter which allows for controlling the 
search process during iteration. In the MVMOS algorithm, this factor is extended for 
the need of exploring the search space at the beginning more globally whereas, at the 
end of the iterations, the focus should be on the exploitation. It is determined by [11]: 

 ( )*. 1 ()s sf f rand= +  (14) 

where, 

 ( )
2

* * * *
_ ini _ final _ ini

final
s s s s

i
f f f f

i

 
= + − 

 
 (15) 
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rand () is a random number in the range [0, 1]. In (15), the variable i represents the 
iteration number.  

The shape variable si1 and si2 in (12) are determined by an algorithm in [11]. 

4 Implemention of MVMOS to ED  

4.1 Handing of Constraints  

Neglecting the power transmission losses, the equality constraint (3) is rewritten by: 

 
1

N

i D
i

P P
=

=  (16) 

 
By using the slack variable method [12] to guarantee that the equality constraint 

(16) is always satisfied. The power output of the slack unit is calculated as follows: 

 
1

N

s D i
i
i s

P P P
=
≠

= −  (17) 

The fitness function for the proposed MVMOS will include the objective function 
(1) and penalty terms for the slack unit if inequality (5) is violated. The fitness 
function is as follows: 

 ( ) ( )2 2

,max ,min
1

( ) max(0, ) max(0, )
N

T i i s s s s
i

F F P K P P P P
=

 = + × − + −
   (18) 

4.2 Implementation of MVMOS to ED 

The steps of procedure of MVMOS for the ED problem are described as follows: 

Step 1: Setting the parameters for MVMOS including itermax, n_var, n_par, mode, di, 
ini
0dΔ , final

0dΔ , archive zize, *
_inisf , *

_finalsf , n_randomly, n_randomly_min, 

indep.runs(m), Dmin 

 Set i = 1, i denotes the function evaluation 

Step 2:  Normalize initial variables to the range [0,1] (i.e. swarm of particles). 
 x_normalized  =  rand(n_par,n_var) 

Step 3:  Set k = 1, k denotes particle counters. 

Step 4: De-normalized variables using (7), calculate power output for the slack 
generator using (17) to evaluate fitness function in (18), store fbest and xbest in 
archive. 

Step 5: Increase i =i+1. If i < m ( independent steps), go to Step 6. Otherwise, go to 
Step 7. 



8 K.H. Truong et al. 

 

Step 6: Check the particles for the global best, collect a set of reliable individual 
solutions. The i-th particle is discarded from the optimization process if the 
distance Di is less than a certain user defined threshold  Dmin. If the particle is 
delected, increase k = k+1, decrease np = np – 1 and go to step 4. Otherwise, 
go to Step 7. 

Step 7: Create offspring generation through three evolutionary operators: selection, 
mutation and crossover.3 

Step 8: if k < np ,increase k = k+1 and go to step 4. Otherwise, go to step 9. 

Step 9:  Check termination criteria. If stoping criteria is satisfied, stop. Otherwise, go 
to step 3. The algorithm of the proposed MVMOS is terminated when the 
maximum number of iterations itermax is reached. 

5 Numerical Results 

The proposed MVMOS has been tested on 3 test systems including 3, 5 and 26 
thermal generation units where the cost function is cubic form. For each case, the 
algorithm of MVMOS is run 50 independent trials on a Core i5 CPU 3.2 GHz PC with 
4GB of RAM. The implementation of the proposed MVMOS is coded in the Matlab 
R2013a platform. 

Since different parameters of the proposed method have effects on the performance 
of MVMOS. Hence, it is important to determine an optimal set of parameters of the 
proposed methods for dealing with ED problems. For each problem, the selection of 
parameters is carried out by varying only one parameter at a time and fixing the 
others. The parameter is first fixed at the low value and then increased. Multiple runs 
are carried out to choose the suitable set of parameters. 

5.1 Case 1: 3-Unit System 

The input data for 3-generating units are given in [2]. The total demanded load PD of this 
case is 2500 MW, the transmission power loss is neglected. The obtained results by the 
MVMOS are compared to those from genetic algorithm (GA) [6], particle swarm 
optimization (PSO) [6] and firefly algorithm (FA) [9], which are presented in Table 1. 

Table 1. Results and comparisons for 3-unit system 

Unit 
Power outputs Pi

GA PSO FA MVMOS 

1 725.02 724.99 729.0682 704.1826 

2 910.19 910.15 906.8021 881.8226 

3 864.88 864.85 864.1315 913.9944 

Total power 2500.00 2500.00 2500.0000 2500.0000 

Total Cost ($/h) 22730.14 22729.35 22728 22569.2239 
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The parameters for MVMOS for this case are as follows: itermax = 1000, n_var 
(generators) = 3, np = 5, archive size = 5, mode = 4, indep.runs (m) = 100, n_randomly 
= 2, n_randomly_min = 2, *

_ini 0.95sf = , *
_final 3sf = , 1id = , ini

0 0.4dΔ = , 
final
0 0.02dΔ = , Dmin = 0. 

Table 1 shows that the power output obtained by the MVMOS is always satisfy the 
constraints and the MVMOS provides the total cost less than GA, PSO and FA. 

5.2 Case 2: 5-Unit System 

The test system is from [5] including 5 generating units supplying to a power load 
demand of 1800 MW. The transmission power loss is also neglected in this case. The 
obtained results by the MVMOS are compared to those from genetic algorithm (GA) 
[6], particle swarm optimization (PSO) [6] and firefly algorithm (FA) [9], which are 
shown in Table 2. 

The parameters for MVMOS for this case are as follows: itermax = 7000, n_var 
(generators) = 5, np = 5, archive size = 5, mode = 4, indep.runs (m) = 100, n_randomly 
= 3, n_randomly_min = 2, *

_ini 0.95sf = , *
_ final 3sf = , 1id = , ini

0 0.4dΔ = , final
0 0.02dΔ = , 

Dmin = 0. 

Table 2. Results and comparisons for 5-unit system 

Unit 
Power outputs Pi

GA PSO FA MVMOS 

1 320.00 320.00 327.8004 320.000 

2 343.74 343.70 341.9890 315.9476 

3 472.60 472.60 460.4127 528.7392 

4 320.00 320.00 327.8004 320.000 

5 343.74 343.70 341.9890 315.3132 

Total power 1800.00 1800.00 1800.00 1800.00 

Total Cost ($/h) 18611.07 18610.40 18610 18519.5822 

 
In Table 2, the power output obtained by the MVMOS is always satisfy the constraints 

and the MVMOS provides the total cost less than GA, PSO and FA. 

5.3 Case 3: 26-Unit System 

The data of the test system including 26 thermal generating units with cubic fuel cost 
function is from [8]. The system load demand for this case is 2000MW neglecting 
transmission power loss. The obtained results by the MVMOS are compared to those 
from genetic algorithm (GA) [6], particle swarm optimization (PSO) [6] as given in 
Table 3. 

The parameters for MVMOS for this case are as follows: itermax = 40000, n_var 
(generators) = 26, np = 10, archive size = 5, mode = 4, indep.runs (m) = 400, 
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n_randomly = 12, n_randomly_min = 10, *
_ini 0.95sf = , *

_ final 3sf = , 1id = , ini
0 0.4dΔ = , 

final
0 0.02dΔ = , Dmin = 0. 

In Table 3, the power output obtained by the MVMOS is always satisfy the 
constraints and the MVMOS provides the total cost less than GA and  PSO. 

Table 3. Results and comparisons for 26-unit system 

Unit 
Power outputs Pi

GA PSO MVMOS 

1 2.40 2.40 2.3937 

2 2.40 2.40 2.400 

3 2.40 2.40 2.400 

4 2.40 2.40 2.400 

5 2.40 2.40 2.400 

6 4.00 4.00 4.000 

7 4.00 4.00 4.000 

8 4.00 4.00 4.000 

9 4.00 4.00 4.000 

10 15.20 15.20 15.7337 

11 15.20 15.20 23.0998 

12 15.20 15.20 17.7768 

13 15.20 15.20 15.4274 

14 25.00 25.00 25.0000 

15 25.00 25.00 25.0000 

16 25.00 25.00 25.0000 

17 129.71 129.69 123.3045 

18 124.71 124.69 116.6811 

19 120.42 120.40 115.5890 

20 116.72 116.70 116.4675 

21 68.95 68.95 68.9500 

22 68.95 68.95 68.9500 

23 68.95 68.95 68.9500 

24 337.76 337.85 346.0765 

25 400.00 400.00 400.000 

26 400.00 400.00 400.000 

Total power 2000.00 2000.00 2000.00 

Total Cost ($/h) 27671.2441 27671.2276 27267.3334 

5.4 Robustness Analysis 

The convergence of heuristic methods may not obtain exactly same solution because 
these methods initialize variables randomly at each run. Hence, their performances 
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could not be judged by the results of a single run. Many trials should be carry out to 
reach a impartial conclusion about the performance of the algorithm. Therefore, in 
this study, the proposed algorithm is run 50 independent trials. The mean cost, max 
cost, average cost and standard deviation obtained by the proposed method to evaluate 
the robustness characteristic of the proposed method for ED problems. The robustness 
analysis of three test cases are presented in Table 4. 

Table 4. Robustness analysis 

 Case 1 Case 2 Case 3 

Min total cost ($/h) 22569.2234 18519.5822 27267.3334 

Average total cost ($/h) 22569.2234 18520.3270 27318.2241 

Max total cost ($/h) 22569.2234 18524.4878 27392.0571 

Standard deviation ($/h) 0.0 0.9345 29.3559 

Ratio (%) 0 0.005 0.108 

Average CPU time (s) 0.547 2.942 21.648 

As seen in Table 4, the difference between the maximum and minimum costs ob-
tained the proposed MVMOS is small. The ratio between the standard deviation and 
the minimum cost is less than 0.108%. It shows that the performance the proposed 
MVMOS is robust. 

6 Conclusion 

This paper has presented an application of new method for solving ED problem with 
cubic fuel cost function. Three test cases were carried out to demonstrate the 
effectiveness and efficiency of the proposed MVMOS. The numerical results and 
robustness analysis show that the proposed method has better solution the than GA, 
PSO and FA and its performance is robust. Therefore, the proposed MVMOS could be 
favorable for solving ED problems. 
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Teknologi PETRONAS. 

Nomenclature 

N   total number of generating units 
ai, bi, ci, di  fuel cost coefficients of generator i 
Bij, B0i, B00  B-matrix coefficients for transmission power loss 
Pi   power output of generator i 
Pi,max   maximum power output of generator i 
Pi,min   minimum power output of generator i 
K    the penalty factor for the slack unit 
Ps   power output of slack unit 
n_var   number of variable (generators)  
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n_par  number of particles 
mode   variable selection strategy for offspring creation 
archive zize   n-best individuals to be stored in the table  
di    initial smoothing factor 

  initial smoothing factor increment 

  final smoothing factor increment 

   initial shape scaling factor 

   final shape scaling factor 

Dmin  minimum distance threshold to the global best solution 
n_randomly   initial number of variables selected for mutation  
indep.runs   m steps independently to collect a set of reliable individual solutions 
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Abstract. Systematic and simultaneous optimization of a collection of objectives 
is called multiobjective or multicriteria optimization. These sorts of optimization 
procedures are becoming commonplace in fields involving engineering design, 
process and system optimization. In this work, the multiobjective (MO) optimiza-
tion of the bioactive compound extraction process was carried out. Using the 
Normal Boundary Intersection (NBI) approach the MO optimization problem is 
transformed into a weighted form called the beta-subproblem. This subproblem 
is then solved using two evolutionary strategies (differential evolution (DE) and 
genetic algorithm (GA)). Using these evolutionary strategies, the solutions to 
the extraction process which form the efficient Pareto frontier was generated. 
The Hypervolume Indicator (HVI) was applied to the solutions to rank the 
strategies based on the solution quality. Critical analyses and comparative stu-
dies were then carried out on the strategies employed in this work and that from 
the previous work.   

Keywords: Multi-objective optimization · Extraction process · Normal Boun-
dary Intersection approach · Differential evolution (DE) · Genetic algorithm 
(GA) · Hypervolume Indicator (HVI) 

1 Introduction 

The problem formulation of the extraction process was done by Shashi et al, (2010) [1]. 
This formulation involves the modeling of the objective functions and the identification 
of the range of the extraction process parameters. The primary target was yield optimiza-
tion of specific extracted chemical products from the Gardenia Jasminoides Ellis fruit. 
The process yields three bioactive compounds; crocin, geniposide and total phenolic 
compounds. Identifying a series of optimal process yields that generate an efficient Pare-
to frontier is critical. Gauging solution quality in MO optimization can be very difficult 
and tricky. Ideas involving solution properties like diversity and convergence have be-
come popular in recent times [2], [3]. The utility of these ideas have proved useful for 
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developing metrics for evaluating specific aspects of the generated solutions. Hence, 
these metrics provide the decision maker with some useful information regarding the 
technique’s effectiveness [4]. However, due to the local nature of these metrics, an abso-
lute ranking of the solutions is not attainable. One effective approach that can be utilized 
for the overall ranking of solution sets is the Hypervolume Indicator (HVI) [5] which is 
based on the idea of Pareto dominance. This metric measures the Hypervolume (multi-
dimensional) enclosed by a Pareto front approximation with respect to a reference set 
(see [6], [7], and [8]). This metric ensures strict compliance to monotonicity related to 
Pareto dominance [9], [10]. This makes the ranking of solution sets and hence algorithms 
feasible for any given MO problem. The techniques introduced in this work is directed to 
generating a series of solutions (with the associated weights) which efficiently approx-
imates the Pareto frontier. 

This problem was attempted using the particle swarm optimization (PSO) tech-
nique (within a weighted sum framework) in Shashi et al., (2010) [1]. In that work, 
more emphasis was given on the modeling works as compared to the optimization 
procedures. Although an individual solution optimal solution is attained, the approx-
imate Pareto frontier of the solutions was not constructed and rigorous solution evalu-
ation (for ranking purposes) was not conducted.  In this work, the bioactive  
compound extraction process optimization problem was tackled using Differential 
Evolution (DE) [11] and Genetic Algorithm (GA) [12]. This was carried out within 
the basis of the Normal Boundary Intersection (NBI) framework [13]. The ranking of 
the techniques of the Pareto frontiers produced by the algorithms were carried out 
using the HVI metric [5], [6]. Comparative analyses were then conducted on the indi-
vidual best solutions and the frontiers obtained in this work against those obtained in 
Shashi et al., (2010) [1].  

Genetic Algorithms (GA) were the earliest form of evolutionary algorithms  
introduced by Holland, (1992) [12]. These algorithms contain the fundamental com-
ponents that make up an evolutionary algorithm such as the cross-over operator,  
mutation operator and fitness evaluation mechanisms (which aids the algorithm to 
successively improve the population’s fitness during execution). Differential Evolu-
tion (DE) is a population-based evolutionary algorithm that has been derived from 
Genetic Algorithms (GA) [12]. DE was developed in the nineties by Storn and Price 
[11]. DE has been used extensively to solve problems which are non-differentiable, 
non-continuous, non-linear, noisy, flat, multidimensional, have many local minima, 
constraints or high degree of stochasticity. Lately, DE has been applied to a variety of 
areas including optimization problems in chemical and process engineering 
[14],[15],[16]. This paper is organized as follows: Section 2 of this paper presents an 
overview of the evolutionary strategies. In Section 3, the process formulation is de-
scribed followed by Section 4 which discusses the computational results. Finally, this 
paper ends with the concluding remarks in Section 5.  

2 Evolutionary Strategies 

Evolutionary intelligence originate from the idea presented in Holland’s [12] genetic 
algorithm. The central theme of all evolutionary algorithms is that survival of fittest 
(natural selection) which acts on a population of organisms under environmental 
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stress. Thus, a fitness distribution is formed in the mentioned population of organisms 
(individuals). In the case of optimization, let there be an objective function to be 
optimized. Then, various random candidate solutions (individuals) to the problem can 
be gauged by applying a fitness function to each of these solutions (where the higher 
the fitness function, the better the solution quality with respect to the objective 
function). Each evaluated individual with respect to the best fitness values are then 
chosen for producing the next generation of potential solution vectors through the 
process of cross-over and mutation. The cross-over operator crosses the parent 
individuals from the previous generation (fittest individuals) and produces the next 
generation of individuals. The mutation operator on the other hand, perturbs the gene 
pool of the population to generate new optimization capabilities in the new 
individual offspring. Thus, each individual competes in their population as they 
achieve higher fitness values. The repeated execution of this cycle is meta-heuristic 
since the solution vectors in the population are subsequently improved as the 
iteration proceeds. In this work, Genetic algorithm (GA) and Differential Evolution 
(DE) algorithms are used. 

2.1 Differential Evolution (DE) 

DE is a class of evolutionary techniques first introduced in 1995 by Storn and Price 
[11]. This class of techniques pioneered the development of perturbative evolutionary 
algorithms. DE begins by randomly initializing a population (P) in the first generation 
of at least four individuals. These individuals are real-coded vectors with some size, 
N. A single principal parent (xp

i ) and three auxiliary parents denoted (xa
i) is randomly 

selected from the population, P. In DE, every individual, I in the population, P would 
become a principle parent, xp

i  at one generation or the other. Therefore each individ-
ual has a chance to breed with the auxiliary parents, xa

i. The three auxiliary parents 
then be mutated (via differential mutation) to generate a mutated vector, Vi. 

 
Vi = xa

1 + F(xa
2 - x

a
3)                    (1) 

 
where ]1,0[∈F  is the real-valued mutation amplification factor. Next Vi is then 

recombined (or exponentially crossed-over) with xp
i to generate a child trial vector, 

xchild
i. The cross-over problability (CR) is set by the user. In DE, ‘knock-out competi-

tion’ is used to select the survivors which will then be inserted into the next popula-
tion’s gene pool. This fitness selection procedure required the principle parent, xp

i  
and the child trial vector, xchild

i to engage in direct competition: 
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The parameters initialized for the DE algorithm is given in Table 1.  The algorithm of 
the DE method is shown in Execution Scheme 1. 
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Table 1. DE Parameter Setting 

Initialized Parameters Values 

Individual Size, N 6 

Population Size,  P 7 

Mutation amplification factor, F 0.3 

Cross-over Probability, CR 0.667 

 

Execution Scheme 1: Differential Evolution (DE) 

Step 1: Initialize input parameters 

Step 2: Set random population vectors, xG
i. 

Step 3: Select one random principal parents, xp
i 

Step 4: Select three random auxilary parents, xa
i 

Step 5: Implement differential mutation to generate a mutated vector, Vi 

Step 6: Merge Vi with xp
i to produce a child trial vector, xchild

i 

Step 7: Perform fitness evaluation for the next generation 

Step 8: IF the fitness condition is fulfilled and t= Tmax , stop and print solutions 

  ELSE repeat step 3 

2.2 Genetic Algorithm (GA) 

GA is one of the first evolutionary search and optimization techniques [12]. This pop-
ulation-based approach uses an N-point crossover operator to create new offspring for 
successive generations. To avoid algorithmic stagnation at some local minima, muta-
tion operators are usually employed to diversify the search. In this work a bit flip-type 
mutation operator was utilized. The GA scheme applied in this work is provided in 
Execution Scheme 2. The parameter settings initialized prior to the execution of the 
GA used in this work are shown in Table 2. The flow of the GA algorithm is shown in 
Execution Scheme 2: 

Table 2. Genetic Algorithm Parameter Setting 

Parameters Values 

Define individual string length 
 
5 bits 

Define amount of individuals in the  
population 

6 

Mutation Probability 0.3333 
Recombination Probability ½ 
Cross-over type N-point 
Mutation type N-bit flip 
Selection type Tournament 
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Execution Scheme 2: Genetic Algorithm 

Step 1: Randomly initialize chromosomes for n individuals in the population.  

Step 2: Designate fitness terms for all individuals. 

Step 3: Using recombination create offspring for the next generation. 

Step 4: Mutate offspring for this generation. 

Step 5: Via tournament selection, select parents to create the next generation. 

Step 6: Choose the next population of n individuals.  

Step 7: Set a new population to current population. 

Step 8: Evaluate the fitness of each offspring in the generation. 

Step 9: IF the stopping criterion is met, halt program and print solutions, 

            ELSE go to Step 3. 

3 Process Formulation 

The formulation of the extraction process was developed in Shashi et al., (2010) [1]. 
Through this work the model describing the yields (of specific chemical products) 
which are extracted from the Gardenia Jasminoides Ellis fruit was attained. Equipped 
with this, the complete MO optimization model for the extraction process of bioactive 
compounds from gardenia with respect to the constraints was successfully developed. 
The MO optimization model was established to maximize the yields which consists of 
three bioactive compound; crocin (f1), geniposide (f2) and total phenolic compounds 
(f3). This process extraction MO system is given as follows: 

 
                         Maximize →   Yields (f1, f2, f3) 
   

subject to process constraints.         (3) 
 
The objective functions (yields of each of the bioactive compound in the units of 
mg/g of dry powder) are modeled with respect to the constrained decision variables. 
This model is given as follows: 
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80.5] [19.5,X1 ∈ , 72.9] [27.1,X2 ∈ , 52.9] [7.1,X3 ∈           (7) 
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4 Computational Results and Discussion  

All techniques employed in this work were developed using the C++ programming 
language on a personal computer (PC) with an Intel dual core processor (running at 2 
GHz). The solution sets which construct the Pareto frontier was generated using the 
two evolutionary techniques (GA and DE). The HVI was utilized to evaluate and abso-
lutely rank these solutions in terms of dominance. In these evaluations, the nadir point 
which is the most non-dominated point is utilized as a reference point for the computa-
tion of the hypervolume. The nadir point used in this work is (r1, r2, r3) = (0, 0, 0).  
Along with the construction of the entire Pareto frontier, the individual solutions were 
classified into the best, median and worst solutions were identified. These solutions 
generated by both the algorithms with their respective rankings are shown in Table 3.  

Table. 3. Individual Solutions Generated by the DE and GA Algorithms 

Technique Description Best Median Worst 

Differen-
tial Evolu-
tion (DE) 

Objective Function 
(f1,f2,f3) 

(8.5265, 
109.414,24.7106) 

(8.2968, 
106.016, 
24.3831) 

(7.4067, 92.6152, 
20.5962) 

Decision Variable 
(x1,x2,x3) 

(54.9127, 
72.8872,  
40.4613) 

(42.5321, 
72.599, 35.4178) 

(23.9009, 72.5093, 
27.9649) 

HVI 23052.89406 21447.08821 14128.51344 

Weights 
(w1,w2,w3) 

(0.2,0.7,0.1) (0.1, 0.2, 0.7) (0.5, 0.2, 0.3) 

Genetic 
Algorithm 

(DE) 

  

Objective Function 
(f1,f2,f3) 

(8.0301, 95.1255 
19.8195) 

(7.7289, 
91.1258, 18.606) 

(7.6231, 88.7974, 
17.7027) 

Decision Variable 
(x1,x2,x3) 

(29.1553, 
72.7404, 
9.2592) 

(23.8437, 
72.6443, 9.9997) 

(21.8074, 72.7049, 
8.37861) 

HVI 15139.5241  13104.1788  11983.0976 

Particle 
Swarm 

Optimiza-
tion by 

Shashi et 
al., 

(2010)[1] 

  

Objective Function 
(f1,f2,f3) 

(8.52, 108.761, 
24.67) 

(7.7289, 
91.1258, 18.606) 

(7.6231, 88.7974, 
17.7027) 

Decision Variable 
(x1,x2,x3) 

(50.11, 72.23, 
28.72) - - 

HVI 22860.3006 - - 

Weights 
(w1,w2,w3) 

(0.33, 0.33, 0.33) - - 
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optimization problem. However, this metric is very dependent on the selection of the 
nadir point. If the correlation between the nadir point and the hypervolume value is 
irregular, then the HVI should be tested with multiple values of the nadir point to 
attain a trustworthy dominance ranking. Both evolutionary techniques employed in 
this work performed stable computations. Search stagnation, solution divergence or 
halting problems did not occur during the numerical experimentations. The solutions 
constructing the Pareto frontier were all within the specified ranges and thus realisti-
cally feasible. In this work, a new optimal set of solutions (see Pareto frontier in  
Figure 1) has been achieved using the DE approach within the NBI framework. As 
compared to the weighted sum approach in Shashi et al., (2010) [1], the NBI frame-
work utilized in this work seem to be more effective. This may be due to the geome-
trical aspect in the NBI framework which equips the metaheuristic with enhanced 
search capabilities as compared to the weighted sum approach which merely acts as a 
conventional scalarization system.  Since DE is an enhanced evolutionary-type algo-
rithm (perturbative improvement), the diversification and the rigorousness of the 
search is high as compared with the GA and PSO [1] methods.  

5 Conclusions and Future Research Directions 

Using the DE technique, a new local maximum for the individual objectives was 
achieved. In addition, a more dominant approximation of the Pareto frontier was con-
structed by using the DE method. It was observed that among evolutionary strategies, 
perturbative techniques such as DE are computationally inexpensive and effective in 
solving industrial MO optimization problems. When gauged with the HVI metric, the 
DE approach produced the most dominant approximate of the Pareto frontier as com-
pared to the GA and the PSO [1] methods.  

In the future, more thorough investigations using an optimization framework 
should be applied to this problem [17].  In addition, other algorithmic enhancement 
mechanisms such as (chaos-based improvements [18]) could be incorporated into the 
DE approach. For future works, other meta-heuristic algorithms such as hybrid ap-
proaches and PSO variant approaches (e.g. Hopfield-PSO [19] and Binary-PSO [20]) 
could be applied to extraction process problem. Besides the HVI, convergence, diver-
sity and spacing metrics could also be employed to provide more insight regarding the 
solution properties.  
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Abstract. Plug-in hybrid electric vehicle (PHEV) has the potential to facilitate 
the energy and environmental aspects of personal transportation, but face a hur-
dle of access to charging system. The charging infrastructure has its own com-
plexities when it is compared with petrol stations because of the involvement of 
the different charging alternatives. As a result, the topic related to optimization 
of Plug-in hybrid electric vehicle charging infrastructure has attracted the atten-
tion of researchers from different communities in the past few years. Recently 
introduced smart grid technology has brought new challenges and opportunities 
for the development of electric vehicle charging facilities. This paper presents 
Hybrid particle swarm optimization Gravitational Search Algorithm 
(PSOGSA)-based approach for state-of-charge (SoC) maximization of plug-in 
hybrid electric vehicles hence optimize the overall smart charging. 

Keywords: Smart charging · State-of-charge · Plug-in hybrid electric vehicle ·  
PSOGSA · Swarm intelligence 

1 Introduction 

The vehicular network recently accounts for around 25% of CO  emissions and over 
55% of oil consumption around the world [1]. Carbon dioxide is the primary green-
house gas emitted through human activities like combustion of fossil fuels (coal, natu-
ral gas, and oil) for energy and transportation. Several researchers have proved that a 
great amount of reductions in greenhouse gas emissions and the increasing depen-
dence on oil could be accomplished by electrification of transport sector [2]. Indeed, 
the adoption of hybrid electric vehicles (HEVs) has brought significant market suc-
cess over the past decade. Vehicles can be classified into three groups: internal com-
bustion engine vehicles (ICEV), hybrid electric vehicles (HEV) and all- electric  
vehicles (AEV) [3]. Plug-in hybrid electric vehicles (PHEVs) which is very recently 
introduced promise to boost up the overall fuel efficiency by holding a higher capaci-
ty battery system, which can be directly charged from traditional power grid system, 
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that helps the vehicles to operate continuously in “all-electric-range" (AER) All-
electric vehicles or AEV is a vehicle using electric power as only sources to move the 
vehicle [4]. Plug-in hybrid electric vehicles with a connection to the smart grid can 
possess all of these strategies. Hence, the widely extended adoption of PHEVs might 
play a significant role in the alternative energy integration into traditional grid sys-
tems [5]. There is a need of efficient mechanisms and algorithms for smart grid tech-
nologies in order to solve highly heterogeneous problems like energy management, 
cost reduction, efficient charging infrastructure etc. with different objectives and sys-
tem constraints [6].  

According to a statistics of Electric Power Research Institute (EPRI),  about 62% of 
the entire United States (US) vehicle will comprise of PHEVs within the year 2050 [7]. 
Large numbers of PHEVs have the capability to threaten the stability of the power 
system. For example, in order to avoid interruption when several thousand PHEVs are 
introduced into the system over a short period of time, the load on the power grid will 
need to be managed very carefully. One of the main targets is to facilitate the proper 
interaction between the power grid and the PHEV. For the maximization of customer 
satisfaction and minimization of burdens on the grid, a complicated control mechanism 
will need to be addressed in order to govern multiple battery loads from a numbers of 
PHEVs appropriately [8]. The total demand pattern will also have an important impact 
on the electricity industry due to differences in the needs of the PHEVs parked in the 
deck at certain time [9]. Proper management can ensure strain minimization of the grid 
and enhance the transmission and generation of electric power supply. The control of 
PHEV charging depending on the locations can be classified into two groups; house-
hold charging and public charging. The proposed optimization focuses on the public 
charging station for plug-in vehicles because most of PHEV charging is expected to 
take place in public charging locations [10]. 

Charging stations are needed to be built at workplaces, markets/shopping malls and 
home. In [11], authors proposed the necessity of building new smart charging station 
with effective communication among utilities along with sub-station control infra-
structure in view of grid stability and proper energy utilization. Furthermore, assort-
ment of charging stations with respect to charging characteristics of different PHEVs 
traffic mobility characteristics, sizeable energy storage, cost minimization; Quality of 
Services (QoS) and optimal power of intelligent charging station are underway [12]. 

One of the important constraints for accurate charging is State-of-Charge (SoC). 
Charging algorithm can accurately be managed by the precise State of charge estima-
tion. The performance of PHEV depends upon proper utilization of electric power 
which is solely affected by the battery state-of-charge (SoC). In Plug-in hybrid elec-
tric vehicles (PHEVs), a key parameter is the state-of-charge (SoC) of the battery as it 
is a measure of the amount of electrical energy stored in it. It is analogous to fuel 
gauge on a conventional internal combustion (IC) car [13]. There is a need of in-depth 
study on maximization of average SoC in order to facilitate intelligent energy alloca-
tion for PHEVs in a charging station. Hybrid PSOGSA was developed by Seyedali 
Mirjalili [14] at soft computing research lab of Universiti Teknologi Malaysia (UTM) 
in 2010 in order to integrate the ability of exploitation in PSO with the ability of  
exploration in GSA. 
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PSOGSA-based optimization has already been used by the researchers for econom-
ic load dispatch [15], optimal static state estimation [16], dual channel speech en-
hancement [17], training feed-forward neural networks [18] and multi-distributed 
generation planning [19]. Specifically, we are investigating the use of the Hybrid 
particle swarm optimization Gravitational Search Algorithm (PSOGSA) method for 
developing real-time and large-scale optimizations for allocating power. 

The remainder of this paper is organized as follows: Next section will describe the 
specific problem that we are trying to solve. We will provide the optimization objec-
tive and constraints, flowchart of PSOGSA algorithm as well as describe how the 
algorithm works for our optimization problems. The simulation results and analysis 
are presented then with an extensive analysis. Finally, conclusions and future direc-
tions are drawn. 

2 Problem Formulation 

The idea behind smart charging is to charge the vehicle when it is most beneficial, 
which could be when electricity price, demand is lowest, when there is excess  
capacity [20]. 

Suppose, there is a charging station with the capacity of total power P. Total N 
numbers of PHEVs need to serve in a day (24 hours). The proposed system should 
allow PHEVs to leave the charging station before their expected leaving time for 
making the system more effective. It is worth to mention that, each PHEV is regarded 
to be plugged-in to the charging station once. The main aim is to allocate power intel-
ligently for each PHEV coming to the charging station. The State-of-Charge is the 
main parameter which needs to be maximized in order to allocate power effectively. 
For this, the objective function considered in this paper is the maximization of aver-
age SoC and thus allocate energy for PHEVs at the next time step. The constraints 
considered are: charging time, present SoC and price of the energy. 

The objective function is defined as: 

 ( ) ( ) ( )max 1i i
i

J k w k SoC k= +  (1) 

 ( ) ( ) ( ) ( )( ), ,, ,i r i r i iw k f C k T k D k=  (2) 

 ( ) ( )( ), 1 *r i i iC k SoC k C= −  (3) 

where  C , k  is the battery capacity (remaining) needed to be filled for i no. of 
PHEV at time step k; C  is the battery capacity (rated) of the i no. of PHEV; remain-
ing time for charging a particular PHEV at time step k is expressed as T , k ; the 
price difference between the real-time energy price and the price that a specific cus-
tomer at the i no. of PHEV charger is willing to pay at time step k is presented by D k ; w k  is the charging weighting term of the i no. of PHEV at time step k  



 Hybrid Swarm Intelligence-Based Optimization 25 

(a function of charging time, present SoC and price of the energy); SoC k 1 is the 
state of charge of the i no. of PHEV at time step k 1. 

Here, the weighting term indicates a bonus proportional to the attributes of a spe-
cific PHEV. For example, if a PHEV has a lower initial SoC and less charging time 
(remaining), but the driver is eager to pay a higher price, the system will provide more 
power to this particular PHEV battery charger: 

 ( ) ( ) ( ) ( ),
,

1
i r i i

r i
w k Cap k D k kTα  + +  

 (4) 

The charging current is also assumed to be constant over∆t. 
 ( ) ( ) ( )1 .i i i i iSoC k SoC k Cap Q I k t  = =+ − Δ   (5) 

 ( ) ( ) ( )1 /i i i iSoC k SoC k I k t Cap+ = + Δ  (6) 

Where the sample time∆t is defined by the charging station operators, and I k  is 
the charging current over∆t. 

The battery model is regarded as a capacitor circuit, where C  is the capacitance of 
battery (Farad). The model is defined as: 

 . i
i i

dV
C I

dt
=  (7) 

Therefore, over a small time interval, one can assume the change of voltage to be 
linear, 

 ( ) ( ). 1 /i i i iC V k V k t I + − Δ =   (8) 

 ( ) ( )1 /i i i iV k V k I t C= Δ+ −  (9) 

As the decision variable used here is the allocated power to the PHEVs, by replac-
ing I  k  with P k the objective function finally becomes: 

 ( ) ( ) ( )
( ) ( ) ( )2

2
.

2
0.5. .

i
i i

i
i i i

i

P k t
w SoC k

P k t
C V k V k

C

J k

 
 
 Δ

+ 
 Δ 

+ +  
    

=  (10) 

Power obtained from the utility (P ) and the maximum power (P , ) absorbed by 
a specific PHEV are the primary energy constraints being considered in this paper.  
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The overall charging efficiency of a particular charging infrastructure is described by η. 
From the system point of view, charging efficiency is supposed to be constant at any 
given time step. Maximum battery SoC limit for the i  no. of PHEV is SoC , . 
When SoC   reaches the values close to SoC , , the i no. of battery charger shifts to a 
standby mode. The state of charge ramp rate is confined within limits by the constraint  ΔSoC . The overall control system is changed the state when i) system utility data 
updates; ii) a new PHEV is plugged-in; iii) time periodΔt has periodically passed. 

3 The Hybrid PSOGSA Algorithm 

In this paper, a new hybrid population-based algorithm (PSOGSA) [14] is proposed 
with the combination of Particle Swarm Optimization (PSO) and Gravitational Search 
Algorithm (GSA). The basic idea is to fit in the exploitation ability in PSO with the  
 

 

Fig. 1. Hybrid PSOGSA Algorithm Flowchart 
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exploration ability in GSA to synthesize both algorithms’ strength. The basic idea of 
PSOGSA is to combine the ability of social thinking (gbest) in PSO with the local 
search capability of GSA. In order to combine these two algorithms, velocity update 
is proposed as 
 

( 1) ( ) ( ) ( ( ))i i i iv t w v t rand ac t rand gbest x tα β′ ′+ = × + × × + × × −   (11) 
 

where is the velocity of agent i at iteration t, w is a weighting factor, rand is a 
random number between 0 and 1, (t) is the acceleration of agent at iteration t, and 
gbest is the best solution so far. The position of the particle 1  in each itera-
tion is updated using the equation 

 ( 1) ( ) ( 1)i i ix t x t v t+ = + +    (12) 

The flowchart of hybrid PSOGSA method is shown in fig 1. 

4 Simulation Results and Analysis 

The Hybrid PSOGSA algorithm were applied to find out best fitness of the objective 
function. All the simulations were run on a Core™ i5-3470M CPU@ 3.20 GHz pro-
cessor, 4.00 GB RAM and MATLAB R2013a. 

The parameter settings for Hybrid PSOGSA are demonstrated in Table 1. The size 
of swarm is set to the standard value which is 100 and values for C1 and C2 were 
taken as 0.5 and 1.5 [21]. Other parameters are set from the experiences of previous 
research articles [22, 23, 24].  

Table 1. PSOGSA parameter settings 

Parameters Values 

Size of the swarm 100 

Maximum Iteration 100 

PSO parameter, C1 0.5 

PSO parameter, C2 1.5 

Gravitational  
Constant, G0

1 

GSA Constant 
   parameter, α  

23 

Number of runs 20 

 
Table 2 summarizes the simulation results for 50 and 100 plug-in hybrid electric 

vehicles (PHEVs) respectively for finding the maximum fitness value of objective 
function J (k). In order to evaluate the performance and show the efficiency and supe-
riority of the proposed algorithm, we ran each scenario total 20 times.  
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Table 2. Average best fitness and Computational time for PSOGSA 

Number of PHEVs Average Best Fitness Average Computational Time 

50  144.838 4.248 Sec. 

100  183.094 7.877 Sec. 

 
The average best fitness increases when number of vehicles are more in number 

from 144.838 to 183.094. Moreover, the computational time increases for 100 
PHEVs. The average computational time for 50 PHEVs is 4.248 seconds while for 
100 PHEVs, it becomes 7.877. Computational complexity of hybrid algorithm can be 
controlled by rigorous attempts of parameter tuning which will be our further research 
concern. 

Fig. 2 and Fig. 3 shows the convergence behavior (iteration vs. Best fitness) for 
both 50 and 100 numbers of PHEVs. From the figures, it is clear that, the conver-
gence occurs at the same pattern hence prove the stability of this hybrid optimization. 
It can be apparently seen that although the algorithm has been set to run for maximum 
100 iterations, the fitness value converges before 10 iterations and become stable.  
So, there is an early convergence which may cause the fitness function to trap into 
local minima. This can be avoided by increasing the size of swarm hence the compu-
tational time will also be increased as well. As a result, a trade-off should be taken 
into consideration between the proper convergence and computational time. 

 

Fig. 2. Best Fitness vs. Iteration (50 PHEVs)  
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Fig. 3. Best Fitness vs. Iteration (100 PHEVs) 

5 Conclusion and Future Works 

In this paper, Hybrid particle swarm optimization Gravitational Search Algorithm 
(PSOGSA)-based optimization was performed in order to optimally allocate power to 
each of the PHEVs entering into the charging station. A sophisticated controller will 
need to be designed in order to allocate power to PHEVs appropriately. For this wake, 
the applied algorithm in this paper is a step towards real-life implementation of such 
controller for PHEV Charging Infrastructures. Here, two (02) different numbers of 
PHEVs were considered for MATLAB Simulation. The researchers should try to 
develop efficient control mechanism for charging infrastructure in order to facilitate 
upcoming PHEVs penetration in highways. In future, more vehicles should be consi-
dered for intelligent power allocation strategy as well as should be applied to ensure 
higher fitness value and low computational time. 
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Abstract. In the Orienteering Problem (OP), a set of linked vertices,
each with a score, is given. The objective is to find a route, limited in
length, over a subset of vertices that maximises the collective score of
the visited vertices. In this paper, we present a new, efficient genetic
algorithm (nGA) that solves the OP. We use a special grouping dur-
ing selection, which results in better-adapted routes in the population.
Furthermore, we apply a searching crossover to each generation, which
uses the common vertices between distinct routes in the population; we
also apply a searching mutation. Computer experiments on the nGA are
conducted on popular data sets. In some cases, the nGA yields better
results than well-known heuristics.

Keywords: Genetic algorithm · Orienteering problem · Grouping
selection · Searching operators

1 Introduction

The OP can be modelled as a weighted complete graph problem. Let G be a
graph with n vertices, where each vertex has a profit pi ≥ 0, and each edge
between vertices i and j has a cost tij . The objective is to determine a path
from a given starting point s to a given ending point e, that maximises the total
profit. In addition, the total cost of the edges on this path must be less than
the constraint tmax, and any vertex on the path can only be visited once. The
mathematical formulation of the OP could be found in [20].
In the literature, the OP is also known as the Traveling Salesman Problem with
Profits [5], the Selective Traveling Salesperson Problem [9], [12] or the Maximum
Collection Problem [11].

In addition to numerous applications in logistics [15] and planning produc-
tion [2], there is a rapid growth of OP applications in tourism and culture. For
instance, the OP models the problem of generating the most rewarding route
of museum visits, as measured by the preferences expressed by museum visitors
[8]. Variants of the OP, such as the Team Orienteering Problem (TOP) [1], and
the Orienteering Problem with Time Windows (OPTW) [18], are the basis of
c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 31–40, 2015.
DOI: 10.1007/978-3-319-15705-4 4
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electronic tourist guides. These guides generate routes that maximise tourist
satisfaction, taking into account, for example, personal preferences, time con-
straints, available budget, and the opening and closing hours of locations [19].

OP is NP-hard [7]. Exact solutions (branch-and-bound and branch-and-cut
[4], [7] methods) are time-consuming and not applicable in practice. Therefore,
in many systems, meta-heuristic approaches are usually used: genetic algorithms
[16], local search methods [3], [17], tabu search [14] and the ant colony optimi-
sation approach [13].
This article presents the genetic algorithm nGA, which is the improved ver-
sion of our previous algorithm (GA), described in [10]. To obtain well-diversified
individuals, we propose modifications to the previous algorithm in the selection,
mutation and crossover phases. The numerous experiments are carried out on
the benchmark instances and in some cases, the nGA yields better results than
well-known heuristics.

The paper is organised as follows. In Section 2, we describe the structure of
the nGA in detail. The results of computational experiments run on benchmark
datasets are discussed in Section 3. Conclusions are drawn and further work is
suggested in Section 4.

2 Description of nGA

The method presented in this paper is an improved version of the GA algorithm
described in [10]. The main differences between the nGA and the GA are clearly
visible in the selection, crossover and mutation steps. First, the tournament
selection step for the nGA divides the population into k parts, and selects the
best individuals, not in the whole population but separately for each part. This
approach results in individuals after selection that are more diverse and genetic
operators (crossover and mutation) that are more effective than those in the GA.
Second, the crossover operator in the nGA takes into account common vertices
between paths, not just a single, randomly selected pair of vertices as in the
GA. Third, the mutation phase is far more effective in the nGA than in the GA
because multiple attempts are made to insert or delete an existing point in the
best position.
During improving population the vertices can be repeated on the path as the
result of the exchange of paths fragments in the crossover. However due to a
deletion mutation, in the final population duplicated vertices are very rare. If
duplicated vertices are in the final solution profits of the repeated vertices are
not taken into account.
Route determination in the nGA is a multi-stage process that is described in
detail in the following subsections.

2.1 Initialisation

First, an initial population of Psize solutions is generated. Tours are encoded
into chromosomes as a sequence of vertices, which is the most natural way of
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adapting a genetic algorithm to the OP. During the initialization step, we simply
add to the generating tour, new random, adjacent, unvisited vertices v1, v2, ...,
vj to the tour until tsv1 + tv1v2 + ... + tvje does not exceed tmax. At every step
we remove the previously visited vertex from the set of unvisited vertices.

2.2 Evaluation

We next calculate the value of the fitness function F for each tour (chromosome)
in P . The fitness function should estimate the quality of individuals, according
to the sum of profits TotalProfit and the length of the tour TravelLength.
Although in the process of improving population each vertex can be visited
more than once in the tour, the TotalProfit is only increased when the ver-
tex is visited for the first time. In the nGA the fitness function is equal to
TotalProfit3/TravelLength, which empirically gives the best results, such that
the final population contains a tour with the highest total profit.

2.3 Improving the Population

After generating the initial population, the nGA improves the population through
the iterative application of selection, crossover and mutation steps. The algorithm
stops after ng generations or earlier if have not the profit improvements in the
last 100 generations. The result of the nGA is the path with the highest total
profit from the final generation. If the final path contains repeated vertices they
are removed.

TournamentGrouping Selection. Psize individuals are divided into k groups,
where k is the parameter of nGA. The first Psize/k tournaments are then carried
out, not on the overall population but on individuals 1 to Psize/k. Next, Psize/k
tournaments are carried out on individualsPsize/k+1to 2Psize/k, etc. For each ofk
groups,we randomly select tsize individuals from the each group, and the best chro-
mosome in this subgroup (with the highest value of TotalProfit3/TravelLength)
is copied to the next population. Then, the whole tournament group is returned to
the old population. Finally, after Psize repetitions of this step, a new population
exists.

Searching Crossover. In the crossover process, two random individuals are
initially selected as parents from all population. Then, we determine the set of
intersections, i.e., the genes that are common to both parents. If there are no
common genes, crossover does not occur, and the parents remain unchanged. If
there are common genes, we generate children by crossing the parents between
successive pairs in the set of intersections. The viable children has a higher fitness
than either of its parents and does not exceed tmax limit. If there are many
crossover options we choose the one which maximises fitness of the fitter child.
If one of the children does not preserve tmax constraint, the fitter parent from
the new population replaces it. If both children do not preserve this constraint
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for each pair of successive crossing points, the parents replace them in the new
population (no changes applied).

Searching Mutation. After the selection and crossover phases, the population
undergoes a heuristic mutation. First, a random individual is selected for muta-
tion. Then, 2-opt algorithm, standard for Traveling Salesman Problem is run
on the selected individual. Next, the improving individual is mutated nm times.
There are two possible types of mutation: inserting a new gene or deleting an
existing gene (the probability of each is 0.5).
Inserting mutation: The standard version of an insertion mutation, in which
the new gene is randomly inserted into an individual, does not adequately
improve the fitness of the individual. Therefore, we consider all possible inser-
tions into the chromosome of a new available gene u that is not already present.
The location with the highest value of (pu)2/TravelLengthIncreaseu is chosen
for the insertion, where TravelLengthIncreaseu is the increased travel length
of the chromosome after u is inserted and pu denotes a profit of the vertex
u . If TravelLengthIncreaseu is less than 1, we must consider the highest
value of (pu)2. For example, in Figure 1, there are four ways to insert a new
gene into the chromosome (1, 4, 3, 5, 1) without exceeding tmax. In this case,
the insertion of gene u=2 between genes 1 and 4 gives the highest value of
(pu)2/TravelLengthIncreaseu. The gene u is not inserted when its addition
causes exceeding tmax limit.
Deletion mutation: In the deletion mutation, first only genes that appear in the
chromosome more than once are considered for deletion, except for the first and
last genes. If any candidates exist we choose the gene whose deletion shortens
the travel length the most. If no such candidate and the travel length exceeds
0.9·tmax we remove the gene u which minimises (pu)2/TravelLengthDecreaseu,
where TravelLengthDecreaseu is decreased travel length of the chromosome

Fig. 1. Insertion mutation (with tmax = 30), where the inserted gene is first vertex
with number 2
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after u is removed. For example, in Figure 2, we see only one candidate suitable
for deletion: gene 5 (either between genes 1 and 3 or between genes 4 and 1).
If we delete gene 5 from the first position, then the travel length shortens by 4,
but if we delete gene 5 from the second position, then the travel length shortens
by 2. Thus, we delete the gene 5 from between genes 1 and 3.

Fig. 2. Deletion mutation (with tmax = 30), where the removed gene is the first vertex
with number 5

3 Experiments and Results

The algorithm was implemented in C++ and run on an Intel Core i7, 1.73 GHz
CPU (turbo boost to 2.93 GHz). The computational experiments were conducted
on the popular datasets Tsiligirides [15], Fischetti [4] and Chao [3], which consist
of 29, 7 and 38 test instances, respectively.

The nGA parameters were determined experimentally, and Table 1 lists their
values. The nGA was run 15 times, and the best score and the total time of the
15 runs were recorded. The experiment was repeated 31 times. A median of the
observed best scores and the total time of 15 runs is presented in Tables 2-6.

The nGA results are compared in Tables 2-6 to the best known solutions from
the literature: the stochastic algorithm of [15] (TS), the heuristics method of [3]
(CH), the branch-and-cuts exact solution of [4] (OPT), the guided local search
method of [17] (GLS), and the genetic algorithm of [16] (TGA). In these tables,
for all cases, gaps are given as a percentage. The gap is the difference between
the score obtained by the previous method and the score obtained by the nGA,
divided by the score obtained by the previous method. Minus before the gap
value denotes that the result nGA exceeds result of the comparable method by

Table 1. nGA parameters

name explanation value

Psize initial population size 100 for n < 100,
200 otherwise

tsize number of individuals chosen in a tournament selection 2
k number of groups in a tournament selection 10
ng maximum number of nGA generations 300 for n < 100,

600 otherwise
nm number of mutations on a selected individual 10
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Table 2. Comparison of results for the Tsiligirides test problems (n=32)

tmax our solution other heuristics %gap nGA with
nGA time (s) TS CH TGA GLS TS CH TGA GLS

5 10 0.1 10 10 10 10
10 15 0.1 15 15 15 15
15 45 0.2 45 45 45 45
20 65 0.2 65 65 65 55 -18.18
25 90 0.2 90 90 90 90
30 110 0.2 110 110 110 80 -37.50
35 135 0.2 135 135 135 135
40 155 0.2 150 155 155 145 -3.33 -6.90
46 175 0.2 170 175 175 175 -2.94
50 190 0.3 185 190 190 180 -2.70 -5.56
55 205 0.3 195 205 205 200 -5.13 -2.50
60 225 0.3 220 220 225 220 -2.27 -2.27 -2.27
65 240 0.3 235 240 240 240 -2.13
70 260 0.3 255 260 260 260 -1.96
73 265 0.3 260 265 265 265 -1.92
75 270 0.3 265 275 270 270 -1.89 -1.82
80 280 0.4 270 280 280 280 -3.70
85 285 0.3 280 285 285 285 -1.79

Avg. 167.8 0.3 164.2 167.8 167.8 163.9 -1.65 -0.03 0.00 -4.05

Table 3. Comparison of results for the Tsiligirides test problems (n=21)

tmax our solution other heuristics %gap nGA with
nGA time (s) TS CH TGA GLS TS CH TGA GLS

15 120 0.2 120 120 120 120
20 200 0.2 190 200 200 200 -5.26
23 210 0.2 205 210 210 210 -2.44
25 230 0.2 230 230 230 230
27 230 0.2 230 230 230 220 -4.55
30 265 0.2 250 265 265 260 -6.00 -1.92
32 300 0.2 275 300 300 300 -9.09
35 320 0.2 315 320 320 305 -1.59 -4.92
38 360 0.2 355 360 360 360 -1.41
40 390 0.2 395 395 395 380 1.27 1.27 1.27 -2.63
45 450 0.2 430 450 450 450 -4.65

Avg. 279.5 0.2 272.3 259.1 279.8 275.9 -2.65 0.12 0.12 -1.27

a calculated value (expressed as a percentage). An empty cell denotes that the
gap equals 0. Tests for which our method gave better results than the compari-
son methods are marked in bold. The last rows in Tables 2-6 show the average
values in comparison to the other methods.
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Table 4. Comparison of results for the Chao test problems (n=66)

tmax our solution other heuristics % gap nGA with
nGA time (s) CH GLS CH GLS

15 120 0.2 120 120
20 205 0.2 195 175 -4.88 -14.63
25 290 0.3 290 290
30 400 0.4 400 400
35 465 0.4 460 465 -1.08
40 575 0.5 575 575
45 650 0.5 650 640 -1.54
50 730 0.6 730 710 -2.74
55 825 0.6 825 825
60 915 0.6 915 905 -1.09
65 980 0.7 980 930 -5.10
70 1070 0.7 1070 1070
75 1140 0.7 1140 1140
80 1215 0.7 1215 1195 -1.65
85 1270 0.8 1270 1265 -0.39
90 1340 0.8 1340 1300 -2.99
95 1395 0.8 1380 1385 -1.08 -0.72
100 1465 0.8 1435 1445 -2.05 -1.37
105 1520 0.9 1510 1505 -0.66 -0.99
110 1560 0.9 1550 1560 -0.64
115 1595 0.9 1595 1580 -0.94
120 1635 0.9 1635 1635
125 1665 0.9 1655 1665 -0.6
130 1680 0.9 1680 1680

Avg. 1029.38 0.66 1025.63 1019.17 - 0.46 -1.42

It should be noted that the results of the nGA scored higher than the compar-
ison methods in 6 of the 74 test problems. For the 29 Tsiligirides test problems
listed in Tables 2 - 3, the nGA produced scores that exceeded those of the TS
on 18 problems, exceeded those of the GLS on 10 problems, and exceeded those
of the CH method on 2 problems. The comparison of the results yielded by the
nGA to those yielded by the CH and GLS methods for the Chao test problems
are presented in Table 4 (the locations of the points in the test problems [3] take
on a square or a diamond shape, respectively). The experimental results showed
that on these benchmarks, the nGA gave better solutions than the comparison
heuristics in less than 0.9 s, in 5 of the 38 problems (marked in bold in Tables
4-5). In Table 6, the comparison of the results from the nGA to those from the
GLS and OPT methods are shown for the selected instances of Fischetti data
sets. Notably, the nGA outperformed the GLS method for the problems contain-
ing more than 52 locations (the average gap for these instances is above 8%).
From one of the Fischetti test problems (n=101, tmax=3955 ) the nGA algo-
rithm determines a better solution than the result published by [4]. It should be
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noted that [19] confirmed that Fischetti solutions are not always optimal because
of rounding the distances to the nearest integer. The optimal route generated
by our solution is published in Table 7.

Table 5. Comparison of results for the Chao test problems (n=64)

tmax our solution other heuristics % gap nGA with
nGA time (s) CH GLS CH GLS

15 96 0.2 96 96
20 294 0.2 294 294
25 390 0.3 390 390
30 474 0.4 474 474
35 576 0.5 570 552 -1.05 -4.35
40 714 0.5 714 702 -1.71
45 816 0.6 816 780 -4.62
50 900 0.6 900 888 -1.35
55 984 0.7 984 972 -1.23
60 1062 0.7 1044 1062 -1.72
65 1116 0.7 1116 1110 -0.54
70 1188 0.8 1176 1188 1.02
75 1236 0.8 1224 1236 -0.98
80 1278 0.8 1272 1260 -0.47 -1.43

Avg. 794.6 0.6 790.7 786.0 -0.37 -1.09

Table 6. Comparison of results for the Fischetti test problems

n tmax our solution other heuristics % gap nGA with
nGA time (s) GLS OPT GLS OPT

52 213 1707 0.4 1702 1707 -0.29 0.12
101 3955 3442 2.4 3265 3359 -5.42 -2.47
101 10641 3165 2.3 3165 3212 1.46
201 14684 6478 3.5 5428 6547 -19.34 1.05
300 24096 8770 4.5 8088 9161 -8.43 4.27
319 21045 10498 5.2 9145 10900 -14.79 3.69
401 7641 12417 6.5 11362 13648 -9.29 8.98

Avg. - 6639.6 3.5 6022.1 6932.6 -8.22 2.43

Table 7. New, optimal routes for the Fischetti dataset

n tmax length of profit route
the route

101 3955 3947.767 3399 1-60-8-90-51-83-65-80-81-5-61-22-41-24-25-43-42-7-
-34-39-100-44-45-16-98-66-76-59-95-77-93-

-28-37-56-46-50-73-92-27-10-33-
-20-78-32-12-85-82-75-21-49-86-97-63-15-1
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4 Conclusions and Future Work

Computer experiments has shown that the nGA performs better than the com-
parable methods GLS, TS, CH in the quality of the results without increasing
the execution time. The results nGA and comparable to TGA. The execution
time of nGA could be decreased by the simple parallelization - each execution
of the algorithm could be run parallel on a separate processor. Moreover the
tournament grouping selection could be executed parallel in each group.

In the future, we intend to extend the nGA to solve two more complicated,
but more applicable, versions of the OP: the Orienteering Problem with Time
Windows (OPTW) [18], and the Time Dependent Orienteering Problem with
Time Windows (TDOPTW) [6]. We would like to apply the algorithm in the
mobile application of the touristic planner, which ideally create personalised
routes that maximise tourists satisfaction.
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H., Skowron, A., Raś, Z.W. (eds.) ISMIS 2011. LNCS, vol. 6804, pp. 684–694.
Springer, Heidelberg (2011)

13. Sevkli, Z., Sevilgen, E.: Discrete particle swarm optimization for the orienteering
Problem. In: Evolutionary Computation (CEC) IEEE Congress, pp. 1–8 (2010)

14. Tang, H., Miller-Hooks, E.: A tabu search heuristic for the team orienteering prob-
lem. Computers & Operational Research 32(6), 1379–1407 (2005)

15. Tsiligirides, T.: Heuristic methods applied to orienteering. Journal of the Opera-
tional Research Society 35(9), 797–809 (1984)

16. Tasgetiren, M.F.: A genetic algorithm with an adaptive penalty function for the
orienteering problem. Journal of Economic and Social Research 4(2), 20–40 (2002)

17. Vansteenwegen, P., Souffriau, W., Van Oudheusden, D.: A guided local search
metaheuristic for the team orienteering problem. European Journal of Operational
Research. 196, 118–127 (2009)

18. Vansteenwegen, P., Souffriau, W., Van Oudheusden, D.: Iterated local search for
the team orienteering problem with time windows. Computers & Operational
Research 36, 3281–3290 (2009)

19. Vansteenwegen, P., Souffriau, W., Van Oudheusden, D.: The City Trip Planner:
An expert system for tourists. Expert Systems with Applications 38(6), 6540–6546
(2011)

20. Vansteenwegen, P., Souffriau, W., Van Oudheusden, D.: The Orienteering Problem:
A survey. European Journal of Operational Research 209(1), 1–10 (2011)



Solving the Set Covering Problem
with a Shuffled Frog Leaping Algorithm

Broderick Crawford1,2,3(B), Ricardo Soto1,4,5, Cristian Peña1, Wenceslao
Palma1, Franklin Johnson1,6, and Fernando Paredes7
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Abstract. In this paper we design and evaluate a shuffled frog leaping
algorithm that solves the set covering problem. The shuffled frog leap-
ing algorithm is a novel metaheuristic inspired by natural memetics. It
consists of an individual memetic evolution and a global memetic infor-
mation exchange between a population of virtual frogs representing pos-
sible solutions of a problem at hand. The experimental results show the
effectiveness of our approach which produces competitive results solving
a portfolio of set covering problems from the OR-Library.

Keywords: Shuffled frog leaping algorithm · Set covering problem ·
Metaheuristics · Artificial and computational intelligence

1 Introduction

The Set Covering Problem (SCP) is a weel-known NP-hard problem in the strong
sense [17]. The SCP is a class of representative combinatorial optimization problem
that has been applied to many real world problems such as production planning
in industry [27], the facility location problem [28] and crew scheduling problems
in airlines [19]. SCP can be formally defined as follows. Let A = (aij) be an m-
row, n-column, zero-one matrix. We say that a column j covers a row i if aij = 1.
Each column j is associated with a nonnegative real cost cj . Let I = {1, ...,m}
and J = {1, ..., n} be the row set and column set, respectively. The SCP calls for
a minimum cost subset S ⊆ J , such that each row i ∈ I is covered by at least one
column j ∈ S. A mathematical model for the SCP is

Minimize f(x) =
n∑

j=1

cjxj (1)

c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 41–50, 2015.
DOI: 10.1007/978-3-319-15705-4 5
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subject to
n∑

j=1

aijxj ≥ 1, ∀i ∈ I (2)

xj ∈ {0, 1}, ∀j ∈ J (3)

The goal is to minimize the sum of the costs of the selected columns, where
xj = 1 if the column j is in the solution, 0 otherwise. The restrictions ensure
that each row i is covered by at least one column.

The SCP has been solved using Branch-and-bound and branch-and-cut based
algorithms [2,16], classical greedy algorithms [10] and heuristics based on
Lagrangian relaxation with subgradient optimization [7,9]. However, top-level
general search strategies such as tabu search [8], simulated annealing [6], genetic
algorithms [4], ant colony optimization (ACO) [11,25], electromagnetism (uni-
cost SCP) [24] and gravitational emulation search [1] have been also applied to
solve the SCP finding good or near-optimal solutions within a reasonable amount
of time. In this paper, we propose a discrete Shuffled Frog Leaping Algorithm
(SFLA) to solve the SCP. To the best of our knowledge, this is the first work
proposing a binary coded SFLA to solve the SCP. The SFLA is a metaheuristic
method proposed in [13] that combines the advantages of memetic evolution of
genetic-based memetic algorithms [18] and the social behavior of particle swarm
optimization (PSO) algorithms [20]. Accurate results, few parameters adjust-
ment, great capability in global search and a fast convergence speed are the
most distinguished characteristics and benefits of SFLA. Thus, in recent years
the SFLA metaheuristic has been successfully applied to several optimization
problems such as the 0/1 knapsack problem [5], traveling salesman problem
[22], the vehicle routing problem [21], water resource distribution [13], the unit
commitment problem [12] and the economic load dispatch problem [26], the
resource-constrained project scheduling problem [15].

The main contribution of this paper is the design of a novel approach based
on a binary coded SFLA to solve the SCP. Extensive experiments have been per-
formed on a portfolio of SCPs from the Beasley’s OR-Library showing that our
approach can generate good quality solutions. The rest of this paper is organized
as follows. In Section 2, we survey the SFLA and we describe our approach to
solve the SCP. The Section 3 presents the experimental results obtained when
applying the algorithm for solving instances of SCP contained in the OR-Library.
Finally, in Section 4 we conclude.

2 The Shuffled Frop Leaping Algorithm

In the SFLA, a population of virtual frogs is partitioned into subsets referred to
as memeplexes where each frog acts as host or carrier [14] of a unit of cultural
evolution (a meme). Local search is performed simultaneously in each meme-
plex and in order to provide global exploration virtual frogs are reorganized
into new memeplexes. After a defined number of memetic evolution time loops,
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the memeplexes are forced to mix using a shuffling process in order to avoid that
the memetic evolution is free from memeplexes bias. Once a maximum number
of shuffling iterations is achieved, the local search and the shuffling process are
stopped. More precisely, an initial population of P frogs is created randomly.
For a problem with n decision variables, a frog i is represented as a vector
Xi = (x1

i , x
2
i , ..., x

n
i ). Then, the initial P frogs are sorted in descending order

w.r.t their fitness. Afterwards, all the frogs are partitioned into m memeplexes
each containing f frogs (i.e. P = m × f). The strategy to generate the parti-
tions is as follows: the frog ranked first goes to the first memeplex, the second
frog goes to the second memeplex, the mth frog goes to the mth memeplex, the
(m + 1)th frog goes to the (m + 1)th memeplex, and so forth. The frog with
the global best fitness is identified as Xg and for each memeplex, the frog with
the best fitness Xb and the worst fitness Xw are also identified. Then, within
each memeplex the worst frog Xw changes all its decision variables w.r.t the best
frog Xb as is showed in Eqs. 4 and 5. Where rand is a random number between
0 and 1, djmin and djmax is the minimum and maximum allowed change in a
frog’s decision variable, respectively. However, Xw is replaced only if Eqs. (4)
and (5) generate a better solution. Otherwise, this process is repeated but Xb is
replaced by Xg. If the obtained value is not better than the old one, a new frog
is randomly generated to replace Xw. This process continues for a fixed number
of iterations. Afterwards, the frog population is re-evaluated, sorted and repar-
titioned into memeplexes generating a global information exchange among the
frogs. This evolutive process is carried out until a terminate criteria is satisfied.

djw = rand × (xj
b − xj

w), 1 ≤ j ≤ n (4)

xj
new = xj

w + djw, djmin < djw < djmax (5)

Algorithm 1. Shuffled Frog Leaping Algorithm
initialize parameters
generate population of frogs randomly
evaluate fitness of each frog
while stop criteria is not satisfied do

sort frogs w.r.t. their fitness
construct memeplexes
for each memeplex do

local search using eq. 4 and eq. 5
end for
shuffle all frogs

end while

A Binary Coded Shuffled Frog Leaping Algorithm to Solve the SCP.
The SFLA cannot handle directly the SCP because the Eqs. (4) and (5) are not
able to generate values belonging to {0, 1}. Thus, the original SFLA must be
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modified to solve the SCP. In this section we present our approach to solve the
SCP using a binary coded SFLA.

In order to speed up the proposed algorithm, we preprocess the tested SCP
instances using two preprocessing methods which have proved to be the most
effective [25][16]: column domination and column inclusion. In column domina-
tion, if the rows covered by a column j can be covered by other columns with
a total cost lower than cj , the column j is safely removed. The aforementioned
situation is a NP-complete problem itself, thus is impractical to check all the
possible solutions. However, column domination can be used in a limited way
putting all the columns in increasing order of cost. To break ties, we use the
number of rows that they cover in decreasing order. In column inclusion, a col-
umn is included in an optimal solution when a row is covered by only one column
after applying column domination.

Each frog is represented by a n-bit binary string, where n is the number of
decision variables of the problem. The initial population is created randomly.
We use transfer functions [23] (see Table 1) and discretization methods in order
to map a continuous search space to a discrete search space as follows. When
the worst frog Xw of each memeplex changes all its decision variables xj

w w.r.t
the best frog Xb using eq. 4 the value djw is sent to a transfer function. Thus,
a transfer function calculates the probability (T (djw)) that the j-th bit of the
vector representing a solution of the worst frog change from 0 to 1 and vice
versa. The transfer functions shown in Table 1 are classified in S-shaped and
V-shaped functions.

Table 1. S-shaped and V-shaped transfer functions

S-shaped family V-shaped family

Name Transfer function Name Transfer function
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Then, we use the following two discretization methods in order to assign a 0
or a 1 to the j-th bit of the vector of the worst frog Xw:

• Elitist Selection: We use it to take the value of the j-th bit from the best
frog Xb and assign it to the j-th bit of Xw.

xj
new =

{
xj
b if rand < T (djw)

0 otherwise
• Roulette Wheel Selection: is the most common selection strategies used in

metaheuristics. It assigns to each frog a selection probability that is propor-
tional to its fitness. In our approach we use it to choose the frog from which
to take the value of the j-th bit and assign it to the j-th bit of Xw.
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When a solution is infeasible we apply a repairing method [4] based on a
heuristic operator which also provides a local optimisation step that removes
any redundant column in the repaired solution. Basically, to repair an unfea-
sible solution all the uncovered rows must be identified and then a greedy
heuristic is applied in order to consider first the columns with a low cost ratio
( cost of a column
number of uncovered rows which it covers ) and to drop first whenever possible the

columns with high costs.

Putting it All Together. We propose a binary coded SFLA to solve the
SCP, initially the instances of the problem are preprocessed in order to speed
up the algorithm and a random population of P binary strings is created. Then,
the solutions are sorted in ascending order w.r.t. their fitness and the popu-
lation is partitioned into memeplexes. Afterwards, a local search procedure is
called within each memeplex. This procedure replaces the worst solution using
the best solution or the global best solution. A repairing procedure is called
when unfeasible solution are generated. In order to map a continuous search
space to a discrete search space we use a transfer function and a discretization
method. Once the local search is ended the memeplexes are shuffled in order to
ensure global exploration. The algorithm continues until a termination criterion
is achieved. Finally, the best solution to the SCP is obtained.

3 Experimental Evaluation

The effectiveness of our proposal is tested using SCP test instances from OR-
Library [3]. The proposed algorithm was implemented using Java language and
conducted on a 2.4 GHz Intel Core i7 with 8GB RAM running Windows 8.1.

RPD = (Z − Zopt)/Zopt × 100 (6)

The relative percentage deviation (RPD) is calculated in order to evaluate
the quality of a solution. The RPD value quantifies the deviation of the objective
value Z from Zopt which in our case is the best known value (BKV ) for each
instance (see the second column). We report the minimum, maximum, and aver-
age of the obtained solutions. To compute RPD we use Z = Min. This measure
is computed as is showed in Eq. 6. In all experiments, the binary SFLA is exe-
cuted 30 times over each of the chosen SCP test instances. We test all the combi-
nations of transfer functions and discretization methods over all these instances.
However, because the quality of solutions have the same behavior over all the
tested instances, we report the results obtained over the following instances: 4.1,
5.1, 6.1, A.1, B.1, C.1, D.1, NRE.1 (Tables 2 to 9). We used a population of
200 frogs (P = 200), 20 memeplexes (m = 20) and 20 iterations within each
memeplex (it = 20). These parameters were selected empirically after a large
number of tests over all the SCP instances. Tables 2 to 9 show that V-shaped
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transfer functions show better results in 75% of instances. V-shaped transfer
functions show high exploration when they become saturated early because they
tend to modify the variables more frequently. By other side, the exploitation of
the SFLA is improved by the use of elitism in the discretization method. This
ensures a good balance between exploration and exploitation.

Table 2. Experimental results over the instance 4.1 (BKV=429) of SCP

Discretization Method Transfer Function Min. Max. Avg. RPD

Roulette S1 436 449 443.20 1.63

Roulette S2 437 449 443.13 1.86

Roulette S3 436 449 442.37 1.63

Roulette S4 435 449 440.63 1.40

Roulette V1 439 449 443.53 2.33

Roulette V2 438 449 444.90 2.10

Roulette V3 437 449 444.50 1.86

Roulette V4 440 449 444.73 2.56

Elitist S1 437 449 443.30 1.86

Elitist S2 435 448 442.17 1.40

Elitist S3 433 449 444.13 0.93

Elitist S4 436 449 443.80 1.63

Elitist V1 433 446 441.40 0.93

Elitist V2 435 446 440.93 1.40

Elitist V3 431 446 439.20 0.47

Elitist V4 432 447 439.67 0.70

Table 3. Experimental results over the instance 5.1 (BKV=253) of SCP

Discretization Method Transfer Function Min. Max. Avg. RPD

Roulette S1 257 275 270.60 1.58

Roulette S2 269 277 271.97 6.32

Roulette S3 268 278 272.00 5.93

Roulette S4 267 280 272.30 5.53

Roulette V1 266 280 275.07 5.14

Roulette V2 272 280 275.10 7.51

Roulette V3 269 280 274.70 6.32

Roulette V4 271 280 275.10 7.11

Elitist S1 268 280 273.67 5.93

Elitist S2 268 280 274.40 5.93

Elitist S3 265 280 273.37 4.74

Elitist S4 261 280 272.43 3.16

Elitist V1 257 277 271.03 1.58

Elitist V2 262 275 271.40 3.56

Elitist V3 261 276 271.03 3.16

Elitist V4 267 279 271.53 5.53

Table 4. Experimental results over the instance 6.1 (BKV=138) of SCP

Discretization Method Transfer Function Min. Max. Avg. RPD

Roulette S1 145 152 148.80 5.07

Roulette S2 146 152 148.23 5.80

Roulette S3 145 152 148.37 5.07

Roulette S4 145 152 148.10 5.07

Roulette V1 145 152 148.83 5.07

Roulette V2 147 152 149.43 6.52

Roulette V3 147 152 149.60 6.52

Roulette V4 145 152 149.57 5.07

Elitist S1 145 152 149.00 5.07

Elitist S2 147 152 149.87 6.52

Elitist S3 146 152 149.87 5.80

Elitist S4 146 152 149.87 5.80

Elitist V1 146 152 148.03 5.80

Elitist V2 144 152 147.63 4.35

Elitist V3 145 152 148.00 5.07

Elitist V4 141 152 148.63 2.17
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Table 5. Experimental results over the instance A.1 (BKV=253) of SCP

Discretization Method Transfer Function Min. Max. Avg. RPD

Roulette S1 258 261 260,13 1.98

Roulette S2 257 261 260,17 1.58

Roulette S3 257 261 260,23 1.58

Roulette S4 257 261 260,03 1.58

Roulette V1 259 261 260,43 2.37

Roulette V2 259 261 260,40 2.37

Roulette V3 258 261 260,50 1.98

Roulette V4 258 261 260,60 1.98

Elitist S1 257 261 260.77 1.58

Elitist S2 260 261 260.77 2.77

Elitist S3 257 261 260.60 1.58

Elitist S4 257 261 260.33 1.58

Elitist V1 257 261 260.40 1.58

Elitist V2 257 261 260.17 1.58

Elitist V3 256 261 259.83 1.19

Elitist V4 257 261 259.97 1.58

Table 6. Experimental results over the instance B.1 (BKV=69) of SCP

Discretization Method Transfer Function Min. Max. Avg. RPD

Roulette S1 77 86 81.60 11.59

Roulette S2 79 86 82.57 14.49

Roulette S3 75 86 81.63 8.70

Roulette S4 76 86 80.93 10.14

Roulette V1 79 86 83.80 14.49

Roulette V2 79 86 84.17 14.49

Roulette V3 79 86 83.70 14.49

Roulette V4 78 86 82.10 13.04

Elitist S1 79 86 83.47 14.49

Elitist S2 79 86 83.03 14.49

Elitist S3 77 86 82.83 11.59

Elitist S4 76 86 82.73 10.14

Elitist V1 79 86 81.33 14.49

Elitist V2 76 86 81.67 10.14

Elitist V3 76 86 80.93 10.14

Elitist V4 76 86 81.17 10.14

Table 7. Experimental results over the instance C.1 (BKV=227) of SCP

Discretization Method Transfer Function Min. Max. Avg. RPD

Roulette S1 233 235 234.70 2.64

Roulette S2 233 235 234.57 2.64

Roulette S3 234 235 234.77 3.08

Roulette S4 234 235 234.70 3.08

Roulette V1 234 235 234.60 3.08

Roulette V2 234 235 234.73 3.08

Roulette V3 234 235 234.77 3.08

Roulette V4 233 235 234.57 2.64

Elitist S1 233 235 234.83 2.64

Elitist S2 234 235 234.53 3.08

Elitist S3 233 235 234.80 2.64

Elitist S4 233 235 234.67 2.64

Elitist V1 233 235 234.60 2.64

Elitist V2 233 235 234.37 2.64

Elitist V3 233 235 234.57 2.64

Elitist V4 233 236 234.33 2.64
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Table 8. Experimental results over the instance D.1 (BKV=60) of SCP

Discretization Method Transfer Function Min. Max. Avg. RPD

Roulette S1 61 62 61.63 1.67

Roulette S2 61 62 61.40 1.67

Roulette S3 61 62 61.57 1.67

Roulette S4 60 62 61.43 0.00

Roulette V1 61 62 61.70 1.67

Roulette V2 61 62 61.43 1.67

Roulette V3 61 62 61.63 1.67

Roulette V4 61 62 61.63 1.67

Elitist S1 61 62 61.87 1.67

Elitist S2 61 62 61.60 1.67

Elitist S3 61 62 61.77 1.67

Elitist S4 61 62 61.73 1.67

Elitist V1 61 62 61.70 1.67

Elitist V2 61 66 61.80 1.67

Elitist V3 61 67 61.90 1.67

Elitist V4 61 63 61.67 1.67

Table 9. Experimental results over the instance NRE.1 (BKV=29) of SCP

Discretization Method Transfer Function Min. Max. Avg. RPD

Roulette S1 30 30 30.00 3.45

Roulette S2 29 30 29.93 0.00

Roulette S3 30 30 30.00 3.45

Roulette S4 30 30 30.00 3.45

Roulette V1 30 30 30.00 3.45

Roulette V2 29 30 29.93 0.00

Roulette V3 29 30 29.97 0.00

Roulette V4 30 30 30.00 3.45

Elitist S1 30 30 30.00 3.45

Elitist S2 29 30 29.93 0.00

Elitist S3 29 30 29.93 0.00

Elitist S4 30 30 30.00 3.45

Elitist V1 30 30 30.00 3.45

Elitist V2 29 33 30.03 0.00

Elitist V3 29 35 30.07 0.00

Elitist V4 30 36 30.20 3.45

4 Conclusions

In this work, we have proposed a binary coded Shuffled Flog Leaping Algorithm
to solve the Set Covering Problem. The experimental results show that, regard-
less of the transfer function employed, the proposed binary coded SFLA has high
quality near optimal solutions when the roulette and elitist discretization meth-
ods are applied. The discretization methods employed are basically elitists which
allow the frogs to move forward the best position. This process can generate a
bias in the beginning of the search process causing a premature convergence
and a loss of diversity. However, at the same time the shuffling process of the
SFLA introduces a better exploration of the search space leading to good quality
results.
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Abstract. Immunogold particles are used in electron microscopy to
determine sub-cellular location of biological relevant macromolecules,
such as proteins, lipids, carbohydrates, and nucleic acids. In this paper
an algorithm is proposed which enables automatic evaluation of the
immunogold particles density in transmission electron micrographs.
The introduced algorithm combines two different feature localization
approaches. Coarse locations of the immunogold particles are recognized
by image convolution with a Gaussian prototype and a multi-scale filter-
ing is used to refine the locations. This algorithm was evaluated by using
micrographs of human colorectal carcinoma cells. A higher accuracy of
the immunogold particles detection was achieved in comparison with a
state-of-the-art method. The improved detection accuracy enables a more
precise evaluation of the area-related immunogold particles density.

Keywords: Image processing · Immunogold labeling · Electron
microscopy

1 Introduction

Immunoelectron microscopy is a powerful tool for localization and quantification
of selected macromolecules (proteins, lipids, carbohydrates, or nucleic acids) at
sub-cellular level [8,12]. In this technique, the molecules of interest (antigens)
are detected by using colloidal nanogold conjugated antibodies. The antibody is
adsorbed onto the surface of a colloidal gold, and then colloidal gold is carried
by the antibody to the positions of the corresponding target antigen in cells. The
gold particles are used due to their spherical shapes and high electron density,
which increases electron scatter to give dark circular markers.
c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 53–61, 2015.
DOI: 10.1007/978-3-319-15705-4 6
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Area-related numerical density of the immunogold particles is important
information, which is useful for various research purposes in medicine [2,8,13].
Usually, the area-related density has to be calculated for a given internal cell
compartment, e.g., cytoplasm or nucleus, and expressed in units of immunogold
particles per μm2. To this end, the immunogold particles in micrographs have to
be accurately detected, localized and counted. Manual localization and counting
of the immunogold particles is biased, poorly reproducible, and time-consuming
[14,15]. These issues cannot be effectively addressed by the existing general-
purpose image processing software [3]. Automatic evaluation of the area-related
immunogold particles density can be achieved by using dedicated digital image
processing methods [9]. In this paper an algorithm is proposed that detects the
immunogold particles and calculates the area-related density based on feature
localization in digital images.

Thepaper is organizedas follows.Section2brieflyreviews relatedworks.Details
of the proposed algorithm are presented in Section 3. Section 4 describes experi-
ments on immunogold particles density evaluation for micrographs of human col-
orectal carcinomacells.Finally, conclusionsand future researchdirectionsaregiven
in Section 5.

2 Related Works

There are several works in the literature that deal with automatic localization
and counting of the immunogold particles in transmission electron micrographs.
The state-of-the-art methods can be categorized as based on image segmentation
or feature localization. In case of the segmentation approaches, image regions are
selected where the immunogold particles appear. A single segment may contain
more than one particle, thus additional operations are necessary to count the
particles. When using the feature localization methods, centers of the circular
particles are recognized in micrographs and the subsequent determination of
particle number is straightforward.

A segmentation method, which applies edge detection and region growing
for the immunogold particles recognition was introduced in [14]. In that early
approach the region growing parameters have to be tuned manually for indi-
vidual micrographs, moreover, the segmentation results need to be verified and
corrected by an operator. Another semi-automated method was proposed by
Lebonvallet et al. [5]. According to that method, the recognition of immunogold
particles is based on morphological operations and segmentation with interactive
(user-assisted) threshold selection. A simple binary thresholding was used in [7]
to recognize foreground regions, which are then categorized based on their shape
and size as small markers, large markers, or clusters of markers.

The feature localization approach underlies the immunogold particle detec-
tion methods that were proposed in [1] and [15]. According to the first method
[1], Gaussian kernel is used as a synthetic prototype of the immunogold parti-
cle. A correlation image is computed using the prototype and then a hysteresis
thresholding is applied on the correlation image for marker recognition. Detected
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candidate markers with a low circularity coefficient are removed to reduce the
false positive error rate. The recent algorithm reported in [15] utilizes a multi-
scale Difference-of-Gaussians (DoG) image representation to detect and catego-
rize the immunogold particles in micrographs. Locations of the target particles
are detected as local maxima in the multi-scale image representation. In order
to remove false detections that can occur at strong edges or ridges, an analysis
of Hessian matrix is performed in that method.

The algorithm presented in this paper enables automatic evaluation of the
area-related immunogold particles density in images obtained from electron
microscopy. Two different feature localization approaches are combined in this
algorithm to improve accuracy of the immunogold particle recognition and count-
ing. According to the introduced algorithm, coarse positions of the immunogold
particles and clusters of these particles are recognized by using the Gaussian
prototype. The precise locations of individual immunogold particles are then
determined based on the DoG filtering.

3 Proposed Approach

In order to evaluate the area-related immunogold particles density in a micro-
graph, the particles have to be accurately detected. Fig. 1 shows a micrograph
of a human colorectal carcinoma cell, in which the immunogold particles appear
as small dark circles. It should be noted that the particles can be separated or
clustered into regions of varying size and shape. The proposed approach uses
a two-stage image processing procedure to localize and count the immunogold
particles.

At the first stage, candidate (coarse) particle locations are recognized by
using the Gaussian kernel G as a prototype of the immunogold particle:

G(x, y, σ) =
1

2πσ2
exp

(
−x2 + y2

2σ2

)
(1)

where σ = 0.6 · r, and r is the known radius of the circular particle (in pixels).
The prototype is convolved with negative of an input image I. An example

of this operation is presented in Fig. 2 b. At the next step, a threshold τ is used
to get a binary image B, in which the foreground (white) regions correspond to
the candidate particle locations:

B(x, y) =
{

1, G(x, y, σ) ∗ (1 − I(x, y)) > τ,
0, else, (2)

where ∗ denotes the convolution operation, and I(x, y) ∈ [0, 1] is the intensity
of pixel (x, y) in input image.

False candidate locations of the particles are obtained at this stage due to
presence of large dark non-particle objects in the input image (Fig. 2 c). To
eliminate the false locations, areas of the foreground regions in binary image B
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Fig. 1. Individual and clustered immunogold particles in transmission electron micro-
graph

Fig. 2. Recognition of immunogold particles based on Gaussian prototype: a) input
image I, b) result of convolution filtering, c) binary image B, d) candidate particle
locations

are analyzed and regions with the area above a given maximum are removed
(Fig. 2 d). The maximum area parameter can be determined on the basis of an
observation that a maximum number of immunogold particles clustered into one
region is usually below 10. Area of a region that corresponds to one particle is
estimated based on the known radius r.

During second processing stage, the proposed algorithm determines precise
locations of the detected immunogold particles within the regions of candidate
locations (Fig 3 c). This operation is performed by using a multi-scale image
representation, which is based on the DoG filtering [6]. According to the method
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Fig. 3. Examples of the immunogold particles detection results: a) Algorithm 1 (ρ = 2),
b) Algorithm 1 (ρ = 4), c) Algotithm 2 (τ = 0.75)

proposed in [15], the immunogold particle locations correspond to local maxima
at a scale level σ of the image representation R:

R(x, y, σ) = G(x, y, σ) ∗ (1 − I(x, y)) − G(x, y,
√

2σ) ∗ (1 − I(x, y)) (3)

where σ = 0.6 · r.
An element R(x, y, σ) of the multiscale image representation is recognized

as a local maximum if its value is higher than the values of eight neighboring
elements at the same scale level (σ) and higher than the values of two elements
with the same location (x, y) at scale levels σ + 0.6, σ − 0.6. A local maximum
found at (x, y, σ) is taken into consideration if the value of R(x, y, σ) is above a
given threshold α and the pixel (x, y) was selected as candidate particle location
at the first stage. It means that the local maxima are ignored if they do not
coincide with the candidate locations. Moreover, distances between the local
maxima that correspond to the detected locations of immunogold particles have
to be equal or greater than 2r.

Finally, the area-related immunogold particles density d (in particles per
μm2) is calculated for a region of interest by using the following formula:

d =
c

a · s2
, (4)

where c is the count of immunogold particles detected in region of interest, a
denotes area, i.e., number of pixels in the region of interest, and s (in μm per
pixel) is a known scale coefficient, which depends on the microscope magnifica-
tion and the camera resolution. The region of interest corresponds to a selected
cell compartment. It is determined by an input mask of the same size as the
input image.
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4 Experiments

The goal of the performed experiments was to evaluate accuracy of the pro-
posed algorithm and compare it against the recent method from the literature.
Micrographs of human colorectal HCT-116 carcinoma cells with immunogold
particles were used for the experimental evaluation. The cells were obtained
from the American Type Culture Collection (ATCC). An immunogold staining
method for transmission electron microscopy was applied to analyze sub-cellular
localization of visfatin [2]. The test micrographs were acquired from FEI Tec-
nai G2 BioTWIN transmission electron microscope (FEI, Netherlands) at 120
kV and 16000x magnification using Morada CCD camera (Olympus, Hamburg,
Germany). Radius of the immunogold particles that appear in micrographs cor-
responds to 3 pixels (r = 3). The scale coefficient s is 0.004 μm per pixel.

Accuracy of the area-related immunogold particles density evaluation depends
on correct detection and localization of individual immunogold particles in micro-
graphs. Therefore, the false positive and false negative rates of the particles detec-
tion are analyzed in this study for the two compared algorithms.

The false detection rates for the examined algorithms were evaluated using a
set of test micrographs that include over 3 500 immunogold particles. The micro-
graphs were divided into 20 test images containing between 150 and 200 particles
each. True positions of the particles were determined for the micrographs by an
expert. A detection is considered as correct if the distance between the center of
the detected particle and center of true particle is less than the radius r.

4.1 Compared Algorithms

Two algorithms for immunogold particles detection were taken into consideration
during the experiments. Algorithm 1 is equivalent to the state-of-the-art method,
which was proposed by Wang et al. in [15]. The proposed algorithm is referred
to as Algorithm 2.

According to Algorithm 1, candidate locations of the immunogold particles
are recognized as local maxima in the multi-scale DoG image representation (3).
After that, a local Hessian analysis is performed to eliminate false detections. A
candidate particle location at pixel (x, y) is discarded, if the following condition
is satisfied:

Tr2(H)
Det(H)

<
(ρ + 1)2

ρ
, (5)

where ρ is a parameter of the algorithm and H is the Hessian matrix calculated
for pixel (x, y) of the image representation R at scale level σ:

H =
[

Rxx Rxy

Rxy Ryy

]
(6)

In case of ρ = 1, the condition (5) is satisfied only for ideal, radially symmetric
objects. When a higher value of ρ is used then the condition holds also for more
irregular, elongated structures.
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According to Algorithm 2 (the proposed approach), coarse particle locations
are determined using the Gaussian prototype and then the multi-scale DoG
representation is computed to find the precise locations, as discussed in Sect. 3.

4.2 Results

Based on preliminary results, the threshold parameter α of local maxima detec-
tion in the multi-scale image representation R was set to 0.4 for both algorithms.
The maximum area parameter for Algorithm 2 was determined by taking into
account the limit of 10 particles: 10πr2 ≈ 283 pixels (r = 3).

Examples of the experimental results are presented in Fig. 3. The false posi-
tive and false negative detections are indicated, respectively, by black and white
arrows. For Algorithm 1 with parameter ρ = 2, there are seven false negative
detections (Fig. 3 a). In this example a false detection also occurs. The false
negative detections can be eliminated by increasing the value of ρ, however for
higher ρ values the number of false positive detections expands. This effect is
illustrated in Fig. 3 b for ρ = 4, where five of the false negatives are eliminated,
but one new false positive detection arises at edge of the large dark object. For
the analyzed micrograph example, correct detection of all immunogold particles
was obtained by using Algorithm 2 with threshold τ = 0.75 (Fig. 3 c).

Fig. 4. Average false negative and false positive detection rates for the compared
algorithms

Figure 4 shows averaged results of the experiments for all test images. The
lowest false positive and false negative rates were achieved for Algorithm 2 with
threshold τ = 0.75. The results obtained for Algorithm 2 are clearly better than
those of Algorithm 1. In case of Algorithm 2, the false positive rate is signif-
icantly reduced at the first processing stage by using the Gaussian prototype.
The superiority of Algorithm 2 is evident especially in case of micrographs that
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Fig. 5. Range of detection error rates for the compared algorithms

include dark objects as well as low contrast and highly textured regions. Range
of the error rates for the compared algorithms is illustrated in Fig. 5. The error
bars in Fig. 5 correspond to the maximum and minimum rate of false detections
obtained from the set of 20 test images. The columns in the chart show average
number of the false positive and false negative detections per 100 true particles.

5 Conclusions

The proposed algorithm combines two different feature localization approaches
to improve the evaluation of area-related immunogold particles density for trans-
mission electron micrographs. Coarse locations of the immunogold particles are
recognized by image convolution with the Gaussian prototype. The coarse loca-
tions are then refined by multi-scale DoG filtering. Experiments were conducted
on a set of micrographs that show immunogold particles in human colorectal
carcinoma cells. The proposed approach was compared against state-of-the-art
method. Results of the experiments confirm that the immunogold particles can
be detected with higher accuracy when using the introduced algorithm. The
improved detection accuracy enables a more precise evaluation of the area-related
immunogold particles density. Further research challenges include automatic cal-
ibration of the algorithm parameters as well as improvement of the clustered par-
ticles recognition by application of Hough Transform [11] and fuzzy descriptors
of image attributes [4,10].
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3. Ko�lodziejczyk, A., �Ladniak, M., Piórkowski, A.: Constructing software for analysis
of neuron, glial and endothelial cell numbers and density in histological NISSL-
stained rodent brain tissue. Journal of Medical Informatics Technologies 23, 77–86
(2014)

4. Kud�lacik, P., Porwik, P.: A new approach to signature recognition using the fuzzy
method. Pattern Analysis and Applications 17(3), 451–463 (2014)

5. Lebonvallet, S., Mennesson, T., Bonnet, N., Girod, S., Plotkowski, C., Hinnrasky,
J., Puchelle, E.: Semi-automatic quantitation of dense markers in cytochemistry.
Histochemistry 96(3), 245–250 (1991)

6. Lowe, D.G.: Distinctive image features from scale-invariant keypoints. Interna-
tional journal of computer vision 60(2), 91–110 (2004)

7. Monteiro-Leal, L.H., Troster, H., Campanati, L., Spring, H., Trendelenburg, M.F.:
Gold finder: a computer method for fast automatic double gold labeling detection,
counting, and color overlay in electron microscopic images. Journal of Structural
Biology 141, 228–239 (2003)

8. Nejatbakhsh, R., Kabir-Salmani, M., Dimitriadis, E., et al.: Subcellular localization
of L-selectin ligand in the endometrium implies a novel function for pinopodes in
endometrial receptivity. Reprod Biol Endocrinol 10, 46 (2012)

9. P�laczek, B., Bu�ldak, R.J., Polaniak, R., Matysiak, N., Mielanczyk, �L., Wojnicz, R.:
Detection of immunogold markers in images obtained from transmission electron
microscopy. Journal of Medical Informatics Technologies 23, 111–118 (2014)

10. P�laczek, B.: A real time vehicle detection algorithm for vision-based sensors. In:
Bolc, L., Tadeusiewicz, R., Chmielewski, L.J., Wojciechowski, K. (eds.) ICCVG
2010, Part II. LNCS, vol. 6375, pp. 211–218. Springer, Heidelberg (2010)

11. Porwik, P., Sosnowski, M., Wesolowski, T., Wrobel, K.: A computational assess-
ment of a blood vessel’s compliance: a procedure based on computed tomography
coronary angiography. In: Corchado, E., Kurzyński, M., Woźniak, M. (eds.) HAIS
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Abstract. The medical data and its classification should be particularly
treated. The data can not be modified or altered, because this could lead
to overestimation or false decisions. Some classifiers, using random fac-
tors, can generate false, higher overall accuracy of diagnosis. Medical
support systems should be trustworthy and reliable even at the cost of
system complexity. In this paper fusion of two classifiers has been pro-
posed, where k–NN classifier and classifier based on a justified granula-
tion paradigm were employed. Additionally, proposed solution allows to
visualize obtained classification results. Accuracy of the proposed solu-
tion has been compared with various classifiers. All methods presented
in this work were tested on real medical data coming from three medical
datasets. Finally, some remarks for further research have been proposed.

Keywords: Medical data support system · Justified granular paradigm ·
Classifiers fusion

1 Introduction

Medical diagnosis support systems are increasingly used in medical practice and
help in daily work of medical doctors. These systems, as software, are often
built in many medical devices. Well–known and reliable classifiers tend to fail
when faced with new problems such as an atypical data. Therefore, new methods
must be developed to deal with the challenges arising and improve the quality
of real–life decision support systems [1]. Presented research has been carried
out separately on archival datasets which contained observations on changes in
breast tissue, heart disease and liver patients.

Human decision support system, in the medical practice, can be considered,
inter alia, as diagnosis support on the basis of the patient’s medical data. In this
paper diagnosis support consists of medical data classification, where fusion of
granulation paradigms [2] and k–NN classifier [3] have been applied.

The first method is based on a granular computing paradigm [4]. Using this
paradigm the data can be aggregated into many formal representations of infor-
mation granules: intervals [5], fuzzy sets [6], rough sets [7], shadowed sets [8],
or probabilistic sets [9]. There are several works which prove the usefulness of
c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 62–71, 2015.
DOI: 10.1007/978-3-319-15705-4 7
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this concept [10,11]. The granulation method tends to generalize the informa-
tion at cost of losing the details. Therefore, as a second method, the k–nearest
neighborhood (k–NN) classifier has been selected [12,24]. This classifier tends
to find the several closest solutions for a given data. The accuracy of proposed
method was compared with various classifiers: perceptron based neural network
[13], fuzzy rules classifier [14], random trees [15] and Bayes network classifier
[24]. The remainder of the work is organized as follows. Section 2 presents a
proposed method. The classification results present Section 3. Section 4 includes
conclusion with remarks on possibilities of further development of the method.

2 Description of the Method

The proposed method bases on the observation of physicians. The medical diag-
nosis is often taken on the basis of the patient’s parameter analysis. If observed
parameters fall into appropriate interval, then parameters favor a given diagno-
sis. On the other hand the similarity between single cases can be analyzed [17].
These methods of diagnosing, among many others, are commonly used in the
medical environment.

The first method is implemented as the justified granulation paradigm
[18] based classifier. Granulation technique offers an interval representation of
attributes. The second method uses the k–NN classifier and allows to find the
similar, but rare cases – patients with similar parameters marked. Finally, the
voting scheme based on the weights was used to obtain the final decision. The
main principles of the proposed classifiers connection presents Fig. 1. Both the

Fig. 1. The diagram of the medical data flow in the proposed classification process

k–NN based classifiers and granulation methods are well–known and are widely
described in literature [3,12]. Therefore, only the authors’ contribution and mod-
ifications of these methods will be presented.

2.1 Description of the Analyzed Data

For the purpose of experiments, three datasets containing real medical data, have
been used. The first database contains heart disease diagnosis (Hungarian Insti-
tute of Cardiology. Budapest: Andras Janosi, M.D.; University Hospital, Zurich,
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Switzerland: William Steinbrunn, M.D.; University Hospital, Basel, Switzerland:
Matthias Pfisterer, M.D.; V.A. Medical Center, Long Beach and Cleveland Clinic
Foundation: Robert Detrano, M.D., Ph.D.) [19]. The second database contains
electrical impedance measurements of freshly excised tissue samples from breast
[20]. The third database contains 416 liver patient records and 167 non liver
patient records. The data set was collected from north east of Andhra Pradesh,
India [23]. These datasets have no missing values. Mentioned above datasets can
be characterized as follows:

– Heart disease: 13 parameters, 270 cases, 2 groups of diagnoses (angiographic
disease status), group distribution: ”>50% narrowing” – 44%, ”<50% nar-
rowing” – 56%;

– Breast tissue: 9 parameters, 106 cases, 6 groups of diagnoses (tissue type),
group distribution: ”Connective” – 13%, ”Fibro–adenoma” – 14%, ”Glandu-
lar” – 15%, ”Mastopathy” – 17%, ”Carcinoma” – 20%, ”Adipose” – 21%;

– Liver patients: 10 parameters, 583 cases, 2 groups of diagnoses (patient type),
group distribution: ”liver patient” – 71%, ”non-liver patient” – 29%.

Data statistics are presented in Table 1.

2.2 Information Mining and Classification Using Justified
Granulation Method

The proposed method is universal and can be applied to datasets analysis with-
out modifications. Each dataset consists of medical parameters treated as an
input data of the medical support systems. In these systems various classifiers
can work. It will be explained in the next sections of the paper.

As was mentioned above the three medical databases have been tested. In the
first and second database m = 13 and m = 9 parameters have been extracted,
while in the third database m = 10 parameters are analyzed.

The first and third dataset is description of patients with two stages of angio-
graphic disease of hearth and two types of liver patient, so only two classes of the
diagnosis can by determined – n = 2. In case of a second dataset the diagnosis
of six types of changes in breast tissue can be observed, hence n = 6.

The proposed method processes every ith, i = 1, ...,m, input parameter sepa-
rately. Values of the ith parameter through all patients are assigned to the appro-
priate set, which represent a class of the diagnosis. In our case only restricted
number of classes are defined according to the properties of the medical datasets,
but in practice number of classes is not limited, therefore n ∈ N .

The set is representing a class and will be denoted as Xi,j , where i = 1, ...,m
and j = 1, ..., n. It means that any set contains values of elements representing
jth class (diagnosis) for ith parameter.

Because any sets include series of not ordered numeric values, these values
can be gathered into some intervals Xi,j . Searching of optimal interval is not
trivial, therefore the justified granularity method have been adopted for this task.
The granulation method has been thoroughly described in [18]. The justified
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Table 1. Data statistics for datasets used in the research

Parameter Mean Std. dev. Parameters description

H
ea

rt
D

is
ea

se
D

a
ta

se
t

age 54.43 9.11

age – age in years, sex – sex (1 = male; 0 =
female), cp – chest pain type (1 = typical angina,
2 = atypical angina, 3 = non–anginal pain, 4 =
asymptomatic), trestbps – resting blood pressure
(in mm Hg on admission to the hospital), chol –
serum cholestoral in mg/dl, fbs – fasting blood
sugar >120 mg/dl (1 = true; 0 = false), restecg –
resting electrocardiographic results (0 = normal,
1 = having ST–T wave abnormality, 2 = showing
probable or definite left ventricular hypertrophy
by Estes’ criteria), thalach – maximum heart rate
achieved, exang – exercise induced angina (1 =
yes; 0 = no), oldpeak – ST depression induced by
exercise relative to rest, slope – the slope of the
peak exercise ST segment (1 = upsloping, 2 =
flat, 3 = downsloping), ca – number of major
vessels (0–3) colored by flourosopy, thal – 3 =
normal; 6 = fixed defect; 7 = reversable defect.

sex 0.68 0.47
cp 3.17 0.95
trestbps 131.34 17.86
chol 249.66 51.69
fbs 0.15 0.36
restecg 1.02 1.00
thalach 149.68 17
exang 0.33 0.47
oldpeak 1.05 1.15
slope 1.59 0.61
ca 0.67 0.94
thal 4.70 1.94

B
re

a
st

T
is

su
e

D
a
ta

se
t I0 784.25 754.0

I0 – Impedance (ohm) at zero frequency, PA500
– phase angle at 500 kHz, HFS – high–frequency
slope of phase angle, DA – impedance distance
between spectral ends, Area – area under spec-
trum, A/DA – area normalized by DA, Max IP
– maximum of the spectrum, DR – distance
between I0 and real part of the maximum fre-
quency point, P – length of the spectral curve.

PA500 0.12 0.1
HFS 0.11 0.1
DA 190.57 190.8
Area 7335.16 18580.3
A/DA 23.47 23.4
Max IP 75.38 81.3
DR 166.71 181.3
P 810.64 763.0

L
iv

er
P
a
ti

en
ts

D
a
ta

se
t

Age 44.75 16.19

Age – Age of the patient, Gender – Gender of
the patient, TB – Total Bilirubin, DB – Direct
Bilirubin, Alkphos – Alkaline Phosphotase, Sgpt
– Alamine Aminotransferase, Sgot – Aspartate
Aminotransferase, TP – Total Protiens, ALB –
Albumin, AGR – Albumin and Globulin Ratio.

Gender 0.76 0.43
TB 3.30 6.21
DB 1.49 2.81
Alkphos 290.58 242.94
Sgpt 80.71 182.62
Sgot 109.91 288.92
TP 6.48 1.09
ALB 3.14 0.80
AGR 0.95 0.32
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granulation G allows to find an interval representation Xi,j = G(Xi,j , α) =
[xa, xb] as a balance between generality and specificity, according to the α ∈ [0, 1]
attribute. The xa and xb are left and right bound of interval, respectively. Values
of the α attribute significantly affects the selection of interval bounds. Fig. 2
illustrates the basic principles of the interval searching. For α = 0 , all elements

Fig. 2. Illustration of the different intervals inside the set Xi,j for the ith parameter

of the set Xi,j lie inside the created interval, while for α = 1 interval is restricted
to the median value only. The α values between 0 and 1 select interval bounds
within the homogeneous elements of Xi,j set. Optimal attribute for every ith

parameter will be computed for all Xi,j sets by means of the two formulas.
The first formula defines the overlapping of the two intervals within a given ith

parameter, where i = 1, ...,m, j, k ∈ [1, n]:

λ(Xi,j ,Xi,k) = λ([xa, xb], [x′
a, x′

b]) =

=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

xb−x′
a

x′
b−xa

if xa ≤ x′
a ∧ x′

a < xb ∧ xb ≤ x′
b

x′
b−xa

xb−x′
a

if x′
a ≤ xa ∧ xa < x′

b ∧ x′
b ≤ xb

x′
b−x′

a

xb−xa
if x′

a > xa ∧ x′
b < xb

xb−xa

x′
b−x′

a
if xa > x′

a ∧ xb < x′
b

0 otherwise

. (1)

The formula minimizes overlapping ratio of the intervals representing separated
classes, and thus favors smaller intervals only, which are closer to the median.
Therefore the second formula was proposed. In the formula δ, number of elements
inside the interval Xi,j is taken into consideration. The value of the formula δ is
a ratio, which determines number of elements that lie inside the interval Xi,j to
the cardinality of the set Xi,j :

δ(Xi,j ,Xi,j) =

∑
x∈Xi,j

f(x,Xi,j)

card(Xi,j)
, (2)

where: f(x,Xi,j) = f(x, [xa, xb]) =
{

1 if x ≥ xa ∧ x ≤ xb

0 otherwise , card – cardinality

of a set, f – membership function of the element x to the interval [xa, xb].
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Ultimately, the optimal value of attribute for ith parameter is formulated as
combination of formulas (1) and (2) as follows:

αi = arg max
α∈[0,1]

⎛

⎝
n∑

k=1

n∑

j=1

1 − λ(Xi,j ,Xi,k)
n2

− p

⎞

⎠ +

⎛

⎝p −
n∑

j=1

δ(Xi,j ,Xi,j)
n

⎞

⎠ , (3)

where: p ∈ [0, 1] is a constant calculated in the classifier’s learning mode,

Xi,j = G(Xi,j , α)

Changes of the p value can improve the classifier’s overall accuracy. The
constant p is optimized on the basis of the learning dataset.

We have proposed weighted classifiers because granulation techniques pro-
vide simpler models for the classes. For this technique, the analyzed input data
can belong at the same time to different classes. For this reason, class impor-
tance should be established. It means that each jth class is pointed out with the
appropriate weight:

wg(j) =
∑m

i=1 f
(
xi,Xi,j

)
∑n

k=1

∑m
=1 f

(
xi,Xi,j

) , j = 1, ..., n , (4)

where:
xi – the classified ith parameter, m – number of attributes, n – number of classes.

The function f returns 1 if classified parameters value belongs to the interval
and returns 0 in other case. The sum of weights wg(j), j = 1, ..., n must be equal
to 1.

Changes of the p value can improve the classifier’s overall accuracy. The
constant p is optimized on the basis of the learning dataset.

As a result of classification process a class with maximal weight is selected:

Cg = arg max
j

{wg(j) : j = 1, ..., n} , (5)

where: Cg – the result class for a granular classifier.
The calibration process was performed on learning set by means of comparing

the classifier’s result (Cg) with a declared class to calculate overall accuracy. The
optimal value of p constant is the value for which the maximal overall accuracy
is achieved. The result obtained for various p values depicts Fig. 3. Processed
datasets differ in number of classes and parameters, however selection of the
constant p shows that the best value p = 0.9 was achieved for every analysed
dataset.

2.3 K–NN Clasifier

As a second classifier, the k–NN technique has been selected as a tool to find
special, single cases among patients. The k–NN classifier was implemented in
the KNIME environment [3], where the optimal number of nearest neighbors (k)
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Fig. 3. The classifier’s overall accuracy changes for different p values separately for
different medical datasets

has been established on the basis of a learning set. In practice, the most suitable
value of k should be estimated in simulation experiments, so in our approach this
condition has been fulfilled. The experiments conducted shows that parameter
k should be set up to k = 7 for the first and third dataset and k = 5 for the
second medical dataset, respectively. The results of the k neighbor’s estimation
for overall accuracy k–NN classifier improvement present Fig. 4. In classical app-

Fig. 4. The classifier’s overall accuracy changes for different k values – separately for
different medical datasets

roach discriminant functions of k–NN classifier with nearest neighbor estimator
of the element x can be described as follows:

gj(x) =
kj

k
, j = 1, ..., n , (6)

where: kj is a number of elements, of the jth class, which belong to the k nearest
neighbors of the element x, while sum of

∑n
j=1(gj(x)) = 1.

The formula (6) estimates a posteriori probability of the jth class for element
x.
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Hence k–NN classifier Ck realizes the rule:

Ck(x) = j ⇔ ∀i=1,...,n
j �=i

gj(x) > gi(x) . (7)

The estimator (6) can also be treated as weighted support function of the k–NN
classifier for the class jth:

wk(j) = gj(x) . (8)

It is obvious that sum of the weights wk(j) is equal to 1.

2.4 Classifiers Fusion

The final classification is obtained by majority voting of the two classifiers. Idea
of such classification presents also Fig. 1. Weights are appropriately calculated for
granular and k–NN classifiers. Ultimately, class with the largest sum of weights
is selected:

Cf = arg max
j

{wk(j) + wg(j) : j = 1, ..., n} , (9)

where: Cf – points out the class number (classifier’s final decision)
The principle of the final decision through classifiers fusion presents Fig. 5.

Fig. 5. Illustration of proposed classification method for exemplary three classes

3 Obtained Results

The proposed method was verified using 10–fold cross validation, separately for
three aforementioned medical datasets. Proposed classifiers fusion was compared
with other well–known single classification methods using the same 10-fold cross
validation method - namely the Random Forest[15], Instance Based kNN[3],
Bayes Network[21] and PNN[13]. All the classifier were working in their out of
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the box settings as implemented in the KNIME[3]/WEKA[22] environments. The
classifiers comparison result presents Table 3, where as quality of classification
the overall accuracy was stated. For the Heart Disease database the proposed
method was the second best, outperforming the Random Forest, kNN and PNN
classifiers, while for the Breast Tissue and Liver Patients databases the Proposed
Method obtained the best overall accuracy, outperforming all compared classi-
fiers. The proposed method gave the best result for the breast tissue dataset,

Table 2. The overall accuracy (%) of various classifiers

���������Database
Method Proposed

method
Random
Forest

k–NN Bayes
Network

PNN

Heart disease database 81.6 79.8 80.1 83.1 63.8

Breast tissue database 75.5 69.8 69.1 67.0 53.8

Liver patient database 72.1 68.3 65.7 66.2 71.4

where six distinctive classes of disease can be performed. The Bayes network
gave slightly better result for heart disease dataset, but this method indicated
the greater misclassifications for breast tissue dataset.

The proposed solution offers a stable classification results. It is obvious that
carried out investigation should be much more extended in the future.

4 Summary

The paper proposes a fusion of two classifiers, where one generalize the informa-
tion while the second analyzes specific cases. As it was proved classifiers fusion
offers higher overall accuracy compared to single classifiers. These researches
show that fusion and adaptation of granular computing paradigm and k–NN
classifier creates an effective classification method. Performed investigations are
promising and can be included to the specialized medical expert systems. In the
future the proposed solution will be extended and compared with other classi-
fiers and tested by means of various medical datasets.
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Abstract. The paper presents a method of automatic personal identi-
fication on the basis of an analysis of lip prints. The method is based
on a new approach, in which each lip print is described by bifurcations.
In order to extract bifurcations, a method for lip print pre-processing
was proposed. The bifurcations obtained were compared with each other
using the similarity coefficient developed for the needs of this study. The
effectiveness of this coefficient was verified experimentally.

Keywords: Biometrics · Lip print · Image pre-processing · Bifurcations

1 Introduction

Currently, the need for implementing modern systems for personal identification
or verification is constantly growing. Such systems are often based on biometric
methods. The most popular biometric identification methods include: signature
recognition, iris recognition, fingerprint recognition and profiling [1,3,6,7]. There
are also other methods, e.g. cheiloscopy, which are becoming more popular.

The term cheiloscopy is derived from Greek words: cheilos – lips, skopeo – to
observe. Cheiloscopy is a domain of criminology which deals with the examina-
tion of lip prints and the personal identification based on lip prints [10,12]. The
vermilion border (Latin: rubor labiorum) is a demarcation between the outer
layer of a lip and its inner part. In other words, it is an intermediate part of a
lip.

In cheiloscopy, the identification of a given person takes place on the basis of
an analysis of characteristic features located in the vermilion border. A single lip
print contains, on an average, 1145 individual features forming a unique pattern
different for each person [8]. This is a very large number as compared with
a fingerprint, in which approx. 100 individual features can be identified. There
is no doubt that such a huge potential of lip prints can be used for personal
identification [15–17]. Thank to this, in recent years, apart from applications
of cheiloscopy in criminology, research are conducted on its use for biometric
personal identification and verification.

c© Springer International Publishing Switzerland 2015
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So far, there are a few methods for lip print examinations. These methods use,
inter alia, statistical analyses [8], similarity coefficients [4], lip shape analyses [5],
Dynamic Time Warping [13], segmentation [9], Hough Transform [17]. In these
methods, only single features, such as lines forming the lip print pattern, are
analysed and compared with each other. A new approach was proposed in this
study. It involves not only analyses of single features, but also the determination
and investigation of the relationships between them.

2 Proposed Method

The method proposed in this study is used to determine the similarity between
two lip prints compared with each other. The comparison takes place by des-
ignating a set of features in every image and then comparing them with each
other. As the result of such a comparison, a set of the most similar features in
both images is obtained. On the basis of the set obtained in this way, the coeffi-
cient of similarity between images is determined. The similarity coefficient allows
deciding whether the lip prints compared belong to the same person. Steps of
this method are shown in the block diagram (Fig. 1).

Fig. 1. Block diagram of the proposed method

2.1 Image Pre-processing

Accurate and correct acquisition of the feature set is one of the factors deter-
mining the effectiveness of the method presented. Similarly to fingerprints, lip
prints may have a poor quality or have a low contrast and be noised. This causes
that the extraction of features from such a print is not an easy task. An example
of a poor quality print is shown in Figure 2.

In order to expose the characteristic features better, the image is pre-processed.
In the first stage of pre-processing, each print from the test database was subjected

Fig. 2. An example of a poor quality lip print
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to the process of linear contrast stretching [2]. This process consists in increas-
ing the differences in the brightness level between pixels of the image. If the lip
print is characterized by a low contrast, it becomes clearer and therefore easier
for analysing. The effect of linear contrast stretching is shown in Figure 3a.

Unfortunately, during the acquisition of the mouth image, the areas around
the mouth, such as the cheeks or chin, may also be registered. In further steps of
the method, they are interpreted as elements of the lip print, which may cause
errors in recognition. Therefore, the next step is to locate the area of the mouth
(upper and lower lips), and then to assign the black colour to all the pixels that
do not belong to this area.

The mouth area is located by analysing the brightness of pixels in the image.
As shown in Figure 3a, the lip print area is darker. The colour of the pixels
with brightness lower than a certain threshold is set to black. In this study, the
threshold value was determined using the method proposed by Ridler-Calvard
[14]. The Ridler’s-Calvard’s algorithm chooses an initial threshold and then iter-
atively calculates the next one by taking the mean of the average intensities of
the background and foreground pixels determined by the first threshold, repeat-
ing this until the threshold converges. Figure 3b shows the effect of the described
operations.

The image prepared in this way is subjected to the binarization process. The
pixel examined in the image will become white, if the level of its brightness is
higher than the average brightness level in the area around it. It was assumed
that the size of the analysed area is 7x7 pixels. Otherwise, the pixel will become
black. Then, the image is subjected to the operation of negation. As a result,
an image is obtained, in which black pixels form the lip print pattern. Such an
image is shown in Figure 3c.

As a result of the use of the methods described so far, the lines in the image
that form the lip print pattern have a different thickness. This hinders the extrac-
tion of bifurcations occurring in the image, which are used in a further part of
the study for determining the similarity between lip prints. In order to eliminate
this inconvenience, the image is subjected to the process of skeletonization. As a
result, an image is obtained, in which all lines have a thickness of one pixel. The
Pavlidis method [11] was used in the studies. The result of using this method is
shown in Figure 3d. The features to be compared are extracted from the image
prepared in this way.

2.2 Feature Extraction

Under the method presented, lower and upper bifurcations were compared in
order to determine the similarity of lip prints. Such bifurcations belong to the
most frequently occurring features that can be extracted in the easiest way. The
set of bifurcations forms a unique pattern for each person, on the basis of which
it is possible to identify a given person. For this reason, in relation to a single
bifurcation, the features describing relationships between a given bifurcation and
the remaining bifurcations were analysed in addition to the determination of its
coordinates and the orientation angle.
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(a) (b)

(c) (d)

Fig. 3. (a) Image after the linear contrast stretching, (b) image after assign the black
colour to all the pixels that do not belong to this mouth area, (c) image after the
binarization process, (d) image after the process of skeletonization

In order to find bifurcations, all black pixels in the lip print are analysed. If an
analysed pixel is to be considered as the centre of a bifurcation, two conditions
must be fulfilled. Firstly, bifurcations are characterized by the presence of three
black pixels around the pixel being analysed. This condition is checked by placing
a 3x3 mask on the analysed pixel. The sum of black pixels in the mask must
equal four. An example of an identified bifurcation is shown in Figure 4.

The second condition is that the minimum length of components of a bifur-
cation is equal to four pixels, including the pixel being analysed. A lack of the
above condition resulted in the detection of pixel clusters that were not bifurca-
tions. An example of such clusters is presented in Figure 4a. The analysis of the
length of components of the bifurcation was carried out by placing a mask (with
the size of 7x7 pixels) on the pixel being analysed. Then, the black pixels located
only on the edges of the mask (Fig. 4b) are summed up. If the sum equals three,
the coordinates of the pixel being analysed will be regarded as the coordinates
of the bifurcation. A pixel with the coordinates (x, y) which satisfies the above
two conditions is treated as the centre of the bifurcation.

The orientation angle is determined for the bifurcation in accordance with
the assumptions of the method. In order to determine this angle, values of three
angles (Ω, β, α) between the arms of the bifurcation need to be found. Examples
of such angles are shown in Figure 5a. The arm, which together with the remain-
ing arms forms two largest angles, determines the direction of the bifurcation.
The θ angle between this direction and the X axis is called the bifurcation orien-
tation angle (Fig. 5b). The arrangement of bifurcations in a lip print in relation
to each other is unique to each person. The coordinates and orientation angles
of each bifurcation in relation to adjacent bifurcations form systems of bifur-
cations. It was assumed that the two bifurcations described by the coordinates
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(a) (b)

Fig. 4. An example of a bifurcation. The analysed pixel is designated with the num-
ber 0.

(a) (b)

Fig. 5. (a) The Ω, β and α angles between arms of the bifurcation. The direction of the
bifurcation is marked with a bold line, (b) the bifurcation orientation angle determined.

(xi, yi), (xj , yj) and the θi and θj angles are adjacent, if the following conditions
are fulfilled:

(xi − dist < xj < xi + dist) and (yi − dist < yj < yi + dist), (1)

|θi − θj | < ang, (2)

where:
dist – the maximum accepted distance between centres of bifurcations,
ang – the admissible difference between the bifurcation orientation angles.

Therefore, the lip print Lip can be described with the use of a set containing p
bifurcation systems:

Lip = {s1, s2, ..., sp}. (3)

Bifurcation systems consist of a set containing three features (d, α, β) that
describe the relationships between the bifurcations. A single relationship is
described by the following features:
d – the Euclidean distance between the centre of the analysed bifurcation and
the centre of an adjacent bifurcation,
α – the angle between the direction of the analysed bifurcation and the section
connecting the centre of the bifurcation with the centre of an adjacent bifurca-
tion,
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β – the angle between the orientation angle of the analysed bifurcation and the
orientation angle of an adjacent bifurcation.

An example of a bifurcation system with features marked on it is shown in
Figure 6.

Fig. 6. A bifurcation system with features marked on it

The relationships determined for each bifurcation can be presented in a tab-
ular form. Examples for the three bifurcations are shown in Table 1.

Table 1. Examples of relationships between the three bifurcationsand adjacent bifur-
cations

Analysed bifurcation Adjacent bifurcation

no. coordinates (x, y) θ no. d α β

1 (127, 210) 51 2 68 178 103

3 47 77 87
4 51 114 129
11 39 270 38
14 71 15 137

2 (86, 148) 163 1 68 116 103

4 59 135 124
5 57 192 141
8 57 276 17
9 70 47 8

3 (102, 198) 347 1 47 177 87

4 39 118 83
5 71 106 39
6 67 34 82
14 73 265 169
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A single bifurcation system can also be presented in the form of a bifurcation
matrix:

si =

⎡

⎢⎢⎢⎣

di1 αi
1 βi

1

di2 αi
2 βi

2
...

...
...

din αi
n βi

n

⎤

⎥⎥⎥⎦ , (4)

where:
si – the matrix determined for the i-th system of bifurcations,
n – the number of triple features describing the system.

2.3 Lip Prints Identification Method

In practice, many characteristic features can be found on lip prints. It often
happens that similar characteristic features are present in the same places of
lip prints obtained from different people, which makes the identification more
difficult. This fact was used for developing a new coefficient of similarity between
lip prints. This coefficient is based on the observation that the probability of
occurrence of two identical bifurcation systems in different individuals is smaller
than the probability of occurrence of two identical bifurcations. Therefore, the
method presented here analyses not only single bifurcations, but also bifurcation
systems.

The lip print identification method consists in comparing a given lip print
with lip prints of other people contained in the database. In the first step of this
method, the similarity between bifurcation matrices is determined for two lip
prints being compared. Each row of the matrix includes three features (d, α, β).
In order to compare two bifurcation matrices sk and sl derived from two lip
prints being compared (Lip1 and Lip2), the following similarity coefficient was
developed:

sim(sk, sl) =
1
n

n∑

i=1

min
j=1,...,m

{|dki − dlj | + |αk
i − αl

j | + |βk
i − βl

j |}, (5)

where:
sk = (dki , α

k
i , β

k
i ) ∈ Lip1 – i-th row of the bifurcation matrix sk,

sl = (dlj , α
l
j , β

l
j) ∈ Lip2 – j-th row of the bifurcation matrix sj ,

n – number of rows in the bifurcation matrix sk,
m – number of rows in the bifurcation matrix sl.

The advantage of the coefficient given by the formula (5) is that it can com-
pare the bifurcation systems described by a matrix with different numbers of
rows.

The similarity between the compared lip prints is determined on the basis of
the values of the similarity between individual bifurcation systems. Let the first
lip print be represented by the set of bifurcation systems Lip1 = {s11, s

1
2, ..., s

1
p},
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while the second image by the set Lip2 = {s21, s
2
2, ..., s

2
q}. The similarity between

the lip prints is determined using the following formula:

SIM(Lip1, Lip2) =
1
p

p∑

i=1

min
j=1,...,q

{sim(s1i , s
2
j )}, (6)

where:
p – number of bifurcation systems in the lip print Lip1,
q – number of bifurcation systems in the lip print Lip2.

The lower the value of the similarity coefficient SIM , the more similar the lip
prints. After a comparison of the lip print analysed with all the lip prints in
the database, the lip print for which the lowest value of the similarity coefficient
SIM was obtained indicates the person who provided the lip print.

3 Experiments and Results

The effectiveness of the method was verified experimentally. The database used
for the studies consisted of 120 lip prints obtained from 30 people (4 prints per
person). Each lip print was adequately prepared using the methods described in
previous sections. The prints were compared with each other using the round-
robin method. As a result of the comparison of two prints, the value of the
similarity between them was obtained. During the studies, various values of the
dist and ang parameters used at the stage of feature extraction were analysed.
These parameters were changed in the following ranges:

– dist parameter from 10 to 45, with the step 5,
– ang parameter from 5 to 25, with the step 5.

The total number of the parameter sets created was 40. Value of EER was
determined for each set of parameters. The parameter sets, for which 10 lowest
values of EER were obtained, are shown in Table 2.

Table 2. The EER values obtained for different combinations of values of the param-
eters used in the identification method

Parameter
EER [%]dist ang

20 5 23.04

15 5 23.88

15 10 24.05

20 10 24.40

10 15 24.74

15 15 25.39

25 15 25.48

20 20 25.56

10 25 25.63

10 20 25.66
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When analysing the results presented in Table 2, it can be seen that the best
value of EER 23% was obtained for the values dist = 20, ang = 5. Then the
impact of the ang parameter on the results obtained was analysed. The analyses
were performed for the following values of the dist parameter: 10, 15, 20, 25.
The results are presented in the Figure 7.

5 10 15 20 25
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21

22

23

24

25

26

27

28

29

30

ang

E
E

R
 [

%
]

 

 

dist = 10
dist = 15
dist = 20
dist = 25

Fig. 7. The impact of the ang parameter on the results obtained

As it appears from the diagram, an increase in the value of the ang parame-
ter results in an increase in the value of EER, regardless of the dist value. The
analysis indicates that in order to achieve the best possible results, only the bifur-
cations with similar orientation angles should be compared. This is consistent
with intuition.

4 Conclusions

The paper presents a new method of personal identification based on lip prints.
The solution presented here can be easily implemented, while the modular design
facilitates future modifications. During the studies, the values of the parameters
used in this method were analysed. The best result of EER was at a level of
approx. 23%. Considering the fact that there is a small number of solutions
for automatic lip print identification, the result obtained can be considered as
satisfactory.

During the studies, there were observed situations where some pixels imitated
bifurcations that in reality did not exist in the lip print pattern. Such bifurcations
may have a negative impact on the identification results. In connection with this
fact, further work will focus on developing other methods for pre-processing
and extraction of bifurcations, which will eliminate the problem in question.
Weights of individual features will be introduced, which will allow determining
their impact on the research results.
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Abstract. A new method for finding a reference point in fingerprints
is presented in this paper. The method proposed in this study is based
on the IPAN99 algorithm used to detect high curvature points on the
contour of a graphical object. This algorithm was modified to detect
high curvature points on friction ridges in order to allow locating a ref-
erence point on a fingerprint. The IPAN99 algorithm requires that the
contour being analysed should have a thickness of one pixel, so each fin-
gerprint was properly prepared before starting an analysis with the use
of the IPAN99 algorithm. In order to assess the efficiency of the method,
distances between the coordinates of reference points determined with
the use of the proposed method and those indicated by an expert were
compared. This method was compared with other algorithms for deter-
mination of reference points.

Keywords: Biometrics · Fingerprint · Reference point · IPAN99

1 Introduction

Biometrics is a science dealing with personal identification or verification based
on an analysis of physiological or behavioral features of a given person [5,12].
Thanks to the continuous technological development in recent years, a gradual
increase in the interest in biometric techniques can be observed. The experience
gained during years of research causes that biometric techniques are no longer
treated as a replacement for passwords - they became primarily a part of security
systems. The most commonly used biometric identifiers include fingerprints [4,
6,11]. The biometric identification of persons and criminology constitute two
main areas of application of the fingerprint analysis. Up to now, many automatic
personal identification methods based on fingerprints have been developed. Many
of these methods rely on locating the reference point. The reference point is a
point on a fingerprint, in which friction ridges have the highest curvature [5,8].

This study presents a new method for locating the reference point in finger-
print images. It consists of two stages. In the first stage, all friction ridges are
c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 82–91, 2015.
DOI: 10.1007/978-3-319-15705-4 9
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described by chains of points. In the second stage, the reference point is located
on the basis of an analysis of the curvature of the chains of points. Values of the
curvature of individual chains are calculated using the IPAN99 algorithm. As it
results from the research, it is now one of the best algorithms for finding high
curvature points in digital images [1].

This paper is continuation of the research presented in [13,14]. New process
of extracting and recording chains of points in a digital fingerprint image has
been proposed. This method allows to localize the reference point more precisely.

2 Proposed Method

The proposed method consists of a number of stages:
1. Image pre-processing. Preparation of a digital image of a fingerprint for

further stages of the analysis.
2. Identification of chains of points. The process of extracting and recording

chains of points in a digital fingerprint image.
3. Application of the IPAN99 algorithm for searching for a reference point in

the chains of points extracted earlier.

2.1 Image Pre-Processing

A fingerprint image, in which a reference point is determined, may be charac-
terized by poor quality, low contrast and may be noised or blurred (Fig. 1a).
This makes it difficult to extract the friction ridges necessary to determine such
a point. For this reason, in the proposed method, the fingerprint image was sub-
jected to a quality improvement process (Fig. 1b). The method described in [3]
was used for this purpose. Then the operation of skeletonization was performed.
It consists in the use of thinning algorithms that allow reducing the thickness
of lines in the image. After the application of the thinning algorithm, the line
thickness is equal to 1 pixel. This facilitates creation of chains of points. Figure
1c presents an image after the skeletonization. The thinning algorithm described
by Pavlidis [7] was used in the method presented here.

(a) (b) (c)

Fig. 1. Image pre-processing: (a) a low-quality fingerprint image, (b) the image after
quality improvement, (c) the image after skeletonization
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2.2 Identification of Chains of Points

After the completion of the preprocessing, the next step is to determine in the
fingerprint image the chains of points describing the friction ridges. Chain is a
sequence of points L = (p1, . . . ,pn) forming a friction ridges in the image, where
n is the number of points in the chain. Each point pi = (xi, yi) belonging to the
chain is characterized by two parameters:

• i - the number of the point in the chain i = 1, 2, . . . , n,
• xi, yi - coordinates of the i-th point.

The point p1 will be the start of the chain, while pn will be the end of the chain.
Two points with the coordinates (xi, yi) and (xi+1, yi+1) will belong to the chain,
if they are located in the neighbourhood, i.e. when the following dependence is
fulfilled:

∀pi=(xi,yi)∈L (|xi − xi+1| ≤ 1 ∧ |yi − yi+1| ≤ 1). (1)

A sample chain of points is shown in Figure 2.

Fig. 2. An example of graphical representation of a chain of points

As seen in Figure 2, a chain of points has only one start point and one end
point. Bifurcations on friction ridges cause that the lines may have multiple
starts or ends, which makes it difficult to represent them as a chain of points.
The algorithm proposed in this paper determines chains both for friction ridges
with bifurcations and without them.

In the presented approach, the points forming friction ridges are divided into
three types: bifurcation points, end points and other points. In the first stage
of determining the chains of points, the image is analysed and the type of each
point is specified. Depending on the type, an appropriate number is assigned to
it. If only one point of a friction ridge is located in the neighbourhood of the
analysed point, it means that this point is the end point. In such a case, this
point is designated with number 1. This point is treated as a bifurcation of the
friction ridge, if at least three other points of the friction ridge are located in
its neighbourhood. Such a point is designated with number 3. All other points
located on friction ridges were designated with number 2. In addition, all the
points outside of the friction ridges are designated with number 0. An example
of a friction ridge with point values marked on it is shown in Figure 3.
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Fig. 3. An example of a friction ridge with point values marked on

In order to define a chain, its end points must be found. For this purpose, the
algorithm analyses the values of points in individual columns of the image. The
image analysis method is shown in Figure 4. The search starts from the point
with coordinates (1,1) and ends in the point with the coordinates (w, h), where:
w is the image width and h is the image height.

Fig. 4. The sequence of searching for the first pixel with value 1

Then, all possible chains starting at each point designated with the number
1 and ending at another point designated with the number 1 are found. After a
point designated with the number 1 is found, it becomes the currently examined
point and its coordinates (xi, yi) are stored in the computer memory. The number
describing this point is changed to 0, which means that it is not taken into
account in subsequent iterations. This point is the first point of the chain. Then
the neighbourhood of this point is checked in the sequence shown in Figure 5.

Fig. 5. The sequence of checking the points in the neighbourhood of the point pi
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If a neighbouring point is designated with the number 1 or 2, it is added to
the chain of points. In addition, if a point designated as 2 is found, it becomes the
currently examined point and the process of searching for its neighbours starts
again. The number describing this point is changed to 0. If a point designated
with the number 1 is found, this means that it is the last element of the chain
and the algorithm starts to search for the next chain.

It is more difficult to analyse a case where the point found is designated
with the number 3, i.e. is located on a bifurcation of a friction ridge. In such a
case, the coordinates of the analysed point and neighbouring points are stored,
while the numbers describing these points are changed to 0. The friction ridge
is divided into parts as a result of this operation. This is presented in Figure 6.

(a) (b)

Fig. 6. Friction ridge (a) before the division, (b) after the division

After the division, each part of the friction ridge is analysed separately. New
ends are determined for the friction ridge and then the chains based on them. The
chains obtained in this way are connected with each other. The chains resulting
from this operation have only one start point and one end point. An example of
the obtained chains is shown in Figure 7.

Fig. 7. An example of the extracted chains

In the case of friction ridges with a larger number of bifurcations, the pro-
cedure described here is repeated for each point of a bifurcation. Along with an
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increase in the number of bifurcations occurring in a friction ridge, the num-
ber of chains of points that can be identified in this ridge increases too. Chains
determined for friction ridges with two bifurcations are shown in Figure 8.

(a) (b) (c) (d) (e) (f) (g)

Fig. 8. (a) A fragment of a friction ridge, (b)-(g) chains extracted from it

The above procedure is repeated until all possible chains of points describing
the friction ridges are found. This operation ends when only the pixels designated
with the number 0 are present in the image. An example of fingerprints with
identified chains of points are shown in Figure 9.

Fig. 9. Fingerprints with identified chains of points

Such prepared chains are analysed using the IPAN99 algorithm in order to
determine the high curvature points.

2.3 Application of the IPAN99 Algorithm

Detection of the highest curvature points with the use of the IPAN99 algorithm
takes place in two stages [1]. In the first stage, the i-th point pi of the chain of
points is taken as a corner, if it is possible to inscribe a triangle with a specific
opening angle and different lengths of sides (pi−1,pi,pi+1) in this chain of points
(Fig. 10).

Triangles are constructed according to the following conditions:

d2min ≤ |pi − pi+1|2 ≤ d2max, (2)
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Fig. 10. Detection of the highest curvature points based on the IPAN99 algorithm

d2min ≤ |pi − pi−1|2 ≤ d2max, (3)

α ≤ αmax, (4)

where:
dmin - parameter specifying the minimum length of triangle sides,
dmax - parameter specifying the maximum length of triangle sides,
αmax - critical angle, which determines the value of the angle of a triangle
inscribed in the chain of points in a given point in order to classify this point as
a candidate for a corner.
a = |pi − pi+1| – distance between pi and pi+1 points,
b = |pi − pi−1| – distance between pi and pi−1 points,
c = |pi+1 − pi−1| - distance between pi+1 and pi−1 points,
α ∈ [−π, π] - opening angle of a triangle, defined as follows:

α = arccos
a2 + b2 − c2

2ab
. (5)

Inscribing a triangle at any point pi is started with determining the smallest
possible lengths of triangle sides. Then, next triangles are created by increasing
the lengths of their sides. The algorithm is stopped, if a triangle does not meet
one of the conditions 2-4. From among all acceptable triangles in a given point
pi, the triangle with the smallest opening angle α(pi) is selected.

In the second stage, the point pi is rejected, if in its neighbourhood there is
a point pν , which has a smaller opening angle:

α(pi) > α (pν) . (6)

The point pν belongs to the neighbourhood of the point pi, if it fulfills the
condition |pi − pν |2 ≤ d2min.

Depending on the values of the dmin, dmax, αmax parameters, the IPAN99
algorithm detected a different number of high curvature points on each friction
ridge. The result of operation of the algorithm was the n set of {p1,p2, . . . ,pn}
points for each friction ridges on a single fingerprint. For the needs of this study
it has been accepted that the pr reference point is defined as follows:

pr = min
i=1,...,n

(α(pi)). (7)
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The reference points on fingerprint images determined with the use of the IPAN99
algorithm (marked as dot), as well as the reference points indicated by an expert
(marked as cross) are shown in Fig. 11.

(a) (b) (c)

Fig. 11. (a)-(c) Example of operation of the IPAN99 algorithm on fingerprint images

3 Experiments and Results

The aim of the studies was to determine the effectiveness of the proposed method
for determining a reference point. The results were compared with those obtained
with the use of other methods known from the literature.

The studies were conducted using three different fingerprint databases [2].
The databases contained grey-scale fingerprint images with different quality, res-
olution and number of images. Examples of fingerprints from the test databases
are shown in Table 1.

Table 1. Example fingerprint images from the used databases

Database A B C

Resolution 240x320 px 256x256 px 256x364 px

Number of images
in database

80 168 78

Exemplary image

A reference point was determined for each test image with the use of the
method proposed here and every method compared with it. In addition, the
coordinates of the reference points identified with the use of the methods anal-
ysed here were compared with the coordinates of the reference points determined
by a fingerprinting expert. For this purpose, the distance d between the reference
points determined was calculated using the following formula:

d =
√

(xm − xe)
2 + (ym − ye)

2
, (8)
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where:
(xm, ym) - coordinates of the point indicated by a given method [px],
(xe, ye) - coordinates of the point indicated by a fingerprinting expert [px].

The following parameters were selected experimentally for the IPAN99 algo-
rithm: dmin = 17, dmax = 19, αmax = 150. Each database was tested separately.
The distance d was calculated for each image from the test database. Then, the
results obtained for each database were averaged. The results are presented in
Table 2.

Table 2. The average distances between coordinates of the reference points identified
with the use of the compared methods and with the use of a fingerprinting expert

Database
Average distance d [px]

Proposed Method 1 Method 2 Method 3
method [10] [9] [4]

A 19.82 21.19 26.06 44.70

B 20.52 25.64 26.31 99.27

C 27.64 36.70 35.40 36.24

As it can be seen in Table 2, an average distance of a point indicated by
the proposed method from a point indicated by the expert is shorter for each
database than in the case of other methods being compared.

For the database A, the difference between the proposed method and Method
1 is not large, i.e. is less than 2 pixels. In the case of other methods, the difference
is larger – approx. 6 and 24 pixels, respectively. For the fingerprint database B,
the difference is greater – even more than 78 pixels. For the database C, the
methods being compared indicate a similar average distance that is greater by
approx. 9 pixels than the distance calculated using the proposed method.

During the studies, there were situations where the expert had difficulties
with locating a reference point in the images explicitly. Examples of such images
are shown in Figure 12. In the first image, there is no reference point. In the case
of the second image, it was difficult to select one of the two possible reference
points (marked in the Figure 12b as x). For these reasons, such images could not
be analysed.

(a) (b)

Fig. 12. (a)-(b) Images where the expert had difficulties with locating a reference point
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4 Conclusions

The presented method for searching for a reference point in a fingerprint image
proved to be useful in practical applications. The results obtained are comparable
with other methods and differ only slightly from expert’s indications.

Further studies will be associated with the use of other image pre-processing
methods and an analysis of the time required by the method. Other parameters
of the IPAN99 algorithm will be tested too. The set of test images will also be
expanded by images contained in other databases.
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Abstract. In recent years, rapid development of biometric technologies
opened the door to a new class of fast and reliable identity management
solutions. Gait is one of the few biometrics that can be recognized unob-
trusively from a distance. This paper presents a new gait and action
recognition approach based on the Kinect sensor. The proposed method
utilizes the joint angles formed by different body parts during walking in
order to construct a scale and view-invariant feature set for gait recogni-
tion. Next, we develop a new Kinect-based “walking” and “sitting” action
recognition method in a meeting room environment. The method is the
first step towards the biometric-based interactive meeting room system,
which is capable not only to perform user authentication, but also to
conduct action recognition during collaborative activities. The proposed
method achieves promising results in empirical evaluation compared to
some other Kinect-based approaches.

Keywords: Gait recognition · Activity recognition · Kinect for windows
v2 · Smart meeting room

1 Introduction

With the increasing development of computing technologies, there has been a
growing demand from industries for new generations of interactive technolo-
gies to support high productivity and to optimize time spent during meetings.
In addition, secure real-time user authentication and access right management
solutions are being actively researched and deployed in both universities and
corporate settings [1]. In response to these demands, researchers are actively
seeking new communication and collaboration technologies, which will reduce
meeting attendees’ enrollment time and provide the meeting organizer with the
tools for efficient real-time attendance tracking and access resource management.
Traditional approaches to the problem involve the use of IDs, smart cards, pass-
words, coupled with user identity management solutions, all of which require a
significant amount of time and additional resources [2]. Rapid development of
biometric technologies opened the door to a new class of fast and reliable identity
management solutions, and changed the research landscape. A biometric system
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can be defined as a pattern recognition system that can recognize individuals
based on the characteristics of their physiology or behavior [3]. Human biometric
traits can roughly be divided into two categories: physiological and behavioral.
Physiological biometric systems utilize certain physical characteristics, such as
face, iris, ear, fingerprint, palm, etc. for individual recognition. On the other
hand, behavioral biometric systems rely on human behavior-mediated activities,
such as gait, voice, handwriting, signature, etc.

This paper introduces for the first time the idea to utilize biometric gait
and action recognition for developing a smart meeting room system. It is based
on the premises that, physiological and behavioral biometrics can be seamlessly
integrated with technologies enabling meeting room setup, and, in addition to
individual access management, can provide highly efficient group authentication
capabilities. The objective is to enable meeting organizer to immediately start
the meeting, keep track of attendance, and allow all participants to seamlessly
access shared resources without compromising secure contents. In addition, the
developed system should support archiving meeting statistics, determining input
of each of the participants by recognizing certain activities. This will help to
create more conductive collaborative environment and use time more effectively.

Due to the unobtrusive nature of data acquisition and the ability to recognize
individuals at a distance, biometric gait recognition has attracted much attention
in the recent years [4]. We propose a simple, yet effective gait recognition method
using an inexpensive consumer-level sensor, namely the Microsoft Kinect v2.
We also present a real-time “walk” and “sit” activity detection method using
the Kinect. The proposed system tracks the distance of the individual’s head
joint from the floor plane, which can effectively be used to detect if a person is
walking or sitting on a chair. Empirical evaluation shows promising performance
compared to some recent Kinect-based methods.

2 Related Work

2.1 Gait Recognition

The release of the Kinect sensor and the software development kit (SDK) by
Microsoft has opened a new window of research directions in model-based gait
recognition. In model-based approaches, explicit models are used to represent
human body parts (legs, arms, etc.) [5, 6]. Parameters of these models are esti-
mated in each frame and the change of the parametric values over time is used to
represent gait signature. However, the computational cost involved with model
construction, model fitting, and estimating parameter values for earlier methods
made most of the model-based approaches time-consuming and computationally
expensive [6]. As a result, these approaches were infeasible for many real-world
applications. BenAbdelKader et al. [7] estimated two spatiotemporal parameters
of gait, namely stride length and cadence for biometric authentication of a person
from video. Urtasun and Fua [8] proposed a gait analysis method that relies on
fitting 3-D temporal motion models to synchronized video sequences. Recovered
motion parameters from the models are then used to characterize individual gait
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signature. Yam et al. [9] modeled human leg structure and motion in order to dis-
criminate between gait signatures obtained from walking and running. Although
the method presents an effective way to view and scale independent gait recog-
nition, it is computationally expensive and sensitive to the quality of the gait
sequence [10].

On the other hand, Kinect is a low-cost consumer-level device made up of
an array of sensors, which includes i) a color camera, ii) a depth sensor, and
iii) a multi-array microphone setup. In addition, Kinect sensor can track and
construct a 3D virtual skeleton model from human body in real-time with a rel-
atively low computation cost [11]. All these functionalities of Kinect have led to
its application in different real-world problems, such as home monitoring, health-
care, surveillance, etc. The low-computation real-time skeleton tracking feature
has encouraged some recent gait recognition methods that extract features from
the tracked skeleton model. Ball et al. [4] used Kinect for unsupervised clustering
of gait samples. Features were extracted only from the lower body part. Preis
et al. [12] presented a Kinect skeleton-based gait recognition method based on
13 biometric features: height, the length of legs, torso, both lower legs, both
thighs, both upper arms, both forearms, step-length, and speed. However, these
features are mostly static and represent individual body structure, while gait is
considered to be a behavioral biometric, defined as the pattern of the movement
of body parts during locomotion. Gabel et al. [13] used the difference in position
of these skeleton points between consecutive frames as their feature. However,
their proposed method was only evaluated for gait parameter extraction rather
than person identification.

2.2 Activity Recognition

Individual activity recognition is a challenging task that has attracted much
attention due to its potential applicability in different scenarios, such as video
surveillance, health monitoring, etc. However, only a few researchers have
addressed the problem of activity recognition in a meeting room context. Nait-
Charif and McKenna [14] developed a head tracker system, which track head
position of meeting room participants in order to detect different activities, such
as entering, exiting, going to the whiteboard, getting up and sitting down. How-
ever, this system has two potential limitations. Firstly, it is heavily dependent on
scene-specific constraints [14]. Secondly, the tracking takes place in a 2D space,
which limits its applicability greatly. Another approach proposed by Mikic et al.
[15] considered 3 basic activities: i) a person located in front of the whiteboard,
ii) a lead presenter speaking, and iii) other participants speaking. The objective
of the activity recognition was only to select the best-view camera.

3 Proposed Method

3.1 Gait Recognition Using Kinect v2

We propose a model-based gait recognition approach based on the skeleton data
provided by the Kinect. To our knowledge, the work presented in this paper
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is the first one that uses the Kinect v2 sensor for gait recognition. Released
in mid-July 2014, Kinect v2 offers a greater overall precision, responsiveness,
and intuitive capabilities than the previous version [16]. The v2 sensor has a
higher depth fidelity that enables it to see smaller objects more clearly, which
results in a more accurate 3D object perception [16]. In addition, while the
skeleton tracking range is broader, the tracked joints are more accurate and
stable than the previous version [16]. Our proposed gait recognition method
works in three steps: 1) Detection of gait cycle from video sequences, 2) Feature
vector construction, and 3) Classifier training and testing.

The first component of the proposed gait recognition method is to isolate a
complete gait cycle so that salient features can be extracted from it. Regular
human walking is considered to be a cyclic motion, which repeats in a rela-
tively stable frequency [6]. Therefore, features extracted from a single gait cycle
can represent the complete gait signature. A gait cycle is composed of a com-
plete cycle from rest (standing) position-to-right foot forward-to-rest-to-left foot
forward-to rest or vice versa (left food forward followed by a right foot forward)
[17]. In order to identify gait cycles, the horizontal distance between the left and
right ankle joints was tracked over time, as shown in Fig. 1(a). A moving average
filter was used to smooth the distance vector. During the walking motion, the
distance between the two ankle joints will be the maximum when the right and
the left legs are farthest apart and will be the minimum when the legs are in
the rest (standing) position. Therefore, by detecting three subsequent minima,
it is possible to find the three subsequent occurrences of the two legs in the rest
position, which corresponds to the beginning, middle, and ending points of a
complete gait cycle, respectively [18]. The process is illustrated in Fig. 1 (b).

(a) (b)

Fig. 1. (a) Distance between the left and right ankle joints of a person walking, (b)
Detection of a complete gait cycle

The Kinect v2 can detect and track 25 different skeletal joints of an indi-
vidual. We propose to use different angles formed by these skeletal joints as the
gait feature. We argue that, while human locomotion involves similar order of
limb movement among different individuals, the poses in which they move their



96 F. Ahmed et al.

limbs differ. Therefore, we try to capture these differences in pose by the joint
angles formed by different limbs during walking. The advantages of using joint
angle features are two-fold: firstly, the computed joint angle features are view
and scale independent. This means that, the feature values will not be affected
by the variation of the distance of the subject from the camera or the direc-
tion of subject’s walking. This makes joint angle features highly potential for
real-world applications. Secondly, according to [4], joint distance-based features
proposed in recent works [12, 13] are found to vary over time significantly. As a
result, consistent feature extraction is difficult in some cases. On the other hand,
although the distances of the joints vary over time, angles formed by the joints
remain unaffected. This property makes joint angles a very good candidate for
gait feature representation. Given the coordinates of 3 joints A, B, and C in a
3-D space, the angle Θ formed by A → B → C using the right hand rule from
B can be calculated as:

Θ = cos−1

−−→
AB.

−−→
BC

||−−→AB||||−−→BC||
(1)

Here
−−→
AB = B − A,

−−→
BC = C − B, the dot(.) represents dot product between

two vectors, and ||−−→AB|| and ||−−→BC|| represent the length of
−−→
AB and

−−→
BC, respec-

tively. Using this formula, a set of 9 joint angles was calculated. Table 1 lists the
selected joint angles in this study. These joint angle values change continuously
with the change of pose when a person walks. In order to quantify these changes
over time as features, we calculate the mean, standard deviation, mode, maxi-
mum, and mini-mum of all the selected joint angles. These measures are then
used as the final feature set for the proposed gait recognition method. We used
a support vector machine (SVM) for the classification task. There are different
types of kernel available for SVM classification. In our work, we use a radial
basis function (RBF) kernel.

Table 1. Selected joint angle features for gait recognition (angle formed by A → B → C
using the right hand rule from B)

No. A B C

1 ShoulderRight ElbowRight WristRight

2 ShoulderLeft ElbowLeft WristLeft

3 HipRight KneeRight AnkleRight

4 HipLeft KneeLeft AnkleLeft

5 ShoulderRight HipRight KneeRight

6 ShoulderLeft HipLeft KneeLeft

7 ElbowRight ShoulderRight HipRight

8 ElbowLeft ShoulderLeft HipLeft

9 Neck SpineBase SpineMid
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(a) (b)

Fig. 2. (a) Distance between the head joint and the floor in 5 video clips of the same
person, (b) distance between the head joint and the floor in 5 video clips of different
persons

3.2 Activity Recognition

We present an effective “walk” and “sit” action detection and tracking method
us-ing the Kinect sensor. The fundamental assumption made here is that, a
person enter-ing the meeting room is walking. Based on this assumption, it is
possible to track whether a person is standing/walking or sitting on a chair by
tracking the distance of the head joint from floor plane. Kinect sensor can detect
and provide the clip plane of the floor in the form of a four-component vector:
(x, y, z, w). Based on this floor clip plane and the 3-D coordinate of the head
joint (hx, hy, hz), the Euclidean distance D between the head joint and the floor
plane can be calculated as:

D =
x × hx + y × hy + z × hz + w√

x2 + y2 + z2
(2)

We observed that, when a “sit” action is initiated (a person starts to move
his body to sit on a chair), the distance between the head joint and the floor
plane starts to get shorter since the head is moving downwards with the whole
body, as shown in Fig. 2. This sharp continuous decrease in the distance of the
head joint from the floor plane can potentially be used to detect a transition
from “walk/stand” to a “sit” action. To achieve that, we continuously track the
distance between the head joint and the floor plane when a person enters the
meeting room (walking). When the distance goes below a certain threshold, a
candidate for the sit event is found. After a person completes the sit action,
the distance between the head joint and the floor plane becomes stable (almost
parallel to the x-axis) after a short bump. This behavior is consistent for all the
participants, as demonstrated in Fig. 2(b). We take advantage of this fundamen-
tal property to track the “sit” action. A flowchart for detecting a transition from
a “walk/stand” to a “sit” action is shown in Fig. 3. In our experiments, we found
that, a good estimation of the thresholds T1 and T2 is 0.3 and 0.7, respectively.
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Fig. 3. Flowchart for detecting a transition from “walk” to “sit” action

The same process can be used to detect a transition from a “sit” action to a
“walk/stand” action by simply replacing the “>” signs with “<” and vice versa.

4 Experiments and Results

In order to evaluate the effectiveness of the proposed gait and action recognition
method, we created a 9 person Kinect video database. The videos were recorded
in a meeting room environment. For each person, we recorded a series of 5 videos.
The position of the Kinect was fixed throughout the recording session. Each of
the video scenes contains a person entering the meeting room, walking toward
a chair, and then sitting on the chair. As a result, this database can be used to
evaluate both the gait recognition and the activity tracking methods.

We conducted a 5-fold cross-validation in order to evaluate the effectiveness of
the proposed method. In a 5-fold cross-validation, the whole dataset is randomly
divided into 5 subsets, where each subset contains an equal number of samples
from each category. The classifier is trained on 4 subsets, while the remaining one
is used for testing. The average classification rate is calculated after repeating
the above process for 5 times. Since our database contains 5 videos per person,
in each fold, we trained the SVM with 4 instances of videos per person and
tested with the remaining one. We compare the proposed joint angle based gait
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recognition method with two other recent Kinect-based gait recognition
approaches. Details about these two methods can be found in [4] and [12]. Table
2 shows the 5-fold cross-validation result of the proposed method against the
other two. The confusion matrix for the proposed method is shown in Table 3.
From the experimental results, it can be said that, gait feature representation
based on joint angular information is more robust and achieves higher recogni-
tion rate than some of the existing gait recognition approaches. The superiority
of the proposed method is due to the utilization of view and distance invariant
joint angle features, which are more robust than the joint-distance based feature
representations.

Table 2. Gait recognition rate for 5-fold cross validation

Method Recognition Rate (%)

Proposed joint angle based method 88.89

Ball et al. [4] 57.78

Preis et al. [12] 86.67

Table 3. Confusion matrix for the 5-fold cross validation using the proposed method
(Rows represent true class and columns represent classification. The participants were
labeled as P1, P2, P3, ..., P9).

P1 P2 P3 P4 P5 P6 P7 P8 P9

P1 5 0 0 0 0 0 0 0 0

P2 0 4 1 0 0 0 0 0 0

P3 0 0 4 0 1 0 0 0 0

P4 0 0 0 5 0 0 0 0 0

P5 0 0 0 0 4 0 0 1 0

P6 0 0 0 0 0 4 0 1 0

P7 0 0 0 0 0 0 5 0 0

P8 0 0 0 0 1 0 0 4 0

P9 0 0 0 0 0 0 0 0 5

Based on the proposed activity detection approach, we have built a “sit”
and “walk” activity tracker. The system tracks any user who enters the meeting
room and shows the current status of the user (“walk/stand” or “sit”) at the
top of his head. In our experiments, we found that, the detection of walk and
sit actions are quite accurate and consistent over the entire video sequence. We
considered two different scenarios for evaluating the tracker. In the first scene,
a single subject enters the room and sits on a chair. In the second scene, two
subjects enter the room, sit on chairs for some time and then leave the room.
Figure 4 shows the tracking results for a sample video.
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(a)

(b) (c)

Fig. 4. Activity tracking in a 1 person scene, (a) Kinect detects the presence of a
person and starts to track the person (the tracked activity is shown in the right side
window), (b) the person is pulling the chair to sit on it, (c) the person is sitting on
the chair (notice that, based on the walk action, Kinect also recognized the person by
analyzing the gait)

5 Conclusion

In this paper, we present our current research efforts toward building a biometric-
based authentication and activity detection system for collaborative environ-
ment. We propose a robust Kinect-based gait recognition method that utilizes
joint angular information in order to construct a view and scale independent
feature vector. In addition, we also develop a “walk” and “sit” activity tracker
for meeting room participants. Experimental analysis show promising results
for both the proposed gait recognition and the activity detection methods. In
future, we plan to incorporate recognition of emotions and gestures while sited,
speech analysis, and group-activity detection, such as group discussion, group
note-taking, monologue, etc. in order to make the system more effective for
group authentication, collaborative activity detection, and individual contribu-
tion analysis.
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Abstract. In this paper, we proposed a Temporal-Author-Recipient-Topic 
(TART) model which can simultaneously combine authors’ and recipients’ inter-
ests and temporal dynamics of social network. TART model can discover topics 
related authors and recipients for different time periods and show how authors 
and recipients interests are changed over time. All parts of model are integrated 
on social network analysis system based on topic modeling. The model is expe-
rimented on the collection of Vietnamese texts from a student forum containing: 
13,208 messages of 2,494 users. The system finds out many useful authors’ and 
recipients’ interests in particular topics over time and opened new research and 
application directions. 

Keywords: Topic modeling · TART model · Authors and recipients interests · 
Temporal dynamics   

1 Introduction 

Social network analysis (SNA) is the study of mathematical models for analyzing the 
interactions among actors. Normally, analyzing methods often focus on studying the 
structure of social network and rarely mentioning about the content of messages 
among actors. However, due to the practical needs, content-based research works are 
increasing rapidly [3][4][14][15]. With the purpose of analyzing a social network 
based on contents, we would like to discover topics to be discussed among authors 
and recipients and then find out the communities interested in some specific topics. 
We choose a suitable analytical method and build a high education support system 
through social network [16][17][19]. In this method, the input is forum data of a so-
cial network and the output is a list of  labeled topics and users with similar interests. 

There are several research papers to study social network analysis. In this work, we 
focus on LDA model [1], ART model[4], Gibbs Sampling [2] and automatically labe-
ling topics [6][8]. From these research papers, we have successfully built a system 
with three main parts: term extraction, detection and automatic labeling topics. We 
combined temporal factor with authors’ and recipients’ interests from the idea of ART 
model [4][18] and propose a new model that is called Temporal-Author-Recipient 
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Topic (TART). TART focuses on interests and relationships with respect to time and 
can provide promising answers to the questions about authors’ and recipients’ inter-
ests during each time period. 

The novelty of work described in this paper lies on the formalization of the analyzing 
users’ interests with the temporal factor based on topic model, we experimented with 
the model on the collection of Vietnamese texts from a student forum of our university. 
With these results, our purpose is to apply this research into education fields on social 
networks. We hope that this research is able to support other fields such as Marketing, 
Society, etc…To solve this problem, we have studied many models and social network 
analysis methods in [3][4][18][19]. After that we develop a TART model based on 
LDA, ART models. The rest of this paper is organized as follows: section 2 introduces 
related works; section 3 introduces the model is proposed; section 4 presents experi-
ment, results and discussion; section 5 includes conclusions and future works. 

2 Related Works 

In this section, we introduce two generative models for documents based-on topic 
modeling: (1) documents model as a mixture of topics, and (2) model authors- reci-
pients-documents. All t models use the same notations such as a document d is a vector 
of Nd words, wd, where each wid is chosen from a vocabulary of size V , and a vector of 
Ad authors ad, chosen from a set of authors of size A. A collection of D documents is 
defined by D = {(w1, a1),...,(wD, aD)}. Besides, there are a lot of notations using for 
each specific model and these notations are introduced in next sections. 

2.1 Latent Dirichlet Allocation 

Latent Dirichlet Allocation (LDA) model is a generative probabilistic model for col-
lections of discrete text data [1][2][7][11]. In general, LDA is a three-level hierarchic-
al Bayesian model [2][3][4][11], in which each document is described as a random 
mixture over a latent set of topics. Each topic is modeled as a discrete distribution of a 
set of words. LDA is suitable for the set of corpus and the set of grouped discrete 
data. LDA can be used to model the document so as to discover the underlying topics 
of that document. The generative process of a set of corpus consists of three steps 
[1][2][7][11] (see Fig 1). 1) Each document has a probabilistic distribution of its top-
ics; this distribution is estimated as the Dirichlet distribution, 2) For each word in a 
document, a specific topic is chosen based on the distribution of the topics of that 
document, 3) Each keyword will be chosen from the multinomial distribution of the 
keywords according to the chosen topic. 

The purpose of LDA [1][11] is to detect each word belonging to a specific topic, 
from that we can guess the label of that topic. The importance of topic model is the 
posterior distribution. This can be seen as the generative process and the posterior 
inference for the latent set of variables which are the keywords of topic. In LDA, this 
process is calculated by the equation: 

 
(1) ),|(

),|,,,(
),,|,,(
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βαφθαφθ
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In the equation (1), we have the variables , , . For each  which is a vector of top-
ics of document j,  is the topic of word , is the matrix    with ,, . However, in equation (1), we can’t calculate precisely the normal factor

. Therefore, in [2] proposed Gibbs Sampling in the generative model of 

LDA. Details of Gibbs Sampling can be found in [1][2]. 

2.2 Author-Recipient-Topic Model 

ART model [4] is a development for LDA that simultaneously models message content, 
as well as the directed social network in which the messages are sent. In its generative 
process for each message, an author ad and a set of recipients rd will be observed. To 
generate each word, a recipient x is chosen from the set rd; and then, a topic z is chosen 
from a multinomial topic distribution ,  (see Fig 2). This distribution is specific with 
the author-recipient pair (ad, x). Finally, the word w is generated by choosing samples 
from a defined-topic multinomial distribution .  

The process of choosing samples is based on the Gibbs sampling algorithm [2][18]. 
The final result is the discovery of topics in a social network where the messages are 
created. In ART, given hyperparameters α and β, the author  and the set of reci-
pients ,the joint distribution of an author mixture , a topic mixture , a set of reci-
pients  (belonging to ), a set of topics  (belonging to ),  and a set of words 

(belonging to ) is given by: , , , , | , , ,| | | , |  2  

By using the rule of total probability, we can integrate out  and , summing over  
and , we get the marginal distribution of a document as follows: | , , ,  | |  

| , |  

 3  

2.3 Gibbs Sampling for Generative Models 

The point of Gibbs sampling [2] is that given a multivariate distribution it is simpler 
to sample from a conditional distribution than to marginalize by integrating out a joint 
distribution. By applying Gibbs sampling (see Gilks, Richardson, & Spiegelhalter, 
1996), the model that we proposed based-on distribution on z and then use the results 
to infer ϴ and Φ [2][3][4][5] and t (temporal distributions Ψ) as well as the latent 
variables corresponding to the assignments of individual words to topics z and time 
which authors and recipients discuss about that topics. The details will be introduced 
in the following. 

),|( βαwp
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3 Temporal-Author-Recipient-Topic model 

3.1 Introduction 

We proposed a Temporal-Author-Recipient-Topic model in the field of social net-
work analysis and information extraction based on topic modeling. Our key ideas 
focus on extracting words, discovering and labeling topics, and analyzing topics with 
authors, recipients and temporal factor. We develop TART model based-on LDA and 
ART models, we construct a distributions Ψ based on topics z, temporal t generated 
from a Dirichlet(μ) distribution. TART can discover and analyze how relationships 
between authors and recipients. Besides, the authors’ and recipients’ interests on so-
cial network via discussing were analyzed to show that authors and recipients having 
the interests of degree for each time period ti. The ideas of TART (see Fig 3) are: (1) 
at various times ti, the authors and recipients can discuss the different topics or the 
same topic which can at time t1, the user u1 is the most discussed but at time t2, user u2 
is the most discussed; (2) determining probability based-on the interests and discus-
sion of users on time period and each topic; (3) discovering the experts in each topic 
over time and spreading influence of users on social networks; (4) discovering the 
network structures based on topics, authors and recipients over time. 
 

 
 

Fig. 1. LDA model [1] Fig. 2. Author-Recipient-
Topic model [4] 

Fig. 3. The Temporal-Author-
Recipient-Topic model 

3.2 Parameter Estimation of  TART Model 

According to TART model, with the first T is temporal (time period) and Ψ based on 
topics z, temporal t generated from a Dirichlet(μ) distribution, the total probability of 
the model is: 

  | , μ  | μ   | ,  | μ | | μ  | 
 | μ      

     4  

Using Gibbs sampling [2] for generative model is proposed for TART model but in a 
more complex form as follows: 
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where 
diz ,

dia dir dit  
are represented in order topic, author, recipient, temporal.   

didiwzn  is number of times that the topic zi using the word wi , 
didi zam is number of 

times that the author ai giving the topic zi. During parameter estimation for TART 
model, the system will keep track 4 matrices to analyze users’ interests, including: T 
(topic) x W (word), A (author) x T (topic), R (recipient) x T (topic) and T (topic) x T 
(temporal). Based-on these matrices, topic and  temporal distribution Φzw, topic and 
temporal distribution Ψzt, author and topic distribution ϴaz, recipient and topic distri-
bution ϴrz. The matrices are given by: 
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The Algorithm below is used for analyzing users’ interests with the temporal factor 
based on topic modeling of TART model: 
 

 

Algorithm. The generative process of TART is as follows 
1. Input: topics, profile of users, corpus of messages 
2. Output: Users’interests on each topic over time 
3. Initialization 
4. Repeat: 
5. For each author a =1, ... , A of document d 
6.  draw ϴa from Dirichlet (α); 
7. For each topic z =1, ... , T; 
8.  draw ϴa from Dirichlet (α); 
9.  draw ϴr from Dirichlet (α); 
10.  draw Φz from Dirichlet (β); 
11.  draw Ψt from Dirichlet ( ); 
12. For each word w =1, ... , Nd of document d 
13.  draw an author a uniformly from all authors ad; 
14.  draw a topic z from multinomial (ϴa) conditioned  on a; 
15. draw a recipient r from multinomial (ϴr) conditioned on x; 
16.  draw a word w from multinomial (Φz) conditioned  on z; 
17. Choose a temporal factor t associated with topic  z from 

multinomial (Ψt) conditioned on t; 
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4 Experimental Results 

4.1 Data 

The exchanged information on forums or social networking is a very important source 
of data for us to analyze and extract information. The data for testing of model can be 
gathered from various sources to analyze such as policy, social, health counseling, 
economics, education ... in addition, developing social networking sites today like 
Facebook, Twitter, Zing me ... with the available APIs provided so that we easily 
collect data sources. Within the scope of this research, we focus on analyzing and 
testing the model on data of student forum of our university forum (named FTSN) 
which is considered as a social network, where users can register as a member. Users 
can discuss and exchange messages about learning, life, culture, society, union, asso-
ciations, training ... in university. The size of this data is 350 MB from 2008 to 2009, 
the number of users are 2,494 (users) with discussions, the number of messages ex-
changed between users are 13,208 (posts). The number of posts this selective form of 
semi-automatic and has removed many posts outside Vietnamese or special charac-
ters, the messages do not make sense. 

4.2 Implementation 

We suggested a general model for discovering topics and analyzing authors’ and reci-
pients’ interests with the temporal factor based on topic model (see Fig 4). There are 4 
steps, including: 

Step 1. The system collects and integrates data from the student forum which is 
transformed into social networks form. We need to pre-process data because the 
exchange information forums and social network always has garbage data such as 
special symbols, shortcut words, the local language, mistaken vocabulary, incorrect 
grammar, stop words, etc. Therefore, the data filter is very important. The system 
will filter out grimy information or garbage data out of the text. Then we will sepa-
rate the words by some methods such as vnTokenizer [13] - the method used to 
determine which is the single word and which is the compound word in Vietnam-
ese. Lastly, we will use vnTagger tool [13] to determine the POS tagging, which is 
noun, adjective or verb. When the system determines the POS tagging, it will help 
us summarize the content and get only the word that is meaningful to use for the 
following step.  

Step 2. After the system has cleaned the data, this step will separate the topics into 
groups when we have exchange information from users on the social network. The 
similar contents will be coupled to a group that has the same topic. In this step, we use 
the LDA model [1][[9][10][19] to detect the latent topics based on the number of 
exchanged information on the social network. However, these topics don’t have label 
yet. It has only general name such as topic 1, topic 2, topic 3 and so on. 
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Step 1. Extracting data, 
Tokenizing and 
Tagging words

Including: profiles and discussion messages 
of users on social networks

Step 2. Discorvering 
topics in messages 

(documents) of corpus

Step 3. Classifying 
and Labeling the 

Topics

Corpus of 
messages

Training data 
(ontology)

Name of Topic 1 with words

Name of Topic 2 with words

Name of Topic 3 with words

………

Name of Topic n with words

Topic 1 with words

Topic 2 with words

Topic 3 with words

……..

Topic n with words

Step 4. Analyzing 
authors’ and recipients’ 

interests  with the 
temporal factor  

Fig. 4. General model for discovering topics and analyzing authors’ and recipients’ interests 
with the temporal factor based on topic model 

Step 3. The above result is a collection of topics without labeling.  In this step, we 
will know the label for each topic. We have built an ontology manually about the 
topics and the perfect training data for each topic on the ontology. Secondly, we use 
SVM algorithm [8], the above training data and the test data to separate the latent 
topics and set title for them (see Table 1). 

Step 4. When B3 is finished, we have lists of topics. This step allows us to detect the 
interesting topic by real time. At this step, TART model is proposed to discover topi-
cally related authors and recipients for different time periods and show how authors 
and recipients interests are changed over time of the topics. 

After finishing Step 4 of general model, the results are lists of topics with the rela-
tionships between the topics, authors and recipients with discussing probability inter-
ests and temporal factor (see Table 1, 2 and 3). 

4.3 Results and Discussion 

We apply TART model for FTSN data. In the test processing, we have the results as 
shown in Table 1. In Table 1, with 2000 posts firstly, 3 topics are discovered and 
labeled which are “social activity” - topic 4, “management learning” - topic 12, “re-
cruitment jobs” - topic 17.  Besides, there are some topics but they didn’t depend on 
the topics that we surveyed. However, we could build any training data when we 
needed. Therefore, if we wanted to create a new survey for a new topic, we only 
created the training data for that topic and started to survey. Obviously, in labeling 
stage, the results of model depend on the training data, so the training data could be 
seen as the gold data. We must really notice when creating training data. If we have 
clear and perfect training data, the result will be very good. 

Table 1 shows 3 topics which was discovered from data exchange of student forums 
our university. In which, the each labeled topic is described with 10 highest probability 
words. 



112 T. Ho and P. Do 

 

Table 1. List of labeled topics and words distribution with probability 

Topic 4 Topic 12 Topic 17 
"social activity" "management training" "recruitment jobs" 

union 0.03189 Office 0.03925 company 0.03245 
associate 0.01957 management 0.02322 job 0.01767 
Uncle Ho 0.01769 credits 0.01933 fresher 0.01485 
activity 0.01689 school fee 0.01402 staff 0.01093 

union member 0.01433 teaching 0.01021 visit  0.00952 
content 0.01277 test 0.00967 Salary 0.00711 
mission 0.00677 leaning 0.00833 people 0.00429 

school year 0.00597 schedule 0.00790 environment 0.00641 
regulation 0.00535 classroom 0.00718 activity 0.00500 
movement 0.00499 projector 0.00554 learning 0.00359 

 
In table 2 and table 3 show details of 2 topics. In which, the first column describes 

list of authors in numbers and authors’ probability interests on topics; the second col-
umn shows list of recipients and recipients‘ probability interests on topic; the last 
column shows each time period on topics that users discuss. 

Table 2 shows "social activity" topic which was discovered from data exchange 
student forums and the authors’ and recipients’ probability interests of discussing with 
each time period on that topic. This topic, the author with code 24 has highest proba-
bility interests in Dec-2008 and the author with code 71 has lowest probability inter-
ests in Aug-2008.  

Table 2. Results of analyzing “social activity” topic 

Topic 4 “social activity” 

List of authors List of recipients 
Temporal factor 

Authors Probability Recipients Probability 
24 0.77380 49 0.72362 Dec-08 
14 0.71324 191 0.70275 Jan-09 
49 0.71000 69 0.67893 Jan-09 

1515 0.65859 70 0.62439 Apr-09 
69 0.59090 82 0.58021 Feb-09 

236 0.53703 14 0.56231 Jan-09 
2665 0.52321 16 0.54689 Apr-09 

14 0.51121 71 0.50216 Dec-08 
24 0.50000 15 0.48982 Dec-08 
71 0.47652 989 0.46327 Aug-08 

 
Table 3 shows "management learning" topic which was discovered from data exchange 

on the student forum and the authors’ and recipients’ probability interests of discussing 
with each time period on that topic.  

Observing in table 2 and table 3, we recognize that each topic have a lot of users (au-
thors and recipients) discussing together. Therefore, it is necessary to represent 10 authors 
and 10 recipients related with these topics for each time period (month) and probability 
interests of each user. Such as, user 49 is one of users discussed all three of topics and 
probability interests of user 49 are various for time periods. In “social activity” topic,  
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Table 3. Results of analyzing “management learning” topic 

Topic 12 “management learning” 
List of authors List of recipients Temporal fac-

tor Authors Probability Recipients Probability 
161 0.95443 49 0.87716 Dec-08 
168 0.94324 87 0.88351 Jan-09 
87 0.92909 1 0.85461 Jan-09 
1 0.88618 42 0.80201 Apr-09 

14 0.85300 789 0.85332 Feb-09 
3 0.85294 213 0.82645 Jan-09 
4 0.82263 12 0.78342 Apr-09 

49 0.74398 168 0.73860 Dec-08 
78 0.60227 132 0.70231 Dec-08 
12 0.58333 49 0.69030 Aug-08 

 
user 49 is a author for sending that topic with probability interests at 0.71 in Jan-09 and is 
a recipient for receiving the topic with probability interests at 0.72362 in Dec-08.  

In addition, observing in table 2 and table 3 above, we realize that each user has dif-
ferent probability interests for time periods on each topic. For example, user 14 has 
probability interests at 0.71324 in Jan-09 but user 14 has probability interests at 0.51121 
in Dec-08. These things show that each user can depend on some factors, such as: envi-
ronments, friends, time or communities that users have relative together. Moreover, 
topics are discussed in time periods are important basics so that we can analyze the 
trend and the change of users’ interests for applications are mentioned in section I. 

 

 

Fig. 5. Users’ interests on "social activity" 
topic 

Fig. 6. Users’ interests on "management 
learning" topic 

Fig 5 and Fig 6 show “social activity” and "management learning" topics. Fig 5, in 
Aug-08, the probability interests of users’ interests on “social activity” topic is 
0.58333 and in Jan-09, the probability interest is 0.88618, so on.  

However, Fig 6, in Aug-08, on "management learning" topic, the probability inter-
ests of users’ interests is 0.0 and in Jan-09, the probability is 0.0. The things show that 
each time period, users’ interests on each topic are often different. 
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5 Conclusions and Future Works 

In this work, we proposed a Temporal-Author-Recipient-Topic (TART) model based 
on topic modeling and the ideas of ART model, LDA model for social network analy-
sis. Our proposed model combined temporal factor with authors’ and recipients’ inter-
ests based on topic model. Labeling and classifying topics, we used ontology and 
SVM method to give the results more exactly. Finally, TART model is applied to 
analyze users’ interests over time. 

Moreover, the model can be applied to discover topics conditioned on message 
sending and receiving, clustering and labeling topic. Our model can discover relation-
ships of users (authors and recipients), and analyzing huge message data on social 
network. All parts of model are integrated on a social network analysis system based 
on topic model. The experiment of the model on the collection of Vietnamese texts 
has proved the efficiency of our model. 

The proposed model will create a useful component in systems, such as recom-
mendation, expert-finding systems. Our model can analyze to understand the interac-
tions between users in an organization in order to make recommendations about  
improving organizational efficiency, especially in university systems [16][17]. In the 
future, we will analyze relationships of the trend and the change of users’ interests 
based on discussion messages and structure in community network. 
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Abstract. Autonomous machines are interesting for both researchers and regular 
people. Everyone wants to have a self control machine that do the work by itself 
and deal with all types of problems. Thus, supervised learning and classification 
became important for high-dimensional and complex problems. However, classi-
fication algorithms only deals with discrete classes while practical and real-life 
applications contain continuous labels. Although several statistical techniques in 
machine learning were applied to solve this problem but they act as a black box 
and their actions are difficult to justify. Covering algorithms (CA), however, is 
one type of inductive learning that can be used to build a simple and powerful 
repository. Nevertheless, current CA approaches that deal with continuous 
classes are bias, non-updatable, overspecialized and sensitive to noise, or time 
consuming. Consequently, this paper proposes a novel non-discretization algo-
rithm that deal with numeric classes while predicting discrete actions. It is a new 
version of RULES family called RULES-3C that learns interactively and transfer 
experience through exploiting the properties of reinforcement learning. This pa-
per will investigate and assess the performance of RULES-3C with different 
practical cases and algorithms. Friedman test is also applied to rank RULES-3C 
performance and measure its significance. 

Keywords: Continuous classes · Classification · Covering algorithm · RULES 
family · Reinforcement learning 

1 Introduction 

Due to the recent flood of new technologies, researchers and developers are striving for 
adaptability and sustainability of information systems over different needs and  
requirements. Supervised learning and classification became important for high-
dimensional and complex problems [1]. Although classification only predicts discrete 
classes, in practical and real-life applications class labels contain continuous labels, 
and predictions need to be based on these numeric values. For example, in CPU per-
formance, it is possible that the desired actions is to know if the performance is good, 
intermediate, or bad; while the given sample measure the performance in numbers. 
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Different statistical methods and techniques have been developed in ML. However, 
these methods act as a black box and their model is difficult to understand or predict. 
An intelligent agent needs to learn through its discovered knowledge to reuse and ap-
ply it to new situations. Such discovery can be done when the agent makes a suitable 
generalization, which Asgharbeygi et.al [2] identified as inductive learning. Inductive 
learning (IL) is one field of ML and has several characteristics that draw the attention 
[3, 4]. Its model simplicity and transparency makes it more appealing, especially in 
domains that needs to understand the systems. IL learns a set of rules from given in-
stances and create a classifier that can generalize the result over new instances. One 
type of IL, called covering algorithm (CA), became attractive due to its appealing 
properties; summarized in [5]. Therefore, CA is a promising area of research, especial-
ly when the users need to understand how the systems work. Nevertheless, CA me-
thods are designed to predict nominal actions from discrete classes. It is difficult to  
handle continuous labels because they have an infinite space.  

The problem of continuous classes can be defined as the ability to induce new 
knowledge about numeric conclusions. Depending on the desired action, researchers 
dealt with the problem differently. Depending on the desired action, researchers dealt 
with the problem differently. First, when the desired action is nominal and classifica-
tion is desired, pre-discretization is usually applied. However, even though pre-
discretization reduces the time of rule induction, but it can seriously affect the rules' 
quality resulting from the CA [6]. There is a great tradeoff between the number of 
intervals and the consistency of the rule. It can also cause major problems, on the long 
run, because it has fixed intervals. It is difficult to update the interval and it reduces the 
future accuracy of the algorithm. Second, when the desired action to predict is numer-
ic, the problem was recognized as a regression problem. In this type of prediction, IL 
has mainly two approaches: regression and regression via classification (RvC). Based 
on the study conducted by Elgibreen and Aksoy [7], both approaches are still lacking 
and create more complexity and inflexibility. Inducing rules from regression trees can 
become NP-complete problem, its resulting model is difficult to understand, and its 
models are unable to provide good point estimates with noisy data. Regression trees 
are sensitive to data changes and require a high amount of data.  RvC, on the other 
hand, can take the advantages of both classification and regression models to predict 
continuous classes. Its methods, however, are similar to the pre-discretization approach 
used when the predicted action is nominal. It fixes the intervals and cause high compu-
tation and time complexity when applied online. When fuzzy set or genetic program-
ming approaches are used, RvC performance is highly dependent on a function that is 
defined by the user, and becomes complex and difficult to understand. Clearly then, 
classification based on continuous classes in CA remains a fertile ground for new  
research. Due to the need for nominal prediction while it is possible to get numeric 
labels, a new approach must be proposed to offer better performance while addressing 
the current shortcomings.  

Therefore, this paper proposes a new algorithm called RULES with Continuous 
Classes for Classification (RULES-3C). It is inspired by how human learn their beha-
viors through interacting with their environment. This property was introduced through 
adopting reinforcement learning (RL) [8]. The use of RL offers several appealing 
properties, in addition to solving the problems of continuous classes, but it has never 
been done in CA. The proposed algorithm generalizes classification over datasets with 
numeric labels, where discrete actions are directly predicted based on continuous  
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classes without discretization. RULES-3C contributes to CA through exploiting the 
properties of RL to introduce aspects of the human mind aspects and improves the 
current literature of CA by solving its current shortcomings. Finally, its model is help-
ful for both decision makers and expert systems due to the simple ‘if-then’ representa-
tion of its model. At the end of this paper, to show how RULES-3C can improve the 
performance of classification, it is compared with seven classification algorithms over 
30 well-known datasets and the result is validated with 10-fold cross-validation. The 
performance is analyzed based on Demsar suggestion [9], where Friedman test with 
Nemenyi post hoc is applied to examine the significant between the algorithms.  

The paper is organized as follows. First, RL is explained and RULES-3C is pre-
sented with its technical details. The experiment results are discussed afterwards and 
the paper is concluded at the end.  

2 Reinforcement Learning 

In order to understand the proposed algorithm Reinforcement Learning (RL) needs to 
be explained first. This field of advance ML was inspired of how living being learns 
their actions through interacting with their environment. RL is “the problem faced by 
an agent that must learn behavior through trial-and-error interactions with a dynamic 
environment” [8]. It is a learning process that discovers the appropriate action at a time 
through examining its current state in order to obtain a new state in which the rewards 
are maximized. The main goal of RL is to reach a decision in a series of tasks through-
out trial-and-error interactions with the environment [10]. Consequently, unlike most 
ML methods, learners in RL are not told what to do but they discover the best reward-
ing action by trying them. The basic components of RL model are the agent and envi-
ronment, which are connected together through actions and perceptions [8]. At a time 
(t), the environment presents a state (st) and the agent performs an action (at) based on 
this state [11].  Rewards, on the other hand, are what the agent would get after applying 
an action; to know if the action is rewarding (towards the goal) or a penalty (bad 
movement). In order to apply RL, a control method must be chosen to decide what 
action should be selected in a certain state. One of the simplest and best-known control 
methods for RL is Q-Learning [12], which repeatedly applies actions given the current 
state. Q-learning collects action values to find the optimal policy without the need for 
an environment model [13]. In particular, the action value Q(s, a) can be calculated 
using (1), where s is the current state, s’ is the new state, a is the action applied to 
move from s to s’, r is the reward for applying a over s, and (0 ≤ α ≤ 1) and (0 ≤ γ ≤ 1) 
are two constants that are used to normalize the reward values. Q s, a α r γ max A Q s , a Q s, a                   (1) 

In Q-Learning, when the agent visits a state, it selects an action based on a policy, 
such as greedy policy. The reward of the selected action is then collected and the 
action value is calculated to select the optimal action. These steps are repeated until 
the stop condition is reached. RL has been used as rule classifier for the classification 
task [14-18], and it was used to cluster data [19-21], in addition to its use in intelligent 
systems and robotics. Thus, the properties of RL can be taken advantage of in differ-
ent learning paradigms. However, in our knowledge no one yet used it in CA to  
predict discrete actions based on continuous classes. 
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3 RULES-3C Algorithm 

Due to the significance of continuous classes in classification, and the problems of 
current approaches in CA, a new version of RULES family is proposed in this section. 
Known as RULES with Continuous Classes for Classification (RULES-3C), this algo-
rithm is developed to perform classification even if the data contain continuous 
classes. The main idea of RULES-3C is to produce classification model using conti-
nuous classes without discretization. The intervals are not fixed and approximation 
function is not needed. It discovers the best threshold for a label depending on its 
relationship with other examples and classes. It handles all type of attribute and does 
not require them to be numeric, as in most regression and RvC methods. It reduces 
rule overlapping during the learning process by using two thresholds label. In 
RULES-3C, the properties of RL have been exploited. It is designed to be easily up-
dated to be directly integrated with any incremental rule induction. Like RULES-TL 
[22], RULES-3C transfers previous knowledge to the agent in the form of rules. RL 
knowledge transfer is used to reduce the gap between the slow pace of ML and the 
speed of human learning [23, 24]. Therefore, transferring knowledge reduces the time, 
improve performance, and increase agent intelligence. As illustrated in Fig. 1 (step 1), 
RULES-3C starts by reading the training set and storing its parameters and examples. 
In step 2, past knowledge is transferred (if found) and mapped to the target task repre-
sentation, similarly to RULES-TL. If there are mapped rules, they are used to mark 
covered examples and then added to the rule set repository. Step 3 initializes the RL 
state space by storing all possible class values that are available in the training set as states. 
In the initialization step, all the parameters are initialized to zero, including its reward and 
Q-values, and two signs are assigned for every state cell (including <= and >). 

 

RULES-3C (Training set (Tset), minimum negative (mN), minimum posi-

tive (mP), beam width (w)) 
1. Read training set 
2. If past knowledge exist: 

a. TL = Read previously discovered rules, if exist 
b. ∀ r ∈ TL if at least one example E is covered 
i. Mark E as covered   
ii. RuleSet = RuleSet+ r 

3. RL = Initialize RL.stateSpace  
4. For each E ∈ Tset & E not covered yet 

a. Th = RL.Execute(E, Tset); 
b. If (Th.contains(“=”)) //if the state have <= sign  
i. If (Th>E.class) Then Threshold = “[E.class, Th]” 
ii. Else Threshold = “[Th, E.class]” 
c. Else  //if the state have > sign 
i. If (Th>E.class) Then Threshold = “[E.class, Th)” 
ii. Else Threshold = “(Th, E.class]” 
d. InduceR = Induce_One_Rule (Threshold, E, Nset, mP, mN, w)  
e. Mark all examples covered by InduceR 
f. RuleSet = RuleSet+ InduceR 

5. Merge similar rules  
6. Order RuleSet by the rules score 
7. Return RuleSet 

Fig. 1. RULES-3C main procedure 
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In addition to the signs, the number of examples that belong to that range is also 
stored in the state metadata. However, the matching examples themselves are not 
stored in the future. This is because it might cause “out of memory” problem. Hence, 
only the needed information is stored when needed. After initializing and constructing 
the state space in Fig. 1, the algorithm starts the rule discovery. In step 4, the algo-
rithm takes every uncovered example as seed and discovers the best possible value for 
its class using RL agent (step 4.a). Then, the alternative threshold is created using the 
resulting label and the seed label (step 4.b). This way, the rule overlapping is reduced 
and unknown areas are not included in the coverage. To obtain the alternative labels 
using RL agent called in Fig. 1(step 4.a), RL method is executed as in Fig. 2.(a). This 
method is based on Q-learning and starts from the state that covers the seed example 
(step 1). The agent tries to choose the next state based on their Q values before choos-
ing the subsequent action based on the reward value. The agent chooses to go up or 
down depending on the actions' reward values. Then, in step 4, a loop starts to search 
for better actions and stops if the reward is no longer improving or it reaches its stop 
condition. The stop condition is chosen based on various trials, where it was found 
that 25% of the state space is enough to know whether the reward is improving or not.  

 

RL.Execute(Seed(E), Train set(Tset)) 
1. bestSt=st(state of seed example 

E)  
2. I = 0; 
3. Stop = State space size/4 
4. While(reward improving & I<stop) 
a. at = select a∈A(st) based on Q 

value 
b. apply at over st and observe st+1 

and rt+1      
c. update Q value using Equation 

(1) 
d. if( ,    
e. st =st+1 
f. I++; 

5. Return cell value of bestSt  

If ∃ ( r1 and r2 ∈RuleSet) identical or included 
a. If (r1.class = r2.class) Then 

i. r3 = r1 ∩ r2 
ii. Remove r1 and r2 and add r3 to RuleSet 

b. Else If (r1.class ∈ r2.class) Then 
i. r3.attributes = simpler rule attributes  

ii. r3.class = r2.class 
iii. Remove r1 and r2 and add r3 to RuleSet 
c. Else If (r2.class ∈ r1.class) Then 

i. r3.attributes = simpler rule attributes  
ii. r3.class = r1.class 

iii. Remove r1 and r2 and add r3 to RuleSet 
d. Else If (r1.class ∩ r2.class) Then 

i. r3.attributes = simpler rule attributes  
ii. r3.class = r1.class ∪ r3.class 

iii. Remove r1 and r2 and add r3 to RuleSet 
e. Else if ( r1 = r2 ) Then  

i. Remove weakest rule of r1 and r2 

(a) RL execution method (b) Merge procedure 

Fig. 2. RULES-2C supplementary procedures 

In this loop, the RL procedure selects several actions based on a greedy policy, 
where the best actions are chosen (step 4.a). In step 4.b and c, the new state and its 
reward are observed and the Q-value of the previous action is computed, using (1). 
Based on the computed Q-value, the algorithm observes its history and store the state 
that has the highest Q-value (step 4.d). After optimizing the search over the state 
space, the algorithm returns the best state value observed as the alternative label. This 
label is used to create the threshold that can be used to induce a new rule. The actual 
reward of each action is computed using the distance between the seed and examples 
that belong to current state; in addition to the average number of negative examples  
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(comparing to the seed) in the state; as shown in Equation (2), where the average 
distance is computed using (3), average negative computed using (4), and SE is the 
seed example. Note that less distance and number of negatives increases the reward. 
However, if the state includes only positive or only matching examples then the  
reward will be zero to reduce overspecialization. Cells that do not match the seed 
example have a penalty (-1) not a reward to prevent choosing unrelated cells.                                    0  0

                  0                                        0  01                                                   (2) 

∑ ,                              (3) 

                        (4) 

 
Going back to Fig. 1, after discovering the alternative threshold, it is used to induce 

the best rule by executing Induce_One_Rule procedure. This procedure is similar to 
the one executed in the proceeding versions (RULES-TL and RULES-6) thus is will 
not be explained in details. What is important is to know that the discovered threshold 
is used as class label instead of the original numeric label. This threshold is not fixed 
and changes from seed to another; thus, it is not discretized. Moreover, as in its pro-
ceeding versions, m-estimate [25] is applied as the quality metric; while continuous 
attributes are managed by PKID discretization technique [26]. After inducting the best 
rule, this rule is used to mark all covered examples (step 4.e). When all examples are 
marked, redundant rules are merged in step 5 and the merge procedure summarized in 
Fig. 2.(b) is applied. In this procedure, rules are merged to reduce the rule space and 
produce simpler model that can generalize to noise in the future. Merge is applied 
instead of removal because the class label produced contains two threshold values, so 
if only identical rules are removed then the result will not be optimized. Basically, the 
merge procedure can be considered as post pruning technique applied after rule set 
discovery to simplify the model and avoid overspecialization.  

From Fig. 2.(b), for every identical or sub rules, if the class threshold is identical 
then the shared conditions along with the class label is stored while the parents’ rules 
are removed (step 1.a). If classes are inside each other (step 1.b and 1.c), simpler rule 
is stored with larger threshold. If the classes intersect (step 1.d), the simpler rules are 
stored along with the thresholds union. Finally, when the thresholds are not equal and 
do not intersect or includes (step 1.e), if the rules are identical the stronger one is 
stored and the other is removed, otherwise both are stored. Note that if the rules con-
ditions conflict or gives different values, their classes will not be compared because it 
means that these rules are not matching. Finally, after producing the final rules set this 
set is ordered by its rules scores and stored for future discovery (Fig. 1 step 6). This 
way, RULES-3C can directly deal with conflict based on the stored decision list. 
Nevertheless, after discovering the knowledge prediction is required. In contrast to 
numeric action prediction, when the action predicted is discrete the class label  
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threshold is chosen and used for classification. When a certain rule cover the example 
its class label is used to predict the unseen example class. If the example label is in-
side the chosen threshold, this means that the algorithm made a correct classification; 
otherwise it incorrectly classified the example. Note that if none of the discovered 
rules can cover the unseen example, then the average of the training set class values is 
chosen. Moreover, if conflict occurs then the strongest rule is chosen for prediction.  

4 Experiment  

In order to measure the performance of the proposed algorithm and to compare it with 
the existing methods, KEEL tool [27] is used. The experiments are conducted on a PC 
with Intel®Core™ i7 CPU, 2.40 GHz processes, and 16GB RAM. In order to show 
how reliable the proposed algorithm is, 30 dataset with continuous classes are used to 
test it. These datasets are taken from KEEL dataset repository [28] and gathered as 
real-life benchmark while validated using 10-fold cross-validation. Note that numeric 
attributes are discretized using PKID to focus on the problem of continuous classes. 
Moreover, classification algorithms that cannot handle continuous labels, excluding 
RULES-3C, are using unsupervised pre-discretization (PKID) to produce discrete 
actions from the numeric input. RL parameters, including the Alpha (α) and Gamma 
(γ) have been initialized based on the standard discovered by Sutton and Barto [29]; 
both are equal to 0.5 to give equal weight for past and current knowledge. 

In order to show that performance is improved by using RULES-3C, seven well 
known classification algorithms are compared. These algorithms represent the mostly 
known families in CA and DT that are usually used to benchmark new developments. 
One of the latest versions of RULES algorithm, called RULES-6, is compared to ana-
lyze the effect of RL in RULES family. Another three CA are also compared to diffe-
rentiate RULES-3C with CA, including Slipper, Ripper, and DataSqueezer. Finally, 
three DT algorithms are also compared, including C45, PUBLIC, and C45RulesSA, to 
differentiate between RULES-3C and DT algorithms. In order to assess an algorithm 
accuracy, the error rate and variance is measured for every algorithm. The error rate is 
used to measure how well an algorithm predict its test set, in order to know if the 
model underfit its training set or not. The variance, on the other hand, is used to 
measure the difference between the training and test prediction in order to know if the 
model overfit its training set or not. Underfit measure the current accuracy level of an 
algorithm and, hence, can be measured by computing the percentage of correct pre-
diction. Overfit, however, is measured by the variance between the training set and 
test set, as suggested by Zahálka and Železný [30].  

Starting from the error rate, in Fig. 3, DataSqueezer has the worst error rate in most 
of the datasets. RULES-3C, on the other hand, shows an obvious improvement in 
many datasets. In Abalone, Delta_ail, Delta_elv, and Quake datasets, which include a 
medium number of examples and small number of attributes, RULES-3C shows a 
significant reduction in error. In Plastic dataset, which has small number of examples 
and attributes, and in ailerons dataset, which has large number of examples and 
attributes, RULES-3C also significantly reduced the error. Finally, Compative and 
Flare datasets have a medium number of examples and attributes, and RULES-3C 
significantly reduced the error in these datasets. After RULES-3C, the error rates of 
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rest of the algorithms have similar behavior. C45, in particular, comes in second place 
after RULES-3C. Nevertheless, there is one dataset where RULES-3C shows a signif-
icant increase in error rate. As shown in Fig. 3, RULES-3C is the worst in Mortgage 
dataset, which has medium number of examples and attributes. Even though Compa-
tive and Flare datasets have the same properties as Mortgage but RULES-3C behaves 
differently in each dataset. This is because of the continuous classes’ effect. Depend-
ing on the results of RL agent, RULES-3C behaves differently in similar datasets. 
However, regardless of the effect of reasoning under uncertainty that is introduced 
due to the use of RL, RULES-3C has better performance in most datasets, and similar 
performance in the other datasets. 

 

Fig. 3. Error rate using 10-fold cross validation 

In addition to the error rate, the variance is also recorded in Fig. 4. From the graph, 
it can be noticed that even though C45 error rate was not far away from RULES-3C 
and better than most CA algorithms but it excessively increase its variance. C45 va-
riance is very high, where it comes in last place after Ripper. This indicates that C45 
traded its underfit on the expenses of its overfit. This conclusion also applies over 
Ripper and Slipper. In contrast, RULES-6 and Datasqueezer traded their error rate on 
the expenses of the variance. In these two algorithms the error rate was relatively high 
indicating that they underfit their datasets. However, when it comes to the variance 
they both have relatively low variance to reduce the overfit effect. From Fig. 4, the 
variance of RULES-6 and Datasqueezer come in second place after RULES-3C and 
PUBLIC. In C45RulesSA, both variance and error rate are relatively high. Although it 
is not the worst but in both measures the performance is not one of the best. In 
PUBLIC, however, even though its error rate is similar to C45RulesSA the variance is 
one of the best. PUBLIC presented in Fig. 4 shows how low its variance is. Finally, 
when it comes to RULES-3C, there is no trading between the underfit and overfit 
measures. It has relatively low error rate (similarly to C45 and Ripper) while intro-
ducing a model with low variance (similarly to PUBLIC and Datasqueezer). There-
fore, it can be concluded that adopting RL into RULES family introduce a model that 
has an accuracy as good as the DT algorithms while improving the variance of its 
family to surpass other DT and CA.  
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Fig. 4. Variance using 10-fold cross validation 

Nevertheless, comparing the performance using simple figures is not enough and, 
thus, the performance needs to statistically study. In particular, to asses RULES-3C’s 
predictive value and determine whether any improvement is significant, the statistical 
methods that Demsar [9] proposed are applied using XLSTAT tool [31]. Using 10-fold 
cross validation, the average error rate and variance of every dataset over all its folds is 
tested using Friedman test along with Nemenyi post hoc test. The result is illustrated in 
the CD diagram, as shown in Fig. 5. In this graph, the CD line is the critical bar; algo-
rithms that that do not significantly differ by the Nemenyi test are connected with a 
horizontal bar; better algorithms are on the right hand side; and the numbers on the 
horizontal line indicate the rank mean of every algorithm. The graph shows that 
RULES-3C belongs to the first group in both error rate and variance. In the error rate 
(Fig. 5.a), RULES-3C rank in third after C45 and Ripper, but the difference is insigni-
ficant. RULES-3C also belongs to the same groups of the other algorithms, except for 
Datasqueezer. Hence, introducing RL into classification can produce similar to better 
result than conventional CA and DT algorithms. In the variance (Fig. 5.b), RULES-3C 
also comes in third place after PUBLIC and Datasqueezer but, again, the difference is 
insignificant. Actually, such reduction in variance is introduced to insure the balance 
between the underfit and overfit measures. In contrast to the other algorithm, RULES-
3C managed to preserve both error rate and variance and belong to the best group in 
both measures. Its variance is significantly better than other CA and DT algorithms, 
except for PUBLIC, RULES-6, and Datasqueezer; which confirm that RULES-3C can 
manage noise in the future and induce a model that is not overspecialized.  

 

 
(a) Error Rate (b) Variance 

Fig. 5. Error rate and variance CD diagram using Nemenyi post hoc test 
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5 Discussion  

From all the empirical and technical details of RULES-3C, it was concluded that 
adopting RL into RULES family introduce a model that is better than other CA and as 
good as the DT algorithms; while improving the variance of its family to surpass other 
DT and CA. From the properties of RULES-3C, the gaps of current approaches ex-
posed in CA literature are covered. The complexity of regression tree and fuzzy-based 
algorithms is eliminated because the complex regression functions and approximation 
are discarded. The result of RULES-3C is understandable and comprehensible, in con-
trast to regression trees, due to the use of simple IF…THEN rules. The result is genera-
lized and rule overlapping and coverage of unknown area problems are managed due 
to the use of two threshold label. Like RvC, RULES-3C takes advantages of both clas-
sification and regression models to deal with continuous classes, but intervals are not 
fixed and discrete actions are predicted. In contrast to RvC, continuous learning is 
introduced due to the use of RL, so integrating the algorithm into incremental learning 
is straightforward. When applying RULES-3C for classification, the experiment dem-
onstrated how this algorithm outperforms other CA and DT algorithms. RULES-3C 
produces a model that is as accurate as DT algorithms with better variance. It improves 
the accuracy of CA and manages data with continuous classes without discretization. 
As a result, introducing RL into RULES family produced a simple model without the 
need for discretization and solved the current issues of continuous classes’ problem 
while predicting discrete actions.  

6 Conclusion  

Due to the importance of understanding how decisions are reached and to help deci-
sion-makers, CA is the focus of this paper. Although it produces simple and powerful 
results, its classification model is still lacking when dealing with continuous classes 
and further improvement is still needed. Thus, this paper proposed an extended ver-
sion of RULES family called RULES-3C. This algorithm solved the problem of con-
tinuous classes in classification, in addition to the good properties obtained from the 
use of RL. Due to the use of RL, learning starts from scratch and gathered knowledge 
can be used to improve the threshold selection. It tries to discover the best discrete 
value for a class depending on its relationship with other examples and classes. More-
over, RULES-3C cumulatively learns throughout the lifetime of an agent, so  
incremental learning can be directly applied without additional procedure. From the 
empirical results, it was found that RULES-3C surpasses the other DT and CA dis-
cussed in the literature. In the future, numeric attributes should also be handled direct-
ly, as is the case with labels, instead of invoking discretization. 
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Abstract. In this paper, a fuzzy association rule mining approach with type-2 
membership functions is proposed for dealing with data uncertainty. It first 
transfers quantitative values in transactions into type-2 fuzzy values. Then, ac-
cording to a predefined split number of points, they are reduced to type-1 fuzzy 
values. At last, the fuzzy association rules are derived by using these fuzzy val-
ues. Experiments on a simulated dataset were made to show the effectiveness of 
the proposed approach. 

Keywords: Data mining · Fuzzy association rule · Membership functions · 
Type-2 fuzzy set 

1 Introduction 

Association rule analysis is most commonly used in attempts to derive useful infor-
mation and extract useful relationship of items from large data sets or database for 
solving specific issue, which is an expression X→Y, where X and Y are a set of items 
[1]. Since transactions always have quantitative values, how to handle the quantitative 
values becomes an interesting issue. Because the fuzzy theory is usually utilized to 
handle continuous values, hence lots of mining algorithms have been proposed to 
induce fuzzy rules from quantitative transaction database. They can be divided into 
two kinds according to the type of minimum support thresholds, namely single-
minimum-support fuzzy-mining (SSFM) [2, 3, 5, 6, 11, 13, 16, 19, 20, 21, 22] and 
multiple-minimum-support fuzzy-mining (MSFM) [9, 10, 12, 14, 15] approaches. The 
SSFM uses only one minimum support for all items, and each item has its own mini-
mum support in MSFM. 

However, according to [17], they described that the data used to mine fuzzy rules may 
be uncertain. In other words, how to handle data uncertainty has an important influence 
on the quality of derived rules. And, they also indicated type-2 fuzzy sets are able to 
model uncertainties well. From the mentioned approaches, only type-1 membership func-
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tions are utilized for handling quantitative values for deriving fuzzy association rules. 
Although many type-2 fuzzy rule learning approaches have been proposed, they are used 
for control problems [4, 7], financial analysis [8], spatial analysis [18], etc.  

This study thus proposes a fuzzy association rule mining algorithm with type-2 
membership functions for dealing with the uncertainties of data. The proposed ap-
proach first transforms quantitative transactions into upper and lower fuzzy values by 
the given type-2 membership functions. Then, by using the predefined split number of 
points, the upper and lower fuzzy values of a linguistic term are aggregated to a fuzzy 
value. At last, the derived fuzzy values are utilized to mine large itemsets for mining 
fuzzy association rules. Experimental results on a simulation dataset are also made to 
show the comparison of the proposed approach and existing ones in terms of number 
of derived rules. 

2 Framework of the Proposed Approach 

In this section, the framework of the proposed approach is described, and is shown in 
Figure 1. 

 

 

Fig. 1. Framework of the proposed algorithm 

Fig. 1 shows that the proposed algorithm first transforms the quantitative transac-
tions into fuzzy representation by the given type-2 membership functions. Then, ac-
cording to a predefined split number of point, the derived type-2 fuzzy values of items 
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are then reduced to type-1 fuzzy values. At last, the large itemsets and fuzzy associa-
tion rules are generated from the derived type-1 fuzzy values.  

3 The Proposed Mining Algorithm 

In this section, the proposed approach is stated. As described in previous section, it 
first transforms quantitative values into fuzzy values according to the given type-2 
membership functions. Then, the large itemsets and fuzzy rules are generated by the 
transformed fuzzy value with the minimum support and minimum confidence. The 
detail of the proposed approach is described as follows: 
 

INPUT: A body of n quantitative transaction data, a given set of h type-2 membership 
functions for data values, a split number of point sn, a predefined minimum 
support α, and a predefined minimum confidence λ. 

OUTPUT: A set of fuzzy association rules. 

STEP 1: Transform the quantitative value vij of each transaction datum Di (i =1 to n) for 
each item Ij into fuzzy values fijl

lower and fijl
upper using the given type-2 member-

ship functions for each Rjl, where Rjl is the l-th fuzzy region of item Ij, 1 ≤ l ≤ h, 
fijl

lower and fijl
upper is vij’s lower and upper fuzzy membership values in region Rjl. 

STEP 2: Reduce type-2 fuzzy values to type-1 fuzzy values by centroid type-reduction 
method with the given split number of point. In other words, the fijl

lower and fijl
up-

per are reduced to a fuzzy value fijl. 
STEP 3: Calculate the scalar cardinality of each fuzzy region Rjl in the transactions. 

Thus countjl is the summation of fijl in transactions. 
STEP 4: Check whether the value of each fuzzy region Rjl is larger than or equal to the 

predefined minimum support value α. If the value of a fuzzy region Rjl is equal 
to or greater than the minimum support value, put it in the large 1-itemsets (L1). 
If L1 is not null, then do the next step; otherwise, exit the algorithm. 

STEP 5: Set r = 1, where r is used to represent the number of items in the current 
itemsets to be processed. 

STEP 6: Join the large r-itemsets Lr to generate the candidate (r+1)-itemsets Cr+1 in a 
way similar to that in the apriori algorithm except that two items generated 
from the same order of data points in subsequences cannot simultaneously 
exist in an itemset in Cr+1.  

STEP 7: Do the following substeps for each newly formed (r+1)-itemset s with fuzzy 
items (s1, s2, …, sr+1) in Cr+1:   
(a) Calculate the upper and lower fuzzy value (fIj

lower and fIj
upper)  of each 

transaction data D(i) in s by the given type-2 membership functions as:  
 

(b) Reduce each fsj
lower(i) and fsj

upper(i) of fuzzy item Ij into a fuzzy value fsj
(i) 

with the predefined split number of point sn. 
(c) Calculate the fuzzy value of each transaction data D(i) in s as

, where  is the membership value of 

D(i)
 in region sj. The minimum operator is used for the intersection. 
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(d) Calculate the count of s in the transactions. The counts is the summation 

of , and If the support (= counts / n) of s is larger than or equal to 

the predefined minimum support valueα, put it in Lr+1. If Lr+1 is null, then 
do the next step; otherwise, set r = r + 1 and repeat STEPs 6 to 7. 

STEP 8: Construct the fuzzy association rules for each large q-itemset s with items 
(s1, s2, …, sq), q 2, using the following substeps: 

(a) Form each possible fuzzy association rule as follows: 
s1Λ…Λsk-1Λsk+1Λ…Λsq, k=1 to q. 

(b) Calculate the confidence values of all association rules by the following 
formula: 

 . 

STEP 9: Output fuzzy the association rules with confidence values larger than or 
equal to the predefined confidence threshold λ. 

4 Experimental Results 

In this section, experiments on a simulated dataset were made to show the perfor-
mance of the proposed approach. The synthetic dataset had 64 items. The parameters 
of the dataset include the transaction length, the purchased items and their quantities. 
The transaction length in a transaction was randomly generated in a uniform distribu-
tion of the range [1, 19]. The purchased items in each transaction were then selected 
from the 64 items in an exponential distribution with the rate parameter of 16. Their 
quantities were then assigned from an exponential distribution with the rate parameter 
of 5. In the following experiments, comparison results of the proposed approach and 
the previous approach were given to show the merits of the proposed approach. The 
membership functions used in the previous approach are shown in Fig. 2. 

 

Fig. 2. The membership functions used in the previous approach 
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Fig. 2 shows that three linguistic terms, includes Low, Middle, and High, are used 
in the experiments. And, the type-2 membership functions used in the proposed ap-
proach are shown in Fig. 3. 

 

Fig. 3. The type-2 membership functions used in the proposed approach 

Fig. 3 shows that there are three linguistic terms, includes Low, Middle, and High. 
The experiments were made to show the relationship between the number of rules and 
minimum supports of them. The results are shown in Fig. 4. 

 

 
Fig. 4. The relationship between the number of rules and minimum supports 

In Fig. 4, the results show that the numbers of derived rules of the two approaches 
are decreasing along with the increasing of minimum supports. And, it also show that 
the proposed approach is better than the previous approach in terms of number of 
derived rules.  
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5 Conclusion and Future Work 

In this study, we have proposed an approach for mining fuzzy association rules by the 
given type-2 membership functions for dealing with data uncertainty in mining 
process. The main contributions of this paper are: (1) A fuzzy association rule mining 
approach with type-2 membership functions for dealing with data uncertainty is pro-
posed; (2) By using type-2 membership functions, the experimental results show that 
the proposed approach is better than the previous approach in terms of number of 
rules. Of course, there are many directions to be improved, e.g., mining more actiona-
ble rules with some criteria. In the future, we will try to enhance the proposed  
approach and extend it to mine different types of rules. 
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Abstract. Certainty factor and lift are known evaluation measures of associa-
tion rules. These measures, nevertheless, do not guarantee accurate evaluation 
of strength of dependence between rule’s constituents. In particular, even if 
there is a strongest possible positive or negative dependence between rule’s 
constituents X and Y, these measures may reach values quite close to the values 
characteristic for rule’s constituents independence. In this paper, we first  
re-examine both certainty factor and lift. Then, in order to better evaluate de-
pendence between rule’s constituents, we offer and examine a new measure – 
a dependence factor. Unlike in the case of the certainty factor, when defining 
our measure, we take into account the fact that for a given rule X → Y, the mi-
nimal conditional probability of the occurrence of Y given X may be greater 
than 0, while its maximal possible value may less than 1. In the paper, a number 
of properties and relations of all investigated measures are derived. 

1 Introduction 

Certainty factor and lift are known evaluation measures of association rules. The for-
mer measure was offered in the expert system Mycin [7], while the latter is widely 
implemented in both commercial and non-commercial data mining systems [2]. Nev-
ertheless, they do not guarantee accurate evaluation of the strength of dependence 
between rule’s constituents. In particular, even if there is a strongest possible positive 
or negative dependence between rule constituents X and Y, these measures may reach 
values quite close to the values indicating independence of X and Y. This might sug-
gest that one deals with a weak dependence, while in fact the dependence is strong. In 
this paper, we first re-examine both certainty factor and lift. Then we offer and ex-
amine a new measure - a dependence factor - to evaluate dependence between rule’s 
constituents more accurately than by means of the certainty factor or lift. Unlike in the 
case of the certainty factor, when defining our measure, we take into account the fact 
that that for a given rule X → Y, the minimal conditional probability of the occurrence 
of Y given X may be greater than 0, while its maximal possible value may less than 1. 
We end the paper with the comparison of dependence evaluation capabilities of the 
dependence factor, certainty factor and lift. 

As certainty factor [7] and lift [2] were introduced first as measures for rules, we 
will define them in the rule context, however our work is more general and can be 
applied whenever a strength of dependence (or independence) between any events is 



136 M. Kryszkiewicz 

to be determined. However, we would like to stress that in our paper, we focus on a 
particular aspect related to dependence of co-occurrence of X and Y rather than on 
rule interestingness aspects of X→Y in their entirety and complexity [2-10]. 

Our paper has the following layout. In Section 2, we briefly recall basic notions of 
association rules, their basic measures (support, confidence) as well as lift and cer-
tainty factor. In Section 3, we derive maximal and minimal values of these measures 
taking into account constraints imposed by marginal probabilities on a joint probability. 
In Section 4, we offer a new rule measure - dependence factor, and derive its properties 
as well as relations with the certainty factor. There, we also illustrate the differences 
among dependence evaluation capabilities of the dependence factor, certainty factor and 
lift by means of an example. Section 5 concludes our work. 

2 Basic Notions and Properties 

In this section, we recall the notion of association rules after  [1].  

Definition 1. Let I = {i1, i2, ..., im} be a set of distinct literals, called items (e.g. prod-
ucts, features). Any X ⊆ I is called an itemset. A transaction database is denoted by 
D and is defined as a set of itemsets. Each itemset T in D is a transaction. An asso-
ciation rule is an expression associating two itemsets:  

X → Y, where ∅ ≠ Y ⊆ I and X ⊆ I \ Y. 

Itemsets and association rules are typically characterized by support and confi-
dence, which are simple statistical parameters. 

Definition 2. Support of an itemset X is denoted by sup(X) and is defined as the num-
ber of transactions in D that contain X; that is, 

sup(X) = |{T ∈ D | X ⊆ T}|. 

Support of a rule X → Y is denoted by sup(X → Y) and is defined as the support of 
X ∪ Y; that is, 

sup(X → Y) = sup(X ∪ Y). 

Clearly, the probability of the event that itemset X occurs in a transaction equals 
sup(X) / | D |, while the probability of the event that both X and Y occur in a transac-
tion equals sup(X ∪ Y) / | D |. In the remainder, the former probability will be de-
noted by P(X), while the latter by P(XY). 

Definition 3. The confidence of an association rule X → Y is denoted by conf(X → Y) 
and is defined as the conditional probability that Y occurs in a transaction provided X 
occurs in the transaction; that is: 

conf(X → Y) = sup(X → Y) / sup(X) = P(XY) / P(X). 

A large amount of research was devoted to strong association rules understood as 
those association rules the supports and confidences of which exceed user-defined 
support threshold and confidence threshold, respectively. However, it has been argued 
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that these two measures are not sufficient to express different interestingness, useful-
ness or unexpectedness aspects of association rules [2-10]. In fact, a number of  
additional measures of association rules was proposed. Among them very popular 
measures are lift [2] and certainty factor [7]. 

Definition 4. The lift of an association rule X → Y is denoted by lift(X → Y) and is 
defined as the ratio of the conditional probability of the occurrence of Y in a transac-
tion given X occurs there to the probability of the occurrence of Y; that is, 

lift(X→Y) = .
)(

)(
 

YP

YXconf →
 

Sometimes, lift is defined in an equivalent way in terms of probabilities only: 

Property 1. 

lift(X→Y) = .
)()(

)(
YPXP

XYP

×
 

Definition 5. The certainty factor of an association rule X → Y is denoted by 
cf(X → Y) and is defined as the degree to which the probability of the occurrence of Y 
in a transaction can change when X occurs there as follows: 
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The definition of the certainty factor is based on the assumption that the probability of 
the occurrence of Y in a transaction given X occurs there (conf(X→Y)) can be in-
creased from P(Y) up to 1 and decreased from P(Y) down to 0. In Fig. 1, we visualize 
the meaning of the absolute value of the certainty factor as the ratio of the lengths of 
respective intervals.  

 

 

 
 
 

Fig. 1. Calculating the absolute value of the certainty factor as the ratio of the lengths of respec-
tive intervals when conf(X→Y) > P(Y) (on the left-hand side) and when conf(X→Y) < P(Y) (on 
the right-hand side) 

In fact, cf can be expressed equivalently in terms of unconditional probabilities (by 
multiplying the numerator and denominator of the formula in Definition 5 by P(X)) or 
lift (by dividing the numerator and denominator of the original cf formula by P(Y)). 

 

0         P(Y)    conf(X→Y)   1 0       conf(X→Y)   P(Y)       1 
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Property 2. 
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Both lift and certainty factor are related to the notion of (in)dependence of events, 
where two events are treated as independent if the product of probabilities of their 
occurrences equals the probability that the two events co-occur. Otherwise, they are 
regarded as dependent. Note that this notion of dependence does not indicate which 
event is a reason of the other. In Table 1, we provide equivalent conditions in terms of 
P, conf, lift and cf for independence, positive dependence and negative dependence, 
respectively, between two itemsets. 

Table 1. Conditions for independence, positive dependence and negative dependence 

(In)dependence (In)dependence condi-

tion 

Equivalent conditions in 

terms of measures for X→Y 

Equivalent conditions in 

terms of measures for Y→X 

Y and X are dependent 

positively 

 

P(XY) > P(X) × P(Y) 

conf(X→Y) > P(Y) 

lift(X→Y) > 1 

cf(X→Y) > 0 

conf(Y→X) > P(X) 

lift(Y→X) > 1 

cf(Y→X) > 0 

Y and X are indepen-

dent 

 

P(XY) = P(X) × P(Y) 

conf(X→Y) = P(Y) 

lift(X→Y) = 1 

cf(X→Y) = 0 

conf(Y→X) = P(X) 

lift(Y→X) = 1 

cf(Y→X) = 0 

Y and X are dependent 

negatively 

 

P(XY) < P(X) × P(Y) 

conf(X→Y) < P(Y) 

lift(X→Y) < 1 

cf(X→Y) < 0 

conf(Y→X) < P(X) 

lift(Y→X) < 1 

cf(Y→X) < 0 

In general, one may distinguish between symmetric (two direction) measures of as-
sociation rules and asymmetric (one direction) ones.  

Definition 6. A measure m is called symmetric (two direction) if for any X and Y 
m(X→Y) = m(Y→X). Otherwise, it is called an asymmetric (one direction) measure. 

Property 3. 

a) conf(X→Y) = conf(Y→X) is not guaranteed to hold.  

b) lift(X→Y) = lift(Y→X). 
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c) cf(X→Y) = cf(Y→X) is not guaranteed to hold if conf(X→Y) > P(Y). 

d) cf(X→Y) = cf(Y→X) if conf(X→Y) ≤ P(Y). 

As follows from Property 3, conf is an asymmetric measure and lift is a symmetric 
measure. On the other hand, we observe that strangely cf has a mixed nature – asym-
metric for positive dependences and symmetric for negative dependences and inde-
pendences. This observation provoked us to revisit the definition of cf and to propose 
its modification. In our proposal, we take into account the fact that sometimes it may 
be infeasible to increase the probability of the occurrence of Y in a transaction given X 
occurs there (conf(X→Y)) from P(Y) up to 1 as well as it may be infeasible to decrease 
it from P(Y) down to 0. 

3 Maximal and Minimal Values of Rule Measures 

In this section, we first recall global maximal and minimal values of rule measures 
(Table 2). Next we derive maximal and minimal values of rule measures for given 
values of P(X) and P(Y).  

Table 2. Global maximal and minimal values of rule measures 

measure max min 

P(XY) 1 0 

conf(X→Y) 1 0 

lift(X→Y) ∞  0

cf(X→Y) 1 

if Y depends on X positively

−1 

if Y depends on X negatively 

In the remainder of the paper, we denote maximal probability and minimal proba-
bility of the co-occurrence of X and Y given P(X) and P(Y) are fixed by 
max_P(XY|P(X), P(Y)) and min_P(XY|P(X), P(Y)), respectively. Analogously, maximal confi-
dence and minimal confidence (maximal lift, minimal lift, maximal certainty factor, 
minimal certainty factor) of X→Y given P(X) and P(Y) are fixed are denoted by 
max_conf(X→Y|P(X), P(Y)) and min_conf(X→Y|P(X), P(Y)) (max_lift(X→Y|P(X), P(Y)), 
min_lift(X→Y|P(X), P(Y)), max_cf(X→Y|P(X), P(Y)), min_cf(X→Y|P(X), P(Y))), respectively.  

Property 4. 

a) max_conf(X→Y|P(X), P(Y)) =
)(

)|(_ )(),(

XP

XYPmax YPXP  

b) min_conf(X→Y|P(X), P(Y)) =
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)|(_ )(),(
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c) max_lift(X→Y|P(X), P(Y)) =
)()(
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×
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d) min_lift(X→Y|P(X), P(Y)) =
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In Proposition 1, we show how to calculate min_P(XY|P(X), P(Y)) and 
max_P(XY|P(X), P(Y)). We note that neither max_P(XY|P(X), P(Y)) necessarily equals 1 nor 
min_P(XY|P(X), P(Y)) necessarily equals 0. Figure 2 illustrates this. 

Proposition 1. 

a) max_P(XY|P(X), P(Y)) = min{P(X), P(Y)} 

b) min_P(XY|P(X), P(Y))  = 
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                                a)                                    b)                                   c) 

Fig. 2. a) max_P(XY|P(X), P(Y)) = min{P(X), P(Y)} = min ,  = ; b) min_P(XY|P(X), P(Y)) = 0 if 

P(X) + P(Y) ≤ 1; c) min_P(XY|P(X), P(Y)) = P(X) + P(Y) − 1 = 1 =   if P(X) + P(Y) > 1 

The next proposition follows from Property 4 and Proposition 1. 

Proposition 2. 

a) max_conf(X→Y|P(X), P(Y)) =
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b) min_conf(X→Y|P(X), P(Y)) = 
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In Table 3, we summarize real achievable maximal and minimal values of P(XY), 
conf(X→Y), lift(X→Y) and cf(X→Y) for given values of P(X) and P(Y).  

Table 3. Real achievable maximal and minimal values of P(XY), conf(X→Y), lift(X→Y) and 
cf(X→Y) for given values of P(X) and P(Y) 

measure max for given values of P(X) and P(Y) min for given values of P(X) and P(Y) 

P(XY) min{P(X), P(Y)} max{0, 1)()( −+ YPXP } 
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4 Dependence Factor 

In this section, we propose a dependence factor of a rule X→Y as a modification of 
the certainty factor, which, unlike the certainty factor, is based on real maximal and 
minimal values of conf(X → Y) for given values of P(X) and P(Y).  

Definition 7. The dependence factor of X → Y is denoted by df(X → Y) and is defined 
as the ratio of the actual change of the probability of the occurrence of Y in a transac-
tion given X occurs there to its maximal feasible change as follows: 













<→
→−

→−−

=→

>→
−→

−→

=→

).()( if     
)|(_)(

)()(
,)()( if                                                                 0

,)()( if      
)() |(_

)()(

)(

)( ),(

)( ),(

YPYXconf
YXconfminYP

YXconfYP
YPYXconf

YPYXconf
YPYXconfmax

YPYXconf

YXdf

YPXP

YPXP

  

The dependence factor not only determines by how much the probability of the occur-
rence of Y in a transaction changes given X occurs there with respect to by how much 
it could have changed, but also it determines by how much the probability of the oc-
currence of X and Y in a transaction differs from the probability of their common oc-
currence under independence assumption with respect to by how much it could have 
been different (see Proposition 3a). In addition, df determines by how much the value 
of the lift of a rule X → Y differs from the value 1 (that is, from the value indicating 
independence of rule’s constituents in terms of the lift measure) with respect to by 
how much it could have been different (see Proposition 3b). 

Proposition 3. 
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Theorem 1. 

a) If P(XY) > P(X) × P(Y), then df(X→Y) ∈ (0, 1]. 
b) If P(XY) = P(X) × P(Y), then df(X→Y) = 0. 
c) If P(XY) < P(X) × P(Y), then df(X→Y) ∈ [−1, 0). 
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Proof. Follows from Proposition 3a.                                                                             

As follows from Proposition 3a, the dependence factor is a symmetric measure. 

Theorem 2. df(X→Y) = df(Y→X). 

Based on Proposition 1 and Proposition 3a, we will express df(X→Y) in terms of 
P(XY), P(X) and P(Y), which will be useful for examining properties of this measure. 

Theorem 3. 
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One may easily note that df(X→Y) reaches 1 when P(XY) is maximal for given values 
of P(X) and P(Y); that is, when P(XY) = min{P(X), P(Y)} or, in other words, when the 
dependence between X and Y is strongest possible positive for given values of P(X) 
and P(Y). Analogously, df(X→Y) reaches −1 when P(XY) is minimal for given values 
of P(X) and P(Y); that is, when P(XY) = max{0, P(X) + P(Y) − 1} or, in other words, 
when the dependence between X and Y is strongest possible negative for these proba-
bility values. 

Table 4. Maximal and minimal values of df(X→Y) for any given values of P(X) and P(Y) 

measure max for any given values of P(X) and P(Y) min for any given values of P(X) and P(Y) 

df(X→Y) 1 (if X and Y are dependent positively) −1 (if X and Y are dependent negatively) 

Based on Theorem 3 and Property 2a, we derive relations between the dependence 
factor and the certainty factor as follows:  

Theorem 4. 

a) df(X→Y) ≥ cf(X→Y)                                                 if P(XY) > P(X) × P(Y), 
b) df(X→Y) = cf(X→Y) = 0                                           if P(XY) = P(X) × P(Y), 
c) df(X→Y) ≤ cf(X→Y)                                                 if P(XY) < P(X) × P(Y), 
d) df(X→Y) = max{cf(X→Y), cf(Y→X)}                      if P(XY) > P(X) × P(Y), 
e) df(X→Y) = cf(X→Y)                  if P(XY) < P(X) × P(Y) and P(X) + P(Y) ≤ 1, 
f) df(X→Y) < cf(X→Y)                  if P(XY) < P(X) × P(Y) and P(X) + P(Y) > 1. 

Tables 5-6 illustrate our findings expressed as Theorem 4. In particular, Table 5 
shows values of lift(X→Y), cf(X→Y) and df(X→Y) for P(X) = 0.6 and P(Y) = 0.3; that 
is, in the case when P(X) + P(Y) ≤ 1. For these values of P(X) and P(Y), the maximal 
possible value for P(XY) equals min{P(X), P(Y)} = 0.3. The fact of reaching the max-
imal possible value by P(XY) for the given values of P(X) and P(Y) is reflected by the 
value of df(X→Y) = 1, which means that the dependence between X and Y is strongest 
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possible positive. On the other hand, cf(X→Y) = 0.29 does not reflect this fact. In 
general, the real dependence of Y on X may be underestimated when expressed in 
terms of cf(X→Y). Also the value 1.67 of lift(X→Y) itself does not reflect the strong 
positive dependence between X and Y in the considered case in the view that the lift 
may reach very large values (close to infinity) in general.  

Table 5. Comparison of values of lift(X→Y), cf(X→Y) and df(X→Y) when P(X) + P(Y) ≤ 1  

P(X) P(Y) P(XY) P(X)×P(Y) lift(X→Y) cf(X→Y) cf(Y→X) df(X →Y)=df(Y→X) 
0.60 0.30 0.30 0.18  1.67 0.29 1.00 1.00 
0.60 0.30 0.25 0.18  1.39 0.17 0.58 0.58 
0.60 0.30 0.20 0.18 1.11 0.05 0.17 0.17 
0.60 0.30 0.18 0.18 1.00 0.00 0.00 0.00 
0.60 0.30 0.15 0.18 0.83 -0.17 -0.17 -0.17 
0.60 0.30 0.10 0.18 0.56 -0.44 -0.44 -0.44 
0.60 0.30 0.00 0.18 0.00 -1.00 -1.00 -1.00 

Table 6. Comparison of values of lift(X→Y), cf(X→Y) and df(X→Y) when P(X) + P(Y) > 1 

P(X) P(Y) P(XY) P(X)×P(Y) lift(X→Y) cf(X→Y) cf(Y→X) df(X →Y)=df(Y→X) 
0.80 0.60 0.60 0.48 1.25 0.38 1.00 1.00 
0.80 0.60 0.55 0.48 1.15 0.22 0.58 0.58 
0.80 0.60 0.50 0.48 1.04 0.06 0.17 0.17 
0.80 0.60 0.48 0.48 1.00 0.00 0.00 0.00 
0.80 0.60 0.45 0.48 0.94 -0.06 -0.06 -0.37 
0.80 0.60 0.40 0.48 0.83 -0.17 -0.17 -1.00 

Table 6 shows values of lift(X→Y), cf(X→Y) and df(X→Y) for P(X) = 0.8 and  
P(Y) = 0.6; that is, in the case when P(X) + P(Y) > 1. For these values of P(X) and 
P(Y), the minimal possible value of P(XY) equals P(X) + P(Y) − 1 = 0.4. Then the 
dependence between X and Y is strongest possible negative. This is reflected by the 
value of df(X→Y) = −1. On the other hand, cf(X→Y) = −0.17 does not reflect this fact 
by itself. Also the value 0.83 of lift(X→Y) itself does not reflect the strong negative 
dependence between X and Y as it is positioned closer to the value 1 characteristic for 
independence rather than to the value 0. 

5 Conclusions 

In this paper, we have offered a new measure called dependence factor (df) to eva-
luate the dependence between rule’s constituents. df(X→Y) always reaches 1 when the 
dependence between X and Y is strongest possible positive and −1 when the depen-
dence between X and Y is strongest possible negative for any given values of P(X) and 
P(Y). Unlike the dependence factor, the certainty factor itself as well as lift are mis-
leading in expressing the strength of the dependence. In particular, if there is strongest 
possible positive dependence of Y on X, cf(X→Y) is not guaranteed to reach its global 
maximum value 1 (in fact, its value can be quite close to 0 that suggests indepen-
dence). On the other hand, if there is strongest possible negative dependence between 
X and Y, cf(X→Y) is not guaranteed to reach its global minimum value -1 (in fact, its 
value can be quite close to 0). Similarly, lift may reach values close to the value 1 
(which means independence in terms of this measure) even in the cases when the de-
pendence between X and Y is strongest possible positive or strongest possible negative. 
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Thus, we find the dependence factor more accurate measure of a rule constituents’ 
dependence than the certainty factor or lift. In the paper, we have also derived a num-
ber of properties of the investigated measures. In particular, we have found the rela-
tions between the dependence factor and the certainty factor. 
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Abstract. Consumer co-creation can be seen as an attractive approach for com-
panies for a variety of reasons. In particular, ideas generated through co-
creation will more closely mirror consumers’ needs. Additionally, in Web 2.0, 
the consumers can be easily post their consuming article on the Internet. In the 
present study, we develop a new consumer co-creation framework: obtaining 
consuming data from the Internet, and using Grounded Theory (Strauss and  
Corbin, 1998) based Human-Centered Computing System (Hong, 2009) to in-
vestigate consumers’ needs or creations and to aid the company designing new 
products or services. 

Keywords: Co-creation · Consuming tribe · Lead user · Innovative idea 

1 Introduction 

The present study attempts to develop a new consumer co-creation framework for  
exploring innovative ways of designing new products: using Google blog search to 
obtain relevant consuming textual data and applying Grounded Theory along with the 
social identity theory, self-categorization theory (Oakes 1987, Ashforth and Mael 1989), 
and social presence (Shen and Khalifa, 2007) to do self-categorization to dis-cover the 
innovative value of a product by using co-occurrence analysis method, such as using 
social identity to identify the underlying knowledge and innovation or weak tie. 

As discussed earlier, lead users are important partners when a company attempts to 
create innovative products. But the problem is that before companies attempt to de-
sign an innovative product, they hardly know who the lead user is (Etgar 2008; 
Franke, Keinz, and Steger 2009). Fortunately, especially in the era of web 2.0, it is 
quite easy for consumers to upload what they have written down about their consum-
ing value to the Internet. In the present study, the researchers believe that very much 
consuming information is posted on the Internet. Although the virtual world might not 
be similar to the physical society, it may be easier, more effective and less costly to 
identify a trend or a framework created by innovative lead users on the Internet than 
the traditional method may. 
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Finally, the researchers used a case study, the Tsmsui travel plan, to demonstrate 
that the innovative values discovered by using the new consumer co-creation frame-
work, which is similar to lead users in the physical society, to help or test authors how 
to get good results to evidence our method is useful. 

2 Literature Review 

2.1 Informational Social Influence, Grounded Theory (GT) and Qualitative 
Chance Discovery 

The weak tie (bridge) is generally not so closely connected with other clusters, and it 
gives a different piece of information. Then depending on the organization of differ-
ent clusters, researchers may find short cuts (bridge, weak tie or friends of other 
groups) between different clusters and the short cuts, in turn, can bring potential inno-
vation. Therefore, rare association analysis can be used to identify purchased goods 
with low support and high confidence and is also used to solve the problem of low 
frequency, it still fails to link with future trend analysis until Ohsawa et al. (1998) 
proposed the KeyGraph algorithm. KeyGraph algorithm is used to calculate the fre-
quency of the node in the shopping cart and that of the co-occurrence of two nodes, in 
which strong clusters are expected to emerge. Next, the key-value derived from all the 
nodes connecting to each other is calculated. Among the strong clusters, we may find 
nodes with high key values and low frequency, which are called chance nodes. Then 
the researcher may integrate the hints given by chance nodes and strong clusters to 
build a chance scenario, which is called chance discovery. 

The above discussion describes an uncertain scenario: before the researcher who 
follows the steps can identify relevant clusters, organize the clusters, and choose the 
weak tie or strong tie to reveal chances, he or she has to read and comprehend a mass 
of relevant theories, such as the GT. Therefore, the researcher not only has to do qua-
litative analysis to define the objective words but also has to decide on the constraints. 
Then these objective words and constrains are entered into the information retrieval 
system to extract small but enough precise and meaningful data, like Grounded-
theory-based chance discovery (Hong, 2009). 

2.2 Consumers Co-creation in New Product Development (NPD) 

Involving consumers in the NPD process can improve product quality, reduce risk, 
and increase market acceptance (Business Wire 2001). Therefore, ideas generated 
through co-creation with customers will more closely mirror consumers’ needs. It has 
been clearly recognized that successful NPD depends on a deep understanding of 
consumers’ needs and product development efforts that meet those needs (Hauser, 
Tellis, and Griffin 2006). However, by involving consumers more actively in the NPD 
process, new ideas for a product can be generated, which are more likely to be valued 
by consumers, thereby increasing the likelihood of success of a new product. 

Then, in the consumer co-creation process, the firms need to identify the consum-
ers or consumer tribes who have the highest potential for co-creation (Ernst, Hoyer, 
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Krafft, and Soll 2010; Franke, Keinz, and Steger 2009), and, then, they can recruit 
those valuable customers to form a larger group of consumers in the co-creation pro-
cess. This is to explore whether a larger group of people can lead to successfully cus-
tomizing the product or focusing on a smaller particular group of customers, such as 
lead users can be more effective in developing and marketing a product. Co-creators 
need to be those who perceive themselves highly involved and knowledgeable con-
sumers who often differ significantly from the majority of consumers and the majority 
of consumers may eventually purchase the product. Again, we need a better under-
standing of the needs, wants, preferences, and motivation of different groups of  
co-creating consumers. Therefore, one of the underlying issues of consumers’ co-
creation is that finding early adopters or lead users from the market is very difficult 
and the cost to do the search can be very high. 

Therefore, to explore innovative ways of designing new products, we integrated 
GT, informational social influence, social presence (Shen & Khalifa, 2007), and text 
mining to define the objectives and constraints to extract relevant data and did co-
occurrence analysis to obtain innovative ideas. The new consumer co-creation frame-
work will be described in the next section. 

3 Methodology 

To achieve the goal of discovering innovative ideal, the researchers of the present 
study developed a new consumer co-creation framework for exploring innovative 
ways of designing new products: using Google blog search to obtain relevant consum-
ing textual data and applying GT along with the social identity theory, self-
categorization theory (Oakes 1987, Ashforth and Mael 1989), and social presence 
(Shen and Khalifa, 2007) to do self-categorization to discover the innovative value of 
a product by using co-occurrence analysis method, such as using social identity to 
identify the underlying knowledge and innovation or Deutsch and Gerard’s (1955) 
theory of informational social influences (SI) that may lead humans to conform to the 
expectations of others. The research flowchart is shown as follows. 

 

Fig. 1. Research flowchart 
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3.1 Human-Centered Computing System (HCCS) 

The researchers realize that only a limited number of lead users existing in whole 
society, and they always use their informative social influence; for example, they may 
show their creativity by using innovative products in new ways and share them with 
the majority voluntarily to earn their social status. That is, either in the physical socie-
ty or in the virtual community only little innovative consuming information can be 
found from lead users, and the little information is mixed with most of the consuming 
information. In the present study we used GT and employed a text-mining method to 
develop a HCCS for creating an alternative innovation. We followed the steps listed 
below in our research process. 

Phase 1: Preparation for Data and Initial Analysis 
To create a new innovative scenario, the researchers first collected data relevant to 
innovative uses of a product to extract useful data and then combine GT with text 
mining to process the data. The detailed process is listed as follows: H labels indicate 
the steps to be done by human beings, and C labels indicate the steps to be done by 
computer systems. 

Step 1: Processing the raw data.  
1-1-1H) The researcher defines the domain and relevant key words he/she intends 

to study. 
1-1-1C) The researcher selects the data corresponding to keywords from the Inter-

net. 
1-1-2H) Based on his/her domain knowledge, the researcher interprets the texts, 

and at the same time, segments texts into words, removes irrelevant words, and marks 
meaningful words with conceptual labels. 

Step 2: Word co-occurrence analysis (open coding).  
1-2-1C) Use equation (1) to calculate the association values of all relevant words 

as shown below: 
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In the above algorithm, s stands for the co-occurrence of words in the sentence, and 
D stands for all textual data. 

1-2-2C) To visualize the analysis result, the computer system can reveal an associ-
ation diagram showing the association among the co-occurrence words. 

1-2-1H) The researcher identifies keywords as concepts and the clusters as catego-
ries derived from the co-occurrence association diagram, which helps the researcher 
preliminarily figures out the various theme values presented in the data. 
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Phase 2: Developing the Weak tie Storyline to Process Innovative Scenario 
Based on the analysis done in phase 1, in which the researcher discovers various in-
novative ways of using ideas, clusters can be developed from data provided by lead 
users (axial coding), and the researcher draws a storyline based on links, using clus-
ters developed by the innovative ideas to design an advertising scenario to improve 
the information social influence (selective coding). 

Step 1: To generate uses of innovative product clusters (Axial coding) 
Based on the focus of “rare but meaningful” uses of innovative ideas, the researcher 
extracts the sentence data to create a scenario of how the products are used innova-
tively. The process is illustrated as follows. 

2-1-1H) The researcher needs to define what the uses of innovative products 
( ) are. 

2-1-2C) Innovative product use ( ) extracts out some rare but meaning-
ful sentences. This variable is used to confirm the theme and to remove irrelevant 
sentences with a view to narrowing down the data range and to sifting out valid sen-
tences. That is, valid sentences must include words related to , which is 
shown as equation (2). 
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2-1-3C) Use equation (1) to calculate the association value of all words in the set 
of valid sentences, and then create an association diagram. 

Step 2: Link innovative ideas (weak tie recognition) to extract uses of these prod-
ucts from the lead users’ (selective coding). 

The process is listed as follows. 
2-2-1H) The researcher needs to decide what the various uses of the innovative 

ideas are: ( , , …). 
2-2-2C) Various innovative ways of using ideas ( , , …) ex-

tract the rare but meaningful sentences. 
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(3)

2-2-3C) Use equation (1) to calculate the association value of all words in terms of 
innovative uses of ideas, and then create an association diagram. 

2-2-2H) Based on his/her domain knowledge, the researcher identifies the lead us-
ers’ innovative uses of ideas to create the advertising scenario. 
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4 Case Study 

Phase 1: Preparation for Data and Initial Analysis 
Because the information is introduced for Taiwanese, only weblog written by Tai-
wanese is valid. So, the authors collected data posted on blogs relevant to Tamsui 
travel and Tamsui holiday by Taiwanese. These data ranged from January 1, 2011 to 
December 31. Using Google blogs (http://blogsearch.google.com/blogsearch) and the 
keywords are “Tamsui travel” or “Tamsui holiday”, to search for the data, the authors 
obtained 218 related data from blog articles. Here, we try to prove that innovative 
idea discovery based on the phase 1 of HCCS is useful for creating innovative service. 

 

Fig. 2. Visualizing the travel characteristics of Tamsui 

Phase 2: Developing the Weak Tie Storyline to Process Innovative Scenario 

Step 1: To generate uses of innovative product clusters (Axial coding).  
In this step, each place is not only presents the characteristics of landscape and build-
ing style, but also helps authors to integrate the related clusters (graphs) to clearly 
sketch the whole innovative scenario. First, after analyzed the results of phase 1, the 
authors can identify some important places, such as Santo Doming castle, little White 
House, Oxford college, Tamkang high school. Then, the characteristics of each graph 
are presented in following: 
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garden, European culture, is an important concept of storyline for travel design. The 
other is the Dr. Mackey who was a pioneer of medicine and education in Taiwan, 
brought a great medical technique to Taiwan and helped Taiwanese to leave the dis-
eases. So, Taiwanese visit Tamsui is not only enjoy in European culture, but also can 
memory Dr. Mackey. 

 

Fig. 6. The characteristics of Tamsui, spring, and Oxford College 

5 Conclusion 

Consumer co-creation model is one of important methods for company to develop 
new product. But how to discover and invite useful consumers into brainstorm meet-
ing is a big problem of this method. Therefore, this study proposes an innovative  
co-creation method; collecting consuming data from internet, the HCCS is used to 
analyze the consuming data for discovery innovative ideas, and help experts to design 
a new product. At last, the Tsmsui travel plan is used to help or test authors how to 
get good results to evidence our method is useful.  
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Abstract. In order to recognize and evaluate the technology opportunities in an 
industry, a research framework has been formed via combining several data-
mining methods, where clustering method is employed to generate the clusters, 
similarity measure is adopted to identify the variant patents, and association 
analysis is used to find out the rare topics. Patent data contains plentiful tech-
nological information from which it is worthwhile to extract further knowledge. 
Consequently, the variant patents were identified, the rare topics were found, 
and the technology opportunities for companies were recognized. Finally, the 
Google Scholar has been utilized to evaluate the recognized technology oppor-
tunities. 

Keywords: Technology opportunity · IPC-based clustering · Similarity measure · 
Association analysis · Google Scholar · Patent data 

1 Introduction 

For attempting to recognize and evaluate the technology opportunities, a clustering 
method is employed to generate the clusters; the similarity measure is adopted to 
identify the variant patents; and the association analysis is used to figure out the rare 
topics. In addition, as up to 80% of the disclosures in patents are never published in 
any other form [1], it would be worthwhile for researchers and practitioners to recog-
nize the technology opportunities upon the patent datasets. Therefore, a research 
framework will be formed to identify the variant patents, to find out the rare topics, 
and to recognize the technology opportunities for companies and the industry. 

2 Related Work 

As this study is aimed to recognize and evaluate the technology opportunities, a re-
search framework needs to be constructed via a consideration of clustering  
method, similarity measure, association analysis, and Google Scholar [2] search. 
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Therefore, the related areas of this study would be technology opportunity analysis, 
IPC-based clustering [3], similarity measure, association analysis, and Google Scholar. 

2.1 Technology Opportunity Analysis 

Technology opportunity analysis (TOA) draws on bibliometric methods, augmented 
by expert opinion, to provide insight into specific emerging technologies [4]. TOA 
performs value-added data analysis, collecting bibliographic and/or patent informa-
tion and digesting it to a form useful to the research or technology managers, strategic 
planners, or market analysts. TOA can identify the following topics: component tech-
nologies and how they relate to each other; who (companies, universities, individuals) 
is active in developing those technologies; where the active developers are located 
nationally and internationally; how technological emphases are shifting over time; 
and institutional strengths and weaknesses as identified by research profiles. TOA had 
been applied in the personal digital assistant (PDA) area [5] and the blue light-
emitting diode (LED) area [6]. 

2.2 IPC-Based Clustering 

Cluster analysis is the process of grouping a set of physical or abstract objects into 
classes of similar objects, which is an unsupervised classification and also called as 
clustering, or data segmentation [7]. An IPC (International Patent Classification) is a 
classification derived from the International Patent Classification System (supported 
by WIPO) which provides for a hierarchical system of language independent symbols 
for the classification of patents and utility models according to the different areas of 
technology to which they pertain [8]. 

IPC-based clustering, proposed by one of the authors, is a modified clustering me-
thod which utilizes the professional knowledge of the patent office examiners (im-
plied in the IPC field) to tune the clustering mechanism and to classify the patents into 
a number of clusters effectively [3]. It mainly includes the following five steps: (1) 
IPC code group generation, (2) centroid of IPC code group generation, (3) producing 
initial clustering alternative, (4) producing refined clustering alternative, and (5) op-
timal alternative selection. IPC-based clustering will be applied in this study for parti-
tioning the patent data. 

2.3 Similarity Measure 

Similarity measure is a way to measure the likeness between two objects (e.g., docu-
ments, events, behaviors, concepts, images, and so on). The methods for measuring 
similarity vary from distance-based measures, feature-based measures, to probabilistic 
measures [9]. In distance-based measures, there are Minkowski family, intersection 
family, inner product family, Shannon’s entropy family and so on [10]. Here, the 
shorter the distance is, the bigger the similarity will be. Among distance-based meas-
ures, the Euclidean Distance is one the most popular methods, which can be defined 
as in Equation (1), where xi and xj are vectors with l features (i.e., xik and xjk) [11]. 
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2.4 Association Analysis 

Association analysis is a useful method for discovering interesting relationships hid-
den in large data sets. The uncovered relationships can be represented in the form of 
association rules or co-occurrence graphs [7]. An event map, a sort of co-occurrence 
graphs, is a two-dimension undirected graph, which consists of event clusters, visible 
events, and chances [12]. The co-occurrence between two events is measured by the 
Jaccard coefficient as in Equation (2), where ei is the ith event in a data record (of the 
data set D). The event map is also called as an association diagram in this study. 

2.5 Google Scholar 

Google Scholar [2] is a freely accessible web search engine that indexes the full text 
of scholarly literature across an array of publishing formats and disciplines. The 
Google Scholar index includes most peer-reviewed online journals of Europe and 
America’s largest scholarly publishers, plus scholarly books and other non-peer re-
viewed journals. It is similar in function to the freely available CiteSeerX and  
getCITED, and also similar to the subscription-based tools, Elsevier’s Scopus and 
Thomson ISI’s Web of Science [13]. In this study, the Google Scholar will be utilized 
to evaluate the recognized technology opportunities. 

3 A Research Framework for Recognizing and Evaluating the 
Technology Opportunity 

As this study is attempted to recognize and evaluate the technology opportunity in the 
thin-film solar cell industry, a research framework has been developed based on the 
related work and shown in Fig. 1. It consists of six phases: data preprocessing, cluster 
generation, variant patent identification, rare topic recognition, new findings, and 
evaluations; and will be described in the following subsections. 

 

Fig. 1. A research framework for recognizing the technology opportunity 
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3.1 Data Preprocessing 

In first phase, the patent data of thin-film solar cell (during a certain period of time) 
will be downloaded from the USPTO [14]. For considering an essential part to 
represent a complex patent data, the Abstract, Assignee, and Issue Date fields are 
selected as the objects for this study. Afterward, two processes, POS tagging and data 
cleaning, will be executed to clean up the source textual data. 

(1) POS Tagging: An English POS tagger (i.e., a Part-Of-Speech tagger for English) 
from the Stanford Natural Language Processing Group [15] will be employed to per-
form word segmenting and labeling on the patents (i.e., the abstract field). Then, a list 
of proper morphological features of words needs to be decided for sifting out the ini-
tial words. 

(2) Data Cleaning: Upon these initial words, files of n-grams, stop words, and syn-
onyms will be built so as to combine relevant words into compound terms, to elimi-
nate less meaningful words, and to aggregate synonymous words. Consequently, the 
meaningful terms will be obtained from this process. 

3.2 Cluster Generation 

Second phase is designed to conduct the cluster generation via IPC-based clustering 
so as to obtain the different clusters of thin-film solar cell. 

IPC-Based Clustering: In order to carry out the homogeneity analysis, an IPC-based 
clustering is adopted for separating patents into clusters. The clusters will be named 
using the IPC and its description. 

3.3 Variant Patent Identification 

Third phase, including similarity measure and variant patent sifting, is used to calcu-
late the cluster centroid, to measure the similarity of each patent with its cluster cen-
troid, and to find out the variant patents. 

(1) Similarity Measure: A cluster centroid is calculated by averaging all patents of a 
cluster as in Equation (3), where pij is the jth patent in the ith cluster and ceni is the 
centroid of the ith cluster. The similarity (xij) between each patent (pij) and its centroid 
(ceni) is measured by the Euclidian Distance as in Equation (4). 
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(2) Variant Patent Sifting: The sample mean (i) of the ith cluster is calculated as in 
Equation (5). The sample standard deviation (Si) of the ith cluster is computed by 
Equation (6). The z-score (zij) of each patent is calculated as in Equation (7); and a 
variant patent will be determined if the abstract z-score (|zij|) is no less than 1.65 as in 
Equation (8). 
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3.4 Rare Topic Recognition 

Fourth phase, containing association analysis and relation observation, is used to draw 
the association diagram and to find out the rare topics. 

(1) Association Analysis: An association diagram will be drawn via the variant pa-
tents, so that a number of rare topics can be generated. These rare topics will be 
named using the domain knowledge. 

(2) Relation Observation: According to the relations between initial rare topics and 
companies as well as issue years, the focused rare topics will be recognized. As the 
variant patents in recent years are more likely to be the clues of technology opportuni-
ty, the time frame is divided into three periods of time: earlier (1999 to 2002), middle 
(2003 to 2006), and later (2007 to 2010). Therefore, the initial rare topics which pos-
sess strong links with companies and in the middle and later periods will be identified 
as the focused rare topics. 

3.5 New Findings 

Fifth phase, technology opportunity recognition will try to figure out the technology 
opportunities based on the variant patents and focused rare topics. 

Technology Opportunity Recognition: According to the variant patents and focused 
rare topics, the technology opportunities will be recognized. Both the focused rare 
topics and technology opportunities will be provided to facilitate the decision-making 
of managers and stakeholders. 

3.6 Evaluations 

In last phase, the technology opportunities found in the above Subsection will be eva-
luated by observing the growing status of the opportunities using the related articles 
searched from the Google Scholar. 

Evaluating the Technology Opportunity: In order to generate the growing status of 
the technology opportunities, the number of related articles (published) of each fo-
cused rare topic were collected from the Google Scholar during 1990-2012 (settings: 
search English pages; articles without patents; topic title). The growing status (Q) was 
measured by dividing the information of the recent period (2008-2012) by the early 
period (1990-2007), which denoted the increasing degree of developing speed of a 
rare topic while turning from the early period to recent period. If the growing status 
(Q) is greater enough, for example up to 2 times ahead, it would be plausible to state 
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that there is an evidence for supporting “this topic is growing more rapidly in recent 
years”. And it would also be appropriate for this topic to be regarded as a promising 
technology opportunity. 

4 Experimental Results and Explanations 

The experiment has been implemented according to the research framework. The 
experimental results would be explained in the following five subsections: result of 
data preprocessing, result of cluster generation, result of variant patent identification, 
result of rare topic recognition, and result of technology opportunity recognition. 

4.1 Result of Data Preprocessing 

As the aim of this study was to recognize the technology opportunities via patent data, 
the patents of thin-film solar cell were the target data for the experiment. Mainly, the 
Abstract, Assignee, and Issue Date fields were used in this study. 213 issued patents 
of thin-film solar cell during year 1999 to 2010 were collected from USPTO. The 
POS tagger was then triggered to do data preprocessing. Consequently, the patents 
were cleaned up and the meaningful terms were obtained. 

4.2 Result of Cluster Generation 

After executing the programs of IPC-based clustering, eleven clusters of thin-film 
solar cell were generated. The No. of cluster, IPC, and Num. of patents (number of 
comprising patents), were listed in Table 1. For example, the cluster No. 1 with IPC: 
H01L031/18 was consisting of 78 patents. 

Table 1. 11 clusters of thin-film solar cell via IPC-based clustering 

No. IPC 
Num. of 

patents 
No. IPC 

Num. of 

patents 
No. IPC 

Num. of 

patents 

1 H01L031/18 78 5 H01L027/142 14 9 H01L031/032 7 

2 H01L031/06 7 6 H01L031/042 7 10 H01L031/075 12 

3 H01L031/00 18 7 H01L031/052 15 11 H01L021/762 10 

4 H01L021/00 27 8 H01L031/0336 18    

4.3 Result of Variant Patent Identification 

Using similarity measure, the variant patents were identified via comparing the dis-
tance of each patent with the mean of distance of its cluster. A patent with the com-
paring difference no less than 1.65 standard deviation was regarded as a variant  
patent. For examples, two variant patents in Cluster H01L027/142 were identified as 
Patent 06013870 (dis = 1.2122; z = 2.3604) and 06274804 (dis = 1.2122; z = 2.3604), 
while S was 0.3668 and  was 0.3463. There was no variant patent identified in  
Cluster H01L031/0336 as the differences were not greater than 1.65S, while S was 
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In order to recognize the focused rare topics, the relations between initial rare top-
ics and companies as well as issue years were observed. The relation judging criteria 
were: the topic with one strong link (i.e., greater than or equal to 3 linking lines) to a 
company in the later period of issue years (2007~2010) was the most focused rare 
topic; the topic with one strong link to a company in the middle period of issue years 
(2003~2006) was the more focused rare topic; and the other options were the less 
focused rare topics 

4.5 Result of Technology Opportunity Recognition 

According to the association diagram with initial rare topics, links of companies and 
issue years, as well as relation criteria, the focused rare topics were recognized: the 
most focused rare topics were roll-to-roll-processing, organic-laser-diode, light-
absorbing-layer, and InSe-thin-film; the more focused rare topics were SOI-substrate, 
liquid-coating-composition, and SiGe-deposition. The technology opportunities were 
formed reasonably by the most and more focused rare topics as follows. 

(1) Roll-to-roll-processing topic: It linked to Luch-Daniel (US) and University-of-
Delaware (US); and to year 2010, 2009, 2001, and 2003. 
(2) Organic-laser-diode topic: It linked to Merck Patent GmbH (DE) and Nissan 
Chemical Ltd (JP); and to year 2007 and 2010. 
(3) Light-absorbing-layer topic: It linked to In-Solar Tech Co., Ltd (KR); and to 
year 2010. 
(4) InSe-thin-film topic: It linked to In-Solar Tech Co., Ltd (KR); and to year 2010. 
(5) SOI-substrate topic: It linked to Canon-Kabushiki-Kaisha (JP); and to year 2003 
and 2000. 
(6) Liquid-coating-composition topic: It linked to University-of-Delaware (US); and 
to year 2003. 
(7) SiGe-deposition topic: It linked to Midwest-Research-Institute (US) and Ange-
wandte-Solarenergie-ASE-GmbH (DE); and to year 2006 and 2000. 

5 Evaluation 

The methods of this study were derived from statistical analysis and data mining 
which have been regarded as proper methodologies for measuring the homogeneity 
and heterogeneity by clustering methods [7, 16], for calculating the similarity by dis-
tance-based measures [9, 10, 11], for sifting the variant data from datasets by the 
standardization [17], and for discovering relationships hidden in datasets by associa-
tion analysis [7, 12]. By means of collecting the information of related articles (pub-
lished) of each focused rare topic from Google Scholar (1990-2012), the growing 
status of technology opportunities could be obtained and then be utilized to observe 
the development potentials of technology opportunities. 

According to the searching process described in Subsection 3.6, the result of  
growing status of technology opportunities from Google Scholar was summarized in 
Table 3. The column definitions are as follows: “A” is the number of articles in the 
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early period (1990-2007); “B” is the number of articles in the recent period (2008-
2012); “a” is the yearly rate of the early period via “A” dividing by total amount and 
number of years (a = A/(A+B)/18); “b” is the yearly rate of the recent period via “B” 
dividing by total amount and number of years (b = B/(A+B)/5). “Q” is the growing 
status, as a quotient of “b” (yearly rate of recent period) dividing by “a” (yearly rate 
of early period). An example of No. 1 topic (Roll-to-roll-processing) is: A = 461; B = 
1460; a = A/(A+B)/18 = 461/1921/18 = 1.33%; b = B/(A+B)/5 = 1460/1921/5 = 
15.2%; Q = b/a = (15.2%)/(1.33%) = 11.4. 

Table 3. A summary of the growing status of technology opportunities 

No. Topic title A B a b Q 

1 Roll-to-roll-processing 461 1460 1.33% 15.2% 11.4 

2 Organic-laser-diode 59 29 3.72% 6.59% 1.7 

3 Light-absorbing-layer 408 391 2.84% 9.79% 3.4 

4 InSe-thin-film 42 20 3.76% 6.45% 1.7 

5 
Liquid-coating-

composition 
16 8 3.70% 6.67% 1.8 

6 SOI-substrate 3400 3330 2.81% 9.90% 3.5 

7 SiGe-deposition 304 149 3.73% 6.58% 1.7 

(1) Evidence of roll-to-roll-processing topic: Since the growing status of this topic 
(Q = (15.2%)/(1.33%)) is 11.4 times ahead, it is regarded as an evidence to strongly 
support: “this topic is a promising technology opportunity”. 
(2) Evidence of organic-laser-diode topic: Since the growing status of this topic (Q) 
is 1.7 times ahead, it is regarded as an evidence to evenly support this topic. 
(3) Evidence of light-absorbing-layer topic: Since the growing status of this topic 
(Q) is 3.4 times ahead, it is regarded as an evidence to strongly support this topic. 
(4) Evidence of InSe-thin-film topic: Since the growing status of this topic (Q) is 1.7 
times ahead, it is regarded as an evidence to evenly support this topic. 
(5) Evidence of liquid-coating-composition topic: Since the growing status of this 
topic (Q) is 1.8 times ahead, it is regarded as an evidence to evenly support this topic. 
(6) Evidence of SOI-substrate topic: Since the growing status of this topic (Q) is 3.5 
times ahead, it is regarded as an evidence to strongly support this topic. 
(7) Evidence of SiGe-deposition topic: Since the growing status of this topic (Q) is 
1.7 times ahead, it is regarded as an evidence to evenly support this topic. 

Consequently, the strongly supported technology opportunities were roll-to-roll-
processing, light-absorbing-layer, and SOI-substrate topics; and the evenly supported 
technology opportunities were organic-laser-diode, InSe-thin-film, liquid-coating-
composition, and SiGe-deposition topics. 
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6 Conclusions 

The research framework for recognizing and evaluating the technology opportunity 
has been formed and applied to thin-film solar cell using patent data. The experiment 
was performed and the experimental results were obtained. Eleven clusters of thin-
film solar cell during 1999 to 2010 were generated via IPC-based clustering. Seven-
teen variant patents were found through similarity measure and standardization. Ten 
rare topics were identified using association analysis. The technology opportunities 
were recognized and evaluated as: roll-to-roll-processing, light-absorbing-layer, SOI-
substrate, organic-laser-diode, InSe-thin-film, liquid-coating-composition, and SiGe-
deposition topics. The variant patents and technology opportunities on thin-film solar 
cell would be helpful for managers and stakeholders to facilitate their decision-
making. 

In the future work, the threshold of z-score for sifting out variant patents can be set 
to different levels (i.e., different from 1.65) to obtain more or less variant patents. In 
addition, the data source can be expanded from USPTO to WIPO or TIPO in order to 
recognize the technology opportunity on thin-film solar cell widely. 

Acknowledgements. This research was supported by the Ministry of Science and Technology 
of the Republic of China under the Grants MOST 103-2410-H-156-010. 

References 

1. Blackman, M.: Provision of patent information: a national patent office perspective. World 
Patent Inf. 17(2), 115–123 (1995) 

2. Google, Google Scholar (2014/4/25). http://scholar.google.com.tw/schhp?hl=en&as_sdt=0 
3. Chiu, T.F.: A proposed ipc-based clustering method for exploiting expert knowledge and 

its application to strategic planning. Journal of Information Science 40(1), 50–66 (2014) 
4. Porter, A.L., Detampel, M.J.: Technology opportunities analysis. Technol. Forecast. Soc. 

Chang. 49(3), 237–255 (1995) 
5. Lee, S., Yoon, B., Park, Y.: An approach to discovering new technology opportunities: 

Keyword-based patent map approach. Technovation 29(6), 481–497 (2009) 
6. Li, X., Wang, J., Huang, L., Li, J., Li, J.: Empirical research on the technology opportuni-

ties analysis based on morphology analysis and conjoint analysis. Foresight 12(2), 66–76 
(2010) 

7. Han, J., Kamber, M.: Data Mining: Concepts and Techniques, 2nd edn. Morgan Kaufmann 
Publishers, CA (2006) 

8. WIPO: Preface to the International Patent Classification (IPC) (2013/10/20). http://www. 
wipo.int/classifications/ipc/en/general/preface.html 

9. Scholarpedia, Similarity measures (2013/10/20). http://www.scholarpedia.org/article/ 
Similarity_measures 

10. Cha, S.H.: Comprehensive survey on distance/similarity measures between probability 
density functions. International Journal of Mathematical Models and Methods in Applied 
Sciences 1(4), 300–307 (2007) 

11. Feldman, R. & Sanger, J.: The Text Mining Handbook: Advanced Approaches in Analyz-
ing Unstructured Data. Cambridge University Press (2007) 



 Recognizing and Evaluating the Technology Opportunities via Clustering Method 169 

12. Ohsawa, Y., Benson, N.E., Yachida, M.: KeyGraph: automatic indexing by co-occurrence 
graph based on building construction metaphor. In: Proceedings of the Advanced Digital 
Library Conference (IEEE ADL 1998), pp. 12–18 (1998) 

13. Wikipedia, Google Scholar (2014/4/25). http://en.wikipedia.org/wiki/Google_Scholar 
14. USPTO. ‘the United States Patent and Trademark Office’ (2013/10/20). http://www.uspto. 

gov/ 
15. Stanford Natural Language Processing Group, Stanford Log-linear Part-Of-Speech Tagger 

(2009/8/15). http://nlp.stanford.edu/software/tagger.shtml 
16. Tseng, Y.H., Lin, C.J., Lin, Y.I.: Text Mining Techniques for Patent Analysis. Inf. 

Process. Manage. 43, 1216–1247 (2007) 
17. Anderson, D.R., Sweeney, D.J., Williams, T.A.: Statistics for business and economics. 

CengageBrain (2008) 



© Springer International Publishing Switzerland 2015  
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 170–179, 2015.  
DOI: 10.1007/978-3-319-15705-4_17 

Raising EFL College Learners’ Awareness  
of Collocations via COCA 

Yuh-Chang Lin() 

Center for General Education, Aletheia University, No. 32, Chen-Li Street, 
Tamsui, New Taipei City 25103, Taiwan, R.O.C. 

au1258@au.edu.tw 

Abstract. This study aimed to raise EFL learners’ awareness of collocations via 
COCA. Three learners participated in this experimental study. They were col-
lege students aged from 21 to 25. Four instruments and several exercises were 
employed in this study. The instruments included a standardized test, a ques-
tionnaire, two surveys, and a corpus called Corpus of Contemporary American 
English (COCA). Exercises involve translations and collocational grids. 
Through one-month experiment, learners’ awareness of collocations was raised. 
Although learners’ awareness of collocations was raised, their application of 
collocational knowledge to real-life settings was still far from satisfaction. It is 
suggested that attention should be paid to the advancement of collocational 
knowledge, if learners intend to convey their messages in English clearly and 
economically. 

Keywords: Awareness of collocations · COCA · Collocational knowledge · 
Low-achieving learners 

1 Introduction 

EFL (English as a foreign language) college students in Taiwan have learned English 
for at least six years (three years in their junior high, and another three years in their 
senior high). Through this six-year exposure to English, a great majority of them 
spend time developing their reading ability, a receptive language skill, for two main 
entrance exams in Taiwan, senior high schools and colleges, for these two exams 
assess mainly test-takers’ reading ability. Under the influence of the entrance exams, 
much attention has been paid to the advancement of reading ability.  

Too much focus on meanings but little attention paid to form leads to EFL learn-
ers’ inability to write clearly. They tend to make errors when they write in the target 
language (here English). Of the errors made by Taiwanese learners, misuse of collo-
cations is one of them, which poses difficulties for native speakers in reading texts 
written by EFL writers. For example, coming across such an expression as I would 
like to have a cup of red tea, native speakers can be confused about the meaning in 
that they cannot retrieve from their mental lexicon for the exact meaning of red tea. 
Actually, the expression should be black tea.  

Quite a number of Taiwanese learners of English tend to literally translate Chinese 
into English when they express in a productive way. This may result from their lack 
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of collocational knowledge. In order to raise EFL learners’ awareness of collocations 
and improve their accuracy in composing lexical items, the researcher intends to 
adopt an online resource, Corpus of Contemporary American English (COCA), to 
explore the effect of employing it on raising EFL college students’ awareness of col-
locations.  

2 Related Literature 

2.1 Theoretical Aspect 

Collocations had been explored since 300 B.C. (Robins [1], cited in Hsu [2]), when 
Greek Stoic scholars had included collocations in their study of lexical semantics. 
These scholars did not support the notion of “one word, one meaning”. To them, col-
locations were an important consideration while determining the meaning of a lexical 
item. They claimed that word meanings do not emerge in isolation, and its meanings 
may differ depending on the collocations in which they appear. 

The approach to the investigation into collocations can be divided into two categories: 
lexis, and the integration of lexis and grammar. Researchers who apply lexical approach 
to investigating collocations include Palmer, Firth, Halliday, McIntosh, and Lewis. They 
hold that lexis is a crucial criterion in determining the collocability of words. For exam-
ple, Palmer [3] views collocations as lexical items whose meanings are not inferable 
from their component parts. Firth [4] regards collocations as words collocating with other 
words in collocational or conventional order and examines collocations at syntagmatic 
level. In order to describe the collocability of words, Halliday [5] invents the notion of set 
to illustrate the distinct combination of words. McIntosh’s [6] addition of the notions of 
tolerance of compatibility, potential of collocability, range and range-extension to the 
field of collocations improve learners’ vision of collocations. Lewis [7] considers lexis as 
an alternative to grammar-based approach to the study of collocations. All these re-
searchers support lexical approach to collocations.  

Contrary to the lexis-oriented convention to the study of collocations, some lin-
guists and researchers proposed that for a clearer explanation of collocations, lexis as 
well as grammar had better be seen as interpenetrating factors in determining the col-
locability of words. Among the researchers advocating this belief are Sinclair; Green-
baum; Mitchell; Bolinger; Kjellmer; Benson, Benson, and Ilson; Nation. 

The researchers stated above have shared an approach, an integration of lexis and 
grammar, to the study of collocations. Sinclair [8] proposes node and span to describe 
the collocational features of words. “Open-choice” and “idiom” principles are Sin-
clair’s another approach to examining collocability of words. Greenbaum [9] notes 
that examining a collocation simply from lexical considerations may have its short-
comings for it might relax syntactic restrictions on collocations. Mitchell [10]  
describes collocations as lexico-grammatical combinations and further proposes a 
distinction between collocations and colligations. Bolinger [11] considers selectional 
restrictions of generative grammars as one of the restrictions on the collocability of 
words. Kjellmer [12] defines collocations as “lexically determined and grammatically 
restricted sequences of words”. Benson et al. [13] divides collocations into two 
groups: lexical collocations and grammatical collocations. Nation [14] adopts ten 
scales to identify collocations. All these researchers have reached a consensus on the 
study of collocations – an integration of lexis and grammar.  
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2.2 Empirical Aspect  

Empirical studies on collocations have primarily focused on the following three pers-
pectives: measuring collocational knowledge, development of collocational know-
ledge, and the teaching of collocations.  

Measuring Collocational Knowledge. A significant amount of studies on colloca-
tions are related to measuring learners’ collocational knowledge. Some researchers 
(e.g., Zhang [15]; Al-Zahrani [16]) explore the correlation between learners’ colloca-
tional knowledge and their writing performance. Others (e.g., Aghbar [17]; Bahns and 
Eldaw [18]; Bonk [19]) investigate the relationship between learners with different 
language proficiency and their collocational knowledge. They employ different in-
struments, tests and questionnaires for example, to conduct their experiments. The 
results show that learners’ collocational knowledge closely correlates with their lan-
guage proficiency. However, there is still a gap between L2 learners’ collocational 
knowledge and their writing performance.  

Development of Collocational Knowledge. For the purpose of having a general idea 
on the development of learners’ collocational knowledge, Cowie and Howarth [20] 
employed a lexical collocation test (a verb-noun type), and Gitsaki [21] adopted an 
essay writing task, a translation task and a blank-filling test as instruments to conduct 
their experiments to see the results. Cowie and Howarth’s finding shows that there is 
an overlap on the development of collocational knowledge between less proficient 
native speakers and more proficient non-native speakers. Gitsaki’s findings show that 
beginning learners’ acquisition of lexical collocations is better than that of grammati-
cal ones. However, their collocational knowledge applied in a productive way remains 
limited. Intermediate learners’ knowledge of grammatical collocations seems to in-
crease, but their proper use of collocations is still unsatisfied. Post-intermediate learn-
ers are found to have a better performance in the use of their collocational knowledge. 
On the whole, L2 learners still have difficulty in applying their collocational know-
ledge to the real-world settings.  

The Teaching of Collocations. Being aware of the importance of collocational 
knowledge, some researchers have focused their studies on the teaching of colloca-
tions with a view to providing teachers with a clearer concept of how to teach colloca-
tions. Cowie [22] proposes that the instruction of ready-made units at a basic level of 
discourse is as important as that of lexical innovation, which many researchers sug-
gest too early to do it. Bahns [23] subsequently argues that EFL learners should be 
taught how to use collocation dictionaries. He further claims that not all collocations 
should be taught by teachers. For example, collocations with grammatical similarity 
between two languages need not to be taught. He points out that teaching materials 
composed of frequently-used collocational items can be useful in EFL classrooms. 

Farghal and Obiedate [24], conducting a similar study to Bahns’, proposes that col-
locations are an important yet neglected knowledge in EFL classrooms. Their finding 
supports Bahns’ studies. They employed two tests to assess two groups of learners 
and found that learners adopt four different strategies to take the tests—strategies 
such as lexical simplification, namely synonym, transfer, avoidance and paraphrasing.  

What these researchers suggest is that learners, ESL or EFL learners in particular, 
should be equipped with collocational knowledge so that they may use the language 
accurately and economically.  

In order to help those learners who are still in a puzzle at the notion of collocations, 
this study is thus conducted with the following two research questions: 
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1. Can learners’ awareness of collocations be raised via COCA? 
2. Can low-achieving learners’ knowledge of collocations be improved by explicit 

teaching? 

2.3 COCA 

COCA is a free online corpus. Anyone can access it. New users can gain access to it 
and use it directly. After 10-15 queries, users are asked to register for continued use of 
the corpus. By then, users are asked to provide their account numbers (email ad-
dresses) and passwords to gain access to the system. Afterwards, when users intend to  
exploit COCA, their account numbers and passwords are required. There are four 
functions listed under the word display. They are list, chart, kwic, and compare. Of 
them, kwic is the only function employed by this study. Kwic stands for key word in 
context. For example, learners may be asked to check if white hair or gray hair has 
more tokens (the exact number of certain lexical items) appearing in COCA. They 
may key in either white hair or gray hair in a box with word(s) to the left of the box 
and click the button search. The number of the tokens for either white hair or gray 
hair tends to show on the screen. The number of the tokens for white hair and gray 
hair are 996 and 1083 respectively in COCA. With significant number of the tokens 
for each expression, one may conclude that these two expressions are widely used by 
Americans. Learners are expected to learn the skill of examining whether a term is 
used by most Americans or not via COCA. If a term is widely used in COCA, learners 
may employ it without much doubt. If a term cannot be found in COCA, learners are 
suggested to find another way to express it.  

3 Methodology 

3.1 Participants 

Participants are three college students who took a summer session English course 
called Freshman English. One of them is male, and the other two are female. Their 
years of studying English vary from 7 to 12 years. This is an intensive course span-
ning one month. Class meets two times a week and 4 hours each time. Total teaching 
hours are 32 hours. 

3.2 Instruments   

Four instruments and several exercises are employed in this study. The instruments 
include a standardized test, a questionnaire, two surveys, and a corpus called Corpus 
of Contemporary American English (COCA). The standardized test is an English 
proficiency test developed by Language Testing Center (LTC) in Taiwan. It contains 
three parts: vocabulary and structure, fill-in-the-blanks, and reading comprehension. 
Another instrument is a questionnaire. It includes three parts: learners’ personal data, 
their English learning experience, and their English vocabulary learning strategies. 
There are two surveys conducted during the study. One was carried out before the 
class began, and the other was administered at the end of the class. The survey ques-
tions are primarily about learners’ knowledge of collocations before and after taking 
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this course. Still another instrument is COCA, a freely searchable 450-million-
word Corpus, the largest corpus of American English currently available.  

Exercises involve five translations and five collocational grids. Translations are 
primarily about phrase translation from Chinese to English. For example, in a Chinese 
sentence,麥當勞及肯德基之類的食物被視為垃圾食物, there is a phrase underlined, 
which is 垃圾食物. Following the Chinese, there is an English sentence made based 
on the meaning of the Chinese sentence. Its translation goes like this: Food such as 
MacDonald’s and Kentucky’s is generally taken as ___ ___. There are two blanks 
provided for learners to fill in with proper words.  

Collocational grid exercises are to test learners’ knowledge of collocations. One 
example of the collocational grid exercise is shown in figure 1. 

Fig. 1. A Collocational Grid Exercise for ride, drive, and fly 

 a car a bicycle an airline a bus 
ride  + + 
drive + + 
fly  +  

3.3 Procedures 

First of all, participants are asked to take a standardized English proficiency test 
called General English Proficiency Test (GEPT), which is a test developed by Lan-
guage Testing Center (LTC) in Taiwan. The level of the test is intermediate. It is a test 
designed as a benchmark for evaluating high school students’ English ability in Tai-
wan. Learners are allowed to take the test for 45 minutes. The length of time is stipu-
lated by LTC. The purpose of asking learners to take the test is to know their language 
levels of proficiency.  

Participants are also required to complete a questionnaire on English vocabulary 
learning strategies before the class starts. It is made of 39 questions with an expert 
validity from two English professors who have taught English for 3 and 17 years re-
spectively. The questionnaire is administered for the purpose of collecting learners’ 
personal data, their English learning experience, and their vocabulary learning strate-
gies before and after taking this course. Moreover, results of the questionnaire com-
pleted before the class is taken as a benchmark to explore whether learners’ awareness 
of collocations has been raised.  

Additionally, four translation exercises were practiced during class. There are ten 
questions in each exercise. Learners were asked to do an exercise for three times. For 
the first time, they did the exercise without consulting any reference books. When 
they completed the questions, learners’ answers were checked by the researcher. 
Those correct answers were marked with a red circle. Then, the researcher gave back 
the original test questions to learners. Without erasing any answers written in the first 
stage, learners may refer to any resources they can access for the second-time exer-
cise. Still, the answers written by learners for the second-time exercise were checked 
with a red triangle, and learners were asked to keep their answers intact. After this, 
learners were asked to do the third-time exercise on the same questions. This time, 
learners were asked to check their correct or incorrect answers based on the number 
of the tokens for a specific term they examined via COCA. If they fail to discover 
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acceptable answers to any questions by every effort they’ve made, answers will be 
provided accordingly. Still, learners were asked to double check the answers via 
COCA.  

Five collocational grid exercises were administered in this study. They were carried 
out by the learners in a way similar to the steps in undertaking the translation  
exercises.  

3.4 Data Collected 

Data are collected from the following instruments: a standardized test, a questionnaire, 
two surveys, five translation tests, and five collocational grid exercises.  

4 Results  

4.1 Before the Class 

On the standardized test, three learners’ scores are 60, 37, and 31 respectively. The 
total score for the test is 100. One learner passed the test, and the other two failed the 
test. Their scores are significantly below the average; therefore, I call them low-
achieving learners. While the one who passed the test, I call her an intermediate  
learner.  

A survey was conducted before class began. There are four open-ended questions 
in the survey. They are: (1) What is your way of learning words? (2) Have you ever 
had experience in writing in English? If yes, have you ever encountered any difficulty 
in determining whether a word or a phrase is correct or not? (3) Following the pre-
vious question, how do you find a suitable phrase while you are writing in English 
(e.g., consulting a dictionary, asking classmates for answers, asking teachers for an-
swers, using an electronic dictionary, or depending on other resources)? (4) Have you 
ever heard of COCA on the Internet? If yes, who introduced it to you? After being 
introduced to this Internet resource, have you ever tried to use it? If yes, how many 
times did you access it? 

In answering the first question, one learner said that he tended to read the word out 
loud first and then try to memorize it. If he failed to pronounce the word, he tended to 
commit it to memory by rotten practice. The other two shared a method: they read out 
loud the word and at the same time write it down on a piece of paper for several 
times. As to the answers to the second question, one said she would compose it in 
other way; that is, she paraphrased the expression which she failed to come up with 
proper terms directly. Another one said that she would try her best to use the terms 
which she was familiar with. Still another one said that he had no experience writing 
in English. In response to the third question, one said when she ran into difficulty in 
finding proper terms in writing in English, she tended to find them through consulting 
Internet, asking her elder sister, or using an electronic dictionary. Another one said 
that he would use an electronic dictionary or refer to Internet resources. Still another 
one said that she would check what she had in mind by keying in the terms into 
Google to see whether it is proper or not. If her terms were not proper, she would key 
in Chinese into Google and looked for proper English translation. Answering the 
fourth question, one said that she heard of COCA via teachers; however, she has not 
used it yet. The other two said that they had never heard of it.  
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4.2 During the Class 

As to the translation exercises, three learners’ performance was shown in the follow-
ing tables. In order to distinguish the intermediate learner from the other two, I 
labeled the intermediate learner as learner A, and the other two as learner B and  
learner C. 

Table 1. Learner A’s Translation Score  

 Exercise 1 Exercise 2 Exercise 3 Exercise 4 Exercise 5 
First-time 30 20 30 20 30 
Sec.-time 50 90 70 90 70 

Note: First-time exercise was done by learners without referring to any resources. For sec.-time 
(second-time) exercise, learners might freely consult any reference materials. The total score is 100. 

Table 2. Learner B’s Translation Score 

 Exercise 1 Exercise 2 Exercise 3 Exercise 4 Exercise 5 
First-time 0 0 0 0 0 
Sec.-time 45 50 30 50 30 

Table 3. Learner C’s Translation Score 

 Exercise 1 Exercise 2 Exercise 3 Exercise 4 Exercise 5 
First-time 0 10 0 0 0 
Sec.-time 50 50 20 55 30 

 
Concerning collocational grid exercises, learners’ performance for the second-time 

exercise was recorded in the following tables from 4 to 6. 

Table 4. Learner A’s Performance 

 Exercise 1 Exercise 2 Exercise 3 Exercise 4 Exercise 5 
Total No. 9 4 6 8 8 
First-time 6 2 4 5 2 
Sec.-time 8 4 6 8 8 

Note: Total number means the sum of possible combinations based on Oxford Collocations 
Dictionary for students of English [20] and The BBI Combinatory Dictionary of English [6]. 
First-time means that learners are not allowed to consult any reference materials. Second-time 
means that learners do the exercise for the second time, when they are allowed to consult any 
reference materials available to them.  

Table 5. Learner B’s Performance 

 Exercise 1 Exercise 2 Exercise 3 Exercise 4 Exercise 5 
Total No. 9 4 6 8 8 
First-time 6 3 0 3 1 
Sec.-time 8 4 6 8 6 
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Table 6. Learner C’s Performance 

 Exercise 1 Exercise 2 Exercise 3 Exercise 4 Exercise 5 
Total No. 9 4 6 8 8 
First-time 5 2 0 3 2 
Sec.-time 6 3 5 6 5 

 
There are three questions for the second survey conducted at the end of the course. 

They are: (1) What is a collocation? Please give examples to illustrate it. (2) How do 
you translate a Chinese phrase into English when you fail to find an English equiva-
lent for any part of the phrase? For example, how do you find an English equivalent 
of a Chinese phrase “化濃妝”? (3) What do you learn from this summer session 
course? What impresses you the most? 

Learner A’s answers are as follows: (1) She just gave two examples: One is drive 
the bus (√), and the other is ride the bus (×). (2) She will google for the answer. She 
will key in the Chinese phrase ‘化濃妝’ and then leave a space. After this measure, 
she will key in ‘中文’ and press ‘Enter’ button to look for possible answers. (3) She 
learned collocations from this course, and COCA impressed her the most. 

Learner B’s responses are in the following: (1) He has no response to this question. 
(2) He will access the Internet and use COCA to look for English translations. (3) He 
learned how to find an acceptable phrase in English, and COCA impressed him the 
most.  

Learner C’s answers are listed as follows: (1) Two different words combine togeth-
er and the meaning of the sum is a little different from the meaning of its component 
parts. For example, ‘return trip’ means the journey to go back home. For an EFL 
learner, it is sometimes hard to understand its meaning from the meanings of its com-
ponent parts. (2) First of all, she will look for the English equivalent of the Chinese 
word ‘畫’ and then look for the English expressions for the Chinese phrase ‘濃妝’. 
When she has two English lexical items, she will key in those two items into COCA 
and see whether its tokens meet certain requirements as an acceptable expression. (3) 
What she learned from this course are figuring out the way to employ COCA, paying 
attention to a word’s environment, knowing the importance of word classes in the 
combination of words, and realizing that phrases should be learned as a single item.  

5 Discussion and Suggestions 

The researcher intends to begin this section with response to the two research ques-
tions: (1) Can learners’ awareness of collocations be raised via COCA? (2) Can learn-
ers’ knowledge of collocations be improved by explicit teaching? 

From the translation exercises, collocational grid exercises, and learners’ response 
to the surveys before the class began and after the class was over, the researcher 
would like to say that learners’ awareness of collocation has been raised. For the in-
termediate learner, her awareness of collocation has improved greatly. While for the 
low achievers, even though their awareness of collocations seemed limited after they 
took the course, they felt that COCA benefited them a lot in terms of finding an ac-
ceptable lexical expression in their language learning process.  
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Can learners’ knowledge of collocations be improved by explicit teaching? The an-
swer is yes. Although learners’ different levels of language proficiency might lead to 
different learning effects, explicit teaching does good to the learning of collocations. 
From learners’ performance on translation exercises and collocational grid exercises, 
the intermediate learner did better than those two low-achieving learners. Learners’ 
language proficiency has effect on their performance of collocational knowledge.  

It seems that this study has achieved its goal of raising EFL college learners’ 
awareness of collocations. However, it is not without its limitation. Limited number 
of participants and brief duration of the experiment might contribute to a result far 
from being general. One may take this study as a pilot study. That is, more partici-
pants and longer duration are needed for a study to make a generalized conclusion.  

6 Conclusions 

Collocation is one of the important language abilities ESL or EFL learners, even na-
tive low achievers, should develop. It may help facilitate learners’ proper employment 
of English in a productive way. In this study, learners’ awareness of collocations is 
raised to different degrees based on their language proficiency. Low achievers’ know-
ledge of collocations are developed too although the progress is limited. By explicit 
teaching plus proper use of COCA, learners’ knowledge of collocations can be ad-
vanced.  
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Abstract. In the prior research, using the computing system (HCCS) indeed 
identified the gaps between doing and knowing when students learned concepts 
and performed problem solving tasks of database management. To bridge the 
emerged gaps by interacting with well-designed question prompts and self-
explanations treatments, the purpose of this study is to examine the effects of 
question prompts, self-explanation, and the interaction of question prompts and 
self-explanation on undergraduate students’ database conceptual knowledge and 
problem solving performance in a peer tutoring context. One hundred and fifty-
one undergraduates from three classes in a private university participated in the 
8-week experimental instruction. The results reveals that (a) the interaction of 
question prompts and self-explanation was not significant, and (b) for the prob-
lem solving performances, the integral question prompt group outperformed the 
gradual question prompt group and the scenario-based self-explanation group 
outperformed the elaboration-based self-explanation group. 

Keywords: Question prompt · Self-explanation · Problem solving · Peer tutoring 

1 Introduction 

Some core topics organized in the knowledge area, information management, of the 
ACM/IEEE CS2013 Body of Knowledge, are primarily concerned with the capture, 
digitization, representation, organization, transformation, and presentation of informa-
tion; data modeling and abstraction. The student needs to develop conceptual and physi-
cal data models, determine which IM methods and techniques are appropriate for a given 
problem, and be able to select and implement an appropriate IM solution that address 
relevant design concerns including scalability, accessibility and usability. The topics 
include database systems, data modeling, indexing, relational databases, query languages.  

Database management contains data modeling, development, applications and im-
plementations. To learn the higher level concepts of database, students need to have 
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the abstract concepts. Instructional strategies such as problem-based learning have 
been suggested to reduce misconceptions and enhance meaningful learning [2]. The 
DB instructional students showed that novices are lack of DB-specific knowledge, so 
the doing and knowing about actions of problem solving are usually inconsistent. 
When teachers teach and strive to achieve successful students learning outcomes, 
most of them have experienced difficulty in communicating with students. There are 
only a few students can learn well, early and timely, lots of students learn helpless-
ness or give up halfway under successive frustration instead.  

Question prompts as scaffoldings have been found effective in helping students fo-
cus attention to specific aspects of their learning process and monitor and evaluate 
their learning through elaboration on the questions asked [6]. Researchers have ex-
amined the use of question prompts in scaffolding student knowledge construction, 
integration, and problem-solving processes in various content domains. The overall 
findings have consistently pointed to the advantages of the use of question prompts in 
directing students’ attention to important aspects of the problem, activating their 
schema, eliciting their explanations, and prompting them for self-monitoring and self-
reflection. Ge and Land (2005) conducted a critical analysis of question prompts in 
terms of their cognitive and metacognitive functions in supporting ill-structured prob-
lem-solving processes, which led to the theoretical assumption that question prompts 
could also be effective in supporting ill-structured problem solving and a couple of 
empirical studies have also examined the use of question prompts in scaffolding ill-
structured problem solving in the classroom setting [7]. 

Self-explanation is an act which the learners perform when they explains how they 
solve a problem. Self-explanation process is not mere communication of information 
to other people by conversation. Rather it is one of the mental representation activi-
ties. Self-explanation refers to a reflective activity explaining to oneself a learning 
material in order to understand meaning from the material or to repair misunderstand-
ing during studying worked-out examples or reading exploratory texts [4]. It seems 
obvious that a student performs better at problem-solving tasks, generates inferences 
which facilitate conceptual understanding, and repairs flawed mental models as well 
when being encouraged to use the self-explanation strategy during learning [3]. 

In the study of Ge and Land (2004), the quantitative outcomes revealed that ques-
tion prompts had significantly positive effects on student problem-solving perfor-
mance but peer interactions did not show significant effects. The qualitative findings, 
however, did indicate some positive effects of peer interactions in facilitating cogni-
tive thinking and metacognitive skills. The study suggested that the peer interaction 
process itself must be guided and monitored with various strategies, including ques-
tion prompts, in order to maximize its benefits. Peer tutoring refers to an instructional 
method that uses pairings of high-performing students to tutor lower-performing stu-
dents in a class-wide setting or in a common venue outside of school under the super-
vision of a teacher. Currently, there is sufficient research that documents the benefits 
of peer tutoring as a supplement to traditional instruction. Peer tutoring has been used 
across academic subjects, and has been found to result in improvement in academic 
achievement for a diversity of learners within a wide range of content areas [8]. Wu 
and Looi (2011) designed and implemented a reflective tutoring framework by incor-
porating question prompts within an inquisitive simulated tutee environment that 
seeks to scaffold learner’s reflection in pursuing tutoring activities [12].  
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Lin, Chen and Chen (2013) have used the intelligent human-computer computing 
system (HCCS) to identify the gaps between doing and knowing when students learned 
concepts and performed problem solving tasks of database management [10]. In this 
study, the strategies of question prompts and self-explanations are used to bridge the 
gaps between doing and knowing in learning database management. Hence, this study 
examined the effects of question prompts and self-explanation in scaffolding undergra-
duate students’ database problem solving processes through peer tutoring. 

2 Literature Review 

2.1 Problem Solving 

Although most educators regard problem solving as a critical skill for life and there 
are different perspectives on problem solving as an educational goal, method, or as a 
skill. As an educational goal, problem solving refers to the use of weak methods to 
solve unfamiliar, new domain-general problems, the use of strong methods to solve 
domain-specific well-structured problems, the use of knowledge-based methods to 
find an acceptable solution for ill-structured problems. In modern education, authentic 
learning tasks that are based on real-life tasks are increasingly seen as the driving 
force for teaching and learning because they are instrumental in helping learners to 
integrate their knowledge, skills and attitudes. The use of problem solving as an edu-
cational method completely ignore human working memory limitations. Several  
alternatives to conventional problem solving have been devised to teach problem 
solving in more efficient and effective way, including the use of goal-free problems, 
worked examples, and completion problems. Within the skills perspective, problem 
solving is seen as something that develops over time as a function of practice. The 
phase models typically link problem solving to one or more phases in a process of 
expertise development or skill acquisition. The 4C/ID-model uses the four compo-
nents, learning tasks, procedural information, supportive information and part-task 
practice to build an environment for teaching problem solving [13]. 

When solving database problems, students have no clear path to a solution. During 
the problem solving learning, students need to learn to integrate various database 
concepts and applications into solving various phases of problems. The links between 
learning and problem solving suggest that students can learn heuristics and strategies 
and become better problem solvers, and it is best to integrate problem solving with 
academic content. Through problem solving learning, content, skills, and attitudes 
could be integrated in the learning context in order to promote learning by problem 
solving. Therefore, problem solving could be employed as a prospective means for 
learning database management and applications. This study aims to investigate the 
conceptual and operational framework for scaffolding the problem solving learning 
process in database management and applications. 

2.2 Question Prompts 

Question prompts include procedural prompts, elaboration prompts, reflection prompts, 
knowledge integration prompts, justification prompts, self-monitoring prompts, each of 
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which serves different cognitive and metacognitive purposes. Procedural prompts are 
designed to help students to complete specific tasks, and they have been successfully 
used to help students learn cognitive strategies in specific content areas. Elaboration 
prompts are designed to prompt learners to articulate thoughts and elicit explanations. 
Reflection prompts encourage reflection on a meta-level that students do not generally 
consider [5]. Lin and Lehman found that justification prompts facilitated transfer to a 
contextually dissimilar problem. Davis and Linn found that self-monitoring prompts 
embedded in the Web-knowledge integration environment encouraged students to think 
carefully about their activities and facilitated planning and reflection. The gradual ques-
tion prompts, in the present study, are to scaffold students with attending to important 
aspects of a problem at different phases and assist them to plan, monitor, and evaluate 
the solution during the processes of problem solving, and the integral question prompts 
are to scaffold students’ problem solving with the top-down style. 

2.3 Self-explanation 

The self-explanation effect can be explained with two fundamental reflection mechan-
isms: inference generation and conceptual revision. It seems obvious that a student 
performs better at problem-solving tasks, generates inferences which facilitate con-
ceptual understanding, and repairs flawed mental models as well when being encour-
aged to use the self-explanation strategy during learning. According to cognitive load 
theory, generating self-explanation requires high cognitive load by requiring that 
learners monitor their understanding and represent incoming information at the same 
time. Kwon, Kumalasari and Howland (2011) examined the effects of self-
explanation on conceptual understanding and problem-solving performance. The main 
results of the study were that generating an explanation to oneself was more effective 
than completing an explanation provided by an expert on problem-solving perfor-
mance, and when students generated more correct explanations on problems, they 
solved the problems more accurately. The results also revealed the superiority of 
“open self-explanation” over completing an expert’s partial explanation. The “open 
self-explanation” might encourage students to generate more inferences to make sense 
of their explanations and the inferences could be elements of new knowledge. How-
ever, the “completing other-explanation” might force students to make sense of a 
given explanation and thus hinder inference generation [9]. This study examines the 
effect of self-explanation in reducing the gaps between doing and knowing. 

2.4 Peer Tutoring Context 

Higher Education has been facing many challenges. The student body is itself becoming 
more diverse in age, experience level, motivation, and learning need. Evidence shows 
that students can learn by teaching their peers, yet the magnitude of learning gains is 
often small. To account for such findings, Roscoe and Chi (2007) considered peer tutors’ 
behaviors in terms of knowledge-building versus knowledge-telling. Learning by teach-
ing arises from knowledge-building opportunities inherent to the teaching process that 
may depend on tutors’ self-monitoring, such as explaining and questioning. To explain 
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well, peer tutors may need to evaluate their own knowledge gaps or confusion, and re-
cover from these problems using logical reasoning or other knowledge-building strategies. 
Tutors also need to organize their domain knowledge to offer explanations that are well-
structured. Roscoe (2014) considered the hypothesis that peer tutors’ knowledge-telling 
bias results from inadequate self-monitoring. This hypothesis is tested by analyzing the 
dialog of untrained, novice tutors and tutees to identify tutors’ overt knowledge-building 
and self-monitoring activities, and assessing how these activities relate to each other and 
learning. The results showed that tutors’ comprehension-monitoring and domain know-
ledge, along with pupils’ questions, were significant predictors of knowledge-building, 
which was in turn predictive of deeper understanding of the material. Moreover, tutorial 
interactions and questions appeared to naturally promote tutors’ self-monitoring [11]. 
Arco-Tirado (2011) examined the impact of a peer tutoring program on preventing aca-
demic failure and dropouts among first-year students. The result showed differences in 
favor of the treatment group on grade point average, performance rate, success rate and 
learning strategies. 

This study examines the effects of the question prompts that guide the peer tutors 
to interact with tutees, and scaffold novice tutors in promoting knowledge-building 
behavior [1]. 

3 Purpose and Research Questions 

The purpose of this study is to examine the effects of question prompts, self-
explanation, and the interaction of question prompts and self-explanation on under-
graduate students’ database conceptual knowledge and problem solving performance 
in a peer tutoring context by comparing gradual prompts with integral prompts and 
conditional event-driven self-explanation with factual knowledge-elaborated self-
explanation in a private university in New Taipei City, Taiwan. 

The study tried to answer the following research questions: 
1. Do gradual prompts differ from integral prompts in terms of database conceptual 

knowledge and problem solving performance for undergraduate students in a 
peer tutoring context? 

2. Does conditional event-driven self-explanation differ from factual knowledge-
elaborated self-explanation in terms of database conceptual knowledge and prob-
lem solving performance for undergraduate students in a peer tutoring context? 

3. Does the combination of question prompts and self-explanation affect students’ 
database conceptual knowledge and problem solving performance in a peer  
tutoring context? 

4 Method 

4.1 Research Design 

A 2 x 2 factorial qusi-experimental design was implemented to address the research 
questions. Two treatment variables used - question prompts and self-explanation. 
Dependent variables included conceptual knowledge and problem solving. 
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Treatment variable 1. The treatment levels of question prompt were gradual ques-
tion and integral question prompts. The gradual question prompts prompted students 
to attend to important aspects of a problem at different phases and assisted them to 
plan, monitor, and evaluate the solution during the process of problem solving. In 
terms of modeling the problem as an issue tree, the integral question prompts referred 
to a set of questions with specific procedures for problem solving that prompted stu-
dents to initiate the problem solving at the top level, then solve the elements in the 
next level, and repeat the process until the tree was exhausted. 

Treatment variable 2. The treatment levels of self-explanation were scenario-based 
self-explanation and elaboration-based self-explanation. The scenario-based self-
explanation asked students to reason their actions from a view of problem scenario in 
the environment of web application systems. The later asked students to reason and 
elaborate their action according to the factual knowledge. 

4.2 Participants 

151 undergraduate students from three database management and application classes 
at a private university in northern Taiwan, participated in the 8-week experimental 
instruction. 140 participants were sophomores, all of them possessed basic computer 
and programming skills, and were randomly assigned to one of the four groups to 
receive the four-hour weekly treatment. 

4.3 Materials and Tasks 

Students learn database concepts and applications by designing and implementing 
web applications. The problem solving situations were provided to the students. With 
the help of the problem solving scenarios, real-life events which closely related to the 
target concepts were introduced to serve as learning contexts for problem solving. The 
lectures and practices of theoretical concepts and practical skills for data modeling 
and database applications were synchronized with the phases of problem solving and 
covered in the four tasks depicted in the figure 1 that described the topics, goals and 
learning activities. To minimize the intrusion of web programming, the sample pro-
grams and a sample web application were used to help students in acquiring the 
knowledge and skills of web applications development and applying them in their 
own web application systems. 

4.4 Instruments 

The instruments utilized in the present study were the pre-test, post-test, two versions 
of worksheets for the gradual-prompt group and integral-prompt group, and two ver-
sions of worksheets for the two self-explanation groups in each task, the grading ru-
brics for the students’ responses to question prompts, the self-explanation, and the 
performances for problem solving. 
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Fig. 1. The procedure of performing tasks of problem solving 

4.5 Treatment and Data Collection Procedure 

The database management and application is a required course for one academic year, 
the participants across all the four groups were instructed to perform the tasks about 
web applications problem solving during the second term. The experiment was car-
ried out during the regular class schedule for database management and application, 
and consisted of four main phases as follows: assessing prerequisite knowledge, ex-
ploring the problem contexts, performing the four tasks, and assessing learning out-
come. In the first week of instruction, students explored the problem contexts and 
identified the problem. In the following seven weeks, the task1 took students two 
weeks to finish the database normalization, the task2 took students two weeks to per-
form the transformation between the ER-model and Relational data model, the task3 
took students one week to construct the database, and students spent two weeks on 
implementing web application systems. Whenever students performed tasks, the in-
structor provided the question prompts, and the peer tutor of each group used the 
question prompts to assist less-knowledgeable classmates. Tutors were not trained to 
use any specific question prompting, explaining, or monitoring strategies. After the 
peer tutoring session, all students performed the specific self-explanation and com-
plete the worksheets. The data of students’ responses to question prompts and self-
explanations in the problem solving performances were gathered by means of the 
worksheets. After finishing the four tasks, students’ performances of problem solving 
were scored. 

4.6 Data Analysis 

The effects of question prompts and self-explanation on database conceptual know-
ledge acquisition and problem solving performance in problem representation, devel-
oping solutions, and monitoring and evaluating a plan of action  were examined by 
means of a 2 × 2 Multivariate Analysis of Variance (MANOVA). The significance 
level was set to 0.05 for the study. 
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5 Results and Discussion 

Box’s test of equality of covariance matrices revealed that the observed covariance 
matrices of the dependent variables were not equal across groups (Box’s M = 33.440, 
F =3.624, p = 0.000).In the present study, two-way MANCOVA was employed to 
examine the effects of question prompt and self-explanation on learners’ conceptual 
knowledge and database problem-solving performances with pre-test as the covariate. 

5.1 Analysis of Question Prompt and Self-explanation on Database 
Conceptual Knowledge 

The mean scores on database conceptual knowledge posttest for the question prompt 
and self-explanation groups are shown in Table 1. The gradual group scored higher 
than the integral group in conceptual knowledge learning. The scenario-based group 
scored higher than the elaboration-based group in conceptual knowledge learning. 
The MANCOVA summary of question prompt and self-explanation are shown in 
Table 2. The non-significant/significant Pillai’ Trace indicated that there was not a 
significant interactive effect between question prompts and self-explanation in con-
ceptual knowledge learning (Pillai’ trace = .078, p = .925, η2 = .001). This means that 
the effect of question prompts in conceptual knowledge was not significantly different 
for the scenario-based self-explanation than it was for the elaboration-based self-
explanation counterparts. The both main effects of question prompt and self-explanation 
were not significant on database conceptual knowledge. As the conceptual knowledge 
mean scores shown in Table 1, it indicated that using the gradual question prompt was 
better than the integral question prompt, using the scenario-based self-explanation was 
better than the elaboration-based self-explanation for provoking students’ conceptual 
knowledge. 

Table 1. Summary of adjusted group means of conceptual knowledge learning and problem 
solving performance for question prompt and self-explanation 

Dependent measure Source Aspect Mean SD n 
Conceptual  
knowledge learning 

Question 
prompt 

Gradual  
Integral  

55.77 
53.69 

2.552 
2.371 

70 
81 

 Self-
explanation 

Scenario-based 
Elaboration-based 

56.03 
53.41 

2.443 
2.457 

76 
75 

Database problem 
solving perfor-
mance 

Question 
prompt 

Gradual  
Integral  

193.97 
224.07 

1.735 
1.612 

70 
81 

 Self-
explanation 

Scenario-based 
Elaboration-based 

224.87 
193.17 

1.661 
1.670 

76 
75 

 
Possible interpretations of these results were that the knowledge and comprehension 

as the first two levels of Bloom’s Taxonomy of cognitive skills, in spite of more gener-
al prompts offered in the integral prompt group, students receiving gradual prompts 
could engage in connecting, planning, monitoring, and reflecting during approaching 
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solutions as well as those receiving integral prompts, and students making self-
explanations in the authentic problem context could elicit more relative connection 
between conceptual knowledge and real lives and perform better than those in the ela-
boration-based self-explanation groups. 

5.2 Analysis of Question Prompt and Self-explanation on Database Problem 
Solving Performance 

The experimental data has been collected from students since February, 2013, who 
have experiences in learning database management for one semester in September, 
2012. They have the basis for programming languages, algorithms, flowchart, entity-
relationship model and diagrams, mysql and php homepage design. 

The mean scores on database problem solving performances for the question 
prompt and self-explanation groups are also shown in Table 1. The integral question 
prompt group scored higher than the gradual question prompt group in database prob-
lem solving performance. The scenario-based group scored higher than the elabora-
tion-based group in database problem solving performance. Moreover, the two-way 
interaction was not significant, and both the main effects of question prompt and self-
explanation were significant on database problem solving performance (F(1,151) = 
79.906, p = 0.000, η2 = 0.524; F(1,151) = 89.962, p = 0.000, η2 = 0.554). As shown by 
the mean scores in Table 1, the integral question prompt group outperformed the 
integral question prompt group, and the scenario-based self-explanation group outper-
formed the elaboration-based self-explanation group in database problem solving 
performance. The problem solving in the application level of Bloom’s Taxonomy of 
cognitive skills, the results confirmed that using the integral question prompt strategy 
with the whole view of top-down procedure to remind and apply students’ conceptual 
knowledge did enhance their problem solving performance. Moreover, the purposeful 
arrangement of self-explanation with events or activities in the authentic context did 
enhance students’ database problem solving performance. 

Table 2. Summary of MANCOVA of question prompt and self-explanation on conceptual 
knowledge learning and problem solving performance 

Source Dependent Variable 
Type III Sum 
of Squares df Mean Square F Sig. 

Question prompt Conceptual knowledge 161.683 1 161.683 .359 .550 
Problem Solving 33269.766 1 33269.766 159.744 .000 

Self-explanation Conceptual knowledge 257.369 1 257.369 .571 .451 
Problem Solving 37718.512 1 37718.512 181.105 .000 

Question prompt * 
Self-explanation 

Conceptual knowledge 67.112 1 67.112 .149 .700 
Problem Solving 2.081 1 2.081 .010 .921 

Total Conceptual knowledge 535763.000 151   
Problem Solving 6775344.000 151   

a. R Squared = .223 (Adjusted R Squared = .202) 
b. Computed using alpha = .05 
c. R Squared = .702 (Adjusted R Squared = .694) 
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6 Conclusions 

This study found that there was no difference between gradual question prompt and 
integral question prompt, and there was no difference between scenario-based self-
explanation and elaboration-based self-explanation in student’ conceptual knowledge. 
Students received integral question prompts outperformed those receiving gradual 
question prompt in performing the problem solving tasks. Students adopted the scena-
rio-based self-explanation outperformed those adopting the elaboration-based self-
explanation. Students learn a procedure only when they need to use the procedure to 
gather information. The integral question prompts guided students to identify a prob-
lem and develop a solution strategy from the whole view. Students adopted the scena-
rio-based self-explanation could be able to concentrate on the problems at hand and 
call on the schemas when needed.  

This study contributes to the research on database problem solving in the peer tutor-
ing context by suggesting integral question prompt and scenario-based self-explanation. 
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Abstract. The classification of the massive amount of malicious soft-
ware variants into families is a challenging problem faced by the network
community. In this paper (The work was supported by the EU FP7 grant
No. 608533 (NECOMA) and “Information technologies: Research and
their interdisciplinary applications”, POKL.04.01.01-00-051/10-00.) we
introduce a hybrid technique combining a frequent pattern mining and a
classification technique to detect malicious campaigns. A novel approach
to prepare malicious datasets containing URLs for training the super-
vised learning classification method is provided. We have investigated
the performance of our system employing frequent pattern tree and Sup-
port Vector Machine on the real database consisting of malicious data
taken from numerous devices located in many organizations and ser-
viced by CERT Polska. The results of extensive experiments show the
effectiveness and efficiency of our approach in detecting malicious web
campaigns.

Keywords: Malware campaign · URL · FP-tree · FP-growth · SVM

1 Introduction to Campaign Identification

Recently, numerous attacks have threatened the operation of the Internet [3,8,
10]. One of the major threats on the Internet is malicious software, often referred
to as malware. Malware is a software designed to perform unwanted actions
on computer systems such as gather sensitive information, or disrupt and even
damage computer systems. In case of finding a server vulnerability (similar to
the disease [7]) affecting multiple web pages, the attacker can automate the
exploitation and launch an infection campaign in order to maximize the number
of potential victims. Hence, the campaign determines a group of incidents that
have the same objective and employ the same dissemination strategy [4]. Detect-
ing malicious web campaigns has become a major challenge in Internet today
[3,9,12]. Therefore, strategies and mechanisms for effective and fast detection of
malware are crucial components of most network security systems.
c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 193–201, 2015.
DOI: 10.1007/978-3-319-15705-4 19
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In this paper we propose and investigate the use of frequent pattern mining
[1,5] and supervised learning classification [6,13] for malicious campaign iden-
tification. The detection process is based on the analysis of URLs (Uniform
Resource Locators). Each URL expressed by (1)

scheme : //domain : port/path?query string#fragment id (1)

consists of the following components, i.e., scheme, domain name or IP address,
port, path, query string and a fragment identifier (some schemes also allow a
username and password in front of the domain). The query string consists of
pairs of keys and values (also called attributes). By malicious URL we denote
such URL that is created with malicious purposes. It can serve malicious goals,
for example download any type of malware, which can be contained in phishing
or spam messages, etc. It is obvious that the ultimate goal of obfuscation is to
make each URL unique. Due to the fact that malicious URLs are generated by
tools which employ the same obfuscation mechanisms for a given campaign we
assume that usually intruders keep some parts of the URL static, while other
parts are changed systematically and in an automated fashion. Moreover, since
the duration of a given campaign is relatively short, we assume that the obfusca-
tion mechanisms employed for such campaign do not change significantly during
this time. We have designed and developed the system for malware campaigns
identification. Our system utilizes FP-tree data structure of tokenized malicious
URLs to form a training dataset for learning Support Vector Machine classifier.
Finally, the trained SVM is used for on-line classification of new malware URLs
into related or unrelated with malicious campaigns.

2 FP-Tree Structure and FP-Growth Algorithm

Frequent pattern mining is a widely used technique for discovering interesting
relations between data items in large databases. It is employed today in many
application areas including malware detection, Web usage mining, etc. In our
research we use the frequent pattern tree structure (FP-tree) – a prefix struc-
ture for storing quantitative information about frequent patterns in a database –
and the FP-growth algorithm for frequent pattern discovery using a divide-and-
conquer strategy, both developed by J. Han et al. [5]. The FP-growth algorithm
operates in two steps: 1) the FP-tree compact structure is constructed, 2) fre-
quent patterns are extracted from the FP-tree. In the first step the occurrence of
patterns in the input transaction database is counted. Next, infrequent patterns
are discarded, frequent patterns are sorted by descending order of their frequency
in the database, and the FP-tree structure is built. Common, usually most fre-
quent patterns are shared. Therefore, FP-tree provides high compression close
to tree root and can be processed quickly. Recursive growth is applied to extract
the frequent patterns. FP-growth starts from the bottom of the tree structure
(longest branches), by finding all patterns matching given condition. New tree
is created, etc. Recursive growth ends when no patterns meet the condition, and
processing continues on the remaining main branches of the original FP-tree.
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3 Support Vector Machine Classifier

The Support Vector Machine (SVM) [13] is a supervised learning classification
method widely used in data mining research. The concept of SVM is to classify
each data sample into one of two categories: positive class denoted by ”+1”
and negative class denoted by ”-1”. Thus, the goal is to determine a decision
boundary, which divides data into two sets (one for each class), a plane for
n ≤ 3 or hyperplane for n > 3, where n denotes the size of a dataset. Next,
all the measurements on one side of this boundary are classified as belonging
to ”+1” class and all those on the other side as belonging to ”-1” class. The
problem is that many such hyperplanes can be determined, and the best one has
to be selected. Hence, SVM tries to learn the decision boundary which gives the
best generalization. A good separation is achieved by the hyperplane that has
the largest distance to the nearest data sample of any class – a wider margin
implies the lower generalization error of the classifier. To select the maximum
margin hyperplane an optimization problem is formulated and solved for a given
training dataset. The original SVM model – linear classifier – was developed
by V.N. Vapnik, [13]. The hyperplane is calculated as a solution of a quadratic
optimization problem. However, in many practical applications the datasets are
not linearly separable in the data space. To determine the hyperplane the original
space is mapped into a much higher-dimensional space using nonlinear kernel
functions. The kernel function K(xi, xj) defines the similarity between a given
pair of objects. A large value of K(xi, xj) indicates that xi and xj are similar
and a small value indicates that they are dissimilar. Various kernel functions and
described in literature [6].

Finally, the trained SVM can be used to classify the samples from a new
dataset based only on the knowledge about their attributes.

4 FP-SVM System

The architecture of our system for malicious campaigns identification (FP-SVM)
is presented in Fig. 1. It consists of three main modules: a database collect-
ing malicious data, a frequent pattern mining module that implements the FP-
growth algorithm for frequent patterns discovery and a data classification mod-
ule that uses the SVM method to classify malicious datasets containing URLs as
related or not to a campaign. To produce the SVM classifier a training dataset
collecting malicious data (precisely URLs) that have already been classified into
campaigns is required. Unfortunately, access to databases collecting malicious
data divided into campaigns (if they exist) is restricted. Therefore, the only sen-
sible solution is to define some patterns of URLs related with campaigns based
on analysis of existing databases collecting malicious data, and generate a set
of samples containing these patterns. It is assumed that all these samples are
related with campaigns, and can be used to train the SVM classifier. In our
FP-SVM system the FP-growth algorithm is applied to produce the training
dataset. A fixed number N of URLs are selected from the database, and the
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Fig. 1. The architecture of the FP-SVM system

input dataset SURL = {URL1, URL2, . . . , URLN} for frequent pattern mining
is created. Each sample from SURL is tokenized. The simple heuristic rules to
break up a given URL (stream of text) into shorter strings described in literature
[2,4] are adopted. Each sample is cut by a specific characters that are typical
for URLs (1), i.e., ”/”, ”.”, ”?”, ”#”, etc. As a final result of this operation we
obtain a set of tokens LT . This set of tokens becomes input for further processing
such as parsing and typical subsequence mining. The goal is to reduce the size of
the dataset consisting of extracted tokens and finally speed up the FP-tree gen-
eration. The typical URL’s attributes which do not carry valuable information,
such as the schemes: ”http”, ”https”, domain name parts ”www”, ”org”, ”com”,
”waw”, etc. and extensions: ”exe”, ”php”, ”html”, ”xhtml” are excluded from
the set LT . Once the final set of tokens LET is built, the FP-growth algorithm is
employed to discover frequent tokens and the FP-tree structure TotalFP storing
quantitative information about frequent tokens from LET is constructed. In this
tree each node (besides root) represents an extracted token that is shared by all
subtrees consisting of itself and all the nodes beneath it. Each path in the tree
shows a set of tokens that co-occur in URLs. Thus two URLs that contain several
identical frequent tokens and differ in several infrequent tokens share a common
path. The root is the node that has no superior and separates all disjoint sub-
trees. The TotalFP tree structure is analysed. Simple decision rules are used
for data processing. These rules define the characteristics of each URL that is
suspected to belong to any campaign. The final FP-tree structure CampaignFP

formed by URLs with these characteristics is created. S+1
URLandS−1

URL. Both these
datasets form a training set of samples that is used to produce the SVM classi-
fier model. The relevant attributes used for URL classification are selected. The
commonly used attributes assigned to URLs are: date, time, address (IP, ASN),
length of address, domain name, length of domain name, number of subdomains,
path name, length of path name, number of subpaths, length of query, number of
queries, country code, confidence of code. The selection of adequate attributes
is a key feature that guarantees the effective and efficient classification. The
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Fig. 2. Distribution of URLs; various attributes

preliminary statistical analysis on the malicious dataset is often performed to
select the set of these attributes. The results of such analysis performed on the
example set of malicious data is presented in Fig. 2. This figure shows the fre-
quency of occurrence of respectively, lengths of domain name, query and path.
It can be seen that in case of two attributes, i.e., length of domain name and
length of path the distribution is similar After preliminary analysis of the avail-
able data the following attributes have been selected in the FP-SVM system:
date, time, address (IP, ASN), length of address, domain name, number of sub-
domains, path name, number of queries, country code, confidence of code. Next
step of the SVM algorithm is to learn the decision boundary. Four variants of
the SVM classifier with linear and nonlinear kernels are implemented in our FP-
SVM system. The following nonlinear kernels are provided: polynomial function:
K(xi, xj) = (γxT

i xj + r)d, radial basis function: K(xi, xj) = exp(γ ‖ xixj ‖2),
sigmoid function: K(xi, xj) = tanh(γxT

i xj+r), where γ > 0, r, and d denote ker-
nel parameters. Finally, the trained SVM classifier can be employed by malware
detection systems to classify malicious URLs taken directly from the Internet
as related or unrelated to known malicious campaigns. Note that suspicious,
unverified URLs can also be analyzed – if they are found likely to be part of a
campaign, their malicious status is confirmed. It is obvious that the classification
model has to be continuously updated. The data about new Internet security
threats should be used in training process.

5 Performance Evaluation

5.1 The N6 Platform

The FP-SVM system was used to classify heterogeneous data from a real mal-
ware URL database of the n6 platform to identify malicious campaigns. The
n6 platform [11] developed at NASK (Research and Academic Computer Net-
work) is used to monitor computer networks, store and analyse data about inci-
dents, threats, etc. The n6 database collects data taken from various sources,
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including security organizations, software providers, independent experts, etc.,
and monitoring systems serviced by CERT Polska. The datasets contain URLs of
malicious websites, addresses of infected machines, open DNS resolvers, etc. Most
of the data is updated daily. Information about malicious sources is provided by
the platform as URL’s, domain, IP addresses, names of malware, etc. We have
performed a preliminary analysis of 27 700 560 URLs collected in year 2013
and stored in the n6 database. Figure 3 depicts the amount of malicious URLs
observed per day (in a selected month) and per month. As we can see, the average
number of observed URLs is about 80 000 daily or 2 300 000 monthly.

Fig. 3. Malicious URLs detected during a day and during a month

5.2 Case Study Results

The aim of the experiments was to validate the FP-SVM system on the n6
dataset. First, N malicious URLs were selected from the n6 malware database.
They formed the SURL training set. Next, frequent pattern analysis was applied
and the TotalFP tree with nodes representing tokens extracted from URLs from
the SURL dataset was constructed. The following rule was used to extract the
subtree CampaignFP from the original TotalFP tree. We assumed that all URLs
containing m common tokens in a sequence were suspected to be related with
the same campaign. Hence, short branches with less than m nodes were excluded
from the TotalFP tree. The TotalFP tree and the approach to the CampaignFP

tree generation are presented in Fig. 4. Table 1 presents the results of the applica-
tion of the FP-growth algorithm and our decision rule with m = 4 to the SURL

dataset. It contains the number of detected malware campaigns and average
number of URL’s tokens related with one campaign.

S+1
URLandS−1

URL produce the SVM classifier model. Various sizes of SURL were
considered, i.e., N = n · 100000, n = 1, 2, 3, 4, 5. The decision borders for classi-
fication were calculated and validated for each size of SURL. Finally, the trained
SVM classifier was applied to malware campaign detection. It was used to clas-
sify the dataset consisting of 80 000 malicious URLs (unrelated with URLs from
training dataset) into two categories: +1 – URLs related with any campaign, -1
– URLs unrelated with any campaign. Then, the quality of the classification was
assessed. The following commonly used criteria were considered: classification
accuracy (CA) – ratio of number of correctly identified URLs to the size of the
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Fig. 4. Frequent patterns tree and a campaign extraction

Table 1. Identification of malicious campaigns; the SURL dataset

Number of URLs (number of IP) 500 000 (108 745)

Number of unique URLs (number of IP) 69 906 (5 321)

Number of detected campaigns 72

Average number of related attributes 84 per campaign

dataset, sensitivity – the proportion of positives that are correctly identified as
such, specificity – the proportion of negatives that are correctly identified as
such, accuracy of a test. The accuracy of the test is measured by AUC (Area
Under ROC Curve – the measure that shows how well the test separates the
URLs being tested) and another popular measure – F-measure. The value of
precision shows how close the separated URLs are to each other. The values of
all mentioned criteria obtained for various variants of SVM classifier (providing
linear and nonlinear kernel functions) and a training dataset SURL consisting
of 250 000 malware URLs are collected in Table 2. Figure 5 shows the accuracy
of the classification for various sizes of the training dataset. In general, the

Table 2. Evaluation of SVM classification; N = 250000 URLs

Radial Sigmoid Polynomial Linear

CA 0.7035 0.5571 0.5000 0.3495
Sensitivity 0.8750 0.7083 0.4375 0.6042
Specificity 0.8202 0.6685 0.8258 0.6011
AUC 0.9250 0.8653 0.8367 0.7823
F-measure 0.6885 0.4823 0.4200 0.3919
Precision 0.5676 0.3656 0.4038 0.2900
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Fig. 5. Area Under ROC Curve values for various sizes of the training dataset SURL

results presented in Fig. 5 and Table 2 confirm that the accuracy of classifica-
tion strongly depends on the size and quality of a training dataset. Moreover,
it is very important to choose the adequate kernel function. The achieved clas-
sification accuracy ranged from about 35% to 70%, accuracy of the test from
78% to 93%, sensitivity from 44% to 88%, and specificity from 60% to 82%.
Explicitly, the worst results were obtained for the SVM variant implementing a
linear kernel function. The best results – the best values of all criteria – were
obtained when employing the radial basis kernel function. It is worth to mention
that due to our assumption that the same obfuscation mechanisms is used to
the malicious URLs generation, and usually intruders keep some parts of the
URL static we are able to identify the URLs related to a given campaign. In our
approach we use the most frequent tokens (the static parts of malicious URLs)
in the classification process.

6 Summary and Conclusion

Data mining methods hold a great potential toward detection of malicious
software. To identify malicious web campaigns we have adopted a technique
incorporating a combination of frequent pattern mining and supervised learn-
ing methods. In general, the presented results of experiments confirm that our
classification system employing the FP-growth algorithm and the SVM method
gives satisfactory results. This technique can be successfully used to analyse a
huge amount of dynamic, heterogenous, unstructured and imbalanced network
data. However, accuracy of this approach depends heavily on the selection and
calibration of parameters, especially the choice of a kernel function and of the
rules for selection of URLs for the training dataset. As a final conclusion we
can say that it can be expected that our FP-SVM system can be successfully
implemented in intrusion detection systems as a malicious campaign sensor. In
our future work we plan to extend our system with the tool mapping a detected
malicious software to a given campaign.
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Abstract. This paper presents a novel approach to the crowd behavior modeling 
and simulation in different densities used as a decision support tool in crowd 
control systems. Non-invasive examination of movement and behavior of 
people in different densities and situations may lead to the detection and pre-
vention of crisis situations involving crowds especially at high densities. In or-
der to get approximated model of human acting we use microscopic approach 
for pedestrian representation. In model each person in crowd is described as an 
agent with individual attributes, behavior rules and own proxemics space. Re-
presentation of environment uses a combination of two approaches: coarse net-
work model and fine network model simultaneously. The model and simulator 
can be used as a part of systems for supporting and controlling pedestrian 
movement, evacuations, demonstrations or situations where high congestion of 
people can be critical.  

Keywords: Crowd modeling · Crowd control system · Crowd simulation ·  
Pedestrian movement model 

1 Introduction 

Public spaces should be safe for moving pedestrians. Typically, security is provided 
by the physical objects in accordance with accepted safety standards. As shown by 
numerous disasters involving crowds [1], sometimes it is not enough to prevent injury 
or even loss of life. Awareness of the threat posed by a large gathering of people in a 
small area makes it necessary to look for better solutions to this problem. One of them 
is the use of computer simulation of pedestrian movement in a virtual environment to 
analyze possible threats. On the basis of the work of many crowd researchers [2,3,4,5] 
of the crowd there are many known phenomena of movement of the crowd such as: 
lane formation, stop-and-go waves or oscillations at bottlenecks. Many of the charac-
teristics associated with the movement of the crowd has been well described and have 
become a tool for testing the adequacy of the new tools. In the field of crowd model-
ing there are many sophisticated models [6] that can reproduce real human behavior 
in many scenarios. The next step is to use these models in real crowd control systems 
to have a tool for non-invasive testing physical or non-physical methods for making 
pedestrian movement safer. In this paper model for decision support in area of manag-
ing crowd movement is presented. 
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2 Crowd Behavior Model 

The main purpose of the model is to reproduce real human behavior during movement 
in different densities. Pedestrians act different in different congestion of people 
around them. With that information it is necessary to take into account the fact that 
pedestrians change behavior with density changes. In our model the space is based on 
hybrid representation using fine and coarse network models simultaneously. Each 
pedestrian is represented by an agent with its individual characteristics. For different 
behavior simulation rule based system was used. To obtain behavior changes based on 
actual density around pedestrians we take into consideration concept of personal dis-
tances described by E. Hall [7].  

 

Fig. 1. Base elements of crowd behavior model 

2.1 Space Representation 

We use hybrid space representation to reproduce natural human perception of sur-
roundings. People, when they want to go somewhere they do not see all the way to the 
target as a single trajectory. At a higher level, they see important points: front door, 
staircase, bus stop, pedestrian crossing. That level in our model is represented by a 
coarse network  and will be named as decision level, ,                            (1) 

where: ,  is a graph,  is a set of nodes where each represents a logical 
space such as single room (e.g. corridor, staircase),  is a set of edges where each 
represents physical possibility to move between nodes and  is a set of functions 
related to graph . In our model we use some modification of a classical graph repre-
sentation of a space. We split the space near each exit from a rooms space and set it as 
a single node. We do that to have a way to describe each exit with function of pass 
cost. In real situations people often chose less crowded exits to walk.  

Second level in our space representation is a action level. On that level we de-
scribe space as a fine network , , , , , ,                                            (2) 
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Where: ,  is space size as number of cells horizontal and vertical, , : ,  is a grid of square cells, 2  is a set of possible cell 
states (in basic approach we use three states: unavailable space, free space for pede-
strian, space occupied by pedestrian), , 1,0,1 \ 0,0  is a set of 
possible moving directions for pedestrians and  is a set of functions related to  
elements of . 

 

Fig. 2. Space representation on decision level (a) and action level (b) 

Hybrid space representation  in our model use described 2 levels: decision and ac-
tion  simultaneously and is described as:  , , ,                                             (3) 

where: is a set of phenomena and interactive objects and is a set of functions 
related to elements , , . 

2.2 Pedestrian Model 

In this model each pedestrian is an individual and heterogeneous agent. In simulation 
the model from the viewpoint of pedestrians can be treated  as an multi-agent system 
where agents (pedestrians) interact with each other while moving to desired locations. 
Model of single pedestrian can be described as , , ,                                         (4) 

where:  is a list of agent attributes, is a state vector of agent,  is ordered list of 
agent goals and  is model of agent behavior. In basic approach the main attributes of 
agent are: energy, preferred velocity, preferred personal distances, interaction time, 
knowledge of the environment – these attributes have impact on how, when and 
where the agent will move in the space. In each moment describes current state of 
an agent: position, velocity and energy. The goals of each agent can be different, the 
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ordered list can be changed during simulation many times according to situation 
around agent. 

Using approach with multi-agent systems to simulate crowd movement is well 
known. One of the first who proposed this conception was Raynolds[9] and later this 
method became one of the fundaments of crowd models [11,13,16,17]. In our model 
we use this approach with extended pedestrian model to reproduce individual and 
different behavior and role in crowd. One of the our assumptions that can be achieved 
using agent system is to reproduce sophisticated pedestrian phenomena  (e. g. super-
vised children and family evacuation, leadership in crowd or riot movement).  

2.3 Pedestrian Behavior Model 

Agents acts individually, but their actions depends where other agents are and what 
they do. The basic algorithm of agent action is shown in Fig. 3  

 

Fig. 3. Basic algorithm of agent behavior  

Agent can act in two modes. The normal mode is chosen when agent is safe. That 
means there is no risk for him to lose extra energy, health or life. In this mode his be-
havior is based on basic goals such as: go to specific place or follow a leader. In panic 
mode agent can act differently. Panic is a situation when agent are in stress caused by a 
specific threat (e.g. fire, smoke, running agents, crowded place). In this mode the basic 
goal of agent can be changed to respect “instinct” of escape from threat.  

Agent behavior in model is rule based. For each simulation we can change the rule 
sets to achieve desired pedestrian acting. The basic rules are focused on reproduction 
of real human movement including: obstacle avoiding, choosing “best” routes, avoid-
ing other agents, forming lanes, changing velocity in specific situations. Some of the 
rules are based on social forces described by D. Helbing [8]. The open character of  
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creating rules for agents gives the possibility for creating agents with specific roles in 
crowd movement (e.g. during simulation of evacuation from building in fire there is 
sometime a need to simulate and chose best routes for movement of firefighters who 
usually goes in the opposite direction then crowd). Another advantage of model is 
possibility to defining group behaviors. Using simple rule sets described by Reynolds 
[9] we can reproduce realistic group movement.   

Behavior rules are dependent on congestion of agents. This is author interpretation 
of proxemics, a phenomena related with personal distances between pedestrians. The 
idea of personal distances are known to crowd researchers where one of the firsts who 
described it in crowd modeling were Fruin[3], Helbing[8] and Raynolds[9]. As shown 
in some later works [14,15] still this idea can be used with new interpretation. In our 
model we use proxemic spaces to reproduce phenomena of unequal distribution of 
pedestrian density (e.g. on mass events we can notice empty and overcrowded places) 
by possibility of defining a sets of different personal spaces to each pedestrians and 
change them in different scenarios. We use cellular automata to check and change 
defined in model proxemic spaces. Changing proxemic space alters behavior rules of 
agent. The personal distances are strictly related with fundamental diagrams which 
represents the relationship between density and velocity of pedestrians. These rela-
tionship is one of the major rule in presented model. The basic proxemics spaces 
(with corresponding cells available for pedestrian in set ) defined by author is 
showed on Fig. 4. 

 

Fig. 4. Basic proxemics spaces for pedestrian: intimate distance (a), social distance (b), public 
distance (c) 

Pedestrian behavior model can be described as , , , , , , , ,                            (5) 

where: is a set of defined goals,  is a set of defined actions,  is a set of de-
fined personal distances, is a set of defined density levels,  is a set of stress le-
vels, is a set of defined behavior rules,  is a set of global behavior rules, is a 
set of individual behavior rules and is a set of functions related to elements , , , , , , , .  
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2.4 Methods and Algorithms 

In presented solution we use large set of methods and algorithms to be able to repro-
duce human behavior. Pedestrian behavior and movement on decision and action 
level are achieved using additionally:  

• graph algorithms [10] for finding shortest paths with time-dependent cost function 
for nodes 

• potential fields method for finding best trajectories between nodes  
• attraction masks for computing actual moving direction of agents 
• calibration phase to reproduce dependencies from fundamental diagrams 
• discreet simulation method in  two modes: with event and with steps 

One of the most frequently used goals by each agent is reaching specific nodes. In 
real situations people knows the best route for them. Typically it will be the shortest 
one, but not always. Exception of this rule can be unfamiliarity of the environment. In 
that situation sometimes people takes a longer known to them way. In model each 
agent has own knowledge of network and nodes on decision level. Choosing a way to 
desired node is based on shortest path algorithm with functions: :  deter-
mining static cost moving between nodes, : ,  determining dynamic, 
changing in time cost of crossing single node (this function is strictly related with 
pedestrian congestion in node).  

On action level pedestrian move from cell to cell (between two adjacent nodes) is 
determined by using potential fields method and attraction masks which represent 
dynamic changes in agent surrounding. In potential fields method each cell has com-
puted a potential which reflects real distance from target. The trajectory is determined 
in two steps: first a desired direction probability mask is computed by seeking free 
cell with smaller potential, the second step is to calculate real move direction.  

 

Fig. 5. Conception of potential fields method and changing cells attraction 

The second step is needed to avoid collision between pedestrians. In real situations 
if pedestrians are walking against themselves one of them or both will change direction 
before collision. In model we applied a attraction masks for each agent. These masks 
change probability of choosing cells surrounding other agent.  
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Successful experiments of evacuation process was a first step to start using model 
as a support tool in developing and testing conception of dynamic signage system for 
evacuation process in complex buildings[12, 13].   

In addition to providing numerical output data from experiments, implemented si-
mulator is capable to give real time preview of simulation process. This feature is 
important for training workshops where experts can see moving crowd on a screen 
and interactively react in simulated emergencies. 2D preview of a simulation evacua-
tion process from 2 floors building is presented on Fig. 9.  
 

 
Fig. 8. Pedestrians in different areas during evacuation process, experiment results  

 

Fig. 9. 2D visualization of simulation process, 2 floors of a building 
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4 Crowd Control Systems 

Systems for managing pedestrian movement should be well prepared. Today all 
around the world we have directives and rules how make public and gathering places 
for large number of peoples to be safe. The main problem in most of this situations is 
that all these methods are static and not prepared for unusual scenario. We can find 
elements of today’s crowd control system at mass events, in every buildings with 
evacuation plans with evacuation route signs. But signs and crowd control barriers are 
not enough. Especially when situation changes to different than expected. For exam-
ple a good static evacuation plans can be  deadly when part of a route are destroyed or 
dangerous to walk in. 

The next step in making pedestrian movement safer is to support static methods 
with analytical systems which are able in reasonable time find a threat and help to 
prevent it. In real situations when in one area gathers a large number of pedestrians 
the dynamic crowd control is the only way to prevent deaths (e.g. crowd control sys-
tem at Jamarat Bridge [11]).  

Proper system for crowd control should be prepared to work in several areas: 

• monitoring and detection – this is very important thing to know positions and 
numbers of pedestrians in each areas, 

• adequate model of the environment and pedestrian behavior 
• cooperation with other supporting models 
• effective and dynamic information system 
• trained staff to support crowd controlling 

Presented in this paper crowd behavior model can be an important part of crowd con-
trol system. Microscopic representation of pedestrians, open and rule based behavior 
modeling and high resolution of space representation are advantages that allow to use 
model to simulate pedestrian movement in different densities and scenarios (e.g. 
evacuations, supervised evacuations in schools, tunneling movement during mass 
events, controlling demonstrations and even preventing riots). Using hybrid space 
model with presented approaches gives possibility to simulate crowd situations from 
beginning when density is still low and single pedestrians can cause a dangerous 
event. This model can be a real improvement as a decision support tool in crowd con-
trolling especially in detection of undesirable situations before they happen (e.g. mon-
itoring and making ahead simulations during real events can show that without  
intervention critical situation may occur) and verification of efficacy and safety of 
potential reacting methods during real situations.     
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Abstract. The paper introduces and presents the model and method of Capabil-
ity Based Planning in the area of the Armed Forces Development. The model of 
development contains: the mathematical description of different capabilities’ 
assessment , the problem’s formulation of assessment of required, existing and 
lacking  capabilities. The method of allocation of the capabilities to response on 
the threats scenarios is the next step explained in the paper. The verification 
method of allocated capabilities and their synergy - as simulations of possible 
conflicts of the fixed sides equipped with the capabilities - is proposed. Finally, 
the set of analytical and simulation tools for CBP is discussed. 

Keywords: Capability based planning · Allocation of capability · Conflict 
simulation 

1 Introduction  

In terms of systemic change in the country, including changes in constructing the 
State budget on the Armed Forces (AF), the Ministry of Defence (MOD) faces new 
challenges. Both NATO's transformation as well as AF cause the need for a new ap-
proach to the operation of AF [6, 7]. One of the important directions of the transfor-
mation is the issue concerning development of the capability of the Armed Forces and 
the identification of operational needs [2, 4, 7]. The process is known as Capability 
Based Planning (CBP). As a key step of CBP, a division of AF into functional sys-
tems might be performed: direct fighting system, command support system, system of 
identification, system of troops’ protection, logistics system. The paper covers the 
selected elements of the quantitative methods designed for: the evaluation of capabili-
ties required, the assessment of the existing and the identification of capabilities’ gaps 
for the threats scenarios highlighted for Country. Moreover, the most important issue 
considered in the paper is measuring the capabilities. The two phases of CBP - the 
planning and programming processes of development of AF - can be supported by 
both analytical methods of operations research and simulation methods. The paper 
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introduces the originally implemented methods combining process modelling, simula-
tion process controlling, task’ scenarios planning and capabilities (firing, manoeuvre 
and movement) assessment. The main contribution of our approach, in comparison to 
the others [9, 10], there are original models and methods of AF development. We 
propose the new model for the optimization (allocation) of CBP problem (during a 
planning phase). Moreover a discrete event simulator is used for the identification of 
operational capabilities needs (during a programming phase).  

2 Qualitative and Quantitative Estimation of Capabilities for AF 

2.1 The General Approach  

An operational capability is an ability to perform the certain task by AF to achieve the 
expected military and non-military effects. Let us consider several groups of capabili-
ties: to command -and reconnaissance, to direct firing (destruction), survivability and 
protection of troops, to logistic support of troops’ operations. The process of defense 
capabilities assessment requires several steps, typically conducted on the strategic 
level of command. The process starts from inferring and reviewing of both defense 
priorities and possible threats (based on the current geo-political and military situation 
in the region) as well as possible allied responsibilities. The prospective threats arise 
not only from kinetic forms of operations but they involve also the threats from a 
cyberspace. Such distinction comes not only from meaning of threat factors but also 
from the operation area. Analyzing the threats to a country and possible operations of 
AF in the context, we have considered the following types of scenarios: intensive 
conflict (kinetic), asymmetric conflict during external mission, cyber war, natural 
disaster in the country and terrorist attack However, the list of possible scenarios can 
be widened and must not be limited to the above.  The identified threats are a source 
for events, goals and mission list, which form reaction scenarios for the Armed 
Forces. The most crucial part of such analysis is a mission description containing a 
sketch of developed solution to overcome that particular threat. Each mission should 
be described by a network of tasks in order to elaborate and specify the concrete solu-
tion. The network is, in fact, a form of a schedule which formulates activities and a 
timeline of a particular mission. Each stage of this process involves utilization of 
operational concepts and capability partitions. This process can be also perceived as a 
form of requirements analysis for problem involving country security while coping 
with identified threats.  

The main steps to define capability requirements are as follows [9]: 

1. Description of planning scenario in aspects of: common characteristics of 
threats; threats being identified – a detailed description of a selected threat 
(e.g. conflict of high intensity); 

2. Description of planning situation: operation area; Reaction Scenario for the 
Armed Forces: threat estimation, mission; mission to task decomposition;  

3. Definition of required capabilities; 
4. Comparison of required and possessed capabilities and then assessment of 

lacking capabilities. 



214 A. Najgebauer et al. 

The computer system we proposed can support all the mentioned steps of the process 
of defining capabilities requirements. At first, we decompose a mission into a network 
of tasks. In the next step, each task is described by dedicated card. These cards are 
fulfilled by analysts while the parameters ought to be determined in order to planned 
use the reference modules (military units) to complete the mission. In the phase we 
assume that the other capabilities of the reference modules are unrestricted. The  
assumption allows determining the required capabilities in a way of resolving the 
reference modules’ allocation to military tasks problem (section 2.3). On the basis of 
currently possessed capabilities of the real units we can determine the deficiencies. 
The next phase – programming - there is determining of the needs for different capa-
bilities achievement by using the simulation modelling and experimentation.  The 
computer simulation method can be realized in a sense of assessment of options for 
obtaining lacking  capabilities: 

• for a fixed option in order to obtain operational capabilities (with respect to all 
defined planning situations) the values of the given criteria are calculated: loss 
of capability, cost of losing a capability, level of completeness of a mission, 
probability of a mission success; 

• by calculating the values of the given criteria for different options in order to  
obtain operational capabilities it is possible to choose the best one. 

2.2 Capabilities Allocation Problem 

In order to formulate the problem of capabilities allocation the  mathematical descrip-
tion of the network of tasks is proposed. Military tasks network is the 2 - tuple: 

 ,
p

S G TT=                                                            (1) 

where: 
 ( , )G NTT U=                                                           (2) 

G  - directed graph without cycles and loops; 

- { }1,.., TTNTT N=  - set of military task numbers; 

- NTTNTTU ×⊂  - set of arcs which represent precedence relations among mili-
tary tasks - a task must not start before all its predecessors are finished; 

- { }( ), ( ), ( ), ( ), ( ), ( )
tt tt tt tt

TT type t Env OPFOR EFτ= • • • • • •  - set of functions defined 

on the nodes of graph G . For NTTk ∈ we have: 
o ( )tttype k - type of task k; ( ) { , , ,...}tttype k attack counterattack delay∈ ; 

o ( )t k - start time of task k, ( )t k null=  means start time is not determined for 

k-th task; 
o ( )kτ - duration of k-th task, ( )k nullτ =  means duration is not determined for 

k-th task; 

o ( )( ) ( ), ( ), ( ), ( )
tt

Env k Terrain k Weather k Season k Climate k=  - functions de-

scribing the environmental conditions of k-th task’s realization: 
 Terrain(k) - type of terrain; 
 Weather(k) - type of weather during task’s realization; 
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 Season(k) - season of  year;  
 Climate(k) - type of climate; 

o ( )ttOPFOR k - description of opposing forces which would fight against own 

forces during k-th task; 
o ( )

( )1,..,
( ) ( , )

EF k
tt tt j N

EF k effect k j
=

= , ( , )tteffect k j  - expected value of j-th effect 

of k-th task’s realization; 

The own and opposite forces are defined using, so called, reference modules. The 
reference modules are prepared by military analytics taking into account prospective 
conditions of a battlefield. In essence, a reference module is related to a battalion. The 
mathematical model of a reference module is described as follows: 

- ( ) ( )

( )

( ) 1,..,
( ) ( )

A B
RMd

A B

A B RMd i N
RMd i Zd i

=
= , where ( )A B

RMdN  - number of types of reference 

modules for side A – the own forces  (for side B – the opposite forces); 
- ( ) ( )

( )

1,.., ( )
( ) ( , ), ( , ) A B

CRMd

A B

RMd CRMd j N i
C i id i j v i j

=
= , where: 

o ( ) ( , )A B

CRMdid i j  - id of j-th capability of i-th reference module; 

o ( ) ( , )A Bv i j  - quantity of j-th capability of i-th reference module. 

Letus consider the following decision variables on CBP: 

 ( ),X T
                                                             

  (3) 

where: 

 [ ] 1,..,

1,..,

A
RMd

TT

i Nik
k N

X x =
=

= , [ ]
TTN,..,kkTT 1==  (4) 

and: 
- ikx - number of i-th type modules of side A assigned to k-th task’s realization; 

- kT - the start time of k-th task.  

We define the following computable functions in order to formulate the optimization 
problem: 

- ( , )kg X T  - duration of k-th task. taking into account modules allocation given by X

. This function is important for tasks which duration is not determined in a scenario; 

- ( )
1,.., ( )

( , ) ( , , , )
EF

k
j N k

ef X ef k j Xτ τ
=

= , ( , , , )ef k j X τ  - value of j-th effect of k-th 

task’s realization. taking into account modules allocation given by X and dura-
tion of k-th task equals to τ ; 

- 
1

1

( , ) ( , )
CN

l l
l

F X T Loss X T w
=

= ⋅  - percent of capabilities lost during all operations,  

where: 

o ( , )lLoss X T - percent of l-th capability loss; 

o lw - weight of l-th capability and 1
1

=
=

CN

l
lw ; 
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- 
2

1 1

( , )
A
RMd TTN N

ik
i k

F X T x
= =

=  - number of allocated modules; 

- ( )3 3
1,..,

( , ) ( , , )
Cl N

F X T F X T l
=

= , where: 

o { }
( )

3
1 1 1

( , , ) ( , ) ( , )

A A
RMd CRMdTT N N iN

ik CRMd
k i j

F X T l x i l I l id i jν
= = =

= ⋅ ⋅ =   - quantity of l-th 

capability in all allocated modules; 

- 
4

1 1

( , )

A
RMd TTN N

i ik
i k

F X T K x
= =

=   - a cost of all allocated reference modules, where iK is a 

cost to acquire and maintain reference module of i-th type. 

The problem of capability allocation is formulated as the following multi-objective 
optimization problem: 

 
( ) ( )1 2 3 4

,
min ( , ), ( , ), ( , ), ( , )

X T
F X T F X T F X T F X T  (5) 

subject to the constraints: 

1) ( , ) ( )d kk NTT g X T kτ∀ ∈ = ; 

2) ( )s kk NTT T t k∀ ∈ = ; 

3) ( ), ( , ) ( ) for 1,..,k k tt TTef X g X T EF k k N≥ = ; 

4) 1( ) ( , ) for 1,..,k r r TTr k T T g X T k N−∀ ∈Γ ≥ + = ; 

5) 1
0( ) kk k T t−∀ Γ = ∅ = ; 

6) ( ) k endk k T t∀ Γ = ∅ ≤ . 

The problem (5) can be solved by a scalarization of multi-objective optimization 
problem or using method of compromise solutions [5]. 

Let 1,..,( )
Mr r NM M ==  be the vector of missions defined for all scenarios and ( , )R

rC M l

means quantity of l-th capability required for r-th mission. Model (1) of tasks’ net-

work is defined for each mission. Let 
* *

( , )r rX T  be a Pareto optimal solution of the 

problem (5) formulated for mission rM . Therefore vector 

( )* * * *

3 3
1,..,

( , ) ( , , )
C

r r r r

l N

F X T F X T l
=

= gives us quantities of all capabilities required for 

realization of operation described by task’s networks (1) for rM . Then we can con-

sider that 
* *

3( , ) ( , , ) for 1,..,R

r MC M l F X T l r N= = . In order to estimate capabilities of 

our armed forces required for realization of all type of missions we take the following 
formula: 
  

1,..,

( ) max ( , ), for 1, ..
M

R R

AF r C
r N

C l C M l l N
=

= = . (6)
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Let )l(C P
AF be quantity of l-th capability possessed now by our armed forces for 

1,.., Cl N= . We can evaluate the degree of satisfaction of needs of capabilities using 

the formula: 

 
( )

( ) , for 1, ..,
( )

P

AF

AF CR

AF

C l
Satis l l N

C l
= = . (7) 

The lack of capabilities can be evaluated using the formula: 

 { } ( )
max ( ) max , for 1, ..,

( )
( ) 0,1 0,1

P

AF

AF CR

AF

AF

C l
Lac Satis l l N

C l
l = =− = −

 
 
 

. (8) 

2.3 The Simulation Support of Needs Identification for Operational 
Capabilities  

A constructive computer simulation approach is relatively fast and sufficiently accu-
rate both to (A) supporting an identification of needs and (B) an assessment of options 
for acquiring the operational capabilities. The procedure for applying the simulation 
method is shown on the following example. For each considered variant of obtaining 
operational capabilities relating to all defined planning situations, and using the simu-
lation we can determine the values of the following criteria: loss of ability,  the cost of 
loss of capability, the degree of realisation of the mission (task network), the probabil-
ity of the mission.  
 In general, both tasks (A and B) might be resolved based upon of simulation mod-
els with different resolution (accuracy) and properties suitable to both continuous  
(eg. Lanchester’s equations) and discrete models. This is a direct reason for the use of 
both the techniques of simulation – the simulation community uses for such a fusion 
the term “hybrid simulation”. The combination of both techniques in a single model 
allows de facto the integration of physical, behavioural, doctrinal and procedural 
aspects of a complex combat system. 

Let’s define the computer simulation as a quantitative and qualitative method for  
a representation in a computer program both structural and behavioural characteristics 
of systems. It enables experimentation with the model (instead of running) and ob-
serving the results of running models on the background of a simulation time flow. 

Typically, simulation time is a non-negative and non-decreasing real variable  
t ∈ R+∪ {0}. For the defined simulation moments ti, tj, tk, for T as a collection of the 
moments when a system state changes, and for the two simulation techniques men-
tioned earlier there are applicable the following conditions: 
• for a continuous passage of time: T is a subset of points in a certain range of non-

negative real numbers such that ( )( )( ),
i k j i j k

t t t t t t∀ ∃ < <  – for any two moments 

there is a moment between them; 
• for a discrete passage of time: T is a countable subset such that 

( )( )( ),
i k j i j k

t t t t t t∃ ¬∃ < <  – there are two such moments that there is no time 

between them. 
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In our work we adopt the discrete approach along with the assumptions that for each 
object there are defined: the state vector with attributes and either the events or peri-
odically executed equations that change the values of attributes (and finally a state of 
the system). The term event e from a finite set of events E is understood as a sched-
uled for a specific simulation moment t ∈ T algorithmic change in object’s state: 

:S

e
f T S S× →  and S(t) = Si for t∈[ti, ti+1). On the other side we have the equations 

(mostly difference) that require a simulation-based numerical solution based upon the 
assumption “Future state = Present state + Step change”. A sequence of chronologi-
cally (in a sense of simulation time) ordered change in state is the process of simula-
tion. In general, it may be perceived as a multi-dimensional stochastic process where 
the individual elements of a state vector describe the various parameters of the system 
at the time t.  The current simulation time is calculated either with the time stamp of 

the first event from the event calendar: ( )* min : , , 1..2S E T

i e
t t e t f i ×= = =  or in-

crementally by a constant time step: 
* 1i it t t t+= = + Δ . The practical computer im-

plementation of the hybrid model has been realised using the DisSim package. The 
main classes (presented on the class diagram - Fig.1) are responsible for [3, 8]:  
• the package simcore – the whole experiment, i.e. the passage of simulation time, 

events ordering and changes of state;  
• the package broker – sending messages between simulation objects;  
• the package random – (pseudo) random number generation;  
• the package monitors – monitoring, collecting and statistical analysis.  

 

 

Fig. 1. The main classes of the simulation package. Source: own preparation  
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Each modelled object is the specialization of the abstract BasicSimEntity. The state 
changes that are assigned to simulation objects are subclasses of the generic Basic-
SimStateChange. They correspond to either the events or the equations. The main 
method of BasicSimStateChange – transition() – is to change a state. The essential 
attributes are: runSimTime – the scheduled simulation time for a “one shot” change of 
state (an event); priority – a priority of an event; and repetitionPeriod – a parameter 
defining a constant time step for simulation-based numerical solution. The managing 
class SimManager is responsible for controlling e.g.: start/stop/pause an experiment 
as well as the passage of time (as soon as possible, astronomical). 

3 Computer System for Support of Capability Based Planning 
for the Armed Forces Development 

The military mission specification used in Planning Scenario has an abstract and 
general description form. The idea is to present a mission in a way which is appropri-
ate to formulate quantitative conclusions about the required capabilities for a future 
form of the Armed Forces.  

In this particular context an activity diagram concept was applied. The activity dia-
gram is a formalized graphical representation of any process. This graphical language 
uses simple symbols to define relationships between activities (tasks), like: decision 
point, sequence, parallelism and others. In our case the activities are military tasks to 
be performed to accomplish a mission of the Armed Forces. We proposed a special-
ized Military Tasks Realization Network Editor to build the models of any military 
missions its Graphical User Interface is presented on the Fig. 2. 

 

 

Fig. 2. Military Tasks Realization Network Editor 

Using Military Tasks Realization Network Editor the military experts are able  
to define a mission of the Armed Forces in a very detailed and formal way. Military 
Tasks Networks for missions “conflict of high intensity” is presented on the Fig. 3.  

ToolBox:  

- Main Tapes of Military Tasks 

C l Bl k

Scalable Time Interval 

 

Distinction between Main Phase of the Military Mission 

(typical mission has three phase) 
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It is noteworthy that one particular mission described in the Planning Scenario can be 
decomposed to number of Military Tasks Networks depending on the experts’ expe-
rience. This fact is very important and has to be taken into account while determining 
the quantities of capabilities required by the Armed Forces.  
 

 

Fig. 3. Military Tasks Realization Network for a particular threat – “conflict of high intensity” 

To assess the amount of capabilities needed to accomplish each one of task in Mili-
tary Tasks Realization Network it is necessary to describe each task in a specific way. 
It can be done using Tasks Description Forms, the contents of which depends on a 
type of military task. The template is common for all military tasks and consists of 
five classes of detail: Basic information deal with Task, Condition of realization, 
Task’s realization effect, Realization time and Visual parameters (see Fig. 4).  

Task’s realization effect and Conditions of task’s realization are the classes of details 
describing military tasks, which is crucial to assess the work to be done. Therefore, 
these classes are highly specialized for every type of military task. As an example,  
logistics tasks will be described. 

 

 

Fig. 4. Military Task Description Form 
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The capabilities connected with logistics deal with: transport (material, equipment and 
people), material supply and auxiliary capabilities like: loading, unloading and storing.  

Task’s realization effect of transport capability is described by the three elements: 
type of material/personnel/platform being transported, amount and destination - for 
example: type=NAS 3610 - 463L (NATO standard palette), count=100, destina-
tion=Warsaw. 

Task’s realization effect of material supply is described by the four elements: type 
of material/personnel, an amount, destination and supply frequency (e.g. twice per 
day), for example: type=NAS 3610 - 463L (NATO standard palette), count=100, 
destination= Warsaw, frequency=twice per day. 

We define the following types of platforms being transported: transport palettes 
(open), transport containers (closed), personnel with personal equipment, personnel 
without personal equipment and calculation platform. A calculation platform is uni-
fied platform for transportation of tanks, vehicles, etc. 

Conditions of task’s realizations for both transport and material supply capabilities 
are as follows: kind and type of transportation means (e.g. air-plane, air-helicopter, 
sea-surface, sea-underwater, etc.), distance, weather conditions, percent of day/night. 

A reference transport module is a unit which contains transport carriers (trucks, 
transport planes, container ships, etc.) described by the dedicated parameters (dimen-
sions, own weight, range, capacity, etc.). 

The measure for both transport and material supply capabilities of a reference 
transport module are: weight of material being transported in a time interval (e.g. 
1000t in 2 h), count of personnel being transported in a time interval (e.g. 2000 people 
in 1h), count of palettes/containers/calculation platforms being transported in a time 
interval (e.g. 100 palettes in 1 h). 

In the Table 1 we present the measure of transport capabilities for an exemplified 
reference transport module consisting of three transport planes ‘Hercules C-103E’. 

The presented approach produces consistent, verifiable formal model for mission 
description. The model, in further steps, is evaluated in order to calculate the required 
capability needs by using model and methods presented in section 2.2.  

One of the important features of the method and software itself is the computer dis-
crete combat simulator [1] - it was used for a verification of the capability allocation  
 

Table 1. The measure of transport capabilities for an exemplified reference transport module 
consisting of three transport planes ‘Hercules C-103E’ 

Conditions of task’s realizations Capability measure for a reference transport module 

Distance 
[km] 

Weather 
conditions 

Percent of 
day/night 

Total 
weight 
[kg] 

Transp. 
time  
[h] 

Count 
of 
person. 

Transp. 
time  
[h] 

Count of 
platforms 
Rosomak 

Transp. 
time  
[h] 

1200 Very good 50/50 39400 2,40 248 2,40 3 2,40 
7000 Very good 50/50 39400 18,6 248 18,6 3 18,6 
80001 Very good 50/50 39400 20,7 248 20,7 3 20,7 

1 under possibility to tank fuel in the air. 
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(see Fig.5). It is worth mentioning that the method assumes that a constructed plan-
ning scenario, in conjunction with operation guidelines, will be processed in order to 
produce a simulation scenario. In the described method the simulation has been used 
mainly for the estimation purposes. It means that in order to evaluate a capability 
dependency matrix we apply the computer simulation methods that - through experi-
mentation on a specific scenario - determine the relationships between the particular 
capabilities.  

The simulator consists of the set of tools for a preparation, an execution and an 
evaluation of a game scenario: Scenario Editor, Military equipment dictionary and 
editor, Simulation Manager. Scenario Editor enables fast preparation of a game sce-
nario (military units (location, equipment), initial tasks, command chain, others), 
calibration of simulation models and evaluation of simulation results. Simulation 
Manager enables management of simulation. It calculates and shows states of military 
potential for own and opposite forces, reports from all units during the simulation, 
controls a simulation experiment. Military equipment dictionary and editor enables 
set parameters of weapons (strength (potential), max speed, typical speed on ground, 
typical speed on water, caliber, shooting parameters, tracked or wheeled vehicle, kind 
of fuel, crew, other parameters). 

 

 

Fig. 5. The set of tools for a preparation and an evaluation of a scenario in the simulator [1] 

4 Conclusions 

The mathematical models and methods supporting of long-term capability planning 
process for the Armed Forces are presented in the paper. These models and methods 
allow assessing quantitatively required, possessed and lacking capabilities of AF in the 
context of defined threats. Particularly, it is presented the application of the computer 
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discrete simulation for an estimation of lacking capabilities and evaluation the variants 
of gaining them.  

All the introduced mathematical and simulation methods were implemented inside 
the Computer System for Support of Capability Based Planning of the Armed Forces 
Development. Some elements of this system have been verified and tested using real 
data and military experts (combat simulator, Military Tasks Realization Network 
Editor). The system has been developed as a result of a task co-financed by Ministry 
of National Defence Republic of Poland.  
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Abstract. The paper presents a formal model of heterogeneous sensor
network and crucial parts of its simulation framework. The main goal
of this work is to prepare a virtual environment in which the methods
for knowledge acquisition from ubiquitous smart devices can be evalu-
ated. The proposed model allows to freely define sensors and description
of observed phenomena. Moreover, the simulation framework SenseSim
allows to apply changes in devices’ behaviour by using macroprogram-
ming. A core part of the simulator is an agent-based event-driven simu-
lation library called DisSim.

Keywords: Internet of things · Sensor networks · Distributed multi-
resolution simulation

1 Introduction

In general, a simulation-based knowledge acquisition technique is widely
acclaimed and applied throughout the whole life cycle of IT systems [1] [9] [19]
[20] [21]. It reduces the effort requested for gathering knowledge from several
sources. Furthermore, it allows for the collection of data from situations that in
the real world are a rarity. Referring the issue to our work, it relates to sensor
networks and observers - their correct functioning requires a lot of tests in all
possible situations. In this paper we propose a formal model and a simulation
framework which allow us to explore the process of knowledge acquisition from
ubiquitous, smart sensors. We define a sensor as a device which is not only a
passive observer but also its behaviour can be adjusted to a improve process of
gathering data.

In recent years, sensor networks evolve dynamically into new concept called
Internet of Things. Deficiency of formal definitions causes sometimes those terms
are used interchangeably and seems not easy to distinguish them. In the paper
we understand sensor network as a self-organized and self-sufficient structure
composed of smart devices with their own network configuration, routing proto-
cols, resources management etc. The Internet of Things (in short IoT) concept
c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 224–234, 2015.
DOI: 10.1007/978-3-319-15705-4 22
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was developed by Kevin Ashton in 1999 [1]. He described this phenomenon as a
network of uniquely identifiable devices (or things) connected with each other in
the Internet-like structure. He even claimed that The Internet of Things would
be a kind of interface between the real world and the Web. In short we are
talking about IoT when devices are directly connected into the Internet, so all
network management, routing etc. are done by global network. IoT and sensor
networks can interact together (some devices from a sensor network can be con-
nected to the Internet) which is a natural way. Nowadays there are billions of
devices connected is such a manner.

Despite the fact that sensors become cheaper and cheaper, simulation is still
the most common and convenient way to perform research. There are several
simulators that can also be used to research over sensor networks and IoT. They
can be divided into the two groups:

– Simulators which model the low level aspects of network communication.
Examples are: NS2 [2], QualNet [4], Omnet++ [3];

– Simulators which are developed specially for wireless sensor networks and
which can be also used for high-level design. The examples are: CupCarbon
[5], WSNet [6], Ptolemy II [7] and Atarraya [8].

The proposed solution, the simulator SenseSim, can be classified as the second
category. It is an agent-based discrete-event simulator which allows to model
various phenomena which may occur in an environment and various sensors
which can be simple devices or more complex ones with multiple perceptual
capabilities. It is perceived as compliant with Augmented Perception concept
described in the work [9].

2 Observer Model

The main purpose of sensors connected into Internet of Things or other sensor
networks is to collect data from an environment. The crucial question is then:
how do those sensors observe the world? We propose a model in which sensors
can have multiple perceptual capabilities (it also means that perception is not
reserved only for living beings). With each capability instance of an so called
observer is associated. We define an observer just like Bennet et. al. [10]. It is
defined as six-tuple:

O = 〈(X,χ) , (Y, ν) , E, S, π, η〉 (1)

where X and Y are measurable spaces (with χ and ν sigma-algebras respec-
tively), E and S are subsets of X and Y respectively, π is a surjective function
with domain in X and values in Y , η is so called conclusion kernel. The example
of an observer can be camera in a forest fire observeration system [11].

Figure 1 shows how an observer works. When O observes it does not interact
with the object of perception itself. Space X is a mathematical construct and is
called configuration space. It represents all properties of relevance to O. Space
Y is a formal representation of premises about events which occur in X. Based
on those premises the observer can conclude what happen in the external world.
Set E is called a distinguished configuration and represents events of interest of
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Fig. 1. Visualization of an observer. Source: on the basis of [10].

an observer. Set S is called distinguished premises and holds the premises about
event E. Transformation between spaces X and Y is realised by function π, called
perspective. Let us suppose that some point x ∈ X represents the property of
relevance to O. Then O, in consequence of interaction with the outside world,
does not see x but its representation y = π(x), where y ∈ Y . If x is in E then
y is in S. However all that O receives is y, not x. In other words, the observer
must decide whether event E really occurred, basing on premises S. Function π
is surjection, so O does not really know which point x ∈ E corresponds to given
point y ∈ S. That is why with observer’s definition comes conclusion kernel η.
It provides, for each point in S, the probability distribution supported on E. η
gives the final result of the observer - the probability that for given premises
S event E occurred in the real world. Proposed definition of the observer O is
for now just an abstract construct which represents some perceptual capability.
To become a perceiver it has to be embedded in an environment. It is done by
defining scenario for the observer, as follows:

(
C,R, {Zt}t∈R , Ξ

)
(2)

where:
– C - measurable space, which elements are states of affairs;
– R - countable, totally ordered set called active time;
– {Zt}t∈R - sequence of mesurable functions taking values in C × Y 1.

Scenario is then a stochastic process with state space C × Y and indexed by
R. It is also called perception trajectory. Function Zt is an observation at time
t and takes the value (ct, yt) with ct ∈ C and yt ∈ Y ; ct is a state of affairs
at time t and yt is corresponding premise, also called observation, at time t.
States of affairs should be understood as parts of the external world and are
1 It can be also understood as a set of random variables.
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subjects of observation. Naturally there is a link between states of affairs and a
configuration space X of the observer which is a function Ξ : C → X.2

3 Sensor Network Model

In this section we introduce our model of (wireless) sensor network, which also
can be applied to devices connected into IoT. In the description we apply the
following designations:

– Λ ∈ N
N - set of sensors’ identifiers;

– L(s, t), Ls(t) ∈ R>0 × R>0 - spatial location of sensor s ∈ Λ at time t
described by coordinates (xt, yt) in Cartesian or geographic (latitude - lon-
gitude) coordinate system;

– d(L(i, t), L(j, t)) ∈ R - Euclidean distance between sensors i and j at time t;
– rs ∈ R>0 - radio range of sensor s ∈ Λ;
– Vs ∈ N - velocity of sensor s ∈ Λ;
– t ∈ T - current time3.

Notice: For the paper we assume that terms: device, sensor and node are syn-
onymous.

There are many approaches in wireless sensor networks modelling. Most of
them base on graph theory [12]. Similarly, in our model a wireless sensor network
is an undirected graph:

WSN(t) = 〈Λ,E(t), b〉 . (3)

Function b is defined on edges and determines bandwidth, in bits per seconds,
of the links between nodes (graph vertexes): b : Λ × Λ → N. E(t) is a family of
subsets of Λ

E(t) =
{{sx, sy} : sx, sy ∈ Λ, sx �= sy, sx ∈ Nsy

(t), sy ∈ Nsx
(t)

}
(4)

which defines graph edges. As Nsx
and Nsy

we define the neighbours of sensor
sx and sy respectively. Neighbourhood is defined as follows:

Ni(t) = {s ∈ Λ : d(Ls(t), Li(t)) ≤ min {ri, rs}} . (5)

It means that neighbours are those devices which together are within radio
range. If it is true that ∀

i,j∈Λ
ri = rj then a network graph becomes Unit Disk

Graph (UDG) [13], which is a widely used concept for sensor network modelling
[12][14][16]. Of course UDG model is idealistic. In many cases even small obsta-
cles can change connectivity. For our purposes, it is good enough approxima-
tion because we do not focus on low level wireless connectivity issues. However
2 Authors are aware that this description can be a bit vague. For detailed description

of scenarios and states of affairs we propose reading [10] p. 64-78. At this point we
should define state of affairs as some phenomenon (like fire) which properties (like
temperature) can be extracted into space X by function Ξ.

3 Can be understood as simulation time, T ∈ R≥0.
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our simulator SenseSim has a modular design so more adequate models, like
COHERENT NET [15], for network management can be used.

Neighbourhood may change in time because of devices movement so sets
N(t)i and E(t) are time-depended.

We model sensor as the eight-tuple which state can also change in time:

s(t) =
〈
L(t), V (t), r, {Oi}i=1..n ,

{
Ai

t

}
i=1..n

, P (t), R(t), SNT (t)
〉

(6)

where:

– {Oi}i=1..n - a set of observers associated with perceptual capabilities of a
sensor s;

–
{
Ai

t

}
i=1..n

- a set of observations from perceptual capabilities at time t;
– P (t) set of macroprograms executed by device during its work. They can

adjust its behaviour which can help in data acquisition;
– R(t) = 〈r1(t), r2(t), . . . , ri(t)〉 set of resources (battery energy, CPU usage,

memory usage) available at time t;
– SNT (t) - devices’ subnet on which a sensor s has complete knowledge.

In our model a sensor is a device with multiple perceptual capabilities. With each
one an observer defined by the equation (1) is associated. It means that a single
device can observe the world in various ways. Set

{
Ai

t

}
i=1..n

holds observations
from each capability. Naturally sensor can perceive only when some phenomenon
occurs. Phenomenon is defined as the four-tuple:

e(t) = 〈ψ(t), {λi(t)}i=1..n, tb, te〉 (7)

where ψ(t) is a set of points which represent spatial area where phenomenon
occurs; λi(t) is a set of functions which describes observation for each perceptual
capability i at time t; tb and te describe the moments of time when phenomenon
begins and ends respectively. Obviously, phenomenon e(t) requires the existence
of the scenario defined as (2). Function λi(t) is then built using a projection
pr of C × Y onto second coordinate. Having that, we can write λ(t) = prZt.
Observation of the sensor at time t and capability i is then: Ai

t = λi(t).
A communication between sensors is a dynamic process with the three pos-

sible states: in-progress - value 0; success - value 1; failure - value −1. Assuming
t as current time, τ as time when communication started and tmsi,sj

as time
needed to transfer a message between sensors si and sj , conditions for transition
between states are as follows:

W0,0 : t < τ + tmsi,sj
∧ sj ∈ Ni(t),

W0,1 : t > τ + tmsi,sj
∧ sj ∈ Ni(t),

W0,−1 : t < τ + tmsi,sj
∧ sj /∈ Ni(t),

(8)

Value tmsi,sj
is calculated by the function Tm : M × N → T which arguments

are: a message m ∈ M (where M is a set of messages) and value calculated
by function b on graph’s edge between si and sj . In short, communication is
successful when both a sender and a receiver stays within radio range.
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In cases when sj /∈ Nsi
(receiver is not a neighbour of sender) the message

is sent using hop by hop method with route defined as:

Rsi,sj
(t) = 〈si, s1, ..., sk, sj〉, s1 ∈ Nsi

(t), sk ∈ Nsj
(t),

∀sl
(sl−1 ∈ Nsl

(t) ∧ sl+1 ∈ Nsl
(t)) ,l = 2, .., k − 1

(9)

Each node decides to which neighbour the message should be sent in next hop
which is a decision variable NX = {s ∈ Nss

}, where ss is a sensor from which
the current node received a message. Decision is undertaken basing on node’s
knowledge of the other devices that is a part of the sensor’s definition (6) D =
SNTss(t). The criteria for decision are denoted by W (D,NX) and they are
defined by a particular routing algorithm. Each node calculates the next hop
using the function rt:

rt : Λ × Λ × W (D,NX) → Λk, k ∈ N, (10)

which, basing on information about sender, receiver and criteria, returns a set
of sensors for the next hop. The form of this function depends on a routing
algorithm. For example, for flooding it should return all the neighbours; for
SPIN [17] [18] it should return the set of all neighbours with similar perceptual
capabilities (similar observers); for MEDR [16] it should be the set of neighbours
with minimal MED statistic and shortest path.

4 Agent-Based Simulation Framework

For a simulation purposes we have built and still develop SenseSim which is an
agent-based discrete-event simulator written in Java. It has modular structure,
which allows to easily expand its functionality. For example, a module respon-
sible for wireless communication between devices can be replaced with more
complex one if the communication issues should be more precisely simulated.
The simulation core is DisSim library.

Let us define the computer simulation as a quantitative and qualitative
method of both modelling in formal language and representation in a computer
program of structural and behavioural characteristics of systems, which enables
experimentation with the model (instead of running) and observing its behaviour
during a simulation time flow. A typical simulation model represents both static
and dynamic parts of a system. A static part is a (semi-)formal description
of structure of modelled objects along with their attributes and relationships.
In a dynamic simulation (with a passage of simulation time) the complemen-
tary models and algorithms for determining the states of objects (and thus the
whole system) have to be considered. At any simulation moment t each position
of the system state (and respective feature of the system) might be seen as:
< object attribute, value, time >. Thus, the state of the modelled system S(t)
is formed by all the attributes of objects existing at the simulation time t. In
a dynamic simulation the values of the attributes can be determined by: set of
defined transformations, state change functions, formal rules, etc. As a change
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in a state may be also allowed changes in the structure of system’s objects which
result from their creation or removal. Typically, simulation time is assumed to
be a real, non-negative, non-decreasing variable t ∈ R≥0. For the entire sim-
ulation model the exact one unit of time should be applied. If we assume the
simulation moments ti, tj , tk (time with a length of zero) and T as a collection
of the moments when a system state changes occur, we have two conceptually
different simulation methods:

– when T is a subset of points in a certain range of non-negative real numbers
such that (∀ti, tk) (∃tj) (ti < tj < tk) that is: for any two moments there is
a moment between them it means a continuous passage of time;

– or when T is a countable subset such that (∃ti, tk) (¬∃tj) (ti < tj < tk)
that is: there are two such moments that there is no time between them it
means a discrete passage of time.

For the purpose of our consideration we adopt the discrete approach along with
the assumption that for each modelled object are defined: the state vector with
attributes and the formal descriptions of events. The term event e from a finite
set of events ES is understood as a scheduled for a specific simulation moment
t ∈ T algorithmic change in object’s state. Therefore, a sequence of chronolog-
ically (according to simulation time) ordered events is the process of simula-
tion. Depending on the circumstances it may be perceived as a deterministic or
stochastic process with a realisation of a time series in a domain of simulation
time. In general, it can form a multi-dimensional stochastic process where the
individual elements of a state vector describe the various parameters of the sys-
tem at the time t. The current simulation time is equal to the time stamp of the
first event from the event calendar:

t∗ = min(t : ei =< t, fOS
e >, i = 1..2ES×T ). (11)

The presented discrete-event approach has been chosen as a basis for a dynamic
perspective of the agent-based model of software agents.

We propose to describe an agent using the object-oriented paradigm. Then,
each significant measurable feature (physical or abstract) of an agent should be
assigned to an attribute of the selected object class from the modelled reality
and:

– OA = {a =< id, c >}, c ∈ OCOA, id ∈ N is a set of simulated agents of the
class c; id is a unique identification key;

– OCOA is a non-empty set of classes of modelled agents;
– CXc is a non-empty set of attributes defined for the agent class c ∈ OCOA;
– AVxc is a set of proper values for the attribute x ∈ CXc from the object

class c ∈ OCOA.

At any simulation time t a system state is defined by the four-tuple {< a, x, v, t >}.
The state transition function:

fOS
e : T × OS → OS (12)



Agent-Based M&S of Smart Sensors 231

Fig. 2. The main classes of the DisSim package. Source: own preparation.

determines the state of the system at the simulation time t after the occurrence
of the event e. In the discrete-event simulation the following simplification of the
model is obvious: the state of the system is not changed until the occurrence of
the next event - therefore S(t) = Si for t ∈ [ti, ti+1). Events must occur in an
irreversible order: from the past, through the present to the future.

The practical Java implementation of the discrete-event agent-based model
is the DisSim package. The main classes (presented on a simplified class diagram
- Figure 2) are grouped into the following packages:

– simcore - the package groups classes responsible for the experiment man-
agement, i.e. the passage of simulation time, events ordering and changes of
state;

– broker - the classes responsible for sending messages between simulation
objects (agents, environment);

– random - the package with classes for (pseudo) random number generation;
– monitors – the classes dedicated to monitor, collect and statistical analy-

sis of time series with simulation results and finally supported knowledge
acquisition.

Each software observer (as a simulation agent) must inherit from the abstract
class BasicSimEntity. The events assigned to simulation objects and associated
with state changes are subclasses of a generic class BasicSimStateChange. The
main methods of that class are as follows: transition() changes a state, onTer-
mination() - removes an event before the occurrence, reschedule() reschedules
an event for another time, simTime() reads the current simulation time. The
attributes in BasicSimStateChange are control parameters: runSimTime - the
scheduled simulation time for the change of state; priority a priority of the event;
and repetitionPeriod - an optional parameter defining a constant time step for
deterministic step-driven simulation. The most important class is SimManager
- the singleton pattern based object responsible for controlling each: start, stop
and pause during an experiment, as well as the passage of time (as soon as pos-
sible, astronomical), network communication, user’s interactions, etc. However,
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Fig. 3. The main classes of the observer and phenomenon. Source: own preparation.

its crucial responsibility is to indicate the only one event to perform at the next
simulation time and to determine the current value of the simulation time on
the basis of events’ calendar. Figure 3 shows the main classes of an observer and
phenomenon inside SenseSim simulator with respect to DisSim framework. It is
software implementation of formal definitions (6) and (7). As described above,
an observer inherits from BasicSimEntity thus its state is controlled by DisSim
and can be modified during simulation. It has three main activities described by
pairs of events: sensing (StartSense, EndSense), moving (StartMove, EndMove),
communicating (StartCommunication, EndCommunication). All of them inherit
from BasicSimStateChange class which ensures executing events in proper sim-
ulational order. Construction of phenomenon is quite similar. An simulation
entity Phenomenon inherits from BasicSimEntity, however it has only one event
ChangeState. Its purpose is to change state of the phenomenon accordingly to
defined functions {λi(t)}i=1..n which describe state changes in phenomenon.

One of the unique aspects of SenseSim is ability to macroprogram simulated
network. Macroprogramming is a way to program network of devices as a whole.
There is one, high level, program which is distributed between sensors. Their
responsibility is to interpret the program and adjust their behaviour to it. Our
goal is to build environment in which the same macroprogramming language can
be used during simulation and in a real network. Currently we evaluate Abstract
Task Graph (in short ATaG) [22], however other solutions like Regiment [23] are
also within range of our interest.

5 Conclusions

The simulation approach we proposed allows running the whole smart sensors
based environment without building it. Through an agent-based simulation we
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can precisely design and iteratively test and then in the loop redesign and retest
all the components (i.e. sensors and observers) until they obtain the appropriate
level of functionality and quality.

The second practical advantage are the diverse levels of information that can
be gathered during simulation experiments. The simulator is able to produce
the results which would not be experimentally obtainable or measurable with
current level of technology.

SenseSim is a tool able to build an environment for knowledge acquisition
which can be used to fulfil user’s information needs as proposed in [9]. Macropro-
gramming can change devices’ behaviour so they can gather requested data and
when its required fuse it. It is different approach than in many data fusion sys-
tems based on JDL process, which firstly gather observations from sensors and
then proceed to explore information from them. Such solution has a broad range
of applications. For example in military systems for building situation awareness
or in augmented reality on battlefield solutions. Our model and simulator can
also be apply for research over sensor networks and Internet of Things. Especially,
possibility of changing behaviour of sensor opens wide range of experiments that
can be performed to explore data and information flow in such networks.
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Abstract. Camera calibration is one of the basic problems concerning
intelligent video analysis in networks of multiple cameras with change-
able pan and tilt (PT). Traditional calibration methods give satisfactory
results, but are human labour intensive. In this paper we introduce a
method of camera calibration and navigation based on continuous track-
ing, which requires minimal human involvement. After the initial pre-
calibration, it allows the camera pose to be calculated recursively in real
time on the basis of the current and previous camera images and the pre-
vious pose. The method is suitable if multiple coplanar points are shared
between views from neighbouring cameras, which is often the case in the
video surveillance systems.

1 Introduction

Current video surveillance systems are based on multiple cameras which can
rotate and zoom (PTZ). Performing video analysis on data from multiple cam-
eras usually requires the cameras to be calibrated with respect to a common
world reference frame (WRF). Traditional camera calibration methods [2,10]
require placing 3D reference points or markers in the view of the cameras, which
is labour intensive, especially in the case of exterior cameras. Therefore, there is
a need for methods able to calibrate such cameras with a minimum human effort.
Calibration is understood as a computation of a camera model M consisting of
two components, a pinhole camera model P and a distortion model D. These
two elements together make it possible to project any point from the world ref-
erence frame to the image plane as well as to reconstruct 3D objects on the basis
of their images. An important limitation of many video systems is lack of the
information about height of objects being observed–only planar two-dimensional
map is available. This must be taken into account by the calibration algorithm.

A calibration system suitable for a network of rotating (PT) exterior cam-
eras, that requires a minimum of human involvement, without placing markers
in camera views, is introduced in this paper. Its extension to a network of PTZ

c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 237–247, 2015.
DOI: 10.1007/978-3-319-15705-4 23



238 A. Gudyś et al.

cameras will be the subject of future work. The calibration procedure in the sys-
tem is divided into three stages: image preparation, i.e., undistortion and back-
ground separation (I), computation of intrinsic and extrinsic camera parameters
(II), and navigation (III). The problem of distortion introduced by imperfect
lens geometry is known to affect negatively accuracy of 3D reconstruction, thus
different techniques for dealing with it like straight-lines [3] or radial trifocal ten-
sors [9] were presented. The system employs the first approach which, in spite
of its simplicity, turned out to render satisfactory results. The presence of back-
ground separation is caused by the fact that only fixed background points are
utilised by the following stages. Therefore, moving objects (foreground) should
be filtered out to prevent from disturbing the calibration. This is done with a
method based on Gaussian mixture models [1,11]. The next stage is the compu-
tation of intrinsic camera parameters with a use of a method suited for rotating
cameras [6]. This is followed by the estimation of extrinsic camera parameters
for a number of selected pan-tilt positions. This process is often performed with
a use of correspondences between WRF and image points [5,7], thus it requires
human assistance. As only two-dimensional information about the observed scene
is available, the algorithm suited for coplanar points was employed [8]. Finally
the navigation stage begins which, after some preliminary steps, allows camera
pose to be calculated in the real time on the basis of the current camera image.

The system has been implemented in C++ with a use of OpenCV library.

2 Image Preparation

The camera model used most widely in a computer vision area is called a pinhole
camera model. However, real-life cameras do not perfectly agree with this model,
namely they introduce non-linear distortion. The distortion can be divided into
two components: radial (along the direction from the center of the distortion
to the considered point) and tangential (along the perpendicular direction), and
can be written as an infinite series xu = xd(1+k1rd

2+k2rd
4+. . .), where (xu, yu)

and (xd, yd) are undistorted and distorted image points, respectively, and rd is
a distorted radius.

It has been proven, however, that considering only first order distortion
parameter k1 gives sufficient accuracy [10]. Let us denote (cx, cy) as a center
of distortion and sx as a distortion aspect ratio, which may differ from the
image aspect ratio. The undistorted coordinates are expressed as follows:

{
xu = xd + (xd − cx)k1rd

2

yu = yd + (yd − cy)k1rd
2 , where rd =

√(
xd − cx

sx

)2

+ (yd − cy)2. (1)

The algorithm used in the library [3] is based on a fact that in the perfect
pinhole camera, projections of straight lines are also straight lines. Consequently,
when the image is distorted, straight lines are seen as curves. The idea is to
select on the image curves, which are projections of straight lines, and estimate
distortion parameters in the way that after applying undistortion transformation
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Fig. 1. Synthetic undistortion experiment. The black square on the left is used as a
reference. The red square in the middle was obtained by distorting the reference with
the following model: k = 0.67, cx = −0.38, cy = −0.25. The blue square on the right
is a result of the undistortion procedure.

these curves become straight. For this aim a standard non-linear optimisation
method can be applied [4].

The algorithm works in two stages. At first only k parameter is being esti-
mated while cx,cy,sx are fixed (cx,cy are set to the centre of the image while
sx is set to 1). After algorithm converges to some value of k, the minimisation
procedure is executed once again with all distortion parameters being optimised.
As sx parameter models tangential distortion which has a moderate influence on
the final image, it is fixed to 1 in both optimisation steps which may positively
influence the algorithm convergence. As suggested by the results of synthetic
(Fig. 1) and real-life (Fig. 2) experiments, the undistortion procedure renders
satisfactory results.

The next step of the image preparation is background separation. The original
method based on Gaussian mixture model [1] analyses consecutive frames and
estimates background colour of a pixel on the basis of how frequently different
colours are observed. In the time perspective, pixels form a cloud of points, each
described by a time stamp and a pixel colour. These points can be gathered into
K clusters, each representing a Gaussian component. If a colour not belonging
to any cluster is observed, a new Gaussian component is created with a mean
set to this colour, large covariance matrix and with a small weight.

To formalise this idea, let qn be a specific pixel on frame n; pq(cn)—the prob-
ability of pixel q having colour c in frame n; wk—counted weight of k-th dis-
tribution component; K—current number of Gaussian distribution components;
T , α—algorithm parameters. In that case, pq(cn) =

∑K
k=1 wjη(cn, θk), where

η(c, θk) is the normal distribution of k-th Gaussian component. It is defined as
η(c, μk, Σk), with μk being the mean and Σk = σ2

k being the covariance of k-th
component.

The distributions are sorted decreasingly according to their fitness defined as
wk/σk, and first B components are selected to be updated (B is computed on
the basis of T ). The update of distribution ωk is done according to the equations:

⎧
⎨

⎩

wn+1
k = (1 − α)wn

k +α p(ωk|cN )
μn+1

k = (1 − α)μn
k +α η(cn+1, μ

n
k , Σn

k ) cn+1

Σn+1
k = (1 − α)Σn

k +α η(cn+1, μ
n
k , Σn

k )
(
cn+1 − μn+1

k

)2
(2)

where p(ωk|cn) equals 1 if ωk is the first match component to cn and 0 otherwise.
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(a) (b)

(c)

Fig. 2. Undistortion procedure on exemplary data. After taking the reference image
(a), a synthetic distortion is applied on the image and several lines known to be straight
in the real world are selected by the user (b). The undistortion procedure executed
afterwards properly restores the original image (c). The radial grid is caused by some
of output points not being covered by the undistortion transformation.

If none of the K distributions match pixel value cn, the least probable com-
ponent is replaced by a distribution mean μn

m = cn, an initially high variance,
and a low weight parameter wn

m. It was shown, that log1−α T frames are needed
for satisfactory background separation, and the best values of parameters are
α = 0.02 and T = 0.5.

The problem concerning aforementioned approach is that the number of
Gaussian components for all pixels is the same, which may render unsatisfactory
results. In [11] a method of dealing with this issue known as adaptive Gaus-
sian mixture model (AGMM) is presented. This variant adjusts the number of
Gaussian components for each pixel independently and is used in the presented
system. Results of performing background separation on the example sequence
of frames are shown in Fig. 3.
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n = 1 n = 20

n = 50 n = 80

Fig. 3. Results of AGMM background separation step based on n images

3 Intrinsic and Extrinsic Camera Parameters

Camera intrinsic parameters are: focal length f , skew s, coordinates of the prin-
cipal point P = (pu, pv), and scale factors in horizontal and vertical directions
ku, kv. They are all gathered in K matrix.

K =

⎡

⎣
fku s pu

0 fkv pv

0 0 1

⎤

⎦ (3)

Extraction of these parameters is done according to [6]. The algorithm takes
as an input a set of at least three overlapping images from rotating camera. No
information about camera orientation during image acquisition is necessary. One
of the images is selected as a reference one. The first step of the algorithm is to
find transformations from the reference image to all the other ones. Let A, B
and P3×3 be the reference image, the destination image, and the transformation
from the reference to the destination, respectively. The computation of P is done
as follows:
1. Find all key-points on the images A and B using feature detection algorithm,

e.g. SIFT or SURF. Each key-point is described by a vector of descriptors.
2. Find correspondences between key-points on A and B using Euclidean dis-

tances in a descriptor space.
3. Pick M best pairs of corresponding key-points to calculate transformation

from A to B using RANSAC [5]. Points should uniformly cover the overlap.
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In order to check correctness of this step, a part of key-point pairs were used
for testing. This allows pixel distances between points from A transformed by P
and corresponding points from B to be compared. The intuitive way to verify
whether P has been properly calculated is to transform A by P and draw it
on B. As confirmed by the experiments both views fit to each other producing
proper panorama. This operation is referred to as image stitching.

Having set of transformations from the reference image to the other images,
the algorithm calculates matrix K of intrinsic camera parameters. For each trans-
formation P , one can write the following equation based on the orthogonality of
the rotation matrix:

(KKT )P−T = P (KKT ). (4)

KKT is a positive definite symmetric matrix with 6 degrees of freedom:

KKT =

⎡

⎣
a b c
b d e
c e f

⎤

⎦ . (5)

Eq. 4 can be rephrased as a homogeneous system AX = 0 of nine linear equa-
tions with six unknowns X = [a b c d e f ]T . Elements of A can be computed
straightforwardly. However, as equations in such system are not independent, at
least two different P transformations are required to calculate X, which corre-
sponds to three overlapping images. When KKT elements are found (this can
be done to the linear factor as KKT appears on both sides of Eq. 4), matrix is
normalised in the way that f is equal to 1. Then KKT is decomposed.

The accuracy of the procedure was confirmed by simulated experiments. A
set Q of four synthetic points in a world reference frame (WRF) was created.
Extrinsic parameters were set in the way that the points from Q were visible by
the camera. Additionally, non-trivial intrinsic camera parameters were assumed.
The points from Q were projected into the image plane resulting in a reference
view. Then the camera was rotated slightly in both, vertical and horizontal direc-
tions and images of Q were taken at each pose (resulting in 8 additional views
overlapping with the reference one). For each pair of overlapping views a trans-
formation was calculated (images of points from Q were used as key-points). Set
of transformations was given as an input for Hartley et al.’s algorithm. Esti-
mated intrinsic parameters were compared to the ones used for data generation
proving that algorithm works properly. The whole procedure was successfully
repeated for many matrices of intrinsic parameters.

The next step after calculating K matrix is to compute camera pose in a
world reference frame for several selected pan-tilt positions. The pose consists
of two components: translation vector T3×1 and rotation matrix R3×3. Calcula-
tions are based on the correspondence between coordinates of scene objects and
their images. An important requirement to be met is that method must work
correctly for coplanar scene objects. This is motivated by the fact that no height
information is available.

The algorithm employed by the system is a POSIT strategy suited for copla-
nar points [8]. The method approximates perspective projection by a scaled
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Fig. 4. Calibration results on exemplary dataset. Blue points were directly selected by
the user. White points are world points (selected on the map) projected on the image
plane using calculated intrinsic and extrinsic camera parameters.

orthographic projection and iteratively refines camera extrinsic parameters in
order to minimise projection error. In the case of non-coplanar points, the algo-
rithm returns a single pose. In the coplanar case, there are two poses returned,
giving user the opportunity to choose the more appropriate one.

In order to test extrinsic camera calibration the same experimental scheme
was used as previously. Several synthetic points were placed in WRF and images
of these points were taken using assumed intrinsic and extrinsic camera parame-
ters. Then the points from WRF as well as their images were given to Oberkampf
et al.’s algorithm as an input. Estimated pose was compared with the one used
for data generation. The procedure was repeated for both non-coplanar and
coplanar WRF points under wide range of observation angles. In all cases the
algorithm successfully estimated real camera pose.

The computation of both intrinsic and extrinsic camera parameters was fur-
ther tested by experiments on real-life camera images. At the beginning, a num-
ber of overlapping images from Market Square in Bytom were acquired and
undistorted with a use of straight-line approach. Then, they were put to Hart-
ley’s algorithm to extract intrinsic parameters. Next, a set of corresponding
points was selected manually on the camera images and the 2D map of Market
Square from GoogleMaps which was followed by the calculation of a camera
pose. Finally, the map points were projected with a use of intrinsic and extrinsic
camera parameters on the image plane and compared with the selected image
points (Fig. 4).
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4 Navigation: Continuous Tracking

Navigation is a process of real-time camera calibration which recalculates pose
without human interference immediately after camera changes its pan-tilt orien-
tation. In the presented study the navigation is performed with a use of a method
referred to as a continuous tracking. It is assumed that the camera zoom during
a single continuous navigation process is constant.

The navigation is preceded by the preparatory phase consisting in a gener-
ation of key-point clouds, each cloud corresponding to some camera orientation
in a PT space. The key-point is defined as a pair of corresponding points in
the image and in the WRF. The procedure of clouds generation is presented in
Pseudocode 1.

The first key-point cloud is built upon an arbitrarily chosen reference image
(Fig. 5-top-left). At the beginning a set of points in the image and corresponding
points in the WRF (the map in the middle of Fig. 5) is selected manually by the
user (step 2). These points are referred to as known points and are represented in
Fig. 5 by green dots. Afterwards, point correspondences are used to calculate a
homography between the world and the image space. This homography together
with the intrinsic camera parameters allows initial pose to be computed (step 3)
and is further used to increase the density of the current cloud (step 4). Namely,
a set of additional feature points is found on the image with a use of SURF
detector and is mapped to the WRF by the homography (yellow diamonds in
Fig. 5).

The initial key-point cloud is employed for generation of consecutive clouds.
The camera is rotated in a way that the significant part of a new image (Fig. 5-
bottom-left) overlaps with the previous one (step 6). The SURF detector is run
in order to find feature points on the new image (step 7). Since these points do
not have WRF coordinates assigned, they are referred to as unknown and marked
with blue squares. However, as the new image overlaps with the reference one,
there are correspondences between known and unknown points. To find them, for
each point the algorithm calculates its descriptor (a vector of 64 or 128 features).
Then an attempt is made to match unknown points from the new image with
known points from the reference cloud by calculating distances in a descriptor
space (step 8). The points for which relevant correspondences were found are
called adjustment points (yellow diamonds in Fig. 5-bottom-left). These points
have known WRF positions, thus are further used to compute a new homography
and estimate an updated camera pose (step 9). After that the algorithm goes
back to step 6 changing the reference cloud if necessary.

The aim of the cloud generation procedure is to obtain full covering of the
area observed by the camera keeping the number of acquired images at the
minimal level to reduce computational and memory overhead. Fig. 6 shows the
mechanism of altering camera orientation in a PT space during key-point clouds
generation. The blue dot in the middle is a starting position. The camera pan
and tilt are modified in the way that consecutive positions produce a circle in
the PT space. This circle will be referred to as a generation. When the current
generation is completed, the radius of the circle is increased by a given value,
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Key-points cloud creation 2D map Navigation

Fig. 5. Visualisation of the key-points cloud creation and navigation

Algorithm 1. Pseudo-code of the key-point clouds creation
1: Set initial orientation, acquire the reference image I.
2: Initialise cloud by manually selecting corresponding points from I and WRF.
3: Calculate homography H mapping I to WRF, estimate camera pose.
4: Increase density of the cloud using H and feature points from I detected by SURF.
5: repeat
6: Alter camera orientation, acquire new image I, create empty cloud Ψ .
7: Detect feature points on I using SURF.
8: Find key-points matching to them in the closest cloud Ω.
9: Compute homography H using points from I and matching key-points from Ω.

10: Increase density of Ψ using points from I and H.
11: until entire area covered by clouds

and another generation of clouds is acquired. As described previously, for each
processed PT position, a reference key-point cloud has to be selected in order to
find matching feature points. In the first generation a starting cloud is used (the
blue dot) for this purpose. For consecutive generations, the closest cloud from
the previous generation is chosen to be used as a reference.

After all key-point clouds have been generated, the navigation procedure
starts. It consists of continuous pose re-estimation on the basis of the current
camera image and gathered key-point clouds. The navigation is done according to
the following steps: (I) get an image from the camera; (II) select a reference key-
point cloud C corresponding to the nearest PT to the current camera orientation;
(III) using SURF find on the image a set Y of 70 feature points matching best to
C; (IV) compute a homography H upon Y and corresponding WRF points from
C; (V) estimate pose using H, Y , and intrinsic camera parameters. In Fig. 5 the
current and the reference images are marked, respectively, with vertically and
horizontally hatched rectangles.



246 A. Gudyś et al.

Fig. 6. Rotating camera method used in
key-point creation

Fig. 7. Average error of navigation

5 Accuracy Evaluation

The aim of the experimental part was to assess the accuracy of the navigation
procedure. For this purpose, approximately 30 different camera orientations in
a PT space were tested. For each orientation, an image was acquired and ∼ 10
characteristic points were selected manually. Those points were reprojected with
a use of estimated camera parameters to the WRF (the map) and compared
with their real positions. Reprojection error was measured in pixels. Note, that,
according to the navigation method, for each camera orientation, the nearest
key-point cloud is used for pose estimation. Thus, a generation containing this
cloud was assigned for each orientation, and the reprojection errors were averaged
within generations. The results can be seen in Fig. 7. As one can see, the error
starts from 10 pixels at generation 0 and after the initial high peak to 25 for
generation 1, it decreases and stabilises in the range 10-15 pixels.

6 Conclusions

In the paper we present a camera navigation system allowing rotating cameras to
be calibrated in real time without extensive human effort. The preliminary steps
include image undistortion, background separation, computation of intrinsic and
extrinsic camera parameters for several pan-tilt positions, and generation of the
key-points cloud. After that, the continuous tracking procedure starts which
automatically recalculates camera pose immediately after changing pan or tilt.

As the method is based on key-points detection, it very sensitive to environ-
ment conditions like: weather, season, illumination and even time of a day (due
to shadow changes). We plan to solve this issue basing on maximum likelihood
methods leading to recognise environmental differences significant for continu-
ous tracking process. The future work will also include addition of zoom as an
adjustable parameter, i.e. the extension of the methods to PTZ cameras.
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Abstract. The paper presents the concept and implementation of distributed 
group collaboration tool intended for collective diagnosing of Parkinson Disease 
(PD). Collaborative decisions as a result of experts meetings and discussions on 
many clinical cases and many assessment methods, by geographically distributed 
domain experts seem to be more reliable option than assessment made by a sin-
gle neurologist. Clinicians using our system are working on finding relationship 
between subjective Unified Parkinson's Disease Rating Scale (UPDRS) and 
completely new objective scale developed on the basis of selected parameters of 
patient’s gait called by us Parkinson's Disease Gait Indexes (PDGI) [1]. 

Each expert using subjective UPDRS expresses classical assessment of the 
patient’s stage or symptoms development. The obtained results are used as ref-
erence for other assessment methods in our database. An alternative objective 
PDGI scale is based on computations of patients’ gait measurements from 
4GAIT-Parkinson multimodal database [2]. The Motion Data Editor (MDE) [3] 
– a client part of distributed system, has been extended with modules computing 
and classifying gait indexes from motion data and collective scoring. For each 
PD data trial, MDE allows the simultaneous processing and visualization of 
four video data streams and more than five hundred independent kinematic and 
kinetic modalities, synchronized in time during measurement. Video recordings 
are the basis for the subjective UPDRS assessment by each of the experts. At 
the same time, the assessment result is a reference for comparison with the cal-
culated PDGIs. 

Keywords: Parkinson Disease · Expert Systems · Collective Collaboration · 
Motion Analysis 

1 Introduction 

The concept of finding solutions by subject-matter-experts has been known for a very 
long time. Knowledge acquisition and new knowledge development by multiple do-
main authorities supported by information technologies and multimodal human activity 
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measurements in the form of human data model give new opportunities and are novel 
practical concept. This paper presents the idea of searching by cooperating experts  
relationships between the gait indexes and the progress of Parkinson's disease as the 
result of experience and the difficulties encountered in previous studies in the field of 
rationalization and semi-automatic assessment of the PD patients. Agreed relationships 
between UPDRS and PDGI scales will help collectively decide about the quality and  
objectivity of the alternative scale. The main problem is the subjectivity of the assess-
ment of the UPDRS. Consequently, determined the correlation coefficients with gait 
indexes assessments from PDGI are not always reliable. In addition, different gait in-
dexes have different correlation coefficients, depending on the patient. Different clini-
cians may also interpret differently the meanings of the UPDRS. These problems are 
articulated in a popular statement “No two patients face Parkinson’s in quite the same 
way”. Patients vary substantially in their combination of symptoms, rate of progres-
sion, and reaction to treatment. If we would like to improve this analysis, we need to 
take into account an alternative scale based on a great variety of patients’ measure-
ments from different centers and also assessed by multiple neurologists. 

In this work, we propose to apply an alternative objective PDGI scale with the 
quality assessed cumulatively by experts and the knowledge inducted from the data-
base (intelligence knowledge of the database) to sense patient’s symptoms severity 
changes. To build the knowledge we will use the expertise extracted from the unified 
database, dependent on cumulative knowledge of many neurologists instead the ex-
pertise of a single neurologist. Using a cloud based group collaboration system with 
PD data, it is relatively easy to gather expertise from multiple geographically distri-
buted domain experts at the same time. Using the client application, Motion Data 
Editor, the experts will compose the Multimodal Motion Information View (MMIV) 
from the selected motion parameters and use it to load and observe selected measure-
ments of patients with video recordings.  

 

 

Fig. 1. Pipeline for collaborative assessment and scoring of PDGI 
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Video streams are essential for subjective UPDRS assessment of each of experts. 
The MMIV - visual correlation of gait parameters is necessary for scoring the quality 
of evaluated PDGI as shown in the Fig.1. Our reference 4GAIT-Parkinson dataset 
contains 1781 multimodal trials including 803 trials of gait grouped in 12 tasks, which 
were performed by 18 subjects [2]. We also developed and provide specification for 
multimodal data management - measurement protocol and a selection of spatiotem-
poral modalities required for data unification and calculation of PDGI’s. By applying 
our measurement and data unification rules to larger databases such as National Par-
kinson Foundations (NPF) Database one can find additional significant information 
about specificity of the PD. As NPF database has information from different partici-
pating PD centers thanks to the Quality Improvement Initiative (QII) one can compare 
results of different treatments. But, due to a variety of cares (Thirty-nine leading med-
ical centers worldwide deliver care to more than 50000 Parkinson’s patients), some of 
results obtained from the most prominent expert centers might be inconsistent and 
require unification. 

The advantage of our approach is that the expertise inducted from the unified data-
base is related to many multimodal measurements and experiences of many neurologists. 
Motion Data Editor enables direct Internet based access to database and simultaneous 
presentation of many multimodal data of PD patients. Thanks to that by comparing simi-
lar symptoms in more advanced patients we may better predict disease near-future devel-
opment. However, without actual objective measurements of symptoms performed by a 
neurologist one can argue that we do not have information about dynamical changes of 
the patient’s actual state. We have only highly subjective patient’s reports. Collective 
scoring and applying of PDGI approach is an alternative to UPDRS, that allows physi-
cians to find spatiotemporal rules in motion, verify them collectively and will enhance 
subjective patient’s reports making them more objective. These reports will help us to 
find and identify patient’s dynamics in PD development. 

2 Parkinson Disease  

Parkinson’s Disease (PD) - chronic progressive disease belongs to the group of motor 
and nervous system disorders. Movement dysfunctions in PD are caused by the loss 
of dopamine-producing brain cells in a region located in the midbrain (a substantia 
nigra). Currently only symptomatic methods of treatment are applied, because the 
reason of cells destruction in a substantia nigra is unknown. The main motor features 
of Parkinson’s Disease are constrained but not limited to: rigidity of the limbs and 
trunk, tremor in hands, arms, legs, jaw and face, bradykinesia, impaired balance and 
coordination. The primary pharmacological drug is a specific aminoacid (L-DOPA), 
which after reaching the brain, is converted into dopamine. The fundamental pharma-
cological medication with L-DOPA in some PD after several year may cause symp-
toms fluctuations. Later the progression of neurodegeneration as well as dopaminergic 
treatment itself results in motor complications. Deep Brain Stimulation (DBS) [4][5] 
is an alternative treatment for PD patients who are medically resistant to pharmaco-
therapy. DBS of the subthalamic nucleus (STN) has become an established therapy for 
patient with PD. It is an effective and safe method of symptomatic treatment of PD pa-
tients as long as parameters of DBS are correctly tuned based on motion tasks 
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evaluation. The evaluation carried out by experts is based mainly on the Unified Par-
kinson’s Disease Rating Scale (UPDRS). The motor part of UPDRS consists of 14 
points, which evaluate different motor skills based on discrete scale in range of 0-4, 
where 0 means normal ability to move. On the basis of the UPDRS classification we 
introduced PDGI and would like to make it more popular. Patients taking part in this 
research were operated on in the Department of Neurosurgery Medical University of 
Silesia in Katowice, Poland. As a result of research on gait recognition and identifica-
tion of PD patients symptoms and stage classification of the disease progression we 
created 4GAIT-Parkinson database. 

3 Motion Data Acquisition  

All measurements were performed in multimodal Human Motion Laboratory (HML) of 
Polish–Japanese Academy of Information Technology R&D Center (PJAIT RDC) in 
Bytom, Poland. The HML allows to acquire motion data through simultaneous and 
synchronous measurement and recording of motion kinematics, muscle potentials by 
surface electromyography (sEMG), ground reaction forces (GRF) and four video 
streams in High Definition format. Data were collected from PD patients performing 
tasks under four experimental conditions called sessions, defined by pharmacological 
medication and subthalamic nucleus electrical stimulation: Session1: Stimulation OFF / 
Medication OFF, Session2: Stimulation ON / Medication OFF, Session3: Stimulation 
OFF / Medication ON and Session4: Stimulation ON / Medication ON. Medication 
ON/OFF means that patient was with/without drugs during the session. Stimulation 
ON/OFF means that patient was with stimulator turned on / turned off during the partic-
ular session. 

The experimental scenario includes seven tasks and has been planned based on cri-
teria taking into consideration in motor examination part of UPDRS scale. For kine-
matic measurement the configuration with 39 attached markers on a human body, 
tracked by 10 motion capture Vicon T40 cameras have been used. The assumed skele-
ton model, reconstructed on the basis of marker’s 3D positions contains 24 segments 
with rotations in Euler Angles as well as Quaternion representations. There are also 
global rotation and translation with respect to the word frame, which results in 78 
dimensional pose space. Muscle potentials of the lower body parts are measured by 
16 electrodes of sEMG subsystem from Noraxon. Ground reaction forces (GRF) are 
measured by two Force Plates from Kistler and is base measure to estimate dozen 
kinematic parameters (powers, moments. The gait cycles corresponding to two adja-
cent steps can be detected on the basis of femur rotation analysis. Multimodal mea-
surement is our basis for multi-featured analyses of neurological gait abnormalities 
from single trial. 

4 Motion Data Analysis and Gait Indexes 

In collaboration with major medical centers in Poland, PJAIT RDC developed new 
research methods and techniques with a focus on multimodal human motion mea-
surements, analysis and synthesis needed by orthopedics and rehabilitation. In [12] 
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the motion capture was used to assess gait abnormalities associated with coxarthrosis 
– a degenerative diseases of a hip joint. The Principal Component Analysis was ap-
plied as dimensionality reduction method to kinematic data. After that Fourier Coeffi-
cients of 3D gait trajectories have been calculated and gait descriptors were further 
classified by supervised machine learning.  

The feature extraction and selection is being most often used for motion data clas-
sification in medical applications and uses the extracted features of motion time se-
quences. There is different kind of feature set proposed in the literature. They can 
directly reflect interpretable characteristics as described in previous section phase 
coordination index, decomposition or asymmetry indexes. In our previous works on 
human identification [13],[14],[15] and assessment of gait abnormalities [12] we pro-
posed and applied statistical, timeline, histogram and Fourier transform features sets. 
In the statistical set there are mean values and variances of each pose attribute and in 
the histogram based one, we build separate histogram for each attribute. The Fourier 
feature set contains coefficients of a frequency domain into which motion data is 
transformed. The low pass filtering is carried out to reduce number of features. It 
takes into consideration only first twenty components with the lowest frequencies. In 
timeline feature extraction approach motion is divided into specified number of inter-
vals which are described by their average values of every pose attribute.  

The feature extraction usually gives great number of different features. For in-
stance in case of Fourier extraction approach, for the pose description containing 75 
attributes we obtained 3000 separate features. In most cases only small parts of the 
whole feature set are discriminative from the point of view of given classification or 
diagnostics task and the remaining parts contain mainly noise. Thus feature selection 
which determines most valuable subset of features could be carried out.  

Over a dozen quantitative measurements describing way of walking were defined 
as a results of various studies related to disturbances of gait. Such parameters as 
speed, length of step, its variability and symmetry were used to diagnose the effect of 
bilateral posteroventral pallidotomy on the walking patterns of patients with PD [6]. 
Researchers have used some more complex measures as Decomposition Indices (DI), 
Phase Coordination Index (PCI), Arm Swing Asymmetry (ASA), Arm Swing Size 
Symmetry (ASSS), Freezing of Gait (FoG) [7]. The first measure is defined as per-
centage of stance phase when one joint is moving while the other is not, calculated for 
hip–knee, hip–ankle, and knee–ankle pairs while the second measure reflects tempor-
al accuracy and consistency of step timing. Walking measures illustrating asymmetry 
of arm swing, trunk rotation and stride time [8] were used to improve the diagnosis of 
early stages of Parkinson disease [9]. Based on the literature review of the aforemen-
tioned publications, several indices describing gait have been implemented and  
calculated for data from PD Patients collected in 4GAIT-Parkinson dataset. These 
parameters were calculated for left and right sides separately (Fig 2). Based on the 
results, it was found that the left and right components of these indices have some 
additional diagnostic value, because they allow for detecting which body side is more 
affected by the disease [1]. We named them Parkinson's Disease Gait Indexes. The 
other research involved the analysis of resting tremor, which is the one of the most 
important motor symptoms of Parkinson disease for diagnosis and treatment. Based 
on data collected in PJAIT RDC a system for analysis of tremor in PD patients during 
standing have been developed. Trajectory of marker located on wrist has been used to 
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calculate several parameters as mean and max amplitude Fourier spectra of 3D sig-
nals, for right and left side, in two frequency range 4-6 [Hz] (typical Parkinsonian 
termor [11]) and 3-7 [Hz]. The results show that, there are statistical differences be-
tween session with and without treatment [10].  

 

Fig. 2. An example of Gait Index. Summary of changes for Freezing of Gait factor in the subse-
quent time frames together with the observations made by a neurologist (iFOGtagging) [1] 

5 Cloud Based Tool for Motion Data Processing 

To fill in the gaps on tools and methods for motion processing, analysis and synthesis 
there have been undertaken research and development works at PJAIT RDC in By-
tom, Poland. We developed decomposable and personal muscosceletal model appli-
cable to medicine, algorithms for low level processing of motion data, the advanced 
motion database enabling to store processed and indexed data, together with the tools 
allowing the numerical analysis of chain of joints. The conducted research include 
development of the method, accepted by medical environment, for creation of low-
dimensional representation of motion enabling perceptive comparison of movements, 
classification and motion visualization.  

Results of the substantial studies provided practical achievement of 3 technological 
pillars: Human Motion Lab (HML), Cloud Based Human Motion Database (HMD) 
and Motion Data Editor (MDE) constituting the grounds for development of the exist-
ing and creation of the new advanced products and services in the area of motion 
analysis and synthesis.  

Motion Data Editor is a software that originally was designed to support clinicians 
in viewing medical data for diagnosis of various human movement disorders. It has 
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been reorganized and refactored to become a general purpose data processing soft-
ware. MDE enables simultaneous communications with any number of Human Mo-
tion Databases with Internet access. It allows to process multimodal data from any 
number of measurements simultaneously and synchronously. It operates a few dozen 
industrial measured data formats. The application architecture uses data sources, 
processing and terminating elements and allows to create any number of information 
flow graphs and flexible system development by any elements composing information 
flow graph. It allows users to dynamically create new data flows without need of writ-
ing new fragments of code and compilation procedure, based on delivered nodes  
functionality (see Fig.3). They can now define and launch data flows without any 
knowledge about programming. Visual Data Flow (VDF) environment supports user 
in creating data flows by presenting graphically available nodes. It guides users, how 
particular nodes can be connected according to basic model rules and data types  
compatibility to infer new data from existing measurements. 

 

 

Fig. 3. Visual Data Flow for flexible data analysis 

Visual Data Flow has been used to extend PD measurements by computing re-
quired Parkinson Disease Gait Indexes for all PD data trials. 4GAIT-Parkinson is one 
of the datasets created in Human Motion Lab and enabled in Human Motion Data-
base. It was created from measurements of participants performing 12 tasks under 
four experimental conditions called sessions. Each session groups the following tasks: 
sway, gait/tandem gait, turnover, walk at normal/fast speed, heel to toe walk in a 
straight line, sensomotoric test related to tracking light spots, pulling back test, arising 
from chair and leg agility test.  

MDE as a client application enables direct access to 4GAIT-Parkinson multimodal 
dataset. Various data types can be observed by clinicians in MDE from many perspec-
tives using Visualizers. Their main task is to simplify visualization of multimodal 
data, manage presented data in a form of data series, where user can add and remove 
more data to/from scene of the Visualizer to compare them visually, depending on 
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Visualizer capabilities. The same data can be viewed in many Visualizers showing its 
various perspectives (i.e. 2D plot and 3D scene). With the help of Visualizers user can 
introduce new data perspectives named Custom Multimodal Motion Information 
Views for any kind of handled data types in MDE (Fig.4). 

 

 

Fig. 4. Custom Multimodal Motion Information View in MDE (from up to down): 3D Visua-
lizer with kinematic (joints, markers) and GRF data, , 2D Visualizers with motion, forces and 
moments trajectories, Video Visualizers with right, left, front and back camera view 

Motion Data Editors gives physicians easy access to central repository with Par-
kinson multimodal data. MDE also enables very interesting collaborative functions: 
chat, scoring, easy integration with popular social networks like TwitterTM, Face-
bookTM, LinkedInTM. 

Build in features for collaboration allow multiple physicians in different geographic 
locations to view the same data at the same time and score and discuss it. In particular 
they can access 4GAIT-Parkinson data individually, view selected parameters from 
measurements and collectively score the quality of proposed PDGI scale. Scoring crite-
ria and function can be easily modified to specific requirements. That’s why we de-
cided to propose MDE as distributed group collaboration tool intended for collective 
diagnosis of Parkinson Disease cases and test it by two independent groups of physi-
cians located in Boston, US and in Gliwice, Poland. 
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Fig. 5. MDE with HMD allows for data analysis and collective diagnosis on and off-line 

6 Conclusions 

In the paper the concept of the collaboration of experts group sharing, scoring and 
assessing of multimodal data was presented. Such an approach seems to be useful in 
cases, where there is a need for agreeing the expert evaluations and then finding ap-
propriate measures, strongly correlated with the agreed assessment of the experts. 
Detection of described relation allows generating of the evaluation in the automatic 
mode only on the basis of the measured physical parameters. As an example of appli-
cation we customized our tool in configuration with 4GAIT-Parkinson dataset and 
module for evaluation and collective quality assessment of PDGI. 

We outlined our implemented cloud based group collaboration tool customized for 
collective diagnosis of Parkinson Disease data. We conducted early pilot tests on groups 
of experts from Poland and U.S. and our system received very positive feedback. 

A popular statement that “No two patients face Parkinson’s in quite the same way” 
may describe Parkinson’s patient point of view on his/her disease. Patient’s self-
perception is subjective and depends on many factors but mostly on emotional states 
that are often related to the depressions and motor impairments. The PDGI supports 
objective assessment of neurological abnormalities. Collaborative expert’s assessment 
of PDGI quality makes it more impartial. 

An opinion of the neurologist is more objective as it is supported by objective but 
mostly not very precise interviews, tests and measurements of patient’s symptoms 
such as UPDRS.  

In the future after positive validation the quality of PDGI, applying multimodal 
tests should lead to automation of patients’ disease stage assessment with partial doc-
tor participation and replace subjective UPDRS measure by new objective measure. 
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Abstract. A novel approach to modeling human arm with hybrid sys-
tems theory is presented. The 3D human arm mathematical model is
described. The arm model is built using three rotational link. Each of
them is represented as a truncated cone prism. The shape of each link is
changing during any motion. Based on the analysis of the arm motion a
mathematical model of a switched linear system is proposed. The design
process of state-dependent switching function and division of the state-
space is shown. At the end, a few simulation results are presented.

Keywords: Dynamics of human arm · Switched system · Switching rule

1 Background and Significant

Over the past decade, greater and more specific attention undoubtedly focused
on the modeling of mechanical systems such as exoskeletons. The exoskeletons
are used primarily to support the movement of people with disabilities or to
increase the strength of the human body [1], [2]. The models mentioned above
objects mainly use knowledge about the structure of the human musculoskeletal
system (also known as the locomotor system) [3]. The starting point for most
of the work is the model described by the Euler-Lagrange formalism. In the
literature, we can find simple models exoskeletons [4], [5], as well as models
with kinematic chain which is the equivalent of the human locomotor system.
Obviously, these objects are very complicated and simplification of dynamic
models are acceptable [6], [7], [8]. A model of the exoskeleton with five degrees
of freedom that was attached to human arm using an arm orthosis is described
in [9], [10]. In addition, the articles dealt with the problem of measuring the
orientation of the human arm by an orientation sensor and a rotary encoder.
In [11], it is studied the trajectory planning of an anthropomorphic human arm
and a concept of movement primitive. Besides, the authors present human arm
triangle space as an intermediate space between joint space and task space.

The primary motivation for using switched linear systems comes partly from
reaserch results published in [12], [13], [14], [15]. In this article, we focus on the
c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 258–267, 2015.
DOI: 10.1007/978-3-319-15705-4 25
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switched linear systems that can be described as follows:

ẋ = Aσ(·)x + Bσ(·)u,

y = Cσ(·)x + Dσ(·)u.
(1)

where: x ∈ Rn is the state, u ∈ Rm is control signal, y ∈ Rq is output, σ(·) :
P → {1, 2, . . . , N} is the switching rule, and Ai, Bi, Ci,Di, i = 1, 2, . . . , N are
constant matrices.

In the literature, there are no known cases of the above-mentioned systems for
modeling the human arm. The initial work focused on a model of human upper
limb, which the state space is divided into two regions only [16]. Subsequent
research concentrated on modeling of lower or upper human limbs [17], [18]. In
these studies, the authors show mathematical models of human arm or leg as
switched linear systems. The state space of presented switched linear systems
was divided for more regions than in [16].

1.1 Motivation

The research results presented in [14], [15] confirm that the shape of the human
lower and upper limbs deformed during the execution of any movement. More-
over, the dimensions and shape of the human limbs do not depend on a single
muscle, but group of muscles (a phenomenon so-called the muscle synergism).

Remark 1. Under the above conclusions, we can assume that the matrix of iner-
tia and the distance from the center of gravity of each joint, are changed. In
addition, changes of these parameters are dependent on the angular displace-
ment of the arm. Besides, it is mentioned the muscles effect were omitted. They
have influence on the shape of the each link only.

Furthermore, research results published in [19] justify the application of hybrid
systems for modeling objects with complex biomechanical structure. On the
other hand, results presented in the work [12], [13] indicate that the human arm
is unstable in the considered range of motion. Due to the biomechanical limita-
tions of motion of each link, a operating space of human limbs can be naturally
divided. As a result, we can obtain a set of subsystems. The conclusion from
the above analysis is the basis for modeling of the human arm using a switched
system. Such a system has a switching function depending on the state vec-
tor. Consequently, we deduce the using theory of hybrid systems is a very novel
approach to modeling and analysis of dynamic properties of human limbs.

The structure of this paper is as follows. At the beginning, the mathematical
model of three-dimensional human arm is presented. The next section focuses on
the description of the human arm dynamics using switched linear systems. In this
section, the partition of the state-space and switching function are shown. The
simulation results are presented in Section 3. Finally, we conclude our approach
to mathematical modeling of human arm dynamics.



260 A. Babiarz et al.

2 Mathematical Model of Human Arm

2.1 State-Space Model

The mathematical model of the arm can be obtained using the standard Euler-
Lagrange description. The equation of motion is as follows:

M(q)q̈ + C(q, q̇)q̇ + G(q) + Bq̇ = u (2)

where: M(q) ∈ R3×3 - is a positive definite symmetric inertia matrix, C(q, q̇) ∈
R3×3 - is Coriolis and centrifugal forces matrix, G(q) ∈ R3 - is gravity forces
vector, B ∈ R3×3 - is the joint friction matrix, u ∈ R3 - is forces and moments
acting on the system, q ∈ R3 - is angular displacement.

Fig. 1. Kinematics scheme of 3D human arm

The human arm model is presented in Fig. 1. The dynamic equation of
a three-dimensional human arm is described by nonlinear state equation (2)
where:

M(q) =

⎡

⎣
m11 m12 m13

m21 m22 m23

m31 m32 m33

⎤

⎦ C(q, q̇) =

⎡

⎣
c11 c12 c13
c21 c22 c23
c31 c32 c33

⎤

⎦

G(q) =

⎡

⎣
g11
g21
g31

⎤

⎦ B =

⎡

⎣
b11 b12 b13
b21 b22 b23
b31 b32 b33

⎤

⎦

m11 =m1d
2
1 cos2(q2) + Iz1 + m2l

2
1 cos2(q2) + m2l

2
1 cos2(q2) sin(q3)

+ m2l
2
1 sin(q2) cos(q2) cos(q3) + m2l

2
1 cos2(q2) cos(q3)

+ m2l
2
1 sin(q2) cos(q2) sin(q3) + m2d

2
2 cos(q2 + q3),
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m12 = 0, m13 = 0, m21 = 0,

m22 = 2m2l1d2 cos(q3) + m2d
2
2 + m2l

2
1 + m1d

2
1 + Ix1,

m23 = m2l1d2 cos(q3) + m2d
2
2,

m31 = 0, m32 = m2l1d2 cos(q3) + m2d
2
2 m33 = m2d

2
2 + Iz2

c11 = 0,

c12 = − 2m1d
2
1 cos(q2) sin(q2)q̇1 − 2m2l

2
1 cos(q2) sin(q2)q̇1

− 2m2l
2
1 sin(q2) cos(q2) sin(q3)q̇1 + m2l

2
1 cos2(q2) cos(q3)q̇1

− m2l
2
1 sin2(q2) cos(q3)q̇1 − 2m2l

2
1 sin(q2) cos(q2) cos(q3)q̇1

+ m2l
2
1 cos2(q2) sin(q3)q̇1 − m2l

2
1 sin2(q2) sin(q3)q̇1

− m2d
2
2 sin(q2) cos(q2)q̇1 − m2d

2
2 cos(q2) sin(q3)q̇1

c13 = m2l
2
1 cos2(q2) cos(q3)q̇1 − m2l

2
1 sin(q2) cos(q2) sin(q3)q̇1

−m2l
2
1 sin(q2) cos(q2) cos(q3)q̇1 − m2d

2
2 sin(q2 + q3)q̇1,

c21 =0.5m2l1d2 cos(q2)(cos(q2 + q3) − sin(q2 + q3))q̇1
− 0.5m2l1d2(sin(q2 + q3) + cos(q2 + q3))q̇1
− m1d

2
1 cos(q2) sin(q2)q̇1 − m2l

2
1 cos(q2) sin(q2)q̇1

− m2d
2
2 cos(q2 + q3) sin(q2 + q3),

c22 = 0 c23 = −m2l1d2 sin(q3)q̇3

c31 = −(0.5m2l1d2c2(cos(q2+q3)−sin(q2+q3))+m2d
2
2 cos(q2+q3) sin(q2+q3))q̇1

c32 = m2l1d2 sin(q3)q̇2 c33 = 0,

g11 = m1gd1 sin(q1) cos(q2) − m2g sin(q1)(l1 cos(q2) + d2 cos(q2 + q3))

g21 = m1gd1 cos(q1) sin(q2) − m2g cos(q1)(l1 sin(q2) + d2 sin(q2 + q3))

g31 = m2gd2 cos(q1) sin(q2 + q3)

b11 = b22 = b33 = 0.1, b12 = b21 = b31 = 0.2, b13 = b23 = b32 = 0.05.

where: m - is the mass, li - is the link length, di - is the distance from the joint
to the center of mass, Izi, Ixi - is the moment of inertia around the z and x axis,
respectively.

The dynamics of model in terms of the state vector
[
qT , q̇T

]T can be expressed
as:

d

dt

[
q
q̇

]
=

[
q̇

M(q)−1[u − C(q, q̇)q̇ − G(q)]

]
, (3)
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where it is assumed that the inertia matrix M is invertible. Positive definiteness
of M is seen directly by the fact that the kinetic energy is always nonnegative
and is equal to zero if and only if all the joint velocities are zero. Thus, M is
invertible and equation (3) is valid. Now, a new set of variables can be assigned
to each of the derivatives. The new set of state variables and their equivalences
can be expressed as follows:

x1 =q1, x2 = q2, x3 = q3,

x4 =ẋ1 = q̇1, x5 = ẋ2 = q̇2, x6 = ẋ3 = q̇3.
(4)

We can write the general output and state equations:

ẋ = Ax + Bu, (5)
y = Cx + Du, (6)

where:

ẋ =
[
q̇1 q̇2 q̇3 q̈1 q̈2 q̈3

]T
, x =

[
q1 q2 q3q̇1q̇2q̇3

]T
,

y =
[
q̈1 q̈2 q̈3

]T
, u =

[
u1 u2 u3

]T
.

(7)

Matrices A,B,C and D are computed using the series expansion linearization
method.

2.2 Switched Linear System

Model of the human arm has limitations of movement. The limitations arise
from the physics of motion in the joint. We assume that the ranges of each joint
movement are constrained:

−3.14 [rad] � x1 � 0 [rad],
−1.22 [rad] � x2 � 3.14 [rad],

0 [rad] � x3 � 2.96 [rad],

According to section 1.1, we can design switched linear system which based on (3)
and (7). It should be pointed out, that the switching function is state-dependent
[17], [20]. Then, the mathematical model can be described by equations:

ẋ(t) = Aσ(x)x(t) + Bσ(x)u(t), (8)

y(t) = Cσ(x)x(t) + Dσ(x)u(t). (9)

Generally speaking, we consider the switched linear systems with state-dependent
switching. The choice of active dynamics is determined strictly by the current
state x(t). So Rn is divided into a collection of disjoint regions Φ1, ..., Φi, . . . , ΦN

with Φ1

⋃ · · · ⋃ ΦN = Rn, and then

ẋ =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

A1x + B1u if x ∈ Φ1

...
Aix + Biu if x ∈ Φi

...
ANx + BNu if x ∈ ΦN
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Furthermore, it is assumed that only the angular displacement (the first three
elements of the state vector: x1, x2 and x3) influences on the change of the shape
parameters of the each link during the movement. Consequently, the angular
velocity (the last three elements of the state vector: x4, x5 and x6) may be any
for each subsystem of model described by equations (10) and (11).

ẋ =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

A1x + B1u if −1.57 ≤ x1 < 0, x2 = 0, x3 ≥ 0
A2x + B2u if −1.57 ≤ x1 < 0, x2 > 0, x3 > 0
A3x + B3u if −1.57 ≤ x1 < 0, x2 < 0, x3 = 0
A4x + B4u if −1.57 ≤ x1 < 0, x2 < 0, x3 > 0
A5x + B5u if −3.14 ≤ x1 ≤ −1.57, x2 = 0, x3 ≥ 0
A6x + B6u if −3.14 ≤ x1 ≤ −1.57, x2 > 0, x3 > 0
A7x + B7u if −3.14 ≤ x1 ≤ −1.57, x2 < 0, x3 = 0
A8x + B8u if −3.14 ≤ x1 ≤ −1.57, x2 < 0, x3 > 0

(10)

y =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

C1x + D1u if −1.57 ≤ x1 < 0, x2 = 0, x3 ≥ 0
C2x + D2u if −1.57 ≤ x1 < 0, x2 > 0, x3 > 0
C3x + D3u if −1.57 ≤ x1 < 0, x2 < 0, x3 = 0
C4x + D4u if −1.57 ≤ x1 < 0, x2 < 0, x3 > 0
C5x + D5u if −3.14 ≤ x1 ≤ −1.57, x2 = 0, x3 ≥ 0
C6x + D6u if −3.14 ≤ x1 ≤ −1.57, x2 > 0, x3 > 0
C7x + D7u if −3.14 ≤ x1 ≤ −1.57, x2 < 0, x3 = 0
C8x + D8u if −3.14 ≤ x1 ≤ −1.57, x2 < 0, x3 > 0

(11)

The switching rule has been designed in accordance with mechanical movement
limitations.

3 Experimental Results

In order to obtain the switched linear model, the operating points have been
arbitrarily selected from each subspaces Ωi, i = 1, 2, . . . , 8 of a state space. Fixed
parameters, used for linearization of the arm, are shown in Table 1. Whereas,
Table 2 contains the variable model parameters: the distance from the joint to
the center of mass and the moment of inertia for each Ωi. The shape of each
arm link is approximated a truncated cone, the dimensions of which depend on
the configuration of the arm. Strictly speaking, the moment of inertia of each
link depends on the value of the state vector elements x1, x2 and x3.

Table 1. The parameters of human arm

Link 1 Link 2

m [kg] 1.4 1.1

l [m] 0.3 0.33
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Table 2. The parameters of switched model

d1 [m] d2 [m] Ix1 [kgm2] Iz1 [kgm2] Iz2 [kgm2]

The case I 0.11 0.16 0.027 0.025 0.045

The case II 0.1 0.16 0.025 0.029 0.045

The case III 0.12 0.14 0.021 0.024 0.043

The case IV 0.1 0.15 0.024 0.023 0.046

The case V 0.14 0.16 0.024 0.022 0.043

The case VI 0.13 0.14 0.022 0.023 0.044

The case VII 0.13 0.15 0.024 0.023 0.044

The case VIII 0.15 0.14 0.024 0.023 0.042

The simulation results were obtained using Matlab Simulink package and S-
Function [21]. The control signal is modeled as u1 = sin(5t), u2 = cos(2t), u3 =
0.1 sin(5t) and the initial condition is equal x0=

[
−0.52 [rad]; 0.52 [rad]; 0.17 [rad];

0 [ rad
s ]; 0 [ rad

s ]; 0 [ rad
s ]

]T

. Figures 2-7 present time history of six elements of state
vector.
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4 Conclusions

In the article, we showed a way of obtaining a three degrees-of-freedom mathe-
matical model of a human arm. Switched linear system model was used. Addi-
tionally, it was shown that the switching function should be state-dependent. The
consideration on the use other elements of the state vector for the construction of
a switching rule will be the next step in our research. In consequence, the research
tasks should include also the analysis of switching dependent of the elements of
state vector.

A fortiori, referring to the results of [19], [22] subsystems of the model of human
arm might be unstable or on the stability boundary and may be unobservable. For
this reason, we plan to perform an analysis of such properties as stability, control-
lability and observability [23], [24]. The subsequent research will address the appli-
cation of the fractional order switched systems theory and discrete-time switched
systems to modeling of human arm [25], [26].
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Abstract. We still do not know exactly how brain processes are affected by 
nerve cell deaths in neurodegenerative diseases such as Parkinson’s (PD).    
Early diagnosis when symptom progressions are precisely monitored may result 
in improved therapies. In the case of PD, measurements of eye movements 
(EM) can be diagnostic. In order to better understand their relationship to the 
underlying disease process, we have performed measurements of slow (POM) 
eye movements in PD patients. We have compared our measurements and algo-
rithmic diagnoses with doctor’s diagnoses. We have used rough set theory and 
machine learning (ML), to classify how condition attributes predict the neurol-
ogist’s diagnosis. We have measured pursuit ocular movements (POM) for 
three different frequencies and estimated patients’ performance by gain and  
accuracy for each frequency.  We have tested ten PD patients in four sessions 
related to combination of medication and DBS treatments.  We have obtained a 
global accuracy in individual patients’ UPRDS III predictions of about 80%, 
based on cross-validation. This demonstrates that POM may be a good bio-
marker helping to estimate PD symptoms in automatic, objective and doctor-
independent way.  

Keywords: Neurodegenerative disease · Rough set · Machine learning 

1 Introduction 

Our approach is to demonstrate an alternative to the mostly used statistical analysis of 
PD outcomes by using data mining and machine learning (ML) methods. We gave ex-
amples that our methods give a more precise description of individual patient’s symp-
toms and development. We may propose an individual treatment adjusted to different 
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patients that may lead more effectively than now to slowing of symptoms and im-
provements in quality of life.  Our analysis is proposed on the basis of learning algo-
rithms that intelligently process data of each patient in an individual and specific ways.  

Our symptom classification method follows the principle of the complex object 
recognition such as those in visual systems.  The ability of natural vision to recognize 
objects arises in the afferent, ascending pathways that classify properties of objects’ 
parts from simple attributes in lower sensory areas, to more complex ones, in higher 
analytic areas. The resulting classifications are compared and adjusted by interaction 
with whole object (“holistic”) properties (representing the visual knowledge) at all 
levels using interaction with descending pathways  [1] that was confirmed in animal 
experiments [2]. These interactions at multiple levels between measurements and 
prior knowledge can help to differentiate individual patient’s symptoms and response 
treatments variability in a way similar to a new, complex object inspection [3, 4]. 
Machine learning algorithms for analyzing   subtle signal variations will hopefully 
lead to better analysis of individual patients’ conditions. As it was demonstrated in  
[1, 3, 4] properties of the primates visual system can be well described by rough set 
theory, therefore we have applied the same concept to knowledge discovery from 
symptoms in PD. 

Based on their experience, intuition and at least partly subjective measurements 
neurologists are giving diagnosis of individual patients. They use “Golden Standard” 
by  estimation values of the Hoehn and Yahr scale and the UPDRS (Unified Parkin-
son's Disease Rating Scale). As different doctors are not always in the precise way 
perform exactly same procedure their diagnosis are partially subjective that may lead 
to different treatments. We propose to formalize the whole process and use the neu-
rologist’s diagnosis as decision attributes and their and our doctor-independent mea-
surements as condition attributes. 

2 Methods  

Our experiments were performed on ten Parkinson Disease (PD) patients who had 
undergone the Deep Brain Stimulation (DBS) surgery mainly for treatment of their 
motor symptoms.  They were qualified for the surgery and observed postoperatively in 
the Dept. of Neurology and got surgical DBS implementation in the Institute of Neu-
rology and Psychiatry [5].  We conducted horizontal POM (pursuit ocular movement - 
as explained below) measurements in ten PD patients during four sessions designated 
as S1: MedOffDBSOff, S2: MedOffDBSOn, S3: MedOnDBSOff, S4: MedOnDBSOn. 
During the first session (S1) the patient was off medications (L-Dopa) and DBS stimu-
lators was OFF; in the second session (S2) the patient was off medication, but the sti-
mulator was ON; in the third session (S3) the patient was after his/her doses of L-Dopa 
and the stimulator was OFF, and in the fourth session (S4) the patient was on medica-
tion with the stimulator ON. Changes in motor performance, behavioral dysfunction, 
cognitive impairment and functional disability were evaluated in each session accord-
ing to the UPDRS. The pursuit (POM) was recorded by head-mounted saccadometer 
(Ober Consulting, Poland).  We have used an infrared eye track system coupled with a 
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head tracking system (JAZZ-pursuit – Ober Consulting, Poland) in order to obtain high 
accuracy and precision in eye tracking and to compensate possible subjects’ head 
movements relative to the monitor. Thus subjects did not need to be positioned in an 
unnatural chinrest.  

A patient was sited at the distance of 60-70 cm from the monitor with head sup-
ported by a headrest in order to minimize head motion. We measured slow eye 
movements in response to a light spot with horizontal sinusoidal movements (three 
frequencies: 0.125, 0.25, 0.5Hz) from 10 deg to the left to 10 deg to the right (the 
exact rage of the spot amplitude (in degrees) depends on the patient’s distance from 
the screen). At first the patient has to fixate eyes on the spot in the middle marker  
(0 deg) the spot was placed in 10 deg to the left and 10 deg to the right for the calibra-
tion.  In the next step, patients had to look at the targets (small square) and follow its 
sinusoidal, horizontal movement.   

In each test the subject had to perform 4 periods of POM with low and 10 with 
higher frequencies in Med-off (medication off) within two situations: with DBS off 
(S1) and DBS on (S2).  In the next step the patient took medication and had a break 
for one half to one hour, and then the same experiments were performed, with DBS 
off (S3) and DBS on (S4). In this work we have analyzed POM data using the follow-
ing population parameters averaged for both eyes:  gain (eye movement ampli-
tude/sinus amplitude) and accuracy (difference between sinusoid and eye positions) 
for three different frequencies. 

2.1 Theoretical Basis 

We represent our data in the form of information system that is also called the deci-
sion table. We define such an information system (after Pawlak [6]) as a pair S = (U, 
A), where U, A are nonempty finite sets called the universe of objects and the set of 
attributes, respectively. If a  A and u  U, the value a(u) is a unique element of V 
(where V is a value set).  

The indiscernibility relation of any subset B of A or IND(B), is defined [6] as fol-
lows: (x, y)  IND(B) or xI(B)y if and only if a(x) = a(y) for every a  B, where a(x) 

 V. IND(B) is an equivalence relation, and [u]B is the equivalence class of u, or a  
B-elementary granule. The family of all equivalence classes of IND(B) will be denoted 
U/I(B) or U/B. The block of the partition U/B containing u will be denoted by B(u).   

We define a lower approximation of symptoms set X  U in relation to a symptom 

attribute B as X = {u  U: [u]B  X }, and the upper approximation of X as X = 

{u  U: [u]B X }. It means that, symptoms are classified into two categories 

(sets). The lower approximation set X has the property that all symptoms with certain 
attributes are part of X, and the upper movement approximation set has property that 

only some symptoms with attributes in B are part of X (see [5]). The difference of X 

and X is defined as the boundary region of X i.e., BN B (X). If BN B (X) is empty set 

than X is exact (crisp) with respect to B; otherwise if BNB (X)  and X is not exact 

(i.e., it is rough) with respect to B. We say that the B-lower approximation of a given set 
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X is union of all B-granules that are included in X, and the B-upper approximation of X 
is of the union of all B-granules that have nonempty intersection with X.    

The system S will be called a decision table S = (U, C, D) where C is the condition 
and D is the decision attribute [6]. In the table below (Table 2), as an example, the 
decision attribute D, based on the expert opinion, is placed in the last column, and 
condition attributes measured by the neurologist, are placed in other columns. One 
can interpret each row in the table as a rule. As the number of rules is same as the 
number of rows, and each row is related to different measurements, these rules can 
have many particular conditions. We would like to describe different symptoms in 
different patients by using such rules. On the basis of such rules, using the modus 
ponens principle we wish to find universal rules to relate symptoms and treatments in 
different patients [6].   As symptoms even for the same treatments are not always the 
same; our rules must have certain “flexibility”, or granularity, which can be inter-
preted as the probability of finding certain symptoms in a group of patients under 
consideration. The granular computation simulates the way in which neurologists 
interact with patients. This way of thinking relies on the ability to perceive a patient’s 
symptoms under various levels of granularity (i.e., abstraction) in order to abstract 
and consider only those symptoms that serve to determine a specific treatment and 
thus to switch among different granularities. By focusing on different levels of granu-
larity, one can obtain different levels of knowledge, as well as a greater understanding 
of the inherent knowledge structure. As one of us has demonstrated [1, 2] that the 
visual system is using the granular computing in object recognition, we suggest that 
this approach is essential for human intelligent. 

We define the reduct B⊂A. The set B is a reduct of the information system if 
IND(B) = IND(A) and no proper subset of B has this property. In case of decision 
tables decision reduct is a set B⊂A of attributes which cannot be further reduced and 

IND(B) ⊂ IND(d). A decision rule is a formula of the form (ai1 = v1) ∧...∧( aik = vk) ⇒ 

d = vd, where 1≤ i1 < ... < ik ≤ m, vi ∈ Vai . Atomic subformulas (ai1 = v1) are called 
conditions. In this way, we can replace the original attribute ai with new, binary 
attributes, which indicate whether actual attribute value for an object is greater or 

lower than c (see [7]), we define c as a cut.  Thus a cut for an attribute ai ∈ A, with Vai 

will be a value c ∈ Vai. A template of A is a propositional formula vi ∈ Vai. A genera-

lized template is a formula of the form ∧(ai ∈ Ti) where Ti ⊂ Vai. An object satisfies 

(matches) a template if for every attribute ai we have ai = vi where ai ∈ A.  The tem-
plate is a method to split the original information system into two distinct sub-tables. 
One of these sub-tables consists of the objects that satisfy the template, while the 
second contains all others.  A decomposition tree is defined as a binary tree, whose 
every internal node is labeled by some template and external node (leaf) is associated 
with a set of objects matching all templates in a path from the root to a given leaf [8].  

In a second test we have divided our data into two or more subsets. By training on 
all but one of these subsets (the training set) using machine learning (ML), we ob-
tained classifiers that when applied to the remaining (test) set gave new numerical 
decision attributes, well correlated with neurologist decision attributes (based on a 
confusion matrix).   



272 A.W. Przybyszewski et al. 

3 Results   

The patients’ mean age was 58.3±9.3(SD) years, mean disease duration was 10.9±1.6 
years, mean UPDRS (related to all symptoms): S1: 59.4±16.2 S2: 29.9±13.3; S3: 
51.2±14.4; S4: 18.2±11.4; mean UPDRS III (related only to motor symptoms): S1: 
43.5±12.7 S2: 20.4±7.9; S3: 35.3±11.1; S4: 9.6±5.9. 

The differences between UPDRS/UPDRS III: S1-S2, and S1-S4 were statistically sig-
nificant (p< 0.001) and S1-S3 was not statistically significant. Our slow eye movement 
(POM) measurements did change significantly with the session number: gain - for 
slow/medium/fast sinusoids were: S1: 1.06±0.1/0.96±0.2/0.83±0.2 S2: 1.03±0.1/ 
0.97±0.2/0.86±0.1 S3: 1.05±0.1/0.99±0.1/0.94±0.1 S4: 1.00±0.1/0.96±0.1/0.87±0.1. Ac-
curacy – as sum of normalized differences between stimulus and eye position - for 
slow/medium/fast sinusoids were: S1: 0.70±0.13/0.62±0.16/0.54±0.18 S2: 0.67±0.18/ 
0.68±0.16/0.61±0.20 S3: 0.73±0.13/0.70±0.18/0.63±0.18 S4: 0.78±0.13/0.76±0.15/ 
0.66±0.18. 

3.1 Rough Set and Machine Learning Approach 

As described above we have used the RSES 2.2 (Rough System Exploration Program) 
[8] in order to find regularities in our data. At first our data was placed in the informa-
tion table as originally proposed by Pawlak [6].  

 

 

 

Fig. 1. Experimental recordings of POM from patient #27 before (upper part) and after (lower 
plot) medications and DBS treatments 
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Table 1. Extract from the information table  

P# age  sex  t_d  S#  UPDRS  HYsc   gxss  gxms  gxfs   accss     accms      accfs 

28   54   1       8      1      58     2.0     0.94  1.04    0.97   0.71     0.86          0.81 

28   54   1       8      2      40     1.0     1.04    0.98    0.93   0.91      0.93         0.86 

28   54   1       8      2      40     1.0     1.17 1.07     0.91   0.82      0.90          0.67   

28   54   1       8      4      16     1.0     1.08 1.00     0.90   0.86      0.89          0.69   
38   56   0      11     1      49     2.5          0.90   0.94    0.94   0.73      0.76          0.66 

38   56   0      11     2      22     1.5     1.04 1.03     0.93   0.89      0.85          0.76 
38  56   0      11      3      37     2.5         0.99    1.01    1.03    0.83     0.81          0.69 

38  56   0      11     4      12     1.5         1.08    1.11   1.03    0.81     0.77         0.76 

 
The full table has 14 attributes and 40 objects (measurements). In the Table 1 are 

values of 11 attributes for two patient: P# - patient number, age – patient’s age, sex – 
patient’s sex: 0 - female, 1 – male, t_d – duration of the disease, S# - Session number, 
UPDRS – total UPDRS, HYsc – Hoehn and Yahr scale all measured by the neurolo-
gist and POM measurements:  gxss  - gain for slow sinus; gxms  - gain for slow sinus;  
gxfs  - gain for slow sinus;   accss  - accuracy for slow sinus;    gxms  - accuracy for 
medium sinus;    gxfs  - accuracy for fast sinus;         

In the next step, we have performed reduction of attributes (see reduct in the  
Method section) to a minimum number of attributes describing our results.   We have 
also created a discretization table: where single values of measurements were replaced 
by their range (as describe in the Method section on cut sets). As the result we have 
obtained the decision table (Table 2 –see below).  

Table 2. Part of the decision discretized-table 

 Pat#  age accfs   Ses# HYsc  SchEng         gxms                 gxfs            UPDRS III 

"28   *  "(0.75,Inf)"    1  *    "(-Inf, 85)"  "(1.04,Inf)"      "(0.845,Inf)"    "(28.0,Inf)" 
"28   *  "(0.75,Inf)"    2   *   "(-Inf, 85)"  "(0.97,1.04)"   "(0.845,Inf)"   "(16.5,28.0)" 
28   *  "(0.39,0.75)"  3   *   "(-Inf, 85)"  "(1.04,Inf)"      "(0.845,Inf)"   "(16.5,28.0)" 

228   * "(0.39,0.75)"   4   *   "(85, Inf)"   "(0.97,1.04)"    "(0.845,Inf)"   "(-Inf,16.5)" 
"38   *  "(0.39,0.75)"  1   *  "(-Inf, 85)"  "(-Inf,0.97)"      "(0.845,Inf)"    "(28.0,Inf)" 
"38   *  "(0.75,Inf)"    2    *  "(-Inf, 85)"  "(0.97,1.04)"     "(0.845,Inf)"  "(-Inf,16.5)" 
"38   *  "(0.39,0.75)"  3    *   "(-Inf, 85)"  "(0.97,1.04)"   "(0.845,Inf)"  "(-Inf,16.5)" 
"38   *  "(0.39,0.75)"  4    *   "(85, Inf)"   "(1.04,Inf)"       "(0.845,Inf)"  "(-Inf,16.5)" 

 
In the first column is the patient’s number, in the second the patient’s age not  im-

portant (*); next was accfs – accuracy for fast sinus freq; Ses# -Session number,  
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Hoehn and Yahr scale were not considered important (stars); SchEng  -Schwabe Eng-
land scale; gxms – gain got medium sinus; gxfs – gain for fast freq. sinus  and UPDRS 
III  that was divided into different ranges: above 28, 16.5 to 28,, and below 16.5 (the 
last column).   On the basis of this decision table we can write the following rule: 

 ('Pat'=28)&('accfs'="(0.75,Inf)”)&('Sess'=1)&('SchEng'=”(-Inf,85)")&('gxms' 
=”(1.04,Inf)")& ('gxfs' ="(0.845,Inf)")  => ('UPDRS III'="(28.0,Inf)")  (1) 

We read this formula above (eq. 1), as stating that each row of the table (Table 1) 
can be written in form of this equation (eq. 1). It states that if we evaluate patient #28 
and with accfs above 0.75 and in session #1 and with Schwabe England scale below 
85. and gxms (gain fom medium freq. sinus) above 1.04 and … and gxfs above 0.845 
then patient’s UPDRS is above 28.  

These equations are parts of a data mining system bases on rough set theory [6].  
We have tested our rule using the machine-learning concept. Randomly dividing 
our data into 4 groups, we took 3 groups as training set and tested the fourth. By 
changing groups belonging to the training and test sets, we have removed the effect 
of accidental group divisions. The results of each test were averaged – thus we have 
performed a 4-fold cross-validation. The results are gives as a confusion matrix 
(Table 3). As a machine-learning algorithm we have used the decomposition tree 
(see Methods). 

Table 3. Confusion matrix for different session numbers (S1-S4) 

                Predicted 

Actual 

 28.0, 
Inf 

16.5, 
28.0 

-Inf,  
16.5 

ACC 

28.0, Inf 0.5 0.5 0.0 0.33 

16.5, 28.0 0.25 0.0 0.25 0.0 

-Inf, 16.5 0.0 0.25 2.25 0.67 

TPR 0.5    0.0     0.67     
 

           
TPR: True positive rates for decision classes, ACC: Accuracy for decision classes: 

the global coverage was 0.4, the global accuracy was 0.774, coverage for decision 
classes: 0.25, 0.3, 0.6. 

Another question that result is, whether EM can help to estimate possible effects of 
different treatments in individual patients? In order to demonstrate an answer, we 
have removed EM measurements and added other typically measured attributes such 
as: the Schwab and England ADL Scale, and UPDRS III and UPDRS IV to the deci-
sion table and tried to predict the effects of different treatments as represented by 
sessions 1 to 4 (medication and stimulation effects- results are in Table 4) and com-
pared them with predictions based on POM (results are in Table 5).     
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We have performed the same procedures once more to test results of patients’ eye 
movement influence on our predictions.    

Table 4. Confusion matrix for different session numbers (S1-S4) 

Predicted 

Actual 

     1      2      3     4 ACC 

1 0.5 0.0 0.5 0.0 0.3 

2 0.0 0.5 0.0 0.3 0.4 

3 0.8 0.0 0.2 0.0 0.2 

4 0.0 0.5 0.0 0.5 0.4 

TPR 0.3   0.3     0.2    0.4  
 

TPR: True positive rates for decision classes, ACC: Accuracy for decision classes: 
the global coverage was 0.64, the global accuracy was 0.53, coverage for decision 
classes: 0.5, 0.5, 0.75, 0.7. 

Table 5. Confusion matrix for different session numbers (S1-S4) 
 

Actual 

Predicted 
     1      2      3     4 ACC 

1 1.75 0.0 0.0 0.0 0.75 

2 0.0 0.25 0.0 0.5 0.25 

3 0.0 0.0 0.5 0.0 0.5 

4 0.0 0.25 0.0 0.75 0.33 

TPR 0.7   0.7     0.6    0.25  

 
TPR: True positive rates for decision classes, ACC: Accuracy for decision classes, 

the global coverage was 0.45; the global accuracy was 0.795; coverage for decision 
classes: 0.58, 0.21, 0.38, 0.42.  

In summary, two last results have demonstrated that adding eye movement (EM) 
results to classical measurements performed by the most neurologists, can result in 
improved predictions of disease progression measured, as measured by improvement 
in global accuracy from 0.5 to 0.8.  The EM measurements may also partly replaces 
neurological measurements such as the UPDRS, as global accuracy of the total 
UPDRS predictions taken from EM data was 0.77 for the above 10 PD patients. 

4 Discussion 

In current therapeutic protocols, even with the large numbers of approaches and clini-
cal trials, there have still been few conclusive results on therapeutic identification and 
measurement of PD symptoms.  We have given an example comparing classical neu-
rological diagnostic protocols with a new approach. The main difference between 
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these types of measures is in their precision and objectivity. Our approach is doctor-
independent and can be performed automatically. In the near future it may help in 
transforming some hospital-based to home-based treatments. In this scenario it will be 
possible to measure patient symptoms at home, and send these for consultation by 
neurologists. 

5 Conclusions 

We have presented a comparison of classical statistical averaging methods for PD di-
agnosis with rough set (RS) approaches. We used processed neurological data from PD 
patients in four different treatments and we have plotted averaged effects of the medi-
cation and brain stimulation in individual patients. As these effects are strongly patient 
dependent they could not give enough information to predict new patient’s behavior. 
The RS and ML approaches are more universal giving general rules for predicting 
individual patient responses to treatments as demonstrated in UPDRS predictions.  

 
Acknowledgements. This work was partly supported by projects Dec-2011/03/B/ST6/03816 
and NN 518289240 from the Polish National Science Centre.   

References 

1. Przybyszewski, A.W.: The neurophysiological bases of cognitive computation using rough 
set theory. In: Peters, J.F., Skowron, A., Rybiński, H. (eds.) Transactions on Rough Sets IX. 
LNCS, vol. 5390, pp. 287–317. Springer, Heidelberg (2008) 

2. Przybyszewski, A.W., Gaska, J.G., Foote, W., Pollen, D.A.: Striate cortex increases  
contrast gain of macaque LGN neurons. Visual Neuroscience 17, 1–10 (2000) 

3. Przybyszewski, A.W.: Logic in Visual Brain: Compute to Recognize Similarities: Forma-
lized Anatomical and Neurophysiological Bases of Cognition. Review of Psychology Fron-
tier 1, 20–32 (2010) (open access) 

4. Przybyszewski, A.W.: Logical rules of visual brain: From anatomy through neurophysiolo-
gy to cognition. Cognitive Systems Research 11, 53–66 (2012) 

5. Pizzolato, T. Mandat, T.: Deep Brain Stimulation for Movement Disorders. Frontiers in  
Integrative Neuroscience 6, 2 (2012) doi:10.3389/fnint.2012.00002 (Published online Janu-
ary 25, 2012) 

6. Pawlak, Z.: Rough sets: Theoretical aspects of reasoning about data. Kluwer, Dordrecht 
(1991) 

7. Bazan, J., Nguyen, H.S., Nguyen, T.T., Skowron A., Stepaniuk, J.: Desion rules synthesis 
for object classification. In: Orłowska, E. (ed.) Incomplete Information: Rough Set Analy-
sis, pp. 23–57. Physica – Verlag, Heidelberg (1998) 

8. Bazan, J., Szczuka, M.S.: RSES and RSESlib - a collection of tools for rough set computa-
tions. In: Ziarko, W.P., Yao, Y. (eds.) RSCTC 2000. LNCS (LNAI), vol. 2005, pp. 106–113. 
Springer, Heidelberg (2001) 



Optimization of Joint Detector for Ultrasound
Images Using Mixtures of Image Feature

Descriptors
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Abstract. Joint detector is an essential part of an approach towards
automated assessment of synovitis activity, which is a subject of the
current research work. A recent formulation of the joint detector, that
integrates image processing, local image neighborhood descriptors, such
as SURF, FAST, ORB, BRISK, FREAK, trainable classification (SVM,
NN, CART) and clusterization, results in a large number of possible
choices of classifiers, their modes, components of features vectors, and
parameter values, and making such choices by experimentation is imprac-
tical. This article presents a novel approach, and an implemented envi-
ronment for the parameter selection process for the joint detector, which
automatically choses the best configuration of image processing oper-
ators, type of image neighborhood descriptors, the form of a classifier
and the clustering method and their parameters. Its implementation uses
new scripting tools and generic techniques, such as chain-of-responsibility
design pattern and metafunction idiom. Also presented are novel results,
comparing the effect of feature vectors composed from multiple SURF
descriptors on the performance of the joint detector, which demonstrate
the potential of mixture of descriptors for improving the classification
results.

Keywords: Medical ultrasound images · Machine learning · Classifier ·
Image feature descriptor · Synovitis · Generic programming · Idiomatic
programming

1 Introduction

Ultrasound images of joints, such is shown in Fig. 1 are examined by medical
experts to detect and monitor the inflammation of synovial membrane covering
c© Springer International Publishing Switzerland 2015
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Fig. 1. Human fingers USG image with examplary biological structures marked: 1-skin,
2-joint, 3-bones, and 4-inflamation area

a joint, or synovitis, which is a condition usually caused by rheumatoid arthri-
tis. There are two factors for disease progress determining: inflamation area and
blood level, both specified by degree 0 (no inflamation/ blood), 1, 2 and 3 (the
largest area / blood level). A research project MEDUSA [13], aiming automat-
ing the process of detection of synovitis and assessment of its degree is being
conducted in Poland and Norway. The approach taken towards this goal assumes
that, in the first step, the analyzed image will be registered with a structural
model which represents a generic joint. The registration method is based on
detecting a set of preselected features in an ultrasound image of a joint, which
includes skin, bones and joint.

This theme of this paper is the detection of a joint, which is one of the key
modules of the registration method. The complete registration method will be
described in a separate article. In an earlier article [12], a learning approach to
a joint detector has been described, which is based on using robust, invariant
descriptors of a pixel neighborhood and constructs a detector in a form of a
trainable classifier of pixel’s neighborhood. Such a detector uses a number of
control parameters that include discrete choices, such as selection of components,
or the classifier form. However the subject of selection of the parameter values
has not been addressed in depth. The current paper augments and expands
the presentation in [12], describing an automated selection of the components
and parameters of the joint detector, which is approached as an optimization
problem. The basic learning approach to join detector is summarized in Section 2,
the approach and implementation of parameter selection is described in Section
3, the measure used for comparison of parameters sets is shown in Section 4, and
Section 5 presents new, improved results.

General joint detector output is a set of points where joint center is located.
In ideal situation it should be one point. But due to inaccuracy of method it is
considered to detect more joints: some of them are putted in joint area (positive
detection) some outside it (false detections).

Joint area is a set of pixel. Thats why joint detector marks pixels on image
that are laying in area of joint. It bases on trained classifier and local descriptors
of pixel used as feature vectors. So joint detector task is a pixel classification task.
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It consists of three modules: (1) image preprocessing, (2) feature extraction, (3)
training or prediction. After this classification set of marked pixels are clustered;
cluster centers are acknowledged as joint centers.

Finally one joint detector is distinguished from another by applied compo-
nents. If two detectors have the same components and differ with theirs param-
eters only it means that they are two variants of the same detector.

The image set (over 3000 USG images) comes from Helse Førde HF
(Norway) Hospital. It has different inflamation areas and blood levels covering
all possible degrees.

2 Learning Approach to Joint Detector

In the first place damaged, irrelevant (comes from another parts of human body)
and identical images were excluded from image set. Then images was divided
into training and testing set randomly. Testing set has about 30% of all images.

2.1 Image Preprocessing

The image preprocessing phase is a series of image processing operations, such
as filtering, gray scaling, etc. It leads to enhance image characteristic in a way
specific and proper for trained classifier. One series is distinguished from another
by used algorithms. It turned out that the order of using this operation has also
influence for the results. Each operation has parameters that optimum could
differ for different classifiers.

2.2 Feature Extraction

The basic element type used in the feature vector of a classifier that functions
as a joint detector is the output of an application of a local descriptor to a
pixel neighborhood. The local descriptors that were considered in this and the
earlier work are robust, scale and rotation invariant descriptors, including SURF
[1], ORB [7], BRISK [8] and FREAK [9]. The size of neighborhood used by
these descriptors is one of the method parameters that are selected via the
optimization process. The feature vectors of the detector are constructed using
a weighted mixture of two, or more descriptors to ensure coverage small and
large size characteristics. This mixture was chosen as feature vector for pixels.

In the preceding work [12] on joint detection problem SURF and its mixture
gives best results in connection with SVM classifier. SURF and its mixtures has
very small influence for AUC [6] analysis but noticeable changes false detec-
tion count. This paper presents more detailed research of exploring mixtures of
SURF descriptors with different window size parameters and its influence for
final classification results especially for false detection count.
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2.3 Training and Prediction

For classification three methods were examined: Nearest Neighbour Classifier [4],
Support Vector Machine [2] and Classification and regression trees [3]. As usual
in supervised learning there are two modes of classifiers work: training mode and
prediction mode. Once classifier is trained it could be used for prediction many
times. In training phase classifier is fitted by pictures from a set called training
set. Basing on this images knowledge base is created. Using it prediction is
performed on images from outside of training set.

After labeling pixels belonging to joint using trained classifier clusterization
is introduced for marking where the joint center is situated by one point. Joint
center list is the output of detector. If given point lays in real joint area detection
is recognized as positive detection else as false detection.

2.4 Evaluation

It is obvious, that amount of such created joint detectors is huge. So the problem
is to find best of them. Evaluation consists in prediction for the set of pictures
that wasn’t used in training phase. The count of false and positive detections are
counted and used for further analysis. All detectors that couldn’t predict positive
detection for even one image are acknowledge as not correct and excluded for
analysis. For the rest of detector two measures are introduced: area under the
ROC analysis (AUC) [6] and false detection count comparison (FDC). First all
detectors are evaluated by AUC. Then on set of them with higher rank FDC
is provided. So the best detector has comparatively high AUC value and the
smallest count of false detection in training set with condition that in each
image at least one positive detection is predicted.

The AUC analysis was conducted in the first phase of works on joint detection
problem and detail described in [6]. It led to selection SVM as best classifier for
joint detection problem. In current work part, described in this paper, several
experiments with SVM classifier and different mixtures of SURF descriptor was
made. Ranking was created using false detection count for each mixture of SURF.

3 Parameter Selection Method Overview

Scenario is description of one detector variant execution formulated in specific lan-
guage. So scenario consists of description of all detector module containing opera-
tions, theirs parameters and order of execution. One scenario leads to one detector
training and evaluating with one set of parameters. This means that one scenario
creates one point in ROC. To create all curve there is necessity of execution num-
bers of such scenario with changing one parameter only. So there is a strong need
of generation scripts automation, which was implemented actually.

Automation of script generation bases on so called scenario template. It
distinct of scenario by indication of one or more values to be changed. Mini-
mum, maximum and step value have to be defined by user in scenario template.
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Fig. 2. Scenario execution schema

Application creates number of scenario computing i-th value v using formula:
v = min + i ∗ step until v <= max. Then each scenario is executed; detailed
results for each tested image are stored for each scenario in separate file and
global results such as true positive, false positive, true negative and false neg-
ative count are stored in one result file for template. Basing on this template
result file ROC is created.

3.1 Scenario Description

Scenario consists of two general modes: training and validation. In each mode so
called chains are executed in a way shown on Fig 2. Chain is a series of operation
executed one after another. Shared preparation chain mark by (1) on Fig. 2 is
common for both modes, while training preparation (2) and test (3) chains are
specific for training mode, but predict and evaluation chain (4) is specific for
validation mode. Shared preparation chain should contain operation of image
preparation and feature extraction. This is crucial for proper work of scenario
execution. Training preparation chain is destined for labeling pixels in a way
specific for classification algorithm. Different algorithms could demand different
way of labeling, e.g. SVM needs two or more classes, while Nearest Neighbour
just one class.
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For classifier training one set of labeled feature vectors is needed. Thats why
features from all training pictures are collected and delivered to train phase. In
testing phase methods works in opposite way: each picture is considered sepa-
rately; results are collected and stored in two tribes: locally - for each image and
globally - for whole testing set.

Results of one scenario constitutes one sample for ROC. Set of scenarios
where only one parameter is differ in each of them creates whole ROC, which
could be used for rank different detectors. Scenario template is a description of
such set by marking which detector parameter is changeable and rank in which
changes are made.

3.2 Complexity of Joint Detector Parameter Selection Problem

For complexity of joint detector selection problem assembles: (1) Scenario
amount that need to be executed, (2) Scenario preparation time, (3) Scenario
execution time, (4) scenario result processing, (5) the size of training and test-
ing set. There are many well-known image processing operations like smoothing,
denoising, histogram equalization, gray scaling, etc. Each of them was consid-
ered as candidates for image preprocessing phase. Feature extracting using local
neighborhood descriptors could be a mixture of several methods as: SURF [1],
ORB [7], BRISK [8], FREAK [9]. If only 2 component mixture will be con-
sidered number of mixtures will reach 15. SVM [2], Nearest Neighbor [4] and
CART [3] was tested as classifiers. Multiplying this quantities gives 180 different
detectors. For usefulness analysis about 20 variant for each detector should be
tested, which gives 3600 scenarios to execute.

Execution time of one scenario depend of its component complexity and
fluctuates in range from 15min. to 30min.

Output of joint detector is a set of point predicted as joint centers. There
are several operation that need to be done: (1) labeling results as positive or
negative (2) count positive and negative results and (3) processing it to form
proper for AUC analysis. Only 100 images in evaluation set will produce much
over 360 000 results for AUC analysis and will take 1200h (assuming only 20min
for avg. scenario execution time). On table 1 there are complexity analisys for
results presented in this paper. It is good example showing the problem with
big amount of variants, long execution time and massive result set, which are
generated in joint detector selection problem.

Table 1. Detector and scenario count for results presented in this paper

Classifier Detector Scenario /
detector

Scenarios
count

Avg. exec
time

Whole
exec. Time

Result
count

SVM 6 26 156 15min 39h 900
NN 4 15 60 25min 25h 1000
CART 4 10 40 30min 20h 1200

Sum: 412 - 137h 3100
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Fig. 3. Schema of implementation generic chain of responsibility pattern

3.3 Implementation

Implementation of MEDUSA Script was based on two programming techniques:
Chain of Responsibility pattern [10] and Meta-function idiom [11] used as
a novel tool for generic chain implementation. Each specialization of generic
meta-function class is responsible for another MEDUSA Script function imple-
mentation. Details of the way how it works is shown on Fig. 3.

Invoker reads script file and parses each line, which is recognised as one com-
mand. Then invoker calls meta-function [11] named Executor with the gratest
number in chain. Executor deciedes if it is responsible for current command and:
(1) Execute this command or (2) calls the next meta-function element in chain.
After current line execution steering returns to invoker. Thats why adding new
functions is not complicated and the working amount could be decreased.

4 Descriptors Comparison Method

In joint detector problem pixel descriptors or theirs mixtures forms feature vec-
tors fitting classifiers. As was mentioned in this paper results are based on SVM
classifier. The parameters selection methods, its values and prove that it is better
solution for classification was presented in [12] and it is based on AUC analysis.
The preprocessing phase was limited to gray scaling only. Used parameters of
SVM are: C = 25, RBF kernel with γ = 0.85. 4-class classification was used with
one positive class and 3 negative, with penalty weights: [10,0.1,0.1,0.1].

Classification results could be divided in four groups: true positive, true neg-
ative, false positive and false negative. Because the general measure of classifiers
based on all this quantities was described in [12] for this phase of research
authors limits their attention to false positive value named as false detections.

The measure that was used for make a descriptor rank base on false detection
in evaluation image set. False detection count could be computed in two places
of detector: just after classification and after clusterization. The necessary con-
dition claims that in every image from evaluation set there has to be minimum
one positive detection of joint. For each variant false detection count (FDC) is
computed. The best variant is one with smallest FDC percentage.
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5 Results

Below (Table 2) there is a comparison of fulfilling necessity condition and false
detection percentage for detectors with different mixture of SURF descriptor:

Table 2. Comparison of detectors with different descriptors used as feature vector.
Tests was made with the same classifier and preprocessing phase.

Descriptor or
mixture

Window sizes mixture
weights

Necessity
fullfilling

FDC per-
centage

1 SURF 80 - YES 100,0
2 SURF 200 - YES 60,4
3 SURF 350 - NO -
4 2 x SURF [200, 80] 1:1 YES 31,8
5 2 x SURF [350, 80] 1:1 YES 44,0
6 3 x SURF [200, 80, 40] 1:1:1 YES 34,0
7 3 x SURF [260, 200, 80] 1:1:1 YES 23,1
8 3 x SURF [350,200,80] v1 1:1:1 YES 23,0
9 3 x SURF [350,200,80] v2 1:1:1 YES 23,0

All images have 960x720 resolution, but were cropped to 740 x 490 10 px size
for cutting off metadata (like USG device settings, Hospital name, etc.) inprinted
in image by USG device. SURF was used with orientation computation turned
on, window size was a parameter that influence for results was investigated;
remaining parameters : number of pyramid octaves and number of octave layers
within each octaves have nearly zero influence for classification, and hessian
threshold is used in SURF detector not by descriptor computing.

Fig. 4. Histogram of false detection count in case of one SURF descriptor feature vector

Implementing one SURF descriptor as feature vector allows neccessity ciondi-
tion fullfilling but with high (60-100) percentage of false detection count. It
means that in 60-100% of images there are at least one false detection. Applying
2 x SURF mixture decreses FDC to 30-50% and 3 x SURF to level 20-30%. The
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Fig. 5. Histogram of false detection count in case of two SURF descriptor feature
vector with windows sizes: 200 and 80 pixels

Fig. 6. Histogram of false detection count in case of three SURF descriptors feature
vector with win-dows sizes: 350, 200 and 80 pixels

best and very similar features vectors are 3 x SURF with window size parame-
ters got from set 350,200,80 and 260,200,80. Other parameters of SURF doesn’t
have big influence for FDC- two descritpors differencing with SURF paranmeters
shown in line 8 and 9 in Table 2 has exactly the same FDC values.

On Fig. 4, 5 and 6 there are histograms presenting false detection count
for one of each class of mixture.

On histograms above there could be seen another regularity: not only FDC
decreases with descriptor count in mixture growth but also maximum count of
false detection on images decreases: in case of 1 SURF feature vector there are
images with 5 false detections while in case of 3 SURF mixture in only one image
there was 2 false detection in the rest one or none.
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6 Conclusions

A new approach to automated selection of parameters, components and modes
of a learning joint detector, and its implementation as MEDUSA Script has been
described. New, improved results point to a triple SURF descriptor as the best
choice of components of the feature vector. Using a mixture of descriptor, the
triple SURF improved final results in two ways: (1) Decreased the number of
image samples that contain false detections, and (2) in the samples that contain
false detections, their count is reduced. The presented approach eliminates the
need for time consuming experimentation in configuring the joint detector.

Acknowledgments. The research leading to these results has received funding from the
Polish-Norwegian Research Programme operated by the National Centre for Research
and Development under the Norwegian Financial Mechanism 2009-2014 in the frame of
Project Contract No. Pol-Nor/204256/16/2013.
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Abstract. Marker-based performance capture is a technique that
enables acquisition of expression and mimicry of human face. This data
can be used to propel facial animation system, be it bone driven or
similarly dependant on position of points in space. Every model that is
to be animated has to be analyzed in order to select level of influence
each marker has over each vertex of said model. This process can be
quite tedious if done manually. In this paper we present an approach for
automatic calculation of markers’ influence based on position of vertex
on human face’s surface obtained by acquisition using structured light-
based scanner or similar approach.

Keywords: Marker influence · Vertex weight · Facial animation · Per-
formance capture · Face scan · Bone driven animation · Fiducial points

1 Introduction

Performance capture is a technique of acquiring data about deformation of sur-
face of actor’s face in order to capture his mimicry for later use in facial anima-
tion. While there are many specific methods to implement performance capture,
most of them are based on tracking reflective markers that are either painted
on face’s surface or attached to it. Once obtained, performance capture data
is used to create realistic facial animation. There are few techniques to create
facial animation, each having different flaws and benefits. Texture based ani-
mation, while quite common in two dimensional applications, looks poorly in
three dimensional environment. Physiological models based on tissue, muscle
and skeleton of human face give very good results, but level of complexity and
thus computational cost are big enough to make this approach unsuitable for
most real time animation. Blending of different poses has low computational
cost and is applicable to 3D environment, but is model-specific and therefore
requires huge amount of work for every animated mesh. Bone driven animation
is most commonly used because of low computational and memory cost. This
technique is able to imitate subtle transformations of facial skin and is usable
for not only single mesh but also those with similar morphology. The biggest
c© Springer International Publishing Switzerland 2015
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problem with bone driven animation is the need to assign a weight for each
vertex-bone pair that will represent influence this bone has over given vertex.
Since every marker can be considered the end of the bone, this issue can also
be seen as defining specific marker’s influence over vertices. If markers are posi-
tioned on facial surface with anthropometric features in mind rather than in
simple grid arrangement, one can find fiducial points on animated model. Those
points can then be used to obtain vertices’ weights that are specific for animated
model, thus eliminating both major disadvantages of bone driven animation.

2 Facial Mesh

The method presented in this paper is designed to calculate influence of markers
placed on human face. It can be, however, used on different surfaces that have
underlying structure, given that points on this surface can be detected similarly
to fiducial points on facial mesh or can be manually selected. In case of arti-
ficial models of human face, the quality of the model determines if it can be
analyzed the same way as realistic model used in this research. In case of low
quality models (ones that do not preserve realistic curvatures of facial surface)
or models that are representation of damaged, deformed, artistic or non-human
faces, manual detection of fiducial points might be needed.

Fig. 1. Mesh as acquired by 3dMDface System

2.1 Mesh Acquisition

While artistic representations of human face are often simplified and therefore
easy to animate, those that are realistic can prove to be a difficult subject to
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animation. The more realistic the face, the easier it is to spot parts of model that
move differently than natural mimicry. Therefore, for the purpose of this paper,
meshes of real faces have been acquired and analyzed. Depending on technique
used (stereo vision, structured light, time of flight, etc.), various type of errors
can be introduced in acquired mesh. Lens distortion, lighting differences, inter-
ference from another camera can all lead to errors. Faces used in this research
were obtained using 3dMDface system, a structured light based scanner, at The
Institute of Theoretical and Applied Informatics of Polish Academy of Sciences
in Gliwice. Being structured light based, this equipment produces errors on sur-
faces that are highly reflective, such as hair, glossy skin or eyes, due to incorrect
determination of depth. Most of expressive facial area is however well preserved
and therefore can be used as a basis for animation. Eight different actors were
scanned for a total of forty models representing neutral facial expression, sample
of which are presented in Fig. 2.

Fig. 2. Example of preprocessed mesh

2.2 Mesh Preprocessing

Meshes obtained using structured light or other methods are prone to vari-
ous types of errors. First of all, those meshes often contain more than single
continuous surface, therefore any surfaces out of face’s expressive area should
be removed. It is typical for the surface that has biggest number of vertices
to be the one that contains facial expressive area, so only this surface has to
be preserved. Oftentimes scanned models also contain topological errors like
non-manifold edges and vertices which have to be removed in order to correctly
estimate fiducial points. Furthermore, due to the noise present, edges of the ana-
lyzed surface might be composed of vertices that do not represent skin affected
by mimicry. Those can be safely removed in order to make sure that they are
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not affected by facial expressions’ animation. Depending on how face is oriented
to the scanner, facial hair and other factors, it is probable, that resulting mesh
will contain gaps or holes. Those need to be filled with respect to preserving
curvatures of human head, for which [1] was used.

3 Model Division

In order to calculate influence of each marker over each vertex, one has to be
able to distinguish markers that affect given vertex from those which do not. All
vertices of expressive facial area lie between fiducial points that can be found
on face structure, therefore finding those fiducial points that correlate to marker
placement is essential to calculate markers’ influence on every vertex. In some
cases, such as testing marker arrangement prior to performance capture session,
manual selection of fiducial points can be useful. In most cases, however, this
process can be automated.

3.1 Estimation of Marker Placement

Most of the methods for finding fiducial points on human face are based on colour
features present in two dimensional frontal pictures. Few methods that are capa-
ble of finding fiducial points in three dimensional mesh either project it to two
dimensional space in order to apply 2D based algorithms, or at least use colour
data instead of mesh structure. This allows to find some fiducial points but is
not suitable for those points that describe structure of the face in a way that
could be useful in terms of retargeting the mimicry to face of different actor than
the one whose performance was captured. [2] presents a method mainly based
on curvatures of three dimensional mesh. Few improvements were made to this
method; all fiducial points were manually selected on neutral model to compen-
sate for points that are difficult to find using curvatures. Initial two dimensional
window of 96x96mm used for estimation of nose tip of mesh composed of ver-
tices V = (v1, v2, ..., vn) has been replaced with sphere. This sphere is located in
neutral face’s nose tip pnt of radius r such that:

r =
‖pnt − (

∑n
i=1 vi)

n ‖
2

l (1)

Next, nose tip was differentiated from surroundings using gradient based method
by traversing from vertices closest to centroid of the model to farthest. This
allowed to place the sphere in farthest point from centroid while reducing it’s
radius 5 times. At this point curvature estimation based on paraboidal fitting
[3] is much more likely to correctly point to nose tip if it’s calculated using
more than one ring neighbourhood. Similar approach was used to find other
fiducial points. Points that do not have specific curvature can be found using
their correspondent position on neutral model with relation to those fiducial
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points which were already found. Position of marker mj with normal N on
analyzed mesh can then be found as a vertex vi such that:

arg min
i

‖vi − mj‖((vi − mj) · N)
‖vi − mj‖‖N‖ (2)

3.2 Triangular Division of the Model

Having found fiducial points one can divide the model into triangles based on
those found points. All fiducial points should be connected into a topologically
correct mesh with few rules in mind. First, every triangle should represent pos-
sibly flat area - this way all edges can be extended into planes that will bisect
facial model easily. Second, each triangle should be possibly equilateral in order
to avoid uneven distribution of influence. Third, triangles should be possibly
small, so distance from marker to vertex that is affected by said marker will
be small as well. Since surface of the mesh is not coplanar with triangles con-
necting markers, there is no clear association between vertex and triangles near
it. Obtaining such association, however, is needed in order to limit the number
of markers that have influence over specific vertex to those that are near it.
Those markers represent surfaces that are affected by same transformation as
the one sampled in analyzed vertex. Two methods were designed to obtain this
association.

Geometric method is based on spatial coordinates of analyzed vertex with
relation to marker’s position. Each markers’ based triangle represents a plane in
three dimensional space. Edge of triangle therefore represents intersections of two
planes. Using spherical linear interpolation [4] of normals, one can obtain a third
plane intersecting through the edge with same angle to both of triangles’ planes.
Each vertex lies on either side of this plane and eventually - inside of pyramid
based on edges of one of triangles. In some cases, e.g. in vertices lying on cheeks,
vertex can be inside two or more pyramids - one correct, and others on far side
of the face. Distance between the triangle’s plane (alternatively, it’s centroid)
and vertex can then be used to verify which triangle should be associated with
specific vertex. This reveals the main problem of the method - the pyramids
might extend beyond expressive area thus resulting in non-expressive surface
being dependant on markers’ movement. The remedy for that is to cut out of
the model any non-expressive areas or use graph-based method instead.

Graph-based method uses mesh structure to obtain vertex-triangle associ-
ation. Each marker is associated with vertex that is topologically connected
to every other marker through some other vertices. One can therefore assume
that with marker arrangement based on anthropometric features, shortest path
between markers corresponds to smallest distance. Using A* [5] algorithm to
obtain paths between neighboring markers results in finding edge of markers’
based triangle on actual surface model similarly to extending planes in geomet-
ric method. Instead of testing for side of plane, breadth first search is used to
decide on which side of the path vertex is located. Due to the nature of tri-
angular mesh, one has to select one of middle vertices of the edge’s path and
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start the search from this vertex to the direction of opposite marker. All vertices
found between three edges’ path can be associated to triangle composed of those
edges. This method ensures that no vertices from outside of expressive area are
associated with markers. The main flaw of this method is that it is dependant
on topology of the mesh rather than surface itself, which can lead to problems
in case of structured light induced errors or markers placed with low density.

Using graph method to cut outer edge of expressive area before using geo-
metric method proves to give best results. Graph method can also be used to
improve estimation for those vertices that are contained by two or more pyramids
in geometric method.

4 Influence Calculation

Each vertex is positioned on surface in three-dimensional space. Each part of
surface is based on triangle and therefore each vertex can be projected onto this
triangle. Similarly to the method used to divide the model, one can define a
plane as extension of triangle’s edge by using normal to the triangle’s surface.
In all cases except the edge of the expressive area, there will be a neighboring
triangle on the other side of analyzed edge. Since both triangles can have different
orientation, there is a portion of space that is placed between triangles’ normals’
based planes. To cover for that, neighboring triangles’ normals are interpolated
using spherical linear interpolation, so that plane based on interpolated normal
would split space equally for both triangles.

Having three planes containing the space, each described by a point (marker)
{A,B,C} lying on it and it’s unit normal ni, a point of intersection pint of all
three can be found.

pint =

∣∣∣∣∣∣

n00n10n20

n01n11n21

n02n12n22

∣∣∣∣∣∣

−1

[(A ·n0)(n1×n2)+(B ·n1)(n2×n0)+(C ·n2)(n0×n1)] (3)

A line between point pint on top of pyramid and vertex vi inside of it can be
extended to intersect with the plane of triangle that is a basis of said pyramid
and has normal n and a marker-related point A lying on it. The intersection
found is projection v′

i of vi onto the base triangle.

v′
i = (vi − pint)

(A − pint) · n

(vi − pint) · n
+ pint (4)

Having found this point on triangle’s surface, barycentric coordinates are
calculated with relation to triangle’s vertices.

a =
(yB − yC)(xv′ − xC) + (xC − xB)(yv′ − yC)
(yB − yC)(xA − XC) + (xC − xB)(yA − yC)

b =
(yC − yA)(xv′ − xC) + (xA − xC)(yv′ − yC)
(yB − yC)(xA − XC) + (xC − xB)(yA − yC)

c = 1 − a − b

(5)
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Barycentric coordinates could be identified with influence each of surround-
ing three markers has over the vertex. This, however, would result in differences
between vertices that are near of each other, but are assigned to different tri-
angles due to the edge separating them. Those differences, visible as sharp,
unwanted features of the model, need to be smoothed. It is also worth to note,
that in most cases, especially when the marker arrangement is not dense, markers
on neighboring triangles do affect how skin is deformated inside of the analyzed
triangle, so those also need to be taken into account.

Surface of triangle is therefore based on it’s three vertices and three another
points. This is exactly how cubic Bézier triangle is constructed. [6] Surface of
cubic Bézier triangle composed of n points pi|i ∈ N ∧ i ∈ [0, n − 1] each having
barycentric coordinates of a, b, and c related to triangle’s vertices α2, β2 and γ2

respectively and influenced by control points αβ, αγ and βγ is described with
following equation:

pi(a, b, c) = (αa+βb+γc)2 = α2a2 +β2b2 +γ2c2 +2αβab+2αγac+2βγbc (6)

Fig. 3. Example of surface. Black dots represent markers, white dots represent addi-
tional control points of Bézier triangle and grey dot represents example point

Since projected barycentric coordinates, vertices of triangle and control points
are all known, one could assume that equation can be used directly. This is how-
ever not the case, because appropriate control points (vertices of neighboring
triangles) will not result in obtaining surface expressed by points vi due to the
difference between points’ projection and points themselves. Instead of directly
calculating change in barycentric coordinates that would cover for that, another
method is used. First, barycentric coordinates are assumed to be correct and
control points are estimated using nonlinear least squares fitting [7] in order
to find a surface approximating actual points’ positions. Once obtained, each
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control point weighted by barycentric coordinates is replaced with position of
third vertex of neighboring triangle (δ, ε, ζ) with new weight. Similarly, weight
of each triangle’s vertex is calculated:

A = a2

B = b2

C = c2

D =
2αβab

δ

E =
2αγac

ε

F =
2βγbc

ζ

(7)

Fig. 4. Surface with calculated markers’ influence, original and distorted by movement
of markers
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This can be used as weighting term for corresponding markers, so the differ-
ence between marker’s position in neutral frame and in current frame f can be
expressed as:

pi,f (A,B,C,D,E, F ) = pi,0(A,B,C,D,E, F ) + A(αi − α0)
+B(βi − β0) + C(γi − γ0) + D(δi − δ0) + E(εi − ε0) + F (ζi − ζ0)

(8)

Various ways of applying offset using e.g. normal to surface can be used
instead to further enhance wrinkles and similar details of facial surface.

5 Exemplary Results

The results of using weights obtained by automatic calculation of influence pre-
sented in this paper can be seen in Fig. 4. One can notice that using weights
obtained in this matter produces unrealistically smooth surfaces (as seen on
cheek in bottom-right picture) or a valley-like surface in the position of marker
(as seen in top-right picture), which do not accurately correspond to how real
skin reacts. This can be however compensated by reducing animation impact
through using appropriate initial vertices’ positions. This is also a good way to
reproduce wrinkles and similar features.

6 Conclusion and Further Works

The method presented in this paper allows to automatically estimate markers’
influence over vertices of human facial model. While this seems to result in
acceptable weights estimates, it is still clear that using simple offset, as typical
in bone-driven animation, will not produce satisfactory results in presenting skin
deformations. A different approach, based on distortions dependant on interpo-
lated normals could possibly be applied in order to improve the way distortions
are animated, which will be part of future research. Still though, this work pro-
vides easy and fast way to estimate how surface is affected by changes in markers’
positions and therefore is useful in both further research in animation autom-
atization and practical applications. Apart of producing animation itself, this
can be also useful to test markers’ positions on facial surface and it’s effects on
possible expressions on mesh used before comitting to expensive performance
capture procedure without need to manually select weights for each possible
marker arrangement.
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Abstract. We assess a possibility of applying automated image analysis to im-
munofluorescence microphotographs from confocal laser scanning microscopy 
(CLSM). Several modes of automated analysis were tested to inspect differen-
tiation of voltage dependent calcium channel subunits from a model of nerve 
cells PC12 (rat pheochromocytoma) subjected to electroporation (EP), with re-
gard to extracellular calcium level. The objective of the experiments was eva-
luating sensitivity of the channel expression to the presence of calcium and 
electroporation voltage. For this purpose non-selective nanopores of a con-
trolled conductivity were generated in the cell membrane using electroporation, 
at physiological or increased extracellular calcium concentrations. Introduction 
of Ca2+ into the cells was possible through electropores and physiological vol-
tage-dependent calcium channels. Two subunits of calcium channel (α1H and 
α1G) were immunofluorescentically stained and the automated analysis of 
changes in cellular morphology was performed, based on comparative assess-
ment of the fluorescence signal. The automated analysis allowed apparently 
higher observation capabilities. The results showed morphological changes in 
the channel subunits and higher expression of the channel, following its exposi-
tion to electric field or calcium. 

Keywords: Electroporation · Calcium channel subunits · Fluorescence image 
analysis 

1 Introduction 

Automatic analysis of images obtained from immunodetection studies has long been a 
major problem for researchers [1]. The development in the cell biology techniques 
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discloses that fluorescence images are critical data for cell analysis, and therefore 
increasingly used in quantitative tests. The area of our present interests is cell image 
analysis algorithms, including: fluorescent microscopy images stained with selected 
antibodies, nuclei disorders detection and data association to the corresponding controls.  

There are several studies that point to automated or semi-automated methods for 
immuno-stained cells analysis. Wahlby et al. [2] measured the concentration of at 
least six different antigens in each cell semi-quantitatively, using sequential immunof-
luorescence staining and image analysis techniques. Zhaozheng et al. [3] evaluated 
cell segmentation on the restored irradiance signals by simple thresholding. The expe-
rimental results validated that high quality cell segmentation can be achieved by this 
approach. However, to the best of our knowledge, no automatic analysis methods are 
available for a comparative analysis of immunostained images.  

In our study, we applied an automated image analysis methods to the model of neural 
cells pheochromocytoma cell line (PC12 cells). PC12 is a standard model system to 
study neuronal differentiation. The main aim of current research was quantification of 
overloading intracellular calcium effects. The electroporation (EP) method was applied 
for generation of non-selective nanopores in cellular membrane under conditions of 
physiological or no extracellular calcium concentrations. EP enabled Ca2+ introduction 
into the cell through temporary electropores and physiological voltage-dependent cal-
cium channels. Voltage-dependent Ca channels play an important role in regulating 
cellular Ca2+ concentration in excitable cells [4]. These Ca2+ channels not only are  
central in controlling neuro-transmitter release, excitation–contraction coupling, and 
excitation–secretion coupling, they are also involved in gene expression and neuronal 
migration. The α1 subunit forms the Ca2+ channel pore and can bind Ca2+ channel 
blockers [5,6,7]. The influence of electroporation on calcium channels expression has 
not been studied before.  

After in vitro experiments, viability of cells was estimated and α1H and α1G sub-
units of the calcium channel were immunofluorescentically stained and visualized in 
confocal microscopy. The immunofluorescent images were subjected to automatic 
image analysis by selected algorithms. 

2 Materials and Methods 

2.1 Cell culture 

The studies were performed on PC-12 (ATCC®CRL-1721™) cell line derived from a 
pheochromocytoma of the rat adrenal medulla that have an embryonic origin from the 
neural crest that has a mixture of neuroblastic cells and eosinophilic cells. The cells 
were grown in RPMI 1640 medium (Biochrom, Polgen, Poland), supplemented by 
10% fetal bovine serum (FBS, Lonza, Poland) and supplemented by antibiotics (anti-
biotic-antimycotic solution, Lonza). For the experiments, the cells were removed by 
trypsinization (Trypsin 0.025 % and EDTA 0.02 %; Sigma) and washed with PBS 
(Sigma). The cells were maintained in a humidified atmosphere at 37°C and 5 % CO2. 



 Automated Analysis of Images from Confocal Laser Scanning Microscopy 299 

2.2 Electroporation Protocol 

For electroporation experiments cells were prepared by prior trypsinization and gentle 
centrifugation 500×g. Then cells were suspended in cuvettes in low conductivity 
(0.12 S/m) electroporation buffer (10 mM KH2PO4/K2HPO4, 1 mM MgCl2, 250 mM 
sucrose, pH 7.4) with or without 2.5 mM calcium solution. As electrodes, two alumi-
num parallel plates were used, 4 mm apart (BTX Harvard Apparatus). Microsecond 
electroporation (EP) was performed with ECM 830 Square Wave Electroporation 
System (manufactured by BTX Harvard Apparatus). The electric field was applied in 
the series of amplitudes: 500 and 1000 V/cm, 8 impulses in a sequence, 100 µs each, 
at the frequency of 1 Hz. Suspension of cells was electroporated in volume of 800 µl. 
Additionally experiments were performed with addition of 2mM calcium chloride 
(CaCl, Sigma Aldrich). After exposition to electrical pulses cells were maintained for 
10 min in 37ºC, then cells were designed for viability or CLSM study. 

2.3 Viability Assay 

Cellular viability was determined by the MTT assay. MTT (3-(4,5-dimethylthiazol-2-
yl)-2,5-diphenyltetrazolium bromide, Sigma, Poland) assay was performed 24 or 48 
hours after the end of experiments to evaluate cells mitochondrial dehydrogenase 
activity as a viability marker. The cells viability assay was performed according to the 
manufacturer’s protocol (In Vitro Toxicology Assay, Sigma). The absorbance was 
measured at 570 nm using multiwell plate reader (EnSpire Multimode Reader, Perkin 
Elmer). Each experiment was performed in 3 independent repetitions. Mean values 
and standard deviations of all results were calculated. The final results were expressed 
as the percentage of mitochondrial function relative to untreated control cells. 

2.4 Immunofluorescence – CLSM Study 

The PC12 cells after EP and EP with Ca2+ were seeded on microscopic cover glasses 
in Petri dishes (35 mm) and after 24 hours were fixed in 4% paraformaldehyde. T- 
type voltage- gated Ca2+- channel (subunit alpha-1G and alpha-1H) was immunofluo-
rescently stained. The primary calcium channels antibodies were used: T-type Ca2+ 
alpha-1H (Santa Cruz Biotechnology, USA) and alpha 1-G (Sigma Aldrich, Poland). 
The primary antibodies were visualized with rabbit polyclonal antibodies in concen-
tration 1:100. The secondary antibody goat anti-mouse IgG TRITC (for 60 min. at 
room temperature; 1:50; Sigma-Aldrich) were applied. DNA was stained with DAPI 
contained in fluorescent mounting medium (Roth). For imaging, Olympus FluoView 
FV1000 confocal laser scanning microscope (Olympus) was used. The images were 
recorded by employing Plan-Apochromat 60x oil-immersion objective. 

2.5 Image Processing and Analysis 

Based on visual analysis it is possible to distinguish visual differences between 12 fields 
from one case (Fig.3). In each field we have different parameters of voltage activating the 
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subunits of calcium in the presence or absence of calcium ions. Fluorescent intensity 
within the cytoplasm is a factor that indicates similarities and differences between differ-
ent examples (experiment repetitions) of the same field and similarities and differences 
between different fields which repeat between selected examples. The intensity of cytop-
lasm and nuclei is a signifier of the similarities between different cases of the same field 
(Fig.3), and differences between electrical field strengths (α1H and α1G expression under 
conditions of EP) just based on distribution of fluorescence intensity within the cytop-
lasm. We would like to extract the region of cytoplasm automatically, such that neither 
the nucleus nor the background areas are included, so that isolated cytoplasm regions 
could be analyzed and compared. We used RGB TIFF images of fluorescently stained 
cells. We constructed the following chain of image processing operations that begins 
with a composite input image and ends with a histogram of the cytoplasm region using 
Fiji [8] and R [9] for each image in the following steps: 
 

(I) Separation of a composite input image by splitting channels with stained cal-
cium channel subunits and nuclei. It gives two pictures - red channel (calcium 
channel subunits – mainly cytoplasm) and blue channel (nuclei); 

(II) Conversion all separated images to 8 bit gray scale; 
(III) Constructing mask images for removing the background noise and the   nuc-

leus regions from a cytoplasm image. This operation comprises smoothing by 
Gaussian filtering, formation of a binary image by segmentation of a gray scale 
image using Fiji operations Smoothing, Mean white threshold and cleaning the 
binary image using rank filters, including the Minimum filter and Fill Holes 
operations from Fiji. The last operation has an effect similar to morphological 
operations, closing small holes and removing spots; 

(IV) Extraction of connected regions (cells) using a connected components algo-
rithm on the result of Step (III). It gives a numerical information such as the 
area, mean and standard deviation; 

(V) Removing the background and the nucleus regions from a gray scale cytop-
lasm image, using the binary images extracted in Step (III) as masks. This is 
done by AND-ing the gray scale image with the binary image from cytoplasm, 
then AND-ing the result with the inverted binary image of nuclei.  

(VI) Generation of a histogram from the image result of Step (V).  

We separated the objects from the background using pixel intensity thresholding. 
We tested Fiji implementations of Huang [10] Intermodes [11], Li [12], MaxEntropy 
[13], MinError(I) [14], Moments [15], Otsu [16], Percentile [17], Shanbhang [18], 
Triangle [19] and Yen [20] methods on the set of 142 immunofluorescence micropho-
tographs. Ultimately we chosen iterative procedure based on isodata algorithm [21] as 
most suitable for our data. Fiji implementation of the algorithm divides the image into 
object and background by taking the initial threshold, computes the average of aver-
ages of pixels at or below the threshold and increments the process until the threshold 
is larger than the composite average. 

A histogram generated for each target image informs only about intensity of calcium 
channel subunits area without the noise from background and nuclei. For cell segmenta-
tion we used Particle Analysis (Fig. 1.(6)) plugin that enables PALM/STORM 2D/3D/4D  
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Fig. 1. Chain of selected operations for ROI preparation process and histogram generation: 
input image (1); extracted channels with cytoplasm (2a) and nuclei (2b), applied threshold and 
filters (3a,3b, 5); separated background (4); segmented cells’ areas (6); cytoplasm without 
nuclei (7); histogram from the ROI (8) 

particle detection and image reconstruction [22] and for each segmented cell calculates an 
area of each cytoplasm (AC) and corresponding nuclei (AN). We created factor Area Ratio 

 that informs about proportions between nuclei and cytoplasm size between 0 

and 1. The influence of electroporation causes decreasing cytoplasm in relation to nuclei. 
For example, we obtained the following ratio values for alpha-1G subunit in case of cells 
incubated with calcium solution:  

Table 1. The Area Ratio between cytoplasm and nuclei for alpha-1G staining 

Electrical field intensity Area ratio 

0 V/cm 0,256 

500 V/cm 0,292 

1000 V/cm 0,370 

 
In order to describe the overall brightness content of gray-scale immunofluores-

cence microphotographs, one dimensional distribution of image intensities 
represented by histogram was applied. To find dissimilarity between two histograms 
A={ai} and B={bj}, j=i we used R package  bin-by-bin dissimilarity measures from 
Utility Functions for R Histograms based on binary ground distance dij for bin i and j 
with threshold depending on bin size. The dissimilarity between pairs of images se-
lected from 12 fields was tested using various methods: Minkowski-form distance, 
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Histogram intersection, Kullback-Leibler [23] and Jeffrey [24] divergence. Kullback-
Leiber divergence measure is one of the commonly used distance measure that is used 
for computing the dissimilarity score between histograms. The comparison enabled us 
to give the preliminary information about differences between histograms representing 
different fields. The main drawback of used methods is that they take into account only 
correspondences between bins with the same index and are sensitive to bin size. In 
order to obtain more reliable results from histograms comparison we plan to study 
other cross-bin dissimilarity measures, such as Earth Mover’s Distance [25].  

3 Results and Discussion 

Voltage-activated T-type Ca2+ channels are an important component of the large array 
of voltage-dependent membrane channels used by neurons to play different functions. 
T-type Ca2+ currents are involved in many important cellular processes of the cardi-
ovascular and nervous systems [26]. Our study indicates that electroporation process 
and calcium ions concentrations in external cellular environment may have a regulato-
ry effect on the calcium channel subunits.  

The influence of EP and EP in physiological calcium concentration (2mM) on mu-
rine pheochromocytoma cells was performed (Fig.2, viability assay after 24 and 48 h 
of incubation). Microsecond EP can induce “nanopores” or releases in the cell outer 
membrane. Thus all ions and active particles can migrate or be transported inside the 
cells. We used this effect to load nervous cells with calcium ions. EP method has been 
previously applied by other researchers [27, 28] and in our previous study to en-
hanced drug delivery [29, 30]. Here we observed that EP alone was NOT cytotoxic 
neither, in zero, nor in physiological calcium concentrations. We can observe the 
significant decrease of cellular viability (ca. 24% of control cells) after the highest 
electric field intensity (1000 V/cm) in the presence of calcium ions after 24 hour in-
cubation. The longer time of incubation (48h) resulted in increase of cellular viability 
up to 48%, which can be a sign of cellular recovery.  

Additionally, some data indicate that permeabilization of the cell plasma mem-
brane by intense pulsation of electrical field may be accompanied by prolonged inhi-
bition of voltage-gated (VG) currents through Na+, Ca2+, and K+ channels [31, 32].  

 

 

Fig. 2. The influence of microsecond electroporation on PC12 pheochromocytoma cells after 
24 and 48 hour incubation 
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it is presented in Fig.3. However these results are more viable because the analysis is 
not descriptive as in case of standard “manual” immunofluorescence examination. 
Here we have the results calculated from minimum three experiments for a single 
sample. This evaluation provides the opportunity to verify the repeatability of expe-
riments and the observed differences. The automatic image analysis presents that 
electroporation alone induced an increase of calcium channels expression, in case of 
α1H and α1G after 500 V/cm. In case of stronger electric field intensity the effect was 
more intense for α1H subunit and inversed in case of α1G. The increased expression 
of both subunits can be a cellular response to electropermeabilization. Both analyzed 
subunits are a part of voltage-dependent calcium channel, which indicates that EP 
may have a simulative effect on activity and expression of this type of channel. How-
ever, when electric field intensity increase up to 1000 V/cm the expression of α1G 
subunits was lower.  This may be related with the absence of calcium ions in EP 
buffer which is in the extracellular environment. 

 

 

Fig. 4. The fluorescence intensity presented as histograms obtained from immunofluorescence 
images, A) results for example No. 1; B) results for example No. 2 

Cells incubated in the presence of calcium solution (physiological concentration) 
responded with a slight decrease of the florescent signal (Fig. 3) and this effect is also 
visible on histograms (Fig. 4). When cells are electroporated in the presence of cal-
cium solution the obtained histograms are broader and more points are located on the 
side of the light colors, which is compatible with the increased fluorescence signal. 
Thus, we can indicate that when cells recognize the lack of calcium then calcium 
channel subunits α1H and α1G tend to be overexpressed. Electroporation alone also 
induces the increase of calcium subunits expression, in particular the α1H subunit. At 
the physiological Ca2+concentration the expression of both subunits increases with the 
rising electrical field intensity. These observations were not so evident when fluores-
cent microphotographs were analyzed in a traditional manner. More detailed image 
analysis processing was required, which could be provided by automated methods. 
Using this approach we could conclude that electroporation in physiological condi-
tions stimulated expression of voltage-dependent calcium channels subunits and affect 
cellular morphology with significant decrease of cell viability. 
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Abstract. Ultrasound images of joints are used by doctors to assess a degree of 
synovitis activity, in diagnosis and treatment of rheumatoid arthritis. Research 
on automation of synovitis assessment from ultrasound images is being con-
ducted, with objectives of lowering medical costs and improving patients care.  
Analysis of synovitis area in an image should be done relative to the joint and 
bones, therefore the joint and bones must be located in the initial step. An ap-
proach is proposed for locating joint and bones, by registering structural de-
scriptions of the joint region. A preliminary result is presented that includes a 
description of a registration method that iteratively improves the registration 
quality, and its application example based on synthetic data. 

Keywords: Medical ultrasound images · Image registration · Structural image 
description · Synovitis activity · Automated diagnosis 

1 Introduction 

Medical ultrasound imaging is a useful tool in detection and monitoring of synovitis, 
which is the inflammation of the synovial membrane that covers a joint. Synovitis is 
most often caused by rheumatoid arthritis. Ultrasound examination of joints provides 
good synovitis detection modality, comparable with MRI, less costly and more avail-
able. Recent articles by Zufferey et al. [1], Kunkel et al. [2] and van der Stadt, et al. 
[3] describe the use of ultrasound in and scoring of synovitis. The utrasound  images 
are examined by medical experts to assess a presence and degree of synovitis. Auto-
mating this process is desirable; the exam would become less expensive, more availa-
ble and free of subjective discrepancies in scoring. A project MEDUSA [4] is being 
conducted in Poland and Norway towards this goal. 

The appearance of synovitis in an ultrasound image is described [6], and [5], as an 
image region that represents an hypoechoic area inside the joint, which means an area 
that produces less  ultrasound signal reflections than the surrounding region, and there-
fore it appears darker. Since synovitis is located within the joint area, distances from an 
examined region to the joint and the bones are important as features for evaluating the 
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likelihood that this region represents synovitis. In addition, the measurement of the 
width of the hypoechoic region near the joint, in a direction normal to the bone, is used 
during the expert assessment of synovitis [6]. Therefore, such measurements also can be 
expected to be helpful in the automated analysis. To use such geometric measurements 
relative to the joint and bones, the regions that represent the joint and the bones in the 
ultrasound image must be located. Reliably locating the joint and bone areas in an ultra-
sound image is the first step of our proposed approach to the automated evaluation of 
synovitis. The remaining steps of the proposed approach will include finding the 
hypoechoic areas in the image, making a range of measurements on these areas that 
include the measurements relative to the joint and bones, constructing a decision func-
tion to determine which areas represent synovitis activity, and a function that computes 
the numerical assessment of the synovitis activity using a scale 0-3. The following part 
of this paper describes the current status of the development of a method for automati-
cally locating the joint and bone regions in an ultrasound image of a joint. 

2 Locating Joint and Bone Regions in Ultrasound Joint Images 

A human can quickly learn to find joints and bones in ultrasound images of finger 
joints, but finding these image regions automatically is not trivial. Visual examination 
of images of finger joints, as well as the results of our ongoing work on developing 
detectors of joint and bones, based on local image neighborhood, has led us to con-
clude that such detectors, considered in isolation, will not be sufficient to reliably 
locate the joint and bone regions. Therefore, we are taking the approach of identifying 
a number of image features as a group, rather than individually, using not only the 
properties resulting from the analysis of a local neighborhood, but also the geometric 
relations within this group. It is expected, that this approach will result in a signifi-
cantly more reliable detection of individual features than individual and isolated  
neighborhood based detectors. This approach uses the individual detectors, but does 
not rely solely on their output, and instead considers the outputs of all detectors in 
different parts of the image, which are mapped to a structural model, that has been 
priorly constructed by a learning method. The mapping part of this approach is con-
ceptually related to recognition-by-components  theory proposed by Biederman [7]. 
We call the process of mapping detector outputs to the parts of the model image-to-
model registration, since it can be considered  an extension of image-to-image regis-
tration [8] methods. 

3 Registration of Ultrasound Images of Finger Joints 

The role of image registration in a sinovitis detector is to identify the parts in ultra-
sound images such as bone and joint that will be used to guide the search for a possi-
ble inflammation region. The registration task is formulated as a problem of finding a 
correspondence between a set of image features and a structural model, that includes a 
set of parts, description of the part properties, and descriptions of geometric relations 
within the set the parts. The set of image features consists of the regions in an image 
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that are found as a result of an application of a group of feature detectors such as 
joint, bone, skin and possibly tendon detectors. While, in isolation, such individual 
detectors are imperfect, the registration method, that combines their results with 
learned relational constraints, has a high likelihood of correctly identifying the parts. 
The registration method is based on an objective, or cost, function, that includes glob-
al and local rigid transformations. It proceeds by searching for a correspondence be-
tween the model and the image feature set that minimizes the cost. The models are 
inferred from a set of training images with annotations, by a combined supervised and 
unsupervised learning. The following subsections describe the feature detectors, the 
model structure, the process of mapping features to a model, and model learning. 

3.1 Joint Detector 

A learning approach to detecting a joint location in ultrasound images is being devel-
oped, using point feature descriptors. The training and test sets consist of images with 
the joint regions identified. An image point feature descriptor such as SURF or SIFT 
is used as the feature vector for a classifier. A pixel classifier is constructed, by train-
ing multiple simple classifiers, including k-nearest neighbor, nearest descriptor clus-
ter, and SVM, from which a composite classifier is constructed using an ensemble 
learning method such as boosting. To increase the computational efficiency, the pixels 
where a descriptor is computed are initially screened by applying an image point fea-
ture detector. The final joint detector is the result of clustering the pixels classified as 
"joint region". The joint detector is described in more detail in a separate paper by 
Wereszczynski et al. [9]. 

3.2 Bone and Skin Detectors  

To identify bones, skin and possibly tendons in an ultrasound image, a general detec-
tor for linear forms is being developed. The detector is a trainable classifier, which is 
applied to a stack or vector of  images (VOI). The component images of the VOI are 
the results of passing the input image through a bank of filters, which are preselected 
to enhance the linear characteristics of an image, such as edges and ridges. These 
filters include a Gaussian smoothing filter, the first derivative filter (gradient opera-
tor), the second derivative filter, the Laplacian, and threshold operators. 

To apply, for example, a bone detector to a pixel to test if this pixel is a part of a 
bone, each component of the VOI is sampled along the sampling line, a line which 
crosses the tested pixel, and is approximately perpendicular to the estimated orienta-
tion of the bone. An equal number of samples are taken on each side of the pixel. The 
resulting values are assembled in a sample array, whose rows correspond to the com-
ponents of VOI and columns to the sample positions along the sampling line. The 
sample array, treated as a vector, is used as the input to classifiers and learning esti-
mators. The rows and columns of the sample array may be removed or added as a part 
of the classifier's feature selection process being developed. 
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3.4 Ultrasound Image Registration by Matching Structural Descriptions  

Image registration, within the scope of this paper, means bringing to correspondence 
the features of two images, using a transformation that is a superposition of a rigid 
planar transformation and a set of local deformations. The registration can be 
achieved by matching structural descriptions obtained either from image annotations 
or through image analysis. 

Given two structural descriptions, a reference  R and a target X, a matching prob-
lem is defined as finding a function Map from the nodes of X to the nodes of R, and a 
planar rigid transformation T, which minimize the objective function Q, defined be-
low. Multiple nodes of X can be mapped to the same node of R, and there may be 
nodes of R to which no node of X is mapped, in other words the function Map is gen-
erally neither injective nor surjective. Also, some of the nodes of X may remain un-
mapped, in which case they will be considered to be mapped to a null node. A null 
node is added to R as the node R0 . 

 , , , ∑ ,           (1) 
 
n and m are the numbers of nodes in the target and the reference structures, respec-
tively, CR is a regularization coefficient and ,  is the squared distance between 
the nodes x and r, which is defined in the following subsection. 

The goal of the matching process is finding Map and T that give the minimum of 
Q, that is 

 , , , , ,          (2) 
 
The local deformations mentioned earlier do not need to be applied to evaluate Q, but 
are used implicitly, to compute distances  in equation 1. The value can be 
treated as a squared distance between the target and the reference structures, and used 
in supervised and unsupervised learning. The best values of the constants - the coeffi-
cient CR, and the distance from a target node to the reference null node d (x,R0), can 
be obtained through a process of supervised learning, using cross-validation. 

Node Translation Vector and Distance between Nodes 
To complete the specification of Q, the node distance function  is described. A 
distance between  two joint type nodes is their Euclidean distance. A distance be-
tween a joint and non-joint node is infinite. A distance between a non-null node and a 
null node is a constant Dn. A distance between two line-segment type nodes, a refer-
ence segment R and a target X, is illustrated in Figure 5, and defined as follows. The 
midpoint of R is projected onto a line extension of X, resulting in a vector of projec-
tion Vp. The segment R is translated in parallel to X, by a vector Vs, such that Vs is the 
minimal length vector that moves a projection of R onto the line extending X, denoted 
Rp, such that Rp is entirely contained in X, or X is contained in the Rp. The vector sum 
of Vp and Vs is the node translation vector Vt : 
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                    (3) 
 
The squared distance between line segments R and X is 
  , ·          (4) 
 
The node translation vector Vt is used by the minimization search method described 
below.  

 

Fig. 5. Node translation vector components VP and VS for three cases a), b) and c) 

The Minimization Search Method 
The minimization search uses a version of the RANSAC method [11]. To match a 
reference structural description R with a target description X, the method examines 
the pairs of pairs of line segment nodes (r, x), where r is a pair of nodes from R and x 
is a pair of nodes from X. For each pair (r, x): 

1. an initial rigid transformation (rotation and translation on a plane) Ti is calculated, 
such that Ti(r) has an the orientation angle and center position averaged from the 
nodes of x. 

2. the reference description R is transformed by Ti to R', R' = Ti(R), by transforming 
each node of R. 

3. the mapping Map between X and R is computed by finding for each node x in X a 
corresponding node r' in R', which is nearest to x in distance  d  (Equation 4). 

4. a rotation angle from r' to x is calculated for each node x and its corresponding 
node r', given by Map; an average rotation angle A is computed from these 
node rotation angles, and R' is rotated by the angle A, into R'',  where R'' = 
Rotation(R',A). The current rigid transformation Tc, such that R'' = Tc(R) is 
computed and the current best score Qb is set to infinity. 

5. the translation for R'' which finds a local minimum of Q is computed by the fol-
lowing iteration loop: 

(a) For each node x in X and its corresponding (as given by Map) node r'' in 
R'', compute the translation vector Vt and the squared distance , ; 

(b) Compute the vector sum Vg of  all Vt node translation vectors, and the val-
ue of Qc = Q( X, R, Tc, Map), using the squared distances from the step (a); 
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such labels. Other improvements or extensions, such as a scale transformation, or in-
clusion in Equation 1 the differences of node relations as a measure of geometric inco-
herence, may be added as a result of upcoming tests on labeled ultrasound images. 
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Romualda Mucha3, and Konrad Wojciechowski1

1 Polish-Japanese Academy of Information Technology,
Aleja Legionów 2, 41-902 Bytom, Poland

{amichalczuk,aswitonski,kwojciechowski}@pjwstk.edu.pl
2 Institute of Informatics, Silesian University of Technology,

Akademicka 16, 44-100 Gliwice, Poland
{Henryk.Josinski,Adam.Switonski}@polsl.pl

3 Medical University of Silesia, Batorego 15, 41-902 Bytom, Poland
romam28@wp.pl

Abstract. The authors describe an example of application of
nonlinear time series analysis directed at identifying the presence of
deterministic chaos in human motion data by means of the largest Lya-
punov exponent (LLE). The research aimed at determination of the
influence of gait speed on the LLE value with a view to verification
of the belief that slower walking leads to increased stability character-
ized by smaller LLE value. Analyses were focused on the time series
representing hip flexion/extension angle, knee flexion/extension angle
and dorsiflexion/plantarflexion dimension of the ankle. Gait sequences
were recorded in the Human Motion Laboratory (HML) of the Polish-
Japanese Academy of Information Technology in Bytom by means of the
Vicon system. Application of the AC5000M treadmill allowed recordings
in three variants: at the preferred walking speed (PWS) of each subject,
at 80% of the PWS and at 120% of the PWS. According to the recom-
mendations from the literature the LLE value was estimated twice for
every time series: as the short-term LLE1 for the first stride and as the
long-term LLE4−10 over a fixed interval between the fourth and the tenth
stride. In the latter case it was confirmed that the LLE value increases
with walking speed for both limbs.

Keywords: Nonlinear time series analysis · Phase space reconstruction ·
Deterministic chaos · Human motion analysis

1 Introduction

Dynamics properties of a system can be determined on the basis of its model
(provided that it is known) consisting of differential or difference equations or
through analysis of experimental data collected as result of system observation.
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The state of a dynamical system at a given instant of time can be represented
by a point in the phase space spanned by the state variables of the system. Many
nonlinear or infinite-dimensional dynamical systems exhibit chaotic behavior.
The presence of deterministic chaos is characterized by extreme sensitivity to
initial conditions. This hallmark means that initially nearby points can evolve
quickly into very different states. In case of analysis of experimental data, funda-
mental components of the process of determining existence of chaos in a signal
represented by a time series are phase space reconstruction and subsequent esti-
mation of the Lyapunov exponents which quantify the average exponential rate
of divergence of initially nearby phase space trajectories [1]. Thus, a positive
value of the largest Lyapunov exponent (LLE) implies chaotic behavior.

Chaoticity was observed in a variety of systems from several areas including,
among others, meteorology, physics, engineering, economics and biology. From
among biomedical signals EEG, ECG and gait kinematic data are worthy to note.

The chaotic characteristics of the ECG signals (Lyapunov exponents spec-
trum and correlation dimension) were incorporated to the set of features for the
purpose of biometric individual identification [2] but, first of all, chaos theory
has been applied to the analysis of electrocardiogram for examination of cardiac
disorders [3].

Chaos is also present in epileptic EEG signals. Brain activity during seizure
differs greatly from that of normal state which can be observed as a decrease in
chaoticity in the minutes before the seizure. Thus, analysis of the changes of the
LLE allows the detection and prediction of the incoming epileptic seizure [4], [5].

Methods for estimating LLE from experimental data provide a promising
means of directly quantifying local dynamic stability (LDS) during locomotion
[6], that is to say, the degree of resilience of gait control to infinitesimally small
perturbations that occur naturally during walking and are manifested as natural
kinematic variability [7], [8]. These disturbances, resulting in stride-to-stride1 dif-
ferences in kinematic measurements, are attenuated in time – at least within the
current stride and possibly across subsequent strides – by the neuro-controller
and musculoskeletal system in order to maintain a stable walking pattern and the
LLE can be used to quantify the exponential attenuation of variability between
neighboring kinematic trajectories [9]. As far as running is concerned, the influ-
ence of both speed and use of a leg prosthesis on the dynamic stability expressed
by means of the LLE for subjects with and without unilateral transtibial ampu-
tations was studied in [10].

One of the other approaches quantifying stability from experimental data
was based on the Floquet multipliers and was used for post-polio patients [11].
However, this method, in contrast to the LLE, requires the assumption of strict
periodicity of human walking, whereas humans do not walk in an exactly periodic
manner [12]. The decrease of walking stability of elderly subjects in lateral plane
was reported in [13] on the basis of analysis of variability of the centre of gravity
using the approximate entropy (ApEn) technique. Both approaches – LLE and

1 A stride is defined as a full cycle of limb movement – from a heel-strike to heel-strike
again.
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ApEn – were used to quantify local stability and measure variability, respectively,
in the anterior cruciate ligament deficient knee during walking [14], [15].

The research described in the present paper aimed at determination of the
influence of gait speed on the LLE value with a view to verification of the belief
that slower walking leads to increased stability which is characterized by smaller
LLE value.

The organization of this paper is as follows – section 2 contains a brief descrip-
tion of the method used for the purpose of human motion time series analysis.
Section 3 deals with procedure of the experimental research along with its results.
The conclusions are formulated in section 4.

2 Method of the Time Series Analysis

Nonlinear time series analysis methods enable the determination of characteris-
tic invariants such as the LLE of a particular system solely by analyzing the time
course of one of its variables [16]. Nevertheless, identification of chaotic behavior
based on experimental data is a multistage process. The first step constitutes a
phase space reconstruction. On the basis of Takens’ embedding theorem [17] the
phase space can be reconstructed using time-delayed measurements of a single
observed signal in form of a time series. Reconstruction consists in viewing a
time series xk = x (kτs) , k = 1, . . . , N in a Euclidean space R

m, where m is
the embedding dimension and τs is the sampling time [18]. Each m-dimensional
embedding vector is formed as xk =

[
xk, xt+τ , xt+2τ , . . . , xt+(m−1)τ

]T , where τ
is the delay time. The selection of τ and m is important for the sake of recon-
struction quality. It is worthwhile to mention that the properties associated with
the system’s dynamics (inter alia Lyapunov exponents) are preserved in the new
phase space.

Time delay τ was calculated from the first local minimum of the mutual
information function (MI). Mutual information between xt and xt+τ is a mea-
sure of how much information can be predicted about one time series point
given full information about the other [1]. Hence, given that the time delay τ
was determined from the first MI minimum, xt+τ adds the largest amount of
information. Assuming that the range of values in a time series was partitioned
into j intervals of equal length, the mutual information function I(τ) can be
computed according to the following formula:

I(τ) =
j∑

h=1

j∑

k=1

Ph,k(τ) log2

(
Ph,k(τ)
PhPk

)
(1)

where h and k are indices of intervals, Ph, Pk denote the probabilities that
xt assumes a value within the h-th, k-th interval, respectively, and Ph,k(τ) is the
joint probability that xt belongs to the h-th interval and xt+τ is taken from the
k-th interval.

The minimal embedding dimension m that is required to fully resolve the
structure of the system in the reconstructed phase space was found by the
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method of “False Nearest Neighbors” (FNN) [19], which is based on the fol-
lowing assumption constituting the condition of no self-intersections – if the
attractor (i.e., a set of states towards which neighboring states asymptotically
approach in the course of dynamic evolution [20]) is to be reconstructed suc-
cessfully in R

m, then all points that are close in R
m should also be sufficiently

close in R
m+1 [18]. A point which does not satisfy this condition is a “false”

neighbor. Its neighborhood did not result from the dynamics of the system but
from the projection issues. The number of such points is computed for increasing
embedding dimension until the percentage of “false” neighbors is below a given
threshold.

The mean divergence between neighboring trajectories in the phase space at
time t is described by the following formula:

d (t) = Deλ1t (2)

where D is the initial separation between neighboring points and λ1 is the LLE
[6]. The Rosenstein algorithm [21] estimates the LLE on the basis of the appro-
priately reconstructed attractor locating for each point on the attractor its near-
est neighbor on adjacent orbit and computing the divergence between succes-
sive pairs of points along the trajectories. On the basis of the formula (2) the
Euclidean distance dj(i) between the j-th pair of nearest neighbors after i time
steps of the length equal to Δt and the LLE are linked in the following way:

ln [dj (i)] ≈ λ1 · (i · Δt) + ln [Dj ] (3)

Considering all pairs of nearest neighbors a set of parallel lines with slope equal
to the LLE can be defined on the basis of formula (3). Hence, after averaging
(〈·〉) the logarithmic divergence of the neighboring trajectories after i time steps
over all values of j:

λ1 · (i · Δt) ≈
〈

ln
[
dj (i)
Dj

]〉
(4)
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the LLE is estimated as the slope of the linear best-fit line to the average log-
arithmic divergence of the neighboring trajectories across the given time span.
The average divergence as a function of time computed for the Lorenz system
[22] and the reconstructed 3D attractor are presented in Fig. 1. The curve can-
not continuously grow with time, because the attractor is bounded in the phase
space. Therefore, the linear best-fit to the divergence must be performed on the
precisely determined linear region [8].

3 Experimental Research

The research consisted in analysis of gait sequences which were recorded in the
Human Motion Laboratory (HML) of the Polish-Japanese Academy of Informa-
tion Technology [23] by means of the Vicon Motion Kinematics Acquisition and
Analysis System. The Vicon system is equipped with 10 NIR (Near InfraRed)
cameras recording the movement of an actor wearing a special suit with attached
markers (the motion capture process). Positions of the markers in consecutive
time instants constitute basis for reconstruction of their 3D coordinates. Appli-
cation of the AC5000M treadmill allowed recordings in three variants: at the
preferred walking speed (PWS) of each subject (denoted as “Normal”), at 80%
of the PWS (“Slower”) and at 120% of the PWS (“Faster”). Three sequences of
continuous walking of length of several dozen seconds were recorded with a fre-
quency of 100 Hz at given walking speed for every person. Four healthy subjects
(denoted as B0156, B0238, B0244 and B0245) participated in the experiments.
Their walking speeds are presented in Table 1.

Table 1. Three variants of walking speed [m/s]

B0156 B0238 B0244 B0245

Slower 0.85 0.80 1.43 0.71
Normal 1.07 1.03 1.79 0.89
Faster 1.29 1.25 2.15 1.07

A stride interval (i.e., the time elapsed between subsequent ipsilateral heel
strikes) varies across subjects and speeds. Mean values of a single stride interval
for every subject are included in Table 2.

Table 2. Mean values of a single stride interval [s]

B0156 B0238 B0244 B0245

Slower 1.52 1.30 1.07 1.39
Normal 1.20 1.15 0.96 1.22
Faster 1.13 1.07 0.88 1.16

A single recorded time series represented movements at the given joint in one
of the following planes: sagittal (lateral), frontal (coronal) and transverse (hor-
izontal), which divide body into left/right, anterior/posterior (front/back) and
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superior/inferior (upper/lower) parts, respectively. However, for the comparative
purposes the analyses were focused on the time series related to the movements in
the sagittal plane. The considered data cover dorsiflexion/plantarflexion angle of
the ankle, knee flexion/extension angle and hip flexion/extension angle (Fig. 2a).
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Fig. 2. Initial fragments of recorded time series: a) movements of all 3 joints in sagittal
plane, b) movements of left ankle joint in all 3 planes

Local dynamic stability is assumed to describe how a subject responds to
small initial differences in kinematics over the course of 10 strides [24]. Hence,
according to the recommendations from the literature [6] the LLE value was
estimated twice for every time series: as the short-term LLE1 for the first stride
and as the long-term LLE4−10 over time interval between the fourth and the
tenth stride. The short-term divergence estimates the local stability immediately
after a perturbation, whereas the long-term divergence has been adopted empir-
ically. Limits of each stride were exactly demarcated due to precisely marked
occurrences of the “heel-strike” event. The parameters of the phase space recon-
struction (τ and m) were determined by the MI and FNN methods for each time
series separately. The threshold of the “false” neighbors acceptability was equal
to 1%. The values of τ varied from 3 to 48, whereas 13, 17 and 20 were used
most frequently. As far as the embedding dimension m is concerned, selected
values belonged to the set of {4, 5, 6, 7} and 5 was the predominant value (used
for circa 57% of time series), which was confirmed by other researchers [6], [7],
[9]. Fig. 3 illustrates results of successive stages of the LLE computation for the
time series from Fig. 2b representing the dorsiflexion/plantarflexion angle of the
B0244 subject’s left ankle at the preferred walking speed: a) mutual information,
b) percentage of false nearest neighbors, c) 3D projection of the reconstructed
attractor, d) average logarithmic divergence (vertical lines delineate the region
across which estimates of LLE1 and LLE4−10 were calculated). All computations
were performed using MATLAB.

Values of both short-term and long-term largest Lyapunov exponents (LLE1

and LLE4−10, respectively) for dorsiflexion/plantarflexion angle of the ankle,
hip flexion/extension angle and knee flexion/extension angle, averaged over all
subjects, are presented in upper, middle and lower rows of Fig. 4, respectively,
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mutual information, b) percentage of false nearest neighbors, c) 3D projection of the
reconstructed 5D attractor, d) average logarithmic divergence

taking into account three variants of walking speed and both (left/right) sides
of the human body.

All types of ankle, hip and knee movements in the sagittal plane are char-
acterized by the positive LLE values which detect and quantify the presence of
deterministic chaos. It is worthwhile to mention that larger short-term values
indicate greater sensitivity to local perturbations during the time needed for 1
step. This remark allows to justify the fact that the smallest mean LLE1 value
occurs at the preferred walking speed which is natural, comfortable and requires
the least muscular effort. This observation concerns all considered right side
joints as well as left knee joint and for both exceptions (left ankle joint and left
hip joint) difference between mean LLE1 values at slower and normal velocities
is rather marginal. Mean long-term value which increases with walking speed
for both limbs without exceptions confirms the assumption that slower walk-
ing leads to increased stability characterized by smaller LLE4−10 value. Besides,
both ankle joints are distinguished by the smallest LLE values in all variants of
walking speed. However, the results may be influenced by the fact that subjects
were recorded during walking on treadmill.

In summary, local dynamic stability is influenced by walking speed with
different contributions from considered joints. The above mentioned observations
are mostly consistent with results presented in [9], [10].
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Fig. 4. Mean values of both short-term and long-term largest Lyapunov exponents:
for the dorsiflexion/plantarflexion angle of the ankle (upper row), for the knee flex-
ion/extension angle (middle row) and for the hip flexion/extension angle (lower row)

4 Conclusion

The authors described an example of identification of the presence of chaotic
behavior in human motion data based on phase space reconstruction and estima-
tion of the LLE. The presented approach was used to characterize local dynamic
stability of walking. The results are consistent with outcomes reported in the lit-
erature. Quantifying dynamic stability during walking is important for assessing
people who have a greater risk of falling. For this reason, the applied procedure
of a time series analysis will be extended by incorporation of other measures,
such as correlation dimension and approximate entropy, in the hope that it
will constitute support for assessment of gait disorders (among others resulting
from Parkinson’s disease, stroke, osteoarthritis of the hip or osteoarthritis of the
spine).
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Abstract. This paper proposes a motion segmentation method on images which 
are captured by an omnidirectional camera. A simple unwrapping method is 
performed to convert an omnidirectional image into a panoramic image. Two 
consecutive panoramic images are used for motion analysis. Corner features are 
extracted from the image, and their locations are defined in local patches by di-
viding an image into grid cells. Then, each feature in previous frame is tracked 
to find its corresponding in the current frame. The affine transformation is per-
formed using three corresponding features. The regions of moving object are 
detected as transformed objects which are different from the previously regis-
tered background. Morphological processing is applied for smoothing the mo-
tion region. Histogram vertical projection and boundary saliency are applied to 
segmenting the motion. Finally, the proposed motion segmentation method is 
used for human detection in omnidirectional images. The performance result 
shown the best detection rate is 97.25% at 0.3 false positive rate. 

Keywords: Human detection · Omnidirectional camera · Feature tracking ·  
Motion segmentation 

1 Introduction 

Human detection is one of the essential tasks for understanding environment in 
robotic and autonomous navigation. It is more challenging to detect human or pe-
destrian, in order to avoid an accident and control locomotion of the vehicle. Thus 
it can be implementing for autonomous driving and vision based driving assistance 
system.  

Over last decade, the question of how to detect human in the image has been tho-
roughly investigated [1, 6, 8, 9]. Due to the random influence, such as scene structure, 
variation of clothes, occlusion, the problem remains challenging and continues to at-
tract research. Simple and applicable methods also attract research in real-time mobile 
robot applications. Human detection methods for mobile robot have been actively de-
veloped. Gavrila et al. [2] employed hierarchical shape matching to find pedestrian 
candidates from moving vehicle. Local descriptor is proposed for object recognition 
and image retrieval. Some authors presented methods for human detection using HOG 
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and SVM, such as [2, 6, 13, 14]. The HOG features are calculated by taking orientation 
histograms of edge intensity in a local region. The HOG features are extracted from all 
locations of a dense grid on an image region. The HOG features are fed to SVM to 
classify objects. [11, 12, 15] tried to use the omnidirectional sensor for detected human 
from mobile robot application.  

Accurate estimation of the vehicle ego-motion relative to the road and environ-
ment is a key component for autonomous driving [3]. Liu et al. [4] tried to measure 
the camera ego-motion using Kanade-Lucas-Tomasi (KLT) optical flow tracker. 
Corresponding features are obtained in consecutive two omnidirectional images. 
The motion analysis of feature points is used. The camera ego-motion was calcu-
lated based on an affine transformation of two consecutive images, where corner 
features were tracked by KLT optical flow tracker [5]. Using corner feature for 
tracking with only one affine transformation model, the detecting moving objects 
resulted in a problem. It could not represent the whole background changes. In our 
previous work [7], the method using each affine transformation of local pixel 
groups was proposed to detect moving objects. Grid windows-based is used for 
KLT tracker by tracking each local sector of the input image. In the other work [8] 
motion analysis of moving objects using optical flow are employed. Using two con-
secutive images, the motion distances of pixel groups are calculated. Based on those 
calculations, the independence motions of objects are segmented by subtracts the 
pixel with its corresponding. Then moving objects are segmented from the motion 
caused by the camera ego-motion. 

The paper presents a method to detect human in omnidirectional images based on 
motion analysis and segmentation. This work proposed a motion segmentation me-
thod in images which are obtained from the omnidirectional camera A simple un-
wrapping method is proposed to converted omnidirectional images into panoramic 
image. Two consecutive panoramic images are used for motion analysis. Corner fea-
tures are extracted using [5] method. Those features are defined in local patch by 
divided images into grid cells. Then optical flow tracker is applied by tracking each 
feature in the previous frame to find corresponding feature in the current frame. Three 
corresponding features are used to compute affine transformation. It is performed 
according to each location of corresponding cells in the consecutive images. Motion 
regions are detected as object movements which are different from the previously 
registered background. Morphological process is applied for smoothing detected mo-
tion regions. In order to localize regions, the histogram vertical projection and boun-
dary saliency are applied. The HOG features are extracted on the candidate region and 
classified using linear Support Vector Machine (SVM). The HOG feature vectors are 
used as input of linear SVM to classify the given input into pedestrian/non-pedestrian. 
Fig.1 shows the overview of the pedestrian detection algorithm for driver assistance 
system. 
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Fig. 1. The algorithm overview 

2 The Omnidirectional Camera System 

This section presents the omnidirectional camera system which is used in this work. 
The omnidirectional camera mounted on the mobile robot [16] as shown in Fig. 2. 
The camera consists of the perspective camera and the hyperboloid mirror. It captures 
an image reflecting from the mirror so that the image obtains reflective scene, as 
shown in Fig. 3. Actually those images are very useful, because it shows in 360 de-
gree field of view. However some pre-processing is needed. For this task, unwrapping 
into panoramic image is performed. It will take a little bit computational cost, however 
it is needed for easier to analyze pattern of motion. 

A simple transformation is used for unwrapping from omnidirectional into pano-
ramic images. Calibration parameters such as focal length, mirror equation and pro-
jection plane are not needed. The necessary parameters for this unwrapping are center 
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and radius of the projected circles from both mirror borders, inner and outer. Actually 
the calculated pixels in the omnidirectional camera image will not corresponding 
exactly, one to one, to the pixels of projected image in panoramic view. So, sub pixel 
anti-aliasing methods should be used. The bilinear interpolation method will be used 
that may lead to aliasing in case the omnidirectional image is under-sampled.  

 

Fig. 2. An omnidirectional camera mounted on the mobile robot 

3 Feature Extraction and Tracking 

To analyze the motion on the image, features are important things which are needed 
to extract from the image. Our motion feature is motivated by the fact that strong cues 
exist in the movements of different body parts when the human is walking. They in-
clude the motion of two legs, those between two parts of an arm, or those between a 
leg and an arm. They provide useful cues to identify the walking motion. 
 

 

Fig. 3. The structure of omnidirectional vision and its image 
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Corner features are used in this work as the interest point to perform the task for 
feature tracking. Using Shi and Tomassi [5] method, fifty best corner features are 
extracted in each image. Then, all the features are defined within patches (cells) 
which generate by divided the image using n x n cell windows.  

Two consecutive images are compared and tracked corresponding features from 
previous frame to the current frame. The feature which located in a group cell is used 
by method from [9] to find the motion distance of each pixel in a group of cells. The 
motion distance  in x and axis by of feature cell in the previous frame ,   
is obtained by finding most similar cell ,  in the current frame. The affine para-
meter is calculated by the least square method using three corresponding features in 
those two consecutive frames. The camera ego-motion compensation is obtained by 
subtracting frame difference on the tracked corresponding pixel cells. Since the cam-
era ego-motion is applied, regions of moving objects are segmented. Fig.4 shows 
moving object segmentation is obtained.   

 

(a) 

 

(b) 

 

(c) 

 

(d) 

 

(e) 

 

Fig. 4. Given two consecutive images (a) and (b), then performed features extraction and grid 
cell windows on first image (c) Frame difference result (d) Ego-motion compensation result (e) 

4 Motion Segmentation 

The motion segmentation algorithm is devised for accurately locates bounding boxes 
of the motion in the different image. Each pixel output from frame difference with the 
ego-motion compensation cannot show clearly as silhouette. It just gives information 
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of motion area from moving object. Those areas are applied morphological process to 
obtain region of moving objects and noise removal.  

The fact that humans usually appear in upright positions, and conclude that  
segmenting the scene into vertical strips is sufficient most of the time [17]. Then, 
detected moving objects are represented by the position in width in x axis. Using pro-
jection histogram  by pixel voting vertically project image intensities into  coordinate. 

We detect moving object based on the constraint of moving object existence that 
the bins of histogram in moving object area must be higher than a threshold and the 
width of these bins should be higher than a threshold. Fig. 5 shows the motion seg-
mentation process. 

 

(a) 
 

(b) 
 

(c) 
 

Fig. 5. The region, result from ego-motion compensation for moving object detection (a). Then, 
morphological process are performed on that region, the result is shown in (b) The histogram 
vertical projection is performed with specific threshold, so that the region of moving object is 
localized (c). 

Adopting the region segmentation technique proposed in [9], the region is defined 
using boundary saliency. It measures the horizontal difference of data density in the 
local neighborhood. The local maxima correspond to where maximal change in data 
density occurs. They are candidates for region boundaries of human in moving object 
detection.  

5 Experimental Results 

Our robot system moved in the corridor. The omnidirectional camera captured more 
than 3,000 sequent images with more than 6,800 people. The System is evaluated 
using those images. Proposed algorithm was programmed in MATLAB and executed 
on a Pentium 3.40 GHz, 64-bit operating system with 8 GB RAM. 
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The reliability of our system is evaluated using the proposed cell window based 
flow estimation whether it is still visible at several levels. Several sizes of cell win-
dow are tested for optical flow tracking. It determines the relative distance movement 
of a feature in the consecutive images. So that we consider using the flow field win-
dow tracking which is still accurate for varied sizes of landmark and object on the 
image. As a counterweight parameter, computational cost was considered for perfor-
mance balancing. Table 1 shows the miss detection rate and computational cost of 
several different window sizes. The result shows that the cell window size 6x6 is low-
est on the miss detection rate, but slowest in computational cost. The cell window size 
8x8 is selected based on lower in the miss rate and faster computational speed.  

Table 1. The miss rates of various cell window sizes 

Cell window size False positive 
rate 

Computational 
Cost (fps) 

6 x 6 0.031 9.67 
8 x 8 0.032 9.82 

10 x 10 0.034 9.81 
12 x 12 0.038 9.87 

 
For the human detection stage, the original HOG proposed by Dalal and Triggs is 

implemented. The HOG features are extracted from 16×16 pixels of the candidate 
image region. Candidate images are obtained from motion segmentation results. The 
first, Sobel filter is performed to obtain the gradient orientations from each pixel in 
this local region. The local region is divided into small cells with cell size is 4×4 pix-
els. Histograms of gradients orientation with eight orientations are calculated from 
each of the local cells. Then, the total number of HOG features becomes 128 = 8 × (4 
× 4) and they constitute a HOG feature vector.  

For the training process, the person INRIA datasets [2] are used. These images 
were used for positive samples. The negative samples were collected from images of 
mountain, airplane, building, sky etc. The number of sample images is 3,000. From 
these images, 1,000 person images and 2,000 negative samples were used as training 
samples to determine the parameters of the linear SVM. 

When the original HOG is implemented using sequential images dataset. Due to 
the quality of panoramic images, the recognition rate for test dataset is 95.33% at 0.4 
false positive rates. Then, the proposed method is applied using combination of the 
camera ego-motion compensation (EMC) and the HOG feature. The HOG feature 
vectors were extracted from locations of the candidate image. Then, the feature vec-
tors were used as input of the linear SVM. The selected subsets were evaluated by 
cross validation. Also the recognition rates of the constructed classifier using test 
samples are evaluated. 
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Fig. 6. Comparison result when the proposed method tested and the original HOG 

The relation between the detection rates and the number of false positive rate are 
shown in Fig. 6. The best recognition rate 97.25 % was obtained at 0.3 false positive 
rates, while original HOG obtain lower. It means that higher detection rate with 
smaller false positives rate is obtained. Table 2 shows the computational cost also 
reduces five and seven times better for HOG and EMC which the size of cell 8 x 8 
and 10 x 10 respectively. Several results of detected humans are shown in the Fig.7. 

 

 

 

 

Fig. 7. Successful detection results 
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Table 2. Computational cost comparison of human detection system when the omnidirectional 
image is performed only using original HOG and combination HOG + proposed motion 
segmentation method using cell windows size 8x8 and 10x10 (in fps) 

Original HOG HOG + EMC 
(8 x 8) 

HOG + EMC 
(10 x 10) 

0.87 4.39 6.25 

6 Conclusion 

The paper presents a method to detect human in omnidirectional images based on 
motion analysis and segmentation.  This work proposed a motion segmentation me-
thod in images which are obtained from the omnidirectional camera. An unwrapping 
method is performed to converted omnidirectional images into panoramic image. Two 
consecutive panoramic images are used for motion analysis. Corner features are ex-
tracted from the image. Those features are defined in local patch by divided images 
into grid cells. Then optical flow tracker is applied by tracking each feature in the 
previous frame to find corresponding feature in the current frame. Three correspond-
ing features are used to compute affine transformation. It is performed according to 
each location of corresponding cells in the consecutive images. Motion regions are 
detected as object movements which are different from the previously registered 
background. Morphological process is applied for smoothing detected motion regions. 
In order to localize regions, the histogram vertical projection and boundary saliency 
are applied. The HOG features are extracted on the candidate region and classified 
using linear SVM. The HOG feature vectors are used as input of linear SVM to classi-
fy the given input into pedestrian/non-pedestrian. The best recognition rate 97.25 % 
was obtained at 0.3 false positive rates. The computational cost also reduces seven 
times better when the proposed motion segmentation is used for detecting moving 
object region as a human candidate. 

In the future work, real-time omnidirectional camera application for pedestrian de-
tection is an interesting topic for our improvement. 
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Abstract. The temporal aggregation method applied for sports news videos de-
tects and aggregates two kinds of shots: sequences of long shots, mainly studio 
shots unsuitable for content-based indexing, and sports player shots adequate 
for sports categorization. Hereby, it significantly reduces the number of frames 
analyzed in content-based indexing of TV sports news. The tests have shown 
that applying the temporal aggregation method it was possible to reject about 
half of video frames and despite this almost all sports scenes reported in TV 
sports news have been indexed. The paper examines the influence of the tempo-
ral aggregation on the detection of anchorperson shots in news videos. The TV 
news video editing is similar to that of TV sports news although news shots are 
longer in average than sports player shots. The interviews, statements, and 
commentaries are more significant in news than in sports news for content-
based analyses because these statements are not necessarily spoken by an  
anchorman, so they are usually important informative parts of TV news. The 
experiments carried out on TV news and described in the paper have shown that 
anchorperson shots as well as interview shots may be more easily and faster se-
lected when TV news videos are temporally aggregated. These experiments 
were performed in the Automatic Video Indexer AVI. 

Keywords: Content-based video indexing · Temporal aggregation · Video in-
dexing strategies · Video categorization · Video structure · TV news analyses · 
Broadcast news · Anchorperson shots · Interview shots · AVI indexer 

1 Introduction 

The methods of content-based video indexing are applied to an automatic processing 
of television broadcast, mainly to TV news and TV sports news. For effective re-
trieval of video data in very huge video data bases more and more sophisticated in-
dexing and retrieval methods are being developed. The main goal of content-based 
video indexing of broadcast videos can be to ensure an effective retrieval of special 
events or special people, of official statements or political polemics and commentar-
ies, etc. In the case of TV sports news the goal is to detect players and games, or to 
detect reports of special sports categories. Due to the automatic categorization of 
sports events, i.e. the automatic detection of the sports disciplines of reported events 
videos can be automatically indexed and then retrieved. The retrieval of individual 
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sports news and sports highlights such as the best or actual games, tournaments, 
matches, contests, races, cups, etc., special player behaviours or actions like penalties, 
jumps, or race finishes, etc. in a desirable sports discipline becomes more effective. 
The other goal could be also the detection of advertisement billboards and banners, 
authentic emotion detection of audience, and so on. 

If the content-based indexing method needs to analyze all frames of a video such a 
procedure becomes extremely time consuming. So, it is preferred that the indexing is 
limited to the key-frames, to only one or to a few for every shot or even for every 
video scene. To apply such a strategy we need to recognize the structure of a video. 
The shots are detected due to very effective temporal segmentation methods. Unfor-
tunately, the detection of scenes is not so easy to perform. 

A scene is defined as a group of consecutive shots sharing similar visual properties 
and having a semantic correlation – following the classical rule of unity of time, 
place, and action. One of the method of scene detection is the temporal aggregation 
method [1]. This method groups shots taking into account only shot lengths. Such an 
approach is very fast. The temporal aggregation method has been already tested for 
TV sports news leading to the detection of player scenes. A player scene is a scene 
presenting the sports game, i.e. a given scene was recorded on the sports fields such 
as playgrounds, tennis courts, sports hall, swimming polls, ski jumps, etc. All other 
non-player shots and scenes usually recorded in a TV studio such as commentaries, 
interviews charts, tables, announcements of future games, discussions of decisions of 
sports associations, etc. are called studio shots or studio scenes. Studio shots are 
slightly useful for video categorization (detection of sports discipline) and therefore 
can be rejected. It was observed that the studio scenes may be even two thirds of TV 
sports news. This rejection of non-player scenes before starting content analyses cre-
ates an opportunity to reduce significantly computing time and conduct these analyses 
more efficiently. 

Generally different video genres have different editing style. The specific nature of 
videos has an important influence on the efficiency of temporal segmentation meth-
ods. It has been tested in the experiments performed in [2]. The efficiency of segmen-
tation methods was analyzed for five different categories of movies: TV talk-show, 
documentary movie, animal video, action & adventure, and pop music video. The 
segmentation parameters should be suitable to the specificity of the videos. 

In the case of TV news video editing is similar to that of TV sports news but shots 
are longer in average. Then the statements and commentaries can be more significant 
in news than in sports news for content-based analyses because these statements are 
not spoken by anchorman but also by politicians. The detection of politicians is im-
portant and may be realized using for example face detection methods. 

In this paper the usefulness of temporal aggregation method in detection of the 
main structural units of TV news is verified. 

The paper is organized as follows. The next section describes some related work in 
the area of an automatic anchorperson shots detection. The main idea of the temporal 
aggregation method is presented in the third section. The detection of pseudo-scenes 
using temporal aggregation is outlined in the forth section. The fifth section presents 
the experimental results of the detection of the main structural units of TV news ob-
tained in the AVI Indexer. The final conclusions and the future research work areas 
are discussed in the last sixth section. 
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2 Related Work 

Much research has been carried out in the area of automatic recognition of video con-
tent and of visual information indexing and retrieval [3–6]. Traditional textual tech-
niques frequently applied for videos are not sufficient for nowadays video archive 
browsers. The effective methods of the automatic categorization of a huge amount of 
broadcast news videos would be highly desirable. Most of proposed methods require 
the detection of the structure of videos being indexed [7]. 

Anchor/non-anchor shots are frequently used as a starting point for the automatic 
recognition of a video structure. Anchorperson shot detection is still a challenging and 
important stage of news video analysis and indexing. Recent years, many algorithms 
have been proposed to detect anchorperson shots. Because we observe the very high 
similarity between anchor shots (very static sequences of frames, small changes, the 
same repeated background) one of the approaches of an anchor shot detection is based 
on template matching. Whereas the other methods are based on different specific 
properties of anchor shots. In the first group of methods a set of predefined models of 
an anchor should be defined and then, they are matched against all frames in a news 
video, in order to detect potential anchor shots. The second group of an anchor shot 
detection methods is mainly based on clustering. Unfortunately, the proposed meth-
ods are very time-consuming because they require complex analyses of a great num-
ber of video frames. 

The high values of recall and precision for anchorperson detection have been ob-
tained in the experiments on 10 news videos [8]. The news videos were firstly as usu-
ally segmented into shots by a four-threshold method. Then the key frames were ex-
tracted from each shot. The anchorperson detection was conducted from these key 
frames by using a clustering-based method based on a statistical distance of Pearson's 
correlation coefficient. 

The new method presented in [9] can be also used for dynamic studio background 
and multiple anchorpersons. It is based on spatio-temporal slice analysis. This method 
proposes to extract two different diagonal spatio-temporal slices and divide them into 
three portions. Then all slices from two sliding windows obtained from each shot are 
classified to get the candidate anchor shots. And finally, the real anchor shots are 
detected using structure tensor. The experiments carried out on news programs of 
seven different styles confirmed the effectiveness of this method. 

The algorithm described in [10] analyzes audio, frame and face information to 
identify the content. These three elements are independently processed during the 
cluster analysis and then jointly in a compositional mining phase. The temporal fea-
tures of the anchorpersons for finding the speaking person that appears most often in 
the same scene are used to differentiate the role played by the detected people in the 
video. Significant values of precision and recall have been obtained in the experi-
ments carried out for broadcast news coming from eight different TV channels. 

A novel anchor shot detection method proposed in [11] detects an anchorperson 
cost-effectively by reducing the search space. It is achieved by using skin colour and 
face detectors, as well as support vector data descriptions with non-negative matrix 
factorization. 

It is observed that the most frequent speaker is the anchorman [12]. An anchor 
speaks many times during the programme, so the anchorperson shots are distributed 
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all along the programme timeline. This observation leads to the selection of the 
speaker who most likely is the anchorman. It is assumed that a speaker clustering 
process labels all the speakers present in the video and associates them to temporal 
segments of the content. However, there are some obvious drawbacks, because a shot 
with a reporter (interview shots) or with a politician (statement shots) frequently 
found in news can be erroneously recognized as an anchor shot. 

Another observation in a large database [13] draws much attention to interview 
scenes. In many interview scenes an interviewer and an interviewee recursively ap-
pear. A technique called interview clustering method based on face similarity can be 
applied to merge these interview units. 

May be the strategy should be that all statement shots, i.e. anchor, reporter, inter-
view shots should be detected by the same procedure and then using face detection 
method we should try to identify a person speaking. 

Video analyses discussed in the related papers as well as in this research are the 
methods using visual features only. There are also audio-visual approaches analyzing 
not only visual information but also audio (see for example [14, 15]). 

3 Temporal Segmentation and Aggregation in the AVI Indexer 

The Automatic Video Indexer AVI [16] is a research system designed to develop new 
tools and techniques of automatic video content-based indexing for retrieval systems, 
mainly based on the video structure analyses [17] and using the temporal aggregation 
method [1]. The standard process of automatic content-based analysis and video in-
dexing is composed of several stages. Usually it starts with a temporal segmentation 
resulting in the segmentation of a movie into small units called video shots. Shots can 
be grouped to make scenes, and then key-frame or key-frames for every scene can be 
selected for further analyses. In the case of TV sports news every scene is categorized 
using such strategies as: detection of playing fields, of superimposed text like player 
or team names, identification of player faces, detection of lines typical for a given 
playing field and for a given sports discipline, recognition of player and audience 
emotions, and also detection of sports objects specific for a given sports category. 
Whereas in the case of TV news scenes can be categorized basing on the people or 
place detection using face detection or object detection. 

The detection of video scenes facilities the optimization of indexing process. The 
automatic categorization of news videos will be less time consuming if the analyzed 
video material is limited only to scenes the most adequate for content-based analyses 
like player scenes in TV sports news or official statements in TV news. The temporal 
aggregation method implemented in the AVI Indexer is applied for a video structure 
detection. The method detects and aggregates long anchorman shots. The shots are 
grouped into scenes basing on the length of the shots as a sufficient sole criterion. 

The temporal aggregation method has two main advantages. First of all it detects 
player scenes, therefore the most informative parts of sports news videos. Then, it 
significantly reduces video material analyzed in content-based indexing of TV sports 
news because it permits to limit indexing process only to player scenes. Globally, the 
length of all player scenes is significantly lower than the length of all studio shots.  
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The temporal aggregation is specified by three values: minimum shot length as 
well as lower and upper limits representing the length range for the most informative 
shots. The values of these parameters should be determined taking into account spe-
cific editing style of a video and its high-level structure. 

Formally, the temporal aggregation process is defined as follows [18]: 
• single frame detected as a shot is aggregated to the next shot, 

if  (L(shoti) == 1 [frame]) then L(shoti+1) = L(shoti+1) + 1; 

LS = LS – 1; 
where L(shoti) is the length [measured in frames] of the detected shot i and shoti+1 

is a next shot on a timeline and LS is a number of shots detected; 
• very short shots should be aggregated till their aggregated length attains a certain 

value Min_Shot_Length, 
while ( (L(shoti) < MIN_Shot_Length) and  ( L(shoti+1) < MIN_Shot_Length) ) do 

 { L(shoti) = L(shoti) + L(shoti+1); 
 LS = LS – 1; } 

• all long consecutive shots should be aggregated because these shots seem to be 
useless in further content analyses and categorization of sports events, 
while ( (L(shoti) > MAX_Shot_Length) and  ( L(shoti+1) > MAX_Shot_Length)) do 

 { L(shoti) = L(shoti) + L(shoti+1); 

 LS = LS – 1; } 
• after aggregation all shots of the length between two a priori defined maximum and 

minimum values should remain unchanged – these shots are very probably the 
most informative shots for further content-based analyses. 

4 Scene Detection by Temporal Aggregation 

The temporal aggregation method enables us to detect and to aggregate two kinds of 
shots: sequences of long studio shots unsuitable in the case of sports news for content-
based indexing and player scene shots adequate for sports categorization. It has two 
main advantages. First of all it detects player scenes, therefore the most informative 
sports news units of videos. Then, it significantly reduces video material analyzed in 
content-based indexing of TV sports news because it permits to limit indexing process 
only to player scenes. 

The temporal aggregation is specified by three values: minimum shot length as 
well as lower and upper limits representing the length range for the most informative 
shots. The values of these parameters was determined basing on the previous analyses 
of TV sports news and the analyses of their high-level structure.  

Very short shots including single frames are relatively very frequent. Generally 
very short shots of one or several frames are detected in case of dissolve effects or 
they are simply wrong detections. The causes of false detections may be different 
[19]. Most frequently it is due to very dynamic movements of players during the 
game, very dynamic movements of objects just in front of a camera, changes (lights, 
content) in advertising banners near the player fields, very dynamic movements of 
a camera during the game, light flashes during games or interviews. These extremely 
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short shots resulting from temporal segmentation are joined with the next shot in a 
video. So, the first two steps of the temporal aggregation of shots also leads to the 
significant reduction of false cuts incorrectly detected during temporal segmentation. 

The result of the temporal aggregation are the sequences of shots of the lengths be-
tween two a priori defined values. All these sequences are separated by only one very 
long studio shot. Such a sequence of shots is treated as a pseudo-scene (Fig. 1). 

 

Shot1 Shot2 Shot3 Shot4 
LONG 

STUDIO 
SHOT 

Shot5 Shot6 Shot7 
LONG 

STUDIO 
SHOT 

 PSEUDO-SCENE1 PSEUDO-SCENE2 

Fig. 1. Pseudo-scene set as the result of the temporal aggregation of shots 

5 Temporal Aggregation of TV News in the AVI Indexer 

The method of temporal aggregation of news videos has been applied in the experi-
ments performed in the AVI Indexer. Six editions of the TV News „Teleexpress” used 
in the experiments have been broadcasted in the first national Polish TV channel 
(TVP1). Their characteristics before and after temporal aggregation are presented in 
Table 1. The „Teleexpress” is broadcasted every day and is of 15 minutes. This TV 
program is mainly dedicated to young people. It is dynamically edited, it is very fast 
paced with very quickly uttered anchor comments. So, the dynamics of the „Teleex-
press” News can be comparable to the dynamics of players scenes in TV sports news. 
However the number of topics and events reported in the news is usually much 
greater than in the sports news. The question is whether the temporal aggregation 
method is as effective as in the case of sports videos. 

Table 1. Characteristics before and after temporal aggregation of the six „Teleexpress” News 
videos broadcasted in March 2014: 2014-03-03, 2014-03-05, 2014-03-06, 2014-03-08, 2014-
03-09, and 2014-03-11 

 Video 1 Video 2 Video 3 Video 4 Video 5 Video 6 Average 

Length [sec.] 907 900 899 894 893 905 900 

   After temporal segmentation   

Total number of shots 
before aggregation 

520 461 492 465 523 453  486 

Number of shots of 
less than 15 frames 

310 260 277 274 304 260  281 

Number of shots 
of a single frame 

261 201 222 205 223 181  216 

Real number of  
anchor shots 

 13  12  13  14  13  13    13 
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Table 1. (Continued) 

   After temporal aggregation   

Total number of shots 
after aggregation 

176 178 173 159 197 169  175 

Number of shots 
tipped to be reports 
(45<=length<=305) 

161 164 157 144 182 153  160 

Percentage of frames 
in the report shots 
in the video [%] 

 73  69  72  66  73  70    71 

Number of long ag-
gregated shots (>305 
frames) 

 14  14  16  15  14  15    15 

 
The results of the shot aggregation of the „Teleexpress” News videos are presented 

in the Table 2. The temporal aggregation has been applied with such parameters that 
only shots of the duration not lower than 45 frames (MIN_Shot_Length) and not 
greater than 305 frames (MAX_Shot_Length) have been not aggregated.  These are 
shots of the length from 2 to 12 seconds ± 5 frames of tolerance. For each analyzed 
news video 50 longest shots are included and classified. 

Table 2. The longest shots in the “Teleexpress” News videos after the temporal aggregation 

L – Length of a shot 
T – Type (category) of a shot 

 

A – Anchor 
C – Chart 
F – Final Animation 
I – Intro 
R – Report 
S – Statement, Reporter, or Interview 

  

 
 L T L T L T L T L T L T 

1. 918 A+R 1122 A+R+S 768 A 913 A+R 828 A+S 1217 A+S 
2. 627 R+A 886 A 499 A 843 R+A 450 A 538 A 
3. 501 A 637 A 467 A 630 A 442 A 480 A 
4. 436 A 577 R+A 465 A 569 A 433 A 474 A 
5. 430 A 538 R+A 432 R 553 A 424 A 464 A 
6. 417 A 535 A 427 A 536 A 422 C 431 A 
7. 406 A 409 A 410 A 522 A 407 A 427 A 
8. 404 A 409 S 383 A 465 R+A 404 A 410 A 
9. 398 A 389 A 377 A 442 A 396 A 405 A 
10. 382 A 361 S+R 334 R 406 A 390 A 395 A 
11. 377 A 346 A 333 A 406 A 372 A 379 R 
12. 347 R 315 A 327 S 354 R 371 R+A 368 R+S 
13. 342 S 309 A 313 R 346 A 371 A 350 A 
14. 327 A 306 F 311 A 336 A 326 R 342 S 
15. 300 F 293 A 311 A 309 R 281 R 330 F 
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Table 2. (Continued) 
 

16. 290 R 290 A 310 S 299 R 273 S 284  
17. 271 R 281 I 297 A 282 F 229 R 260 S 
18. 259 S 248 R 294 A 278 R 205 S 259 S 
19. 242 R 232 R 283 S 261 S 205 R 255 S 
20. 240 R 224 S 277 S 259 R 196 R 255 S 
21. 238 R 220 R 268 S 259 R 189 I+A 248 A 
22. 221 S 209 R 246 F 255 S 188 R 236 S 
23. 219 R 190 R 240 S 238 R 177 S 225 C 
24. 195 S 184 R 235 R 224 S 166 S 224 S 
25. 194 S 178 R 234 S 212 R 165 R 223 R 
26. 185 R 177 S 214 R 185 I+A 161 R 212 R 
27. 183 S 174 S 210 R 182 R 155 R 206 S 
28. 182 R 165 S 208 S 171 R 149 R 206 R 
29. 178 R 160 S 204 R 167 R 145 R 204 S 
30. 176 R 153 R 194 R 167 A 135 S 191 R 
31. 176 R 153 R 193 R 166 R 133 R 190 R 
32. 166 R 148 R 191 R 164 R 129 R 186 R 
33. 165 R 147 R 189 R 161 S 128 R 181 R 
34. 163 R 146 R 184 S 159 R 127 R 176 R 
35. 162 R 146 R 184 R 157 R 126 R 162 R 
36. 162 R 143 R 177 R 154 R 124 R 162 R 
37. 160 R 143 R 175 R 151 R 124 R 155 R 
38. 157 R 136 R 165 R 146 R 123 R 152 R 
39. 157 R 132 R 161 S 143 R 123 R 151 R 
40. 157 A 132 R 152 R 142 R 122 R 151 S 
41. 155 R 131 R 151 R 139 R 121 R 150 R 
42. 153 R 130 S+R 149 R 136 R 121 R 150 R 
43. 153 R 129 R 147 R 135 R 121 R 147 R 
44. 152 R 123 R 143 R 134 R 121 R 139 R 
45. 150 R 123 R 142 I 133 R 121 C 139 R 
46. 148 R 122 R 136 R 133 R 120 R 138 S 
47. 146 R 120 R 134 R 131 R 117 R 133 R 
48. 144 S 120 R 126 R 127 R 115 R 132 R 
49. 143 R 119 R 126 R 126 R 113 R 132 R 
50. 140 R 117 R 123 R 125 R 113 R 131 R 

 

After the application of the temporal aggregation the anchor shots are still the 
longest shots in news. Although, it should be noticed that the statement, reporter, or 
interview shots are also at the beginning of the ranking of longest shots in news vid-
eos. They are almost as frequent (7 shots) in long shots as report shots (8 shots). So, 
the shot aggregation facilitates the detection of speaking person shots. The analysis of 
long aggregated shots in the tested news videos is presented in Table 3. 
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Table 3. Analysis of long aggregated shots 

 Video 1 Video 2 Video 3 Video 4 Video 5 Video 6 Average 
Number of aggregated 
long shots 

14 14 16 15 14 15 14.67 

Real number of all 
anchor shots 

13 12 13 14 13 13 13.00 

Number of anchor 
shots in long shots 

12 11 11 13 12 11 11.67 

Percentage of detected 
anchor shots [%] 

92.31 91.67 84.62 92.86 92.31 84.62 89.77 

Number of report 
shots 

1 0 3 2 1 1   1.33 

Percentage of report  
shots in long shots [%] 

  7.14 0 18.75 13.33   7.14   6.67   8.84 

 
Between all 88 long aggregated shots there are 70 anchor shots and 7 other speak-

ing people shots, eight report shots, one chart shot, and one final animation. The re-
port shots represent only about 9 % of all aggregated long shots. To detect faster an-
chor shots it is desirable to reduce the video space by using temporal aggregation. 

6 Final Conclusions and Remarks 

There are many methods of content-based video indexing. Many of them adapted to 
the content analysis of TV news videos are based on video structure. The detection of 
anchorperson shots in TV news videos is very important because these shots are usu-
ally treated as shots setting in video timelines the limits of events or group of events 
reported in broadcasted news. 

The temporal aggregation can be successfully applied to reduce the video space 
analysed in content-base indexing without disturbing an anchor detection process. 
Furthermore, the temporal aggregation can be also used to select not only anchor 
shots but also candidate shots for statement, reporter, or interview shots. The results 
of tests performed in the AVI Indexer have confirmed that the temporal aggregation 
facilitates the automatic parsing of video structure of news videos.  

All candidate shots for anchor shots as well as for statement, reporter, or interview 
shots can be then analysed using usually proposed approaches based mainly on face 
detection and recognition. In further research the tests on more reach and diverse 
news video will be performed. 
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Abstract. This paper presents an assisting system for autonomous vehicle in 
outdoor environment. The system consists of several modules, which includes 
localization estimation, tracking control for navigation. In order to provide the 
position of a vehicle, which supports for future navigation, a motion estimation 
method based on nonholonomic constraint is presented. The method simplifies 
solution to 3D motion estimation using minimum set of parameters of geometric 
constraint. To reduce the number of parameters for accelerating computational 
speed, it is supposed that the vehicle moves following the model of Ackermann 
steering constraint, which requires constraints between rotation and translation 
components. An edge matching method based on omnidirectional vision is used 
to estimate the oriented heading of the vehicle motion. The advantage of the om-
nidirectional camera is that allows tracking landmarks in large rotation angle, 
which is utilized for high accuracy estimating. Finally, a stable and robust con-
trol method is used for motion tracking and control to navigate vehicle. The si-
mulation and experimental results demonstrate the effectiveness in accuracy of 
the proposed method under variety of terrains in outdoor environments.   

Keywords: Autonomous navigation · Intelligent transportation · Path planning · 
Geometric constraint · Motion estimation · Tracking control    

1 Introduction 

In recent years, automatic navigation systems have been developed and applied into 
many researches on robotics, autonomous navigation, and other industry applications. 
Many methods have been proposed for localization, navigation, visual odometry, 
which have been applied in modern intelligent systems, especially intelligent trans-
portation, surveillance systems. Unmanned ground vehicle navigation becomes an 
important research area in various applications. In autonomous navigation, first, it 
requires to provide a full path of road network for vehicle motion. That information 
will be fed to automatic navigation part for driving vehicle. To navigate correctly, the 
current position of vehicle moving is required to supports for vehicle navigation. 
Therefore, a method for estimating the localization of vehicle becomes an important 
part of online autonomous navigation. Finally, to give a decision for navigation,  
the system should estimate the error between the current positions of a vehicle with 
regard to the planned path. In the motion estimation field, combining of vision system 
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and other electro-magnetic devices has been considered as a solution for the accumu-
lated error problem. The early research on vision-based odometry used a single pers-
pective camera [1, 2]. Because of field of view limitations, some author groups  
proposed methods using an omnidirectional camera. The basic principles of these 
approaches are corresponding features and epipolar geometry constraints. Some other 
groups have integrated multiple magnetic sensors [3, 4]. The authors proposed the 
method using rotation multiple 2D laser rangefinders (LRF) for constructing maps 
with almost planar motion assumption.  

The tracking control of an autonomous vehicle following the predefined trajectory 
is a challenging task because of the nonholonomic constraint, nonlinear characteristics 
of autonomous device and affecting of kinematic noises and conditional environment. 
Up today, there have been many contributions focusing to deal with the problem of 
trajectory tracking control [5, 6]. That method has been applied successful on reality 
autonomous robot. Yutaka et al. in [7]  proposed a stable tracking control law for 
nonholonomic motion constraint of vehicles based on the Lyapunov function. That 
proposed method was successfully implemented on reality mobile robot.  

The objective of this paper is to develop an efficient application for online localiza-
tion estimation and autonomous tracking control. They provide a trajectory of  
autonomous vehicle motion for tracking control navigator. The method using omnidi-
rectional camera is proposed for 3D motion estimation. This method is expanded 
based on the ideal of the car-like structured motion model (CSMM) in planar motion 
assumption. Finally, the tracking control method is applied and estimated appropriate 
parameters for coverage and stable global trajectory tracking on vehicle motion in 
outdoor scenes. 

2 System Overview 

This section presents a configuration of experimental system for motion estimation 
and tracking control, which assists for navigation of unmanned ground vehicle in 
outdoor environment. The general flowchart of the proposed system is shown  
in Fig.1. Due to limited space of paper, the task path planning, we are presented in 
another literature, or the reader can refer to [8, 9] for more detail. In this paper we 
only focus on motion estimation and trajectory tracking control. 

The intelligent electronic vehicle equipped with the omnidirectional camera, stereo 
perspective cameras, GPS receiver, LRF and industrial computer with Wi-Fi connec-
tion. The direction of omnidirectional image was defined at the first frame, collinear 
with the directional head of the vehicle. The parameters of omnidirectional image are 
1280×960pixesl resolution, center point (646, 460), inner circular radius 150 pixels, 
and outer circular radius 475 pixels. The parameters omnidirectional camera system is 
calibration using toolbox [10]. The SICK LMS-291 laser worked under the condition-
al parameters of angular range 180 degrees, angular resolution 0.5 degrees, and max-
imum distance measurement 80m. The extrinsic relative parameters between LRF 
device and camera system is calibrated using method in [11].  
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Fig. 1. The flowchart of autonomous vehicle navigation 

3 Nonholonomic Based Geometric Constraint 

The visual odometry system is composed of consecutive image pair constraints. 
Those constraints are analyzed based on the epipolar constraint using the essential 
matrix. Fig. 2 shows a 3D point P with respect to two correspondence reprojection 
rays of r and r' from the focal point of the hyperboloid mirror to P. The rays of r and 
r' are observed from two camera poses, the constraint can be described as follows: 

   0' =Err T  (1) 

where the essential matrix E=[T]×R, is computed based on the translation vector T and 
rotation matrix R (yaw, pitch, roll). 
 

 

Fig. 2. Geometry constraint based on sequent omnidirectional images   

There are several methods, which have been successfully applied to solve problem 
of epipolar geometric, such as the eight-point [2]. The computational time of RANSAC 
outlier filter is dependent on the number of corresponding points, which are required 
for representing geometrical constraint. Therefore, it is important to minimize required 

Estimate velocities 

Estimate vehicle kinematic  

Compute motion constraint  

Estimate localization  

Initial vehicle pose  

Vehicle navigation Obtain surrounding scenes  

Extract landmark features  

Estimate geometric constraint  
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corresponding point for reducing computational time. The CSMM constraint is follow-
ing the Ackermann steering constraint, as depicted in Fig.3 (a). This paper presents a 
method based on expanding the Ackermann steering constraint for 3D motion as de-
picted in Fig. 3(b). 

As presented in [12], motion estimation task is equivalent to recover five compo-
nents of transformation. The expression of scale translation on TX, TY, TZ and rotation 
components are shown in (2) and (3).  
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Fig. 3. Relation between vehicle poses under nonholonomic: (a) Ackermann steering constraint, 
(b) 3D motion model 

Therefore, to extract the translation and rotation components, it is required to dis-
cover two variables β, α.  In this paper, the vision-like compass is used to estimate 
oriented rotation of motion. It provides the capture of transformation on the horizontal 
scene in front of vehicle. In small period of sequent motion, the yaw angle α  is ap-
proximated as oriented rotation. Final solution requires one corresponding image 
point for estimating β. 

In this scene, we take advantage of omnidirectional image to estimate orientation 
rotation. The special phenomenon of omnidirectional camera is that when camera 
moves on a straight, the scenes on mirror at two areas of front and rear of vehicle are 
slowly and separately change onto two sides of mirror. However, the scenes on the 
image are uniformly changed when the camera rotates. Omnidirectional image is used 
as a vision-like compass for estimating rotation of vehicle. The corresponding fea-
tures in the front and rear of vehicle are matched by the Chamfer method [13]. The 
Chamfer edge matching for estimation the rotation angle was implemented [14].   
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5 Tracking Control for Auto Navigation 

The motion of a vehicle is operated based on the linear velocity and the angular veloc-
ity. Let the linear and angular velocities of the vehicle are v and w, respectively. The 
kinematics of vehicle is formulated by: 
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c c c cP x y α=  and [ , , ]T

n n n nP x y α= be the current pose of vehicle and the 

expected pose of a vehicle in next step (known as reference position) that we want to 
tracking, respectively. The relative pose tracking between the current position and the 
expected position of the vehicle is represented as follows: 
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Fig. 5. The motion tracking model of autonomous vehicle 

The specific control low using the Lyapunov optimization theory, which was pro-
posed by [7], is used estimation the target linear and angular velocity as follows: 
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where Kx, Ky and Kα are the positive coefficients, which are identified by experiment 
such that the system is convergence and stability.  
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Fig. 9. Simulation results of path planning and motion tracking control: (a) Path planning re-
sult, (b) trajectory tracking control, (c) some special terrain positions 

7 Conclusions 

This paper presented the assistant system for autonomous vehicle, which consist of 
two contributions: motion estimation, and convergent trajectory tracking control. First 
stage presented the method based on simplified solution of 3D motion estimation 
using nonholonomic CSMM supposition. The method was expanding on the planar 
CSMM to minimal set of geometric constraint parameters, which requires constraints 
between rotation and translation. The proposed method uses oriented motion with 
only one corresponding point of image for estimating vehicle motion. The advantage 
of the omnidirectional camera is that allows tracking landmarks in long travel sup-
porting for correct the motion estimation, especially in large rotation. Second, the 
tracking control method based on the Lyapunov function is proposed applying to 
evaluate the trajectory tracking control of vehicle motion in outdoor scene by appro-
priately parameters setting. The simulation and experimental results demonstrate the 
effectiveness in accuracy of the proposed method under variety of terrains in outdoor 
environments. The proposed model can be applied in particle road terrain of outdoor 
environment. 
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Abstract. In the paper we present a method for usability evaluation of kinetic 
gesture based user interfaces with application of eye tracking. First we present 
the problems of the kinetic interaction and the application of eye tracking in 
usability studies. Then we present our method of the usability verification with 
applied eye tracking, by performing a sample experiment, then its results and 
discussion. 

Keywords: Kinetic interfaces · Usability · Kinetic application evaluation · Eye 
tracking 

1 Introduction 

In recent years various interaction methods and user interfaces have been introduced. 
We have mobile devices with touch screens, we have gesture based interaction kinetic 
user interfaces, and new technologies are being introduced at a dynamic rate. Howev-
er one thing still does not change, we need to evaluate usability of such interfaces to 
provide the best experience for the end user.  

The ISO9241-11 norm defines usability as “extent to which a product can be used 
by specified users to achieve specified goals with effectiveness, efficiency and satis-
faction in a specified context of use” [6]. There are many well-known techniques for 
the usability verification (for example focus groups, interviews, observations, surveys, 
etc.), and new methods are being introduced to match the evolution of user interfaces.  

One of the most interesting usability testing techniques is eye tracking [4], [7]. This 
method enables to track the movement of user gaze on the screen, using a special de-
vice called eye tracker. In the result of such test we receive graphical reports of where 
users were looking during performing tasks in the application. This provides data for 
effectiveness and efficiency analysis. It may have however some disadvantages, such 
as head immobility during eye tracking, using a variety of invasive devices, a relatively 
high price of commercially available eye trackers and a difficult calibration [2], [7]. 
However, it provides very valuable information for usability studies and enables a 
thorough evaluation of a particular application with participation of it users.  
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In our previous research we have performed eye tracking usability research of mo-
bile applications [3], so the main purpose of this study was to verify the known eye 
tracking method in the considerably new, gesture based kinetic interaction environ-
ment, by creating a specific apparatus setup. We decided to use eye-tracker in a new 
application to check the validity of such studies. For this purpose we carried out a 
short experiment to verify what results we could get.  

We decided to carry out research on the simple application – interactive shopping 
gallery plan, which shows the map of each floor and the list of shops, restaurants etc. 
located on it. The selection of elements in this application is done by moving the 
pointer, using hand gestures, over the element and waiting for at least 3 seconds. We 
have invited users that were familiar with gesture interaction and also those who were 
completely new to such method of interaction. Gesture based interaction is quite often 
used in many types of Augmented Reality (AR) applications [5], so building the me-
thodology for verification of usability of such systems is of increasing importance 
nowadays.  

The construction of this paper is following - firstly we present the tools we have 
applied in the usability evaluation and eye tracking, next we describe the experiment. 
In the next section we show the results of the eye tracking experiments and in the last 
section we present the summary and future works. 

2 Eye Tracking in Kinetic User Interfaces 

Since Microsoft introduced its Kinect system in 2011, it was only a matter of time 
that system developers would introduce gesture based user interfaces that used this 
technology. Various studies have been conducted on how to design such interaction 
[1], [8]; however none of them has focused on usability of such interfaces.  

Eye tracking evaluation of large screen kinetic user interfaces provides many chal-
lenges. One of the most significant is the user necessity to move the body quite a lot, 
which may very likely cause the loss of the tracking of user’s eye by the eye tracking 
equipment. Another challenge in such research is how to set up the eye tracking appa-
ratus because we work with a large display and not with a computer screen.  

The best solution to overcome these challenges would be to use head mounted eye 
tracker or special glasses that enable eye tracking. However methods with head-
mounted eye trackers also have drawbacks. This type of devices is still very costly 
and not so popular. Data obtained from them are more difficult to analyze and often 
there is a need to manually mark areas in frame-by-frame mode. Also it is important 
that standard, stationary eye trackers could be used in real environment, without ask-
ing users for participation in tests and setting up devices on their heads. Therefore, we 
needed to create our own method for the purpose of this experiment.  

In our research we used Tobii X2-60 eyetracker. It is a very small, mobile, 60 Hz 
binocular eye tracking research system. It is connected to a computer using USB ca-
ble. Its main purpose is to perform eye tracking studies on laptops and mobile devic-
es. Its precision and eye tracking accuracy is highest at a distance of 65 cm (26”), but 
it can work even when user is at a distance of 90 cm from the device. Knowing the 
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Fig. 2. Schema of the experiment equipment 
configuration. A: LCD display, B: depth sensor, 
C: eyetracker, D: participant’s gaze line. 

 

Fig. 3. Photo from the usability test 

 
The tasks that the users should complete using the tested application:  

a) Assuming that you are on the level “0” in front of the “McDonald’s” restau-
rant, find the nearest fashion shop.  

b) Assuming that you are on the level 2 find the nearest grocery.  
c) Give the number of tracks in the bowling center  

 
Users were asked to stand at the fixed position in front of the screen and the Tobii 

eye tracker (see position D at the Figure 2). Then we started the experiment procedure 
with Tobii Studio, which begins with eye tracker calibration, and after the successful 
calibration we started the actual tasks. To do this, the initial screen of the application 
was displayed, where each user was asked to raise his or her hand to start the kinetic 
interaction. Then we verified if user was able to control the application with left hand. 
In the following step the moderator read the tasks and afterwards, the user proceed to 
their realization. After finishing the task, which was declared by the user, or after 
specified amount of time elapsed (3 minutes), the moderator read the next task or 
ended the session.  

After the session was finished the user was asked to fill out the post-test question-
naire that contained the following questions: were the tasks formed clearly, did you 
feel lost during the test, what was the cause of the possible troubled during the test, 
was the application simple and intuitive, did you enjoy working with the application, 
do you have any other comments.  

Figure 2 presents the photo from the test. We can see the LCD screen, MS Kinect 
on the top of the screen, the Tobii X2-60 eyetracker on the tripod and one of the la-
boratory staff members testing the equipment configuration. 

5 Results of the Experiment 

Only one participant had problem with Task 3. All others tasks were accomplished 
successfully by all participants. The time and gazepoints completeness results of test 
are presented in Table 1. 
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Table 1. Tasks time and gazepoints completeness data 

 
Task 1 

[s] 
Task 2 

[s] 
Task 3 

[s] 
Recorded 
gazepoints 

Person 1 112 160,3 - 25% 

Person 2 88,6 53,4 123,9 93% 

Person 3 87,4 35,4 40,8 81% 

Person 4 35,4 123,8 34,3 87% 

Person 5 175,9 85,2 29,9 23% 

Average 99,9 85,2 57,2 61,8% 

 
There were some difficulties observed during experiment such as: problems with 
movement sensor accuracy, loosing hand tracking or physical difficulties arising from 
the need to maintain a relatively constant position. Our observations are presented in 
Table 2. 

Table 2. Kinetic interface usability tests issues 

 Observations and remarks 

User comfort  
 

Rather high, decrease at loosing hand tracking and during cursor 
movement problems 

Eye tracking  
data precision  
 

Eye tracking data from 61,8% of time, reason in participants 
movements and eyetracker hiding by arm 

Calibration  
 

The calibration process was rather trouble-free and fast 

Interaction  
 

Some problems with interaction. Long-time of cursor select con-
firmation. Right or left handed factor. 

Other remarks  
 

The study was real life situation simulation of shopping centre 
kinetic application usage. Participants take part in usual usability 
test enhanced with eye tracking. 

 
Cursor is animated, so user can see progress of choosing. Participants reported, that 
this time was too long for them, and they had problem with keeping their arm in sta-
ble position for that time. 

Detailed analysis of standard usability test is out of the scope of this paper, thus we 
wanted to focus on combining gaze tracking and kinetic interfaces. 

Basis analysis of gaze tracking test contains gaze plot and heat maps. Our gaze 
tracking installation with kinetic user interface allowed us to conduct that kind of 
analysis. In Figure 4 sample gaze plot and heat map from Task 1 is presented. We can 
see that mostly used parts of the application were left and center. The obtained data 
does not differ from data obtained using standard gaze tracking methods. It is possible 
to perform standard gaze tracking analysis. 
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Based on our application structure we have defined few “Areas of Interest”. We 
measured participants gaze activity in following areas: Left Menu, Interactive Map, 
Main Logo, Floor Changing Menu, Shop Logo and Shop Description.  

 

 

 

Fig. 4. Sample gaze plot and heat map 

Figure 5 shows time to first gaze fixation mean (with fixations minimum time 
15ms) for all participants. We can see, that firstly noticed elements are Left Menu, 
Interactive Map and Floor Changing Menu. Other areas are noticed tens of seconds 
later. Without gaze tracking combined with kinetic installation we would not know, 
that Logos and Descriptions are invisible for users for about a minute. It could be very 
important in real-life situations, where that kind of applications are placed in big 
shopping centers and user involvement for such long time may be more difficult.  
 

 

Fig. 5. Factors indicating interest about areas: a) total visit duration mean, b) visit count mean, 
c) fixation count mean 
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Usage of gaze tracker gave us opportunity to analyze data about number of visits in 
defined areas, time spend in that areas and number of fixation occurred in each of 
them. In Figure 6 we can see that the most popular (in terms of visits, time spend and 
fixations) are areas with Interactive Map and Left Menu. Least popular are specific 
information about shop – Description and Shop Logo.  

The obtained results allowed us to precisely determine the usability of the tested 
application. We were able to view which elements participants noticed, which were 
not visible to them, and basically we got the same amount of information regarding 
usability of this application as we would get during eye tracking evaluation of a web-
site or other application controlled with a cursor and keyboard.  

 

 

Fig. 6. Time to first fixation mean by defined areas 

6 Summary and Future Works 

In this paper we have presented a work-in-progress method of eye tracking usability 
studies of gesture based kinetic user interfaces applied in large screen displays. We have 
conducted a preliminary verification in form of a test with users. We managed to confi-
gure the application as well as eye tracker to handle successfully the experiment and to 
perform further analysis. We obtained reliable eyetracking data from all users taking 
part in the experiment and we were able to perform the application usability analysis 
using the Tobii Studio software. Still our research environment with the Tobii X2-60 
eye tracker proved to be sufficient for this experiment. However in future works we will 
try to perform similar research with mobile eye tracking glasses. This will eliminate the 
problems that we had with participants’ hands interrupting the tracking of their gaze. 

Eye tracking evaluation of this application gave us a better insight into the process 
of gesture based kinetic interaction. During the experiment, we have observed a rather 
obvious cause and effect relation between the eye fixation and the consequent selec-
tion of the option (active point). This discovery may be used for example in building 
the application controlled by eye fixation. We have already tested such applications 
[2] and they prove to be quite effective, however, their quality depends on the quality 
of the eye tracking device, which may be pretty expensive (even 30 times more ex-
pensive than MS Kinect).  

In conclusion our experiment showed that it is possible to use eye tracking for ges-
ture based interface usability evaluation and that it is an effective method for such 
research. Also, we have discovered that eye tracking for gesture based application 
was pretty much similar to the eye tracking of applications with “standard” types of 
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interaction and only problems were caused by users’ movement. This can be over-
come with a mobile – glasses eye tracker.  

As for the future works we will try to analyze the kinetic interaction more tho-
roughly. We will try to implement a mechanism that could recognize and record each 
gesture for further analysis. In addition it is possible to perform kinetic interaction 
with more than one pointer on the screen, so it is also worth to examine. 
 
Acknowledgements. The research was partially supported by the European Commission under 
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316097, ENGINE - European research centre of Network intelliGence for INnovation En-
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Abstract. Some research shows that affective state of learners is not less impor-
tant for didactic effectiveness than their cognitive state. This paper describes an 
attempt to stimulate some affective states in order to boost a didactic process 
quality by using augmented reality systems as a stimuli. Results of some  
research about AR effectiveness in didactic process were analyzed, and they 
show that augmented reality as it is isn’t sufficient to entail and preserve ade-
quate affective states in pupils.  Subsequently, there were shown examples AR 
applications that stimulate specific affective states crucial for optimal didactic 
process. Some Augmented Reality application mechanisms were suggested, that 
corresponds with those affective states beneficial for didactics optimization. Fi-
nally, users of those applications were examined, and the results were analyzed 
in order to suggest a guidelines for designing AR applications, which by using 
affective stimulation are best suited for didactic process. 

Keywords: Augmented reality · Affective states · AR effectiveness 

1 The Role of Affective States in Didactic Process 

In the age of accelerating technological changes, and naturally following social and 
civilization changes, education is becoming a key subject in public discussion and is 
often perceived as a key to our future in the reality of accelerating changes [1]. We 
can find lots of initiatives that focus on redefining modern education objectives, main-
ly by shifting accents from knowledge acquisition to new ways if its assimilation, 
creativity and flexibility for change [2]. 

Irrespective of new ways of education, the technology evolution enables us to 
create completely new tools, and to gather information and conclude about methodol-
ogy and mechanics of education: didactics. Research made by Yerkes and Dodson at 
the beginning of previous century [3] became a fundament of broader considerations 
about didactics optimization. The law of Yerkes&Dodson waited until 50s’ of XX 
century to be transposed on the field of psychology, when it has been interpreted as a 
relation between effectiveness of performing tasks and a level of arousal.   
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Fig. 1. Hebbian version of Yerkes-Dodson curve for single task, with hyperarousal impact on 
performance 

Further research [4] has shown, that the optimal level of arousal for performing 
tasks differs depending on complexity of the task. Tasks more challenging intellec-
tually, that require more focus, involve less arousal to maintain concentration - too 
high arousal causes concentration disorders, and finally anxiety. On the other hand, 
tasks that require more stamina and consistence may be performed better with higher 
level of arousal, which increases motivation. Very important thesis presented in the 
same collective work, states that too much arousal has negative impact on task com-
pletion success, regardless of its nature and complexity (as depicted on picture 2). 

In this work, when we say “task” we mean completion of a didactic exercise. As 
we said, modern considerations  about learning process show, that creativity is a key 
to success in didactics - it’s generally desired and most useful in grown up life. So far 
education was focusing on teaching to adapt to our habitat, mainly by mastering skills 
in following well defined and described directions, in fixed conditions. In the era in 
which changes go faster than our adaptability allows us to adapt, it’s creativity that 
holds the key to success.  In his work, Fredrickson [5] refines the impact of arousal 
on task completion. She suggests five affects of high arousal - joy, interest, content-
ment pride and love - as a set of emotions maximizing creativity during task execu-
tion. He postulates, that those affects let people boost their focus on performed tasks 
and diversifies their thoughts. Those deliveries allow us to believe, that placing pupils 
in an affective state with high arousal, and maintaining level of arousal appropriate to 
performed task can be crucial to increase the quality of effective didactic process. 
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2 Application of Augmented Reality 

In their work about AR usage in education [6] Panteva and Ivanova touch the topic of 
stimulating affective states in didactic process by displaying object in Augmented 
Reality. During their research, the authors were showing consecutive 3D objects in 
augmented reality to the pupils, and then observed their reactions. Each of those mod-
els was quite similar, as all of them depicted wild animals, that children could not 
have met in nature. Surveying teachers and making observations of kids reactions, 
they presented a list of emotions (affects) with percentage occurents among the kids 
while interacting with AR objects. Those affects where selected arbitrary, and didn’t 
reflect any known classification or affective model. 

The results are interesting, especially in the context of desired high arousal affects, 
that in this work are joy, enthusiasm, excitement. Throughout the experiment recogni-
tion rate of those affects differed for particular 3D models. For 5 consequently shown 
AR models percentage value of subjectively felt affects rated, respectively for ex-
citement: 11%, 26%, 21%, 26%, 21%, for enthusiasm: 16%, 26%, 16%, 21%, 37%, 
and for joy: 0%, 5%, 5%, 11%, 21%. Authors clearly stressed, that all of AR models 
were similar, that is didn’t varied in impressiveness, ways of interaction, their beha-
viour, complexity or  educational factor. For this conditions, for a series of AR mod-
els, we’d intuitively expect a downward trend, or optionally - when time interval 
would be very short - constant level of pupils arousal. According to Panateva and 
Ivanova, AR has a positive effect on education, and can greatly diverse school classes 
while at the same time boosting attractiveness of didactic process. On the other hand, 
varied and unpredictable level of arousal for similar AR models tells us, that typical 
usage of AR applications in education isn’t sufficient, as keeping arousal of students 
on appropriate level is a key to fully controlled and effective teaching. Moreover, the 
variability of measured arousal is unintuitive, which we interpret as a sign of com-
plexity of interaction between human and AR applications in context of affective 
processing. 

Augmented Reality systems are gaining popularity in the space of solutions for Re-
tail market, interactive multimedia installations at the museums, and all interactive 
surroundings for the youngest technology users. Although for a couple of years 
people began to get used to this kind of attractions, thus AR lost its biggest success 
factor - the “WOW effect”. We’ve observed that it’s caused mainly by simplified and 
primitive UX of AR applications. Display of bare and merely interactive 3D models 
isn’t enough to raise awareness and excitement, as users are accustomed to the idea of 
mashing real-life and virtual objects. Nevertheless, we think that appropriately de-
signed AR applications can become a huge value, especially in modern didactic 
processes, in which boosting students’ creativity plays a key role. 

The purpose of this paper is to examine Aduma AR applications on the field of di-
dactics and to confirm, that we can manipulate affects characterized by high arousal. 
Therefore, we think we can use those applications to directly increase efficiency of 
didactic processes. As we said before, stimulating a learner isn’t enough to achieve 
this goal, so we suggest some AR patterns, that enables us to graduate the level of 
arousal. This way we show, that specific AR applications can directly influence users’ 
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arousal, hence they’re a great tool to various types of didactic tasks. We should men-
tion, that showing a mechanism for gradation of induced arousal in AR applications is 
not the solution for choosing optimal levels of arousal, neither for valuating those 
levels and assigning them to optimal state to fulfill didactic tasks. We also don’t grade 
complexity of those tasks - we will simply pick two tasks which nature obviously 
varies from each other.  

3 Affective Models 

To conduct our experiment it is crucial to choose affective model, which we will use 
to classify affective states and to measure level of arousal induced by interactive AR 
applications. 

One of the most popular of affective models, especially in marketing research, is 
P.A.D., emotions description model described by A. Mehrabian [7]. This model con-
sists of the assumption, that every emotional state can be described by a vector in  
3-dimension space. Those dimensions are three emotional components: pleasure, 
arousal and dominance (hence PAD). This model is often applied for consumer mar-
keting studies and construction of artificial emotions [8]. Although, as Mehrabian 
points out, this model is extremely useful to measure emotional traits, i.e. tempera-
ment, author shows that unitary components of emotional trait are temporary and 
dynamic, thus it’s hard to average and compare their values. Trait, on the other hand, 
is a kind of emotional tendency, that is already averaged. 

 The other popular affective model proposed by Russel [9], is a circumplex model 
of affect. In this model affects are interpreted as a combination of arousal and plea-
sure in 2-dimensional space. On figure 2 is depicted a graphic representation of this 
model, which also shows individual affective states, according to our common under-
standing. The X axis stands for valence, respectively unpleasantness (left side of axis) 
and pleasure (right side). The dimension of arousal is scaled on Y axis, with highest 
arousal in the upper part of the plot. For instance, calm affect is induced by moderate 
pleasure and extremely low arousal. The excitement on the other hand means extreme 
pleasure and high arousal. So according to Russel’s model we can grade affects in 
respect of arousal and valence. Russel’s model captures 28 different affective states. 

The model was confirmed in many experimental researches. Analysis of this model 
has shown, that assumed affective states categorization has intercultural application - 
experiments was conducted in Poland, England, Estonia, Greece and others [10]. 
Moreover, many research of human brain nature, for instance neuroimaging fMRI had 
shown, that Russel’s model is biologically meaningful, because affective information 
computing in space of valence and arousal can be easily referred to brain’s reward 
system, while arousal’s role in affective computation referred to activity of brain’s 
excitement system [11]. 
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Fig. 2. Russel’s circumplex model 

4 Assumptions and Experiment  

For the purposes of this research it’s important to select one affective state, which we 
want to modulate. This affect has to be induced by very high arousal. For the didactic 
process to succeed, it’s desirable for the affect to be subjectively pleasure.  Moreover, 
because of our limited capabilities in measuring affective states of AR applications 
users,  chosen emotion (with high arousal and pleasure) has to be intuitively undes-
tandable and easily noticeable and distinguishable. 

Those outlines indicates that the best solution is to use Russel’s circumplex model 
of affects as a referential model, especially because: 

─ Excitement is characterized by high arousal, and it’s arousal level we want to 
measure. Moreover, excitement is also a pleasant affect. 

─ In 28-valued space of Russel’s model excitement is distinctive enough, so we 
wouldn’t have much difficulties in identification and classification of affects. The 
“arousal”, which is close to excitement can be treated as convergent with excite-
ment.  

Summarizing, based on Russel’s circumplex model of affects we’ve chosen  
excitement to be the measured affect, and it’s excitement that should be modulated, 
and variation that should be observed during conducted experiment. 

Basing on our experience and observations on Augmented Reality systems for 
kids, we assumed, that the greatest factor of excitement is the level of interaction 
between AR application and its users. We’ve observed, that kids tend to stay longer 
with interactive AR, and most likely they tend to play better, when object can react to 
their actions. We didn’t have any particular observations when it comes to excitement 
grading, or adjusting specific AR apps to tasks difficulty level. 
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To conduct our research we needed two AR installations, each one used to enhance 
different didactic process. We wanted to inspect easier task, that requires more consis-
tency and stamina, and the other one challenging intellectually. This way, we could 
relate to diversified Yerkes&Dodson law of arousal impact on performance. Each of 
the two experiments described below were conducted in two versions: basic, which 
less interaction, and extended, where users had to interact more. Experiment 1 ad-
dresses lower arousal need for optimal completion, while Experiment 2 needed higher 
level of arousal. 

4.1 Experiment 1: Catch the Butterflies! 

The first installation we used was Augmented Reality based mobile application, 
called “Catch the butterflies!”.  The task here was to get more knowledge about dif-
ferent kinds of butterflies. Each species differentiated by colour, shape, size and orig-
inal habitat. We divided the application into two independent versions.  

Basic version of application - the one with less interaction - was very simple. Kids 
had to assimilate some knowledge about particular butterfly species. Then, if they 
could name the animal and answer the teacher’s question about some basic facts about 
them, they could finally see the butterflies in AR, flying around them in a augmented 
space. Movement of the smartphone around vertical axis allowed them to see move-
ment of butterflies all around the room. 

In extended version of this application, the educational aspect remained un-
changed. However, interaction with 3D models changed vastly. From now, kids could 
not only watch butterflies, but also catch them in the net, by finger tapping the screen. 
With each tap the net swooshed: user saw movement of the net, and heard characteris-
tic sound. The experience stopped when kid caught all of butterflies in augmented 
space. 

 

Fig. 3. Examining “Catch the butterflies!” mobile AR app 
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4.2 Experiment 2:  Family Square with AR 

The second installation we used was Family square - a comprehensive product that 
combines a fun zone for kids with a place of rest for parents. We used a couple of 
technology solutions, i.e. interactive floor and multitouch desk with a set of didactic 
and funny applications. Additionally, we capture kids movement on top of interactive 
floor, and augment it on large LCD screen hanging next to the square.  

Basic version of our experiment assumed very simple usage of AR technology. 
The kids were playing a game of guessing the animals on interactive floor. Each time 
a player guesses correctly what animal makes played sound (squeak, roar, etc), he 
could see the animal on a screen in Augmented Reality. 

We extended the application, by adding interaction to AR objects. Now kids could 
influence the object by making body gestures. For example, raising their hands made 
3D animal shown on the screen make a sound, moving around the floor caused it to 
walk, and when sited, the animal went back to its stable position.  

 

 

Fig. 4. Aduma’s Family Square 

The first experiment was definitely more of an intellectual challenge - kids had to 
focus to gain systematic knowledge about butterflies. Therefore, we classify this task 
as requiring lower arousal. Second task was different - it lasted longer, and required 
kids to engage more. According to Yerkes&Dodson law, we need more arousal to 
boost efficiency when fulfilling this kind of task. 
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5 Methodology 

For both cases of different level of expected optimal arousal (Experiment 1 and Expe-
riment 2) we asked parents/custodians about their impressions of kids affects. We 
picked three extreme affects from Russel’s model, that differs significantly: excite-
ment (high pleasure, extreme arousal), boredom (very low arousal, moderate plea-
sure), and frustration (low pleasure, high arousal). Our choice was made solely on 
intuitive emotions recognition, as kids’ emotional state was to be judged arbitrarily by 
adults. All of those affects are easy to identify, so that their distinction would be easy 
irrespective of the way we choose to measure them. Moreover, this set is suitable for 
arousal tracking - the two most expected affects with high arousal (frustration and 
excitement) differ extremely by the pleasure factor, while boredom’s pleasure factor 
is almost neutral. Parents were asked to tell if their kid seemed bored, frustrated or 
excited each time he/she was interacting with the 3D model. Parents were observing 
their kids during interaction with the system and judging their state every time a new 
AR object occurred. In each variant (basic version of application, extended interactive 
version) kids were playing with 4 different AR objects - different kinds of butterflies, 
different animals. 

6 Results and Interpretation 

We examined a group of 20 kids for Butterfly catching game, and a group of 42 kids 
for family square case. For both cases of different level of expected optimal arousal 
(Experiment 1 and Experiment 2) we asked parents/custodians about their impres-
sions of kids affects. We picked three extreme affects from Russel’s model, that diffe-
rens significantly: excitement (high pleasure, extreme arousal), boredom (very low 
arousal, moderate pleasure), and frustration (low pleasure, high arousal). Parents were 
asked to grade if their kid seem bored, frustrated or excited in three-valued scale, each 
time the kid was interacting with new 3D model. In each variant (basic version of 
application, extended, more interactive version) kids were playing with 4 consequent 
AR objects - different kinds of butterflies, different animals.  

Table 1.   Results of survey for Experiment 1 

Experiment 1 - Catch the butterflies 

App variant Basic Extended 

Arousal low medium high low Medium high

Object1 0% 20% 80% 0% 10% 90%

Object2 0% 30% 70% 0% 30% 70%

Object3 0% 50% 50% 0% 30% 70%

Object4 10% 40% 50% 10% 20% 70%
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In the basic scenario kids were gradually getting bored. Even though they were  
astonished by first object, arousal began to drop, what could have been seen as bore-
dom rise. New butterflies were similar, so application wasn’t giving them any new 
experience.  

When we implemented our interactive extension, the kids could influence those 
models. The arousal level stayed stable - parents generally rated it as high, while kids 
were playing quietly and seemed interested. We noticed, that interacting with AR 
objects not only extends fun, but redefines the experience.  Possibility of influencing 
AR objects is probably thoroughly changing primal association of performed action. 
As this interpretation goes beyond the scope of this work, we settle on noticing, that 
the arousal level stayed stable during user’s interaction with the app. 

In the basic scenario kids quickly started to feel frustrated, as they couldn’t do any-
thing with AR objects. They were amazed by AR at the first time, but this high level 
of arousal was hard to maintain with high pleasure factor at the same time, hence 
parents rated their mood as aroused and unpleasant, that is frustrated. As mentioned in 
previous research, too high arousal is hard to reduce, therefore sometimes the reaction 
of examined is pleasure decrease, as they can’t maintain both high pleasure and 
arousal too long. When we implemented extended version of the app, kids have had 
some problems with catching up with gestures at the first time. The task was just too 
difficult. We could see this confusion as a relatively low excitement level, compared 
to basic scenario. With second and further models on the other hand, kids already 
knew how to interact with the model. They seemed excited all the time, as they used 
their bodies very intensively - they high arousal and pleasure were maintained. The 
key difference compared to Experiment 1, that let us avoid the pleasure/arousal value 
decrease, was the intensity of interaction, that is the extent of body movement.    

Table 2. Results of survey for Experiment 2 

Experiment 2 - Family square 

App variant Basic Extended 

Arousal low medium high low medium high 

Object1 0.0% 4.8% 95.2% 0.0% 11.9% 88.1%

Object2 0.0% 9.5% 90.5% 0.0% 7.1% 92.9%

7 Conclusions 

Our experiment showed, that the key to maintaining adequate level of arousal in di-
dactic process supported by Augmented Reality applications, is to engage learners in 
interaction with AR models. Precisely speaking, people get excited when they can 
influence what is being augmented. Augmented objects reacting to our behavior sig-
nificantly increase intensity of UX, without disrupting the feeling of pleasure. Moreo-
ver, picking two completely different ways of interaction with AR, gave us two  
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different levels of average excitement. We can conclude, that people seem to excite 
more, if the interaction is more engaging. Tasks requiring lower level of arousal tend 
to fit well with non-intrusive, well known and broadly used interfaces, like smart-
phone in Experiment 1. Those that goes better with intensive stimulation are good for 
more extravagance interfaces, which requires us to move our body more. 
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Abstract. The paper presents a method of generating infinite environment in-
cluding various ecosystems specified by the user. The ecosystems in virtual 
worlds might be generated with different set of textures and by using different 
formulas to generate shape of the landscape which after all will blend smoothly 
between each other. This includes intelligent spreading of flora and fauna along 
the areas, and other area-specific stuff. Rendering a large terrain in real-time 
strictly imposes a lot of algorithms for optimizations to obtain the highest frame 
per second rate possible. Therefore, it is obligatory to simplify hardly visible 
elements to reduce complexity of the scene. This results in creating a patched 
terrain where each patch can be parameterizable to lower its quality. In the 
method presented in the paper patches will be generated on the CPU side in a 
separate thread to eliminate stuttering during calculations and then final data 
will be sent to GPU. Calculating the patches on CPU creates an opportunity to 
edit them to provide more details if needed. 

Keywords: Virtual 3D spaces · Infinite terrains · Real-time rendering · Scene 
complexity · Terrain patch generation 

1 Introduction 

Rendering of the 3D graphics involves enormous calculations that need to be done on 
a computer. It is now possible to render realistic terrain visualizations hardly distin-
guished from a photograph in just a few hours on an average user PC. However, there 
is still some limitation on real-time rendering, especially in computer games or inter-
active visualizations where current devices impose on saving resources for also other 
things like animations, artificial intelligence, or game logic. Furthermore, as the time 
elapses the bigger and more complex areas for sightseeing are in demand. 

In the context of computer games or terrain visualisations every object is composed 
of many points called vertices forming their shapes, which are later overlaid with 
miscellaneous colours and texture coordinates. Unlike 2D spaces, which are able to 
represent only planar structures, 3D space can represent real world very intuitively by 
simply adding depth as a third component. Therefore, this model is generally chosen 
to visualise photorealistic and interactive spaces. The model space is the space in 
which points' coordinates are in relative positions for the object itself, so when we 
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create an object by specifying its vertices it is done in the model space. After placing 
the object into the virtual world these coordinates become world space coordinates, 
although, without any transformations they are the same. However, we can use world 
space in which we can simply move the vertices to different coordinates. If we want 
to move two objects to different positions (without defining two models) we have to 
transform each object with different world matrices. A world matrix is a homogene-
ous 4x4 matrix (in 3D space) which describes the transformation of coordinates rela-
tive to the world origin. The most significant advantage of such matrices is that we 
can store different transformations in a simple 4x4 matrix. 

View space is an auxiliary space which converts all of the object coordinates to the 
position relative to the view of camera. To calculate the matrix which converts world 
space into view space we take the world transformation matrix of camera and invert 
it. After the inversion we simply multiply all of the vertices by this matrix. 

Before flattening the 3D space onto the screen we need to transform all of the ver-
tices to the projection space which stores the whole space in a cube. To display on the 
screen the defined vertices for a model we have to go through the world, view and 
projection space which are basically a consequence of multiplication of the transfor-
mation matrices. So, we need a world-view-projection matrix which transforms the 
model vertices from model space to the coordinates on the 2D screen.  

In this paper a method of the dynamic generation of an infinite terrain in a virtual 
3D space will be presented. The method uses a modification of the Voronoi diagram. 

The paper is organized as follows. The next section describes related work in the 
area of the generation of infinite terrains in 3D virtual worlds. The main idea of the 
Voronoi diagrams is outlined in the third section. The method of the dynamic genera-
tion of an infinite terrain based on the modified Voronoi diagram is presented in the 
forth section. The fifth section presents the implementation and experimental test 
results. The final conclusions are discussed in the last sixth section. 

2 Related Work 

The infinite terrain means we don't delimit the explorable virtual world by impassable 
borders (a valley bounded with mountains or an island bounded with water), but we 
want to allow visitors to go whatever distance they wish without blocking their path. 
An infinity definition is something that can not be currently achieved, mostly because 
of the technical reasons as the numbers, memory, or CPU have their limits. Hence, the 
infinity must be somehow simulated. Some approaches loop the virtual world by us-
ing an abstraction of torus model called wraparound [1], because it's impossible to 
reach the end of the torus. The advantage of torus is that it gives a feeling as if it were 
some kind of planet that may be encircled, but we have to solve the issues with weld-
ing the begin-end edge of the generated world. However, even than the landscape is 
actually finite. 

There are not many papers related to the infinite terrain generation, because of its 
inconvenience and uncommon applications. Usually, a finite landscape is created with 
the fixed size, although very large. They are easier to maintain and process, because 
we get the complete information of the base elevation that may be used to logically 
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distribute terrain features and special objects, whereas an infinite terrain implies gen-
erating its content partially, thus it limits our knowledge about the landscape. 

The possibility of generating an infinite terrain appeared once the procedural algo-
rithms, like noise generation, have been invented. A very detailed paper referring to 
the infinity in the context of 3D terrain generation is the Dollins dissertation [2]. The 
author describes an approach using a hash-based quadtree algorithm to manage terrain 
parts. All of the parts are procedurally generated on-the-fly without saving the content 
to a file, so it doesn't allow for runtime terrain deformations, because whenever the 
visitor comes back to the last visited place it is generated once again. 

Unfortunately, the presented approach does not have any mechanism which would 
allow us to generate every part by using another procedural algorithm, so it results in 
lack of diversity for the landscape shape, making the visitors bored pretty fast. Fur-
thermore, the whole terrain is in fact overlaid with only one texture. 

Another approach has been used, among others, in the paper [3]. The authors have 
used a technique called a projected grid, which is frequently used for sea or ocean 
rendering, because it allows to create surface which is expanded up to the horizon 
using a grid with fixed number of vertices. A projected grid is in fact computed on the 
GPU, so it is quite hard to incorporate a logic there which would allow us to provide 
mechanism for creating various areas that are textured and shaped differently. Current 
hardware, usually together with the hardware tessellation, allows producing very 
complex planetary scenes by dealing with the wraparound in a different way. This is 
called a planet rendering. The common problem with planet rendering is keeping up 
with the real size of a planet. It requires working with large distances and details, but 
by involving fractals it is possible to create very realistic landscape [4].  

Another way of simulating the infinity is to simply generate the subsequent areas 
before approaching the end of the current landscape. This approach has been used in 
the Minecraft game [5] and fully relays on the procedural generation as the terrain is 
completely infinite without any intended repetitions. 

A procedural generation [6] means that the content is created algorithmically rather 
than manually. Procedural approaches have applications in numerous situations like 
generating landscapes, vegetation, buildings, fire or water and give the opportunities 
to make large differential worlds in any scale, whereas manual approach requires time 
proportionally to the size of the landscape. When generating terrain manually artists 
have great control over the look, but even then they make extensive use of procedural 
tools to overlay areas with fine natural looking details. In our research we are going to 
choose the approach based on a full landscape infinity (without wraparound or planet 
rendering), therefore it is not possible to create a terrain manually or by using some 
existing maps, so, we have to rely on the procedural generation techniques. There are 
a lot of procedural generation techniques [7] which differ in the visual aspect, compu-
tational complexity and what they are used for. 

Systems which introduce a landscape generation have grown into quite impressive 
number. The current trend is that most of the implementations like [8] or [9] use GPU 
for generating a terrain geometry, because it doesn't require transmitting a lot of data 
from CPU to GPU. The geomorphing technique is much more efficient and easier 
when done on GPU, then we don't have to use vertex buffers which are usually cre-
ated as dynamic buffers degrading its performance and using a lot of memory. 
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3 Voronoi Diagram 

The Voronoi diagram is a way of dividing space into regions (called simply Voronoi 
cells). Each cell contains a point called seed, site, or generator. Cell is created by cal-
culating distance using a distance function, that is each point in the cell has the lowest 
distance to the seed creating the cell than to any other. 

Let S be a non-empty set from Euclidean space with a distance function d. Let P be 
a set with all of the seeds and k, j are indices of the seeds. The equation (1) produces 
set of points creating the Voronoi cell for the given k-seed 

 (1) 

When the distance function is Euclidean distance it basically means that two 
neighbour points have a straight line perpendicular to the segment connecting these 
points. The straight line is then drawn on the halfway of the segment until crossing 
another straight line created from another two neighbouring points. When the distance 
function is e.g. Manhattan distance the straight lines become lines with some kind of 
step. There are naturally other types of distance functions, nonetheless, the Euclidean 
distance is the most frequently used. 

The Voronoi diagram has a great number of applications. Among others, there are 
applications in mining for estimating the reserves of minerals, in climatology for cal-
culating the rainfall for an area as well as in ecology, architecture, or even machine 
learning. In [10] the authors have widely described the practical applications of the 
diagram. In our method it will used to simulate spreading area types over the land-
scape. There are few algorithms for producing the Voronoi diagram. We will use 
some kind of brute force approach as we need to find out also the points values in the 
cells, not only the edges. Furthermore, we will need to modify the algorithm to apply 
some parameters that allow us to control the diagram in a more flexible way. 

The approach we will use works in the way that for the given position (in our case 
we use 2D space) we search for the cell for which the seed point is the closest to the 
given position. Therefore, we have to iterate over the neighbouring seeds to calculate 
the distances. The seeds are in random positions, although they are determined, which 
basically means that for the same given position the algorithm uses the same seeds 
positions. Using the Euclidean distance it is not necessary to use the original equation 
as we only need to compare distances, thus we can optimize it using squared Euclid-
ean distance which doesn't apply the final square root to the result. 

4 Proposed Solution for an Infinite Terrain 

Despite the advantages of using GPU for generating terrain geometry our solution 
will use CPU as current CPUs are fast enough to generate the data for landscape in 
runtime and by using few manners it is possible to reduce the data so much that it is 
small enough to send them to the GPU when crossing terrain areas. Moreover, there is 
still a lack of mechanisms that handle different ecosystems in a flexible way, for 
which it is much harder to create logic on the GPU side. 
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Fig. 1. Terrain quads organization L={2,2,1} 

It is impossible to maintain whole mesh within the same detail, therefore entire ter-
rain is organized into quads of the same size. Every quad has its own quality parame-
ter which is used in the LOD effect. It also contains an additional value for being able 
to remove the cracks (T-vertices) on the terrain – with this value we can determine the 
position of the quad (whether it is on the left, right, some of the corners, etc.), and 
thus we generate the grid with modified vertices on edges to fit them to another quad 
with different quality level. The quads are organized in a simple matrix preserving 
real positions (Figure 1). 

Obviously, every quad consists of the data with all of the vertices necessary to 
form a shape. The structure of a vertex is based on three elements – position, normal 
vector, and weights of areas. The latter is an array containing values specifying how 
much of the given area is on the vertex. We can think of it as we would have a transi-
tion between e.g. a desert, a grassy area, and some rocky area, so at some point we 
can notice that the area is a bit sandy, a bit grassy, and a bit rocky, thus we can define 
weights for them like: 33.3% of sand texture, 33.3% of grass texture, and 33.3% of 
rock texture. Those values are then put into the weight array. 

All of the mentioned data is also stored in a file containing whole terrain. Having 
such file creates an opportunity to load the generated quads from a file, thus we are 
able to deform the terrain in runtime, because they will not be generated every time. 

To enable a flexibility and possibility to investigate the best configuration for qual-
ity and level number we will use as input information an array of the layers L={A, B, 
C, ...} where A, B, C, ... ϵ Z and the number correlates to the number of layers for the 
given quality. Therefore, the A is number of layers for the highest quality level, B is 
the number of layers for medium quality level, etc. Moreover, we will use another 
parameter for the quad size, but it won't interfere with our algorithm to update the 
quad array. 

At an initial position we are in the centre quad of the terrain having some quads 
around us. Obviously, we have to update the visible quads and its quality when the 
position of camera changes. To avoid frequent updates (forcing sending data to GPU) 
we will update the quads when moving to another quad, that is crossing a quad at the 
top edge results in loading new quads in the first row of the matrix and freeing mem-
ory from the quads at the last row. We need to update the parameters of remained 
quads like quality and position parameter in the matrix. We can notice (Figure 2) that 
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it is possible to obtain a generic solution to be able to update the quads with such 
variability using the L array. It's because of the similarity of the squares. 

The only changes are the numbers of right, bottom, left, and top quads (that are 
equal to each other). As there is always one quad at the corner we can provide a sim-
ple equation to determine that number, which is a sequence of odd numbers. 

 

 

Fig. 2.   Dependencies between different layers and its positions. It also presents a spiral ap-
proach for assigning the values from output array from the algorithm for determining position 
parameters for quads for a given layer index. 

We also need to keep in mind that for the quads that are not on the edges with an-
other quality level, we want to put there a value indicating it should not be modified. 
The algorithm of determining position parameters for quads is handling this situation. 
The algorithm produces an array with quad positions for every layer sequentially. In 
the case of Figure 2 we will have an array: 

R, BR, B, BL, L, TL, T, TP, 
N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, (16 times N) 
R, R, R, R, R, BR, B, B, B, B, B, BL, L, L, L, L, L, TL, T, T, T, T, T, TR, 
N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, N, 

N, N, N, N, N (32 times N) 

Having such an array we use the outward spiral method [1] for iterating over the 
quad matrix to assign the parameters to its corresponding quads. The complexity of 
the both algorithms are O(n) and O(n • k) respectively, where n is the number of repe-
titions for repeatable parts of the layer and k is layer number, we also need to incorpo-
rate the complexity of spiral iterating which is O(n²). Nonetheless, we should not 
worry about it, because the quad matrix size will be small enough to overlook the 
performance impact. The outward spiral method has already been used for assigning 
quad parameters. It will also be used to render them. 

What we want to achieve is a font-to-back rendering [11], which is in fact achieved 
directly using the spiral method. The front-to-back rendering means that we are ren-
dering the objects closer to the camera first. This may cause overlaying other objects 
which will eliminate call to the pixel shader saving rendering time. Therefore, in our 
method we render the closest quads earlier going to the further quads later. 

To support a variety of areas we will use the modified Voronoi diagram. The  
Voronoi cell will be identified as an area. Such algorithm should handle flexible  
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parameters to be able to affect areas in some ways producing results for our needs. 
These parameters will be area size, speed of latitude change (which will affect type of 
areas), and dissolution. The first parameter is the easiest one and affects only the cell 
size in the diagram. Our algorithm will be able to produce all of the cells in the same 
size without any random variations, however after introducing the other parameters 
we will get areas that will indirectly differ in size. The second parameter will affect 
the type of an area. On the high latitude there are more arctics and tundras whereas on 
the lower latitude we have more tropicals. This is what we are going to achieve. The 
last parameter is some kind of dispersion of the cells. By using higher values for the 
dissolution we can eliminate the straight connectivity line between groups of cells 
with two different types which produces more diverse and less predictable world. 

To produce borders of areas we use the algorithm of Voronoi as it produces uni-
form colours for the cells as well as the cells' shapes are different which makes the 
landscape look more attractive. Hence, we can discretize the colours to such number 
that it's equal to the number of area types. In fact, at this point we have enough infor-
mation to render the terrain with different ecosystems, but basing only on Gouraud 
interpolation between only two vertices creates very sharp edges, so we have to 
smooth them somehow. To make smooth transition between two areas Gaussian blur 
is used. However, the algorithm needs to produce results in weight arrays, thus we can 
not threat the output as if it were a pure 2D image but a 3D with N depth where N is a 
number of area types. Moreover, we have to be able to generate the input Voronoi 
further than rendered terrain to make the proper blur on the edges of visible terrain, 
e.g. if we want to have transition within 10 vertices, we need to extend our Voronoi 
map by 20 (10 vertices from two sides) in height and width. 

The easiest parameter to implement is cell size, which requires just diving the input 
data (x and y) by some size factor. The bigger the factor is the bigger the cell will be. 

The speed of latitude change is a bit more complex. Firstly, we must think about a 
function to specify the factor used for changing area type according to the given posi-
tion. A good choice would be some basic linear function to make the zones with simi-
lar sizes. We also need to take into consideration that our terrain is infinite, thus we 
have to define what happens when we reach the last possible zone. There are two 
possible ways – after reaching the last zone we can start from the first zone, so having 
a tropics-tundra-arctic zones, after the arctic there will be tropics. However, it's pretty 
unrealistic, so we will choose another approach which in fact exists in real life, so it 
will be tropics-tundra-arctic-arctic-tundra-tropics. We are using arctics (and tropics) 
twice – this lets us provide very basic function (2) for obtaining the mentioned factor 
for area type, where x is the position value from the axis along the latitude and S is 
the speed of latitude change. In the case we don't want twice as big arctic and tropics 
areas we can specify smaller range of latitude where it may exists. 

 
(2)

Before processing the position value by the function (2), we need to prepare the in-
put position in such a way that it makes the function periodical. The easiest way is to 
use modulo x = |x| mod (S • 2). Having such function we can apply it to the Voronoi 
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algorithm as a step to perform latitude change, where the x is the seed's horizon-
tal/vertical position. Therefore, the output of the f(x) function will be the output of the 
method generating the Voronoi diagram. 

Last parameter, a very important factor to improve the look of a landscape, is a dis-
solution which makes the areas spread irregularly. This is very cheap feature, because 
it only requires clamping the f(x) values to the range of [S – d; S + d], where d is the 
factor of dissolution. 

Every vertex consists of array with area weights, so, we are in a very comfortable 
situation for applying terrain shape. We can basically multiply the generated height 
value by the appropriate weight (for the same area type). Unfortunately, in current 
design it must be done for all areas, so if an area is very far away from the given ver-
tex and its weight value is equal to 0, we still have to multiply it. 

However, this concept is very flexible as we can choose whatever 2D generator we 
wish like Perlin noise, Simplex noise, or whatever other noise-based stuff (or even not 
noise-based ones). What is more, we can choose different generators for different area 
types, even if they don't fit on the edges, because the connection on the edges is dealt 
by the use of the Gaussian blur at earlier stage. Furthermore, if a game has a diverse 
terrain geometry with different ecosystems it probably precalculates the mesh before 
rendering, but we can generate such terrain geometry on-the-fly without precalculat-
ing anything before rendering. 

The strength of the Gaussian blur has pretty big affect on the areas edges, because 
with small kernel size the border will be much sharper which can sometimes produce 
unexpected results when there is a big difference between heights from two different 
generators. Obviously, it can be eliminated by increasing the kernel size, although it 
increases calculation time. One can say that after generating the weights it won't have 
any impact on the rendering process, but unfortunately it impacts the performance 
quite a lot indirectly. When the kernel size is bigger it produces more small weights 
which then must be processed in the pixel shader. 

We used the Gaussian blur because it is very convenient way of dealing with the 
connectivity problem. For instance, box blur does not work well, because it produces 
sharp edges in some cases on its own, but we rather want to eliminate them. In fact, 
every blur which produces smooth results might be used here. 

Texturing is mostly based on the vertex weights. This way we deal with texturing 
areas in different way, although we may use also other types of texturing like height-
based or slope-based. By using the weights every vertex can process different textures 
independently by having an array of textures, array texture or some atlas, but it has 
disadvantages as well, mainly in performance. Moreover, every texture might have its 
own chain of mipmaps. By using texture array we can easily determine what texture 
should be sampled on a given vertex. 

5 Tests and Results 

Using this approach we may easily prepare landscape with various biomes that can 
blend smoothly between each other. To add another area type we need to implement 



 A Method of the Dynamic Generation of an Infinite Terrain in a Virtual 3D Space 385 

one interface containing methods for returning area placement (latitude) and height 
for given position of a vertex. After that we have to modify our pixel shader to in-
clude the new area – this step is one of the main drawbacks of our system, but it may 
be solved by using Hammes approach [12] for texturing. Then we just add that im-
plemented object to the engine via one method and the engine is capable of doing all 
of the work to spread the areas with given parameters. 

The approach is effective because GPU does not need to recompute the geometry 
every frame, however FPS may drop pretty fast when many area types are visible at 
once because we have to sample a lot of textures. This especially happens when we 
use big kernel size for blurring because it produces a lot of small weights and causes 
sampling few textures for most of pixels. In the Table 1 we present performance sta-
tistics for generating one quad with size 65x65. 

Table 1. Steps needed to generate and send a quad to GPU 

Step Action Milliseconds 

1. Creating Voronoi map with area types 4.456 

2. Performing Gaussian blur for smoothing areas borders 
(kernel size = 20) 

9.065 

3. Preparing structure with data for a quad (assumed height to be 0 
to make it independent from noise generator) 

2.608 

4. Saving quad to a file 3.044 

5. Sending quad data to GPU 0.354 

 Total 19.527 

 
As we can see generating a complete quad takes 19.527 milliseconds, that means 

having a terrain with 17 layers and 20 as Gauss kernel size it will generate all quads 
(1089) in around 21 seconds, but we need to keep in mind that when moving over 
terrain we only need to generate quads at one edge (or two – if moving diagonally), 
that means we need to generate 33 (or 65) quads which results in only 0.644 sec (or 
1.269 sec). This gives us an opportunity to move over terrain quite quickly, so it can 
support various vehicles if used as game engine. Most of the time is taken by per-
forming Gaussian blur, so we must choose the most efficient implementation, which 
is performing horizontal and vertical blur independently. When a quad is generated 
we save it to a file, so when we come back to already visited area the quad is loaded 
in around 1.156 ms. Unfortunately, this method requires a lot of memory (Figure 3) 
and can be a bottleneck for some situations. Hopefully, nowadays we may stop gener-
ating new layers at around 500MB memory usage and the generated terrain will be 
large enough for most cases. 
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Fig. 3. Memory usage depending on the number of layers 

6 Conclusions 

This method provides comfortable way of dealing with various ecosystems on an 
infinite terrain. We showed a way for determining an ecosystem landscape shape and 
texturing as well as exposed information necessary for spreading flora and fauna very 
easily. Our engine also supports parameterization for placing the ecosystems in a 
more plausible ways, that is including latitude, area size, or dispersion of the areas. To 
achieve that we used modified Voronoi diagram along with Gaussian blur. Moreover, 
we support different quad sizes and variable number of terrain layers, for which, we 
can easily specify geometry quality. We also presented an uncommon way for render-
ing order by using spiral order rendering instead of very popular quad trees. 

Despite of many functionalities and advantages our engine has also some incon-
veniences. Main drawback is that we have to modify pixel shader in order to include 
newly added area type, although including new area type is very easy. Another disad-
vantage is that we can not apply adaptive mesh for terrain geometry, it's because our 
engine is texturing terrain according to vertices information and adaptive algorithm 
may produce on flat areas only few vertices. However, both of the problems can be 
solved by using Hammes solution [12] for texturing terrain (merging the textures on 
CPU and sending them to GPU in order to cover the terrain mesh). Another undesir-
able situation refers to memory usage, we support terrain LOD, but even with low 
quad quality we are still holding all of the vertices in memory in order to not update 
too many quads on the GPU when moving over terrain, we only switch between pre-
defined index buffers to provide correct LOD. In order to reduce the use of memory 
we need to go for a GPU-based implementation or sacrifice some speed of generating 
quads, that is generating that many vertices as we currently need to draw a quad but it 
would probably remove the possibility to move over terrain quickly. 
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Abstract. In this paper a method has been proposed for estimating the positions 
of a moving camera attached to a linear positioning system (LPS). By compar-
ing the estimated camera positions with the expected positions, which were cal-
culated based on the LPS specifications, the manufacturer specified accuracy of 
the system, can be verified. Having this data, one can more accurately model 
the light field sampling process. The overall approach is illustrated on an in-
house assembled LPS. 

1 Introduction 

In order to properly capture the light field, significant number of densely positioned 
cameras are needed, e.g. a camera array. For static scenes, such camera array can be 
replaced by a system in which a single camera is precisely positioned on the camera 
array plane. A motorized linear positioning system (LPS) which can position a camera 
on a plane with high precision (sub-pixel resolution) has been built so that it is possi-
ble to capture images from different viewpoints. Thus, the spatial resolution of the 
light field captured by moving a single camera is higher than a light field, which 
would be captured by an array of similar cameras. In the following section we will 
describe in detail the built LPS and present manufacturer provided specifications for 
it. In Section 1.2 we describe the well-known pinhole camera model together with 
modeling of the lens distortions. In Section 1.3 we explain the mathematical model of 
the light field capturing process using an LPS. In Section 2 we describe the methodol-
ogy of estimating model parameters for the LPS, which will allow us to evaluate the 
accuracy specifications provided by the manufacturer. Experimental results presented 
in Section 3 show the importance of evaluating the working accuracy of the LPS 
based on proposed methods in comparison to standard methods. 

1.1 LPS Specifications 

The in-house assembled LPS is composed of a hard alloy aluminum base, precision lead 
screw, anti-backlash nut and a stepper motor. The hard alloy aluminum base provides the 
structural stability to the system. The precision lead screw with an anti-backlash nut  
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converts rotary motion of the stepper motor to precise linear movements. Backlash  
describes the loss of motion due to gaps between the mechanical parts and it directly 
influences the positioning accuracy. Therefore, anti-backlash mechanisms are used in 
precision required applications. Furthermore, stepper motors used in the LPS have built-
in encoders that provide closed loop servo like operation and increase the precision of the 
system. 

The specifications of the LPS based on the characteristics of the mechanical and elec-
trical parts are summarized in Table 1. The accuracy is measured by the deviation of the 
actual position from the desired position along the whole travel distance whereas repea-
tability is the measure of a system’s consistency to achieve identical results. Straight-line 
accuracy is the measure of deviation from straight line along the motion axis. 

Table 1. Specifications provided by the manufacturer 

Accuracy ±20μm 

Precision (Repeatability) 4μm 

Straight Line Accuracy 38μm 

Maximum Linear Speed 20 mm/s 

Maximum Payload 20 kg 

X Axis Travel Distance 1524mm 

Y Axis Travel Distance 1016mm 

1.2 Pinhole Camera with Lens Distortions Image Formation Model 

A view captured by a camera is formed by projecting 3D points of the scene on the 
image plane of the camera according to the transform  |  

1 , 000 0 1 , , , 1  

where , ,  is the 3D position of a scene point expressed through its homogene-
ous coordinates , ,   and ,  are the focal lengths and principal 
point coordinates measured in pixels, respectively,  represents the camera rotation 
matrix and , ,  are coordinates of the camera’s optical center. Moreover, ,  and ,  are respectively the intrinsic and extrinsic camera parameters. For 
camera rotation there exists a more compact representation based only on three free 
parameters, however the matrix form will be kept for convenience. The pair ,  is 
the 2D coordinate of the projected point as a pixel position on the image plane. The 
result of the perspective projection is written in homogeneous coordinates  with a 
scaling factor . 



390 S. Vagharshakyan et al. 

The pinhole camera model describes the perspective projections for a given cam-
era. For real world cameras, another important problem is to model the distortions 
produced by camera lenses. Lens radial and tangential distortions at the image plane 
can be formalized using Brown's distortion model [1] 1 2 2  1 2 2  

where , , , ,  are radial and tangential distortion coefficients, ,  are 

undistorted coordinates at image plane   and ,  are final coor-
dinates taking into account lens distortions. Hereafter, the distortion transform is de-
noted as . The model can be extended by adding higher order polynomial terms of  
and assuming also fractional terms of . 

The image formation procedure is formalized by Eq. 1. The matrix  combines 
the extrinsic matrix , , the distortion-modelling transform and the intrinsic matrix 
(see Fig. 1). For brevity, the set of intrinsic parameters with lens distortion parameters 
are denoted as , , , , , , . 

, ,                                                             1  

 

Fig. 1. Mathematical model of image formation 

1.3 Model of the Motorized LPS 

In our model of the motorized LPS, it is assumed that a single specific camera moves 
in space along a line with fixed step size  and takes photos of a stationary 3D scene. 
Using the mathematical model of the capturing function presented before, at each 
movement step, the camera projection can be described as function , , , where pa-
rameters ,  are fixed during the movement, while the positions  are linearly 
changing, , 1, … , . Here,  is vector to the start of the line 
over which the camera is moving and  is a normalized direction vector of the line 
as shown in Fig 2. 
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Fig. 2. Parameterization of the motorized LPS 

2 Estimation 

2.1 Estimation of Parameters for a Single Camera  

Extraction of camera parameters can be broken down to estimating the 3D position, 
rotation and distortion coefficients of the camera. For that purpose, for a given camera 
setup, projections of 3D points are measured and then the inverse problem is solved to 
estimate , ,  parameters. In other words, for a given set of points in space , 1, … ,  and their corresponding projections , 1, … , , 

argmin, , , ,  

is found. When all parameters are unknown and the function  is nonlinear, the solu-
tion should be obtained through nonlinear optimization algorithms. For that purpose, 
we use camera estimation algorithms implemented in the OpenCV library [2] based 
on [3, 4]. 

2.2 Motorized LPS Parameter Estimation 

Estimation of the motorized LPS parameters refers here to estimating the movement 
precision over the LPS movement axis for specific fixed camera with unknown intrin-
sic parameters. Methods for unconstrained estimation of the camera locations at each 
capture step do not provide valuable results. Particularly, results obtained through 
estimation of the unconstrained locations with common intrinsic parameters and lens 
distortion coefficients [2, 3], i.e.  
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argmin, , ,,… , , , ,                                 2  

or independent estimation of the locations 

argmin, , , , , 1, … ,                        3  

using beforehand independently estimated lens distortions and intrinsic 
ters  , , , , , , , are not precise enough. They give only a rough 
estimation of the camera movement through space.  

In our proposed approach we suggest considering a linear dependence between the 
camera positions. In this case the problem can be formulated as  

argmin, , , , ,                                  4  

where the rotation denoted by  is common for all positions, ,  define a line in 
the space, ,…,  is the distribution of positions over that line, and  denotes the 
intrinsic parameters and lens distortions coefficients which are estimated beforehand 
using (2). The minimization problem is solved by using the Levenberg–Marquardt 
algorithm [5]. It is a non-linear minimization algorithm and therefore providing good 
initial estimates for , ,  improves the estimation performance. In particular, ini-
tial estimates for the minimization algorithm (4) can be obtained by using indepen-
dently estimated 3D position , 1, … ,  and rotation , 1, … ,  of each 
camera position by minimizing (3). The initial common rotation estimation  is the 
mean of all rotations , 1, … ,  and ,  are the least square solution of 

 1 … … 1                                                       5  

where  is a predefined uniform step size. Alternatively, ,  can be found based 
on principle component analysis for fitting a line to points , 1, … ,  [6].  

After finding solution for (4), , 1, … ,  are estimated such that  

argmin , , , , 1, … , .                    6  

In fact, the interesting values are , 1, … , , which allow estimating or verifying 
the precision of the movement over the LPS compared to the intended uniform step 
size . The proposed hybrid algorithm can be summarized as follows: 

Input:  number of views,  number of observed fixed points of the scene and , 1, … ,  their 3D coordinates in the space, , , 1, … , , 1, … ,  



 Accuracy Evaluation of a Linear Positioning System for Light Field Capture 393 

corresponding projection image coordinates in pixels of -th point in -th view,  
motorized LPS movement step size, and , , , , , ,  previously es-
timated intrinsic parameters and lens distortion coefficients. 

1. Find  rotation matrix and  position 1, … ,  of the camera for each view 
by solving (3). 

2. Calculate mean rotation matrix  based on rotation matrices . Calculate least 
square solution of (5) for ,  (normalize , if it is necessary). 

3. Using already found , ,  as initial values, update them by solving (4) 
4. Solve (6) to find , using grid search method for each 1, … ,  independently. 

5. Repeat step 3, 4 until ∑ ∑  ,  , where  is the 
predefined convergence tolerance. 

3 Experimental Results 

3.1 Experiment with Synthetic Data  

To evaluate the proposed algorithm, we generate a synthetic dataset based on the 
mathematical model presented in sections 1.2 and 1.3. The dataset is generated by 
projecting synthetic chessboard corners (Fig. 4(a)) to virtual cameras located along 
the line and adding noise to projected coordinates to model inaccuracy of the feature 
detection algorithms. The inaccuracy is assumed to be less than 1px in absolute value 
along each axis. A realistic set of LPS parameters is used in projection calculation, 
but lens distortions are not considered. For camera motion we consider a scenario 
where consecutive step size varies as a sine wave Fig. 3 (ground truth). As seen in the 
figure, estimated consecutive distances are close to the ground truth even in the pres-
ence of noise, which shows that the proposed algorithm is robust to inaccuracy in 
feature point detection. This makes our approach suitable for LPS accuracy evaluation 
in a real world setting.  

 

Fig. 3. Comparison of the estimated locations against the ground truth for synthetic dataset 
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3.2 Experiment with Real Data 

To form a set of 3D points, we use a chessboard texture on a plane such that each 
inner corner of the chessboard defines a point in 3D space as shown in Fig 4(a). Cor-
ner detection algorithm presented in OpenCV allows detecting corners with sub pixel 
precision in image coordinates, see Fig 4(b). For the given LPS, a nominal step size of 
1 mm is used for camera motion and a chessboard is captured by the camera at each 
step for later processing and movement precision estimation, see Fig. 5. 

 
(a)     (b) 

Fig. 4. (a) Origin of the 3D space positioned at the edge corner of a chessboard and all inner 
points shown as red dots related to selected axis. (b) Detected image coordinates of inner points 
of a chessboard (18x30 inner points). 

 

Fig. 5. Example of views taken with 11mm distance using LPS. Original data contain 400 
views of size 1980x1080px taken with 1mm distance. 

 
(a)    (b) 

Fig. 6. 3D coordinates of estimated positions (a) in meters and rotations (b) in radians obtained 
by solving Eq. 2 of the camera at 400 locations over the LPS movement axis with 1mm step 
size 
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Solving Eq. 2 is not trivial because of the large number of unknowns. For example, 
in the case of 32 (chessboard with 4x8 inner corners) and  400 (  is the 
number of images), it is necessary to estimate 9 intrinsic parameters and 9  extrin-
sic parameters based on  measurements, in other words, to solve a nonlinear op-
timization problem with 3609 unknowns based on 12800 measurements. Due to the 
large number of unknowns, the method is too slow in practice – for 30 iterations of 
minimization it takes about three hours of computation. Estimated location results are 
presented in Fig. 6, and the estimated intrinsic parameters are:    9 , 962.68 , 539.13 , 0.233, 0.247,    0.173, 0.0028, 0.0035.  

Beforehand estimation of the lens distortion coefficients independent from LPS can 
be done by using only e.g. 6 arbitrary positioned images of the chessboard, similar to 
the one shown in Fig. 4(b). For a better estimation, it is necessary to have images where 
a large part of the field of view is occupied by a chessboard with a large number of inner 
corners. In that case, in Eq. 2 one will have a large number of measurements (3240) 
with relatively small number of unknowns (69). Then one can effectively solve Eq. 2 
using the Levenberg–Marquardt algorithm. The obtained results are:    8.18 , 951.59 , 551.08 , 0.169, 0.111,    0.02, 0.0007, 0.00002.  

After determining the lens distortion coefficients and camera intrinsic parameters, 
the camera positions and rotations are calculated by solving Eq. 3 and the results are 
shown in Fig. 7. They are quite similar to the results shown in Fig. 6, however, their 
calculation takes only a few seconds. Unfortunately, the estimation quality is not high 
enough to allow making conclusions about the LPS working accuracy.  

 
(a)    (b) 

Fig. 7. 3D coordinates of estimated positions (a) and rotations (b) of the camera obtained by 
solving Eq. 3, at 400 locations over the LPS movement axis with 1mm step size 

The proposed constraint in Eq. 4 together with Eq. 6 facilitates getting meaningful 
results about the accuracy of the LPS movement as shown in Fig. 8. For the given 
LPS, maximum estimated positioning misalignment of the LPS has an absolute value 
less than 0.04mm. Together with joint camera rotation estimation for all positions, 
results provide LPS model parameters for further processing and properly interpreting 
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sampled light field data. We also noticed that the precision of the lens distortion coef-
ficient estimation highly affects the camera location estimation. However, the results 
clearly show that the proposed method is able to detect incorrect and unexpected 
camera movement by the LPS. This is illustrated in Fig. 9 by adding outliers in the 
original dataset.  

 

Fig. 8. Distances between estimated consecutive locations (  of the camera over the 
line in space. They are calculated based on the proposed method from a data set containing 
images with 1 mm step size along the LPS movement axis. 

 

Fig. 9. Similar results as in Fig. 7 for same dataset, but with several outliers added artificially 
by replacing images in dataset, which are clearly visible from the results 

4 Conclusion 

A motorized LPS allowing very fine light field sampling has been constructed and a 
method for its precision verification has been developed. Proposed calibration algo-
rithm also provides estimates of the camera lens distortions and camera rotation  
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during capture. Having this data, one can model the light field sampling process with 
a higher accuracy. As a future work we plan to extend capturing process from linear 
capturing system to a planar capturing system and attempt to provide a more ad-
vanced estimation procedure for evaluating the accuracy of a 2D positioning system.  
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Abstract. TransJakarta is a BRT-based mass transportation system
operating in Jakarta, the capital of Indonesia. Currently, the system
delivers rather low level of service; as a result, the number of passengers
is rather low in comparison to that of the other BRT-based systems. In
this work, we propose a design of the passenger counting system for BRT-
based system, which is very important for the BRT fleet management to
increase the system level of service. The counting system is established
by deploying computer vision techniques. A few algorithms are evaluated
and the Adaptive Median Filtering with the sampling rate of 13 produces
the highest level of precision and recall.

Keywords: Computer vision · Passenger counting system · Background
substraction · Bus rapid system

1 Introduction

Traffic congestion is a major issue faced by many large cities across the globe.
Jakarta, the capital of Republic of Indonesia, also deals with the problem in the
daily basis. The congestion has caused the city setback in various sectors. In the
economic sector, the predicted loss due the congestion is about Rp 65 trillion per
year or about 5 billion USD. Within this number, about Rp 35 trillion per year
or about 2.8 billion USD are due to the lost in the vehicle operation [1]. The
congestion also has negative impacts in health, environment, and social sectors.

Metropolitan cities require structured mass transportation systems to lessen
the level of congestion [2]. The system can be based on rail system or on bus
system. The bus system is often called as the Bus Rapid Transit (BRT) system.
The rail-based system has larger capacity, but requires longer development time
and higher cost. In the other side, the BRT system has smaller capacity, but
requires shorter development time and lower cost.

The adoption rate of the BRT system is higher than that of the rail-based
system since the last decade. The adoption rates of the both systems are shown
in Fig. 1.
c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 398–407, 2015.
DOI: 10.1007/978-3-319-15705-4 39
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Fig. 1. The number of development of the train-based and BRT-based public trans-
portation systems across the globe [3]

Jakarta also adopts the BRT system and was firstly constructed in 2004.
The system is called TransJakarta BRT. By 2014, TransJakarta already has 12
corridors with 180 km busway length in total. Table 1 lists the monthly number
of passengers of TransJakarta in 2013.

Table 1. The Number of Monthly Passengers of TransJakarta on a number of corridors
in 2013

Corridor Jan Feb Mar Apr May Jun

1 1722650 1753109 1753109 2144327 2208102 2240811
2 608449 607270 701911 656851 678055 726560
3 651398 695467 821056 793286 799330 844527
4 519565 519701 576392 580012 575861 573580
6 661385 652530 726278 726278 724563 703151
9 984900 1012136 1145375 1127795 1122989 1143005

Corridor Jul Aug Sep Oct Nov Dec

1 226959 1856363 2217651 2185972 2199600 2367065
2 712579 674294 730465 712963 708227 769027
3 797685 751904 862652 846839 841850 873630
4 583415 519188 646062 646242 650763 668191
6 691517 598530 708459 708459 731415 757512
9 1164793 1020026 1210573 1235085 1218115 1251486

Source: http://transjakarta.co.id/

The transportation system can be divided into two sub-systems: the supply-
side system and the demand-side system. The transportation system should be
designed to balance the capacity of the both sub-systems. If the level of demand
is higher, then the level of service of the system will drop. If the level of the
supply is higher, the system may be not operating efficiently. For this reason,
monitoring the two sides of the transportation system is important for designing
a cost-effective system.

http://transjakarta.co.id/
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To operate the transportation system efficiently and effectively, we need to
monitor the both sides of the system. In the case of the BRT system, the fleet
of buses is the main constituent of the supply side; meanwhile, the BRT pas-
sengers are the main constituent of the demand side. The bus fleet can now be
monitored using various technologies such the Global Positioning System (GPS)
[4–7]. However, the passenger monitoring system is extremely limited. This work
intends to propose a monitoring system for the passenger using computer vision
techniques.

Many previous studies have been performed to develop methodology to track
moving objects using computer vision. In this article, those methods will be
further developed for monitoring BRT passengers.

Reference [8] develops method to track the movement of many human objects
in real-time utilizing the Conditional Density Propagation algorithm. Three
improvement were made in his work: the use of an effective template for the
human form using self-organizing map; the use of the hidden Markov model for
modeling the dynamic of the human shape; and the use of a competition rule
to separate a person from others. In addition, Ref. [9] study passenger detection
using the characteristics of the head area. They intend to track the pedestrian
movement. The tracking is achieved in two steps: applying the background differ-
ence algorithm, dynamic threshold algorithm, and the method of morphological
processing to filter the image noise; and applying head matching algorithm using
a mask template.

In addition, Ref. [10] develops an algorithm for estimating the volume of
a passenger flow. Reference [11] discuss on tracking human motion in outdoor
environment. Reference [12]develop real-time video processing on Android plat-
form.

In this work, we develop a method for counting the number of passengers in a
BRT station. The method is developed using computer vision techniques where
the passengers are detected and tracked by background subtraction algorithms.
We evaluate the following algorithms: Pixel-based Adaptive Segmenter algorithm
[13], Godbehere-Mitsukawa-Goldberg algorithm [14], and approximated median
filtering [15].

2 Methods

2.1 Design Consideration of Bus Rapid Transit System

The Bus Rapid Transit (BRT) system is the bus-in-steroid system. The system
eliminates aspects that slowing down the traditional bus system in serving large
number of passengers. The system delivers high performance by deploying a
number of design considerations [16].

Those design considerations mainly are: the BRT bus lanes are designed to
be located on the high-demand segments, off-vehicle fare collection, the busway
is separated and physically protected from the mixed traffic.

The use of the dedicated lane is a very important design consideration. And,
the lane is placed in the road center to minimize conflict with the mixed traffic,
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pedestrians spilling into the roadway, man-powered vehicles, and other conflict-
ing factors. The off-vehicle fare collection, instead of the on-vehicle fare collection
of the traditional bus system, is important to increase the passenger transfer rate.

In addition to those main design aspects, the BRT stations are designed on
the median of the road and are used to share by both directions of service; see
Fig. 2. Thus, the required number of stations is less and it can save cost with
fewer stations. However, with this design, the BRT requires special buses which
can serve passengers from the two sides of the bus.

Fig. 2. A typical design and location of the TransJakarta BRT station

2.2 Proposed Monitoring Strategy

Figure 2 shows a typical TransJakarta BRT station. The station is clearly con-
structed by considering the design factors discussed in Sec. 2.1. Passengers arrive
on the station by using the elevated stair. The TransJakarta BRT stations tend
to be narrow but long. Thus, the station can serve more than one bus simulta-
neously.

The proposed real-time monitoring system for such station design is shown
in Fig. 3. The system consists of a central processing unit, a number of image
acquisition units (CCTVs or IP cameras), wireless data communication unit,
and server. The acquisition unit records the moving images of the movement of
passengers across the access point. The recorded images will be sent to a central
processing unit where the passenger counting will be performed. The algorithms
in the CPU should be able to count the remaining passengers in the station.
The data including the associated time-stamp data, will then be submitted to a
server via a wireless network.

2.3 Passenger Counting Using Background Subtraction Algorithms

In the following, we will discuss three computer vision algorithms for background
subtraction, which are evaluated for the purpose of passenger counting. For the
detail exposition, the reader is advised to consult Ref. [15].
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Fig. 3. The proposed passenger monitoring system for TransJakarta BRT station

In the following, we use notations: Ict (x, y) to denote the value of channel c
of the pixel at location (x, y) at time t and Bc

t (x, y) is the background model.

Godbehere-Mitsukawa-Goldberg. The Godbehere-Mitsukawa-Goldberg
(GMG) algorithm combines statistical background image estimation, per-pixel
Bayesian segmentation, and an approximate solution to the multi target tracking
problem using a bank of Kalman filters and Gale-Shapley matching. A heuristic
confidence model enables selective filtering of tracks based on dynamic data.
Figure 4 describes the GMG algorithm.
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Fig. 4. GMG algorithm block diagram. An image I(k) is quantized in color-space,
and compared against the statistical background image model, Ĥ(k), to generate a
posterior probability image. This image is filtered with morphological operations and
then segmented into a set of bounding boxes, M(k), by the connected components
algorithm. The Kalman filter bank maintains a set of tracked visitors Ẑ(k), and has
predicted bounding boxes for time k, Z̆(k). The Gale-Shapley matching algorithm pairs
elements of M(k) with Z̆(k); these pairs are then used to update the Kalman Filter
bank. The result is Ẑ(k), the collection of pixels identified as foreground. This, along
with image I(k), is used to update the background image model of Ĥ(k). This step
selectively updates only the pixels identified as background [14].

Adaptive Median Filtering. The median filtering algorithm is actually
derived from the non-recursive techniques median filtering [15]. Reference [17]
propose a recursive technique that is easy to estimate the median. This technique
is also used for background modeling at traffic monitoring. In the algorithm, the
estimated median is added by 1 if the input pixel is larger than the previos esti-
mated median. Inversely, the median is subtracted. Mathematically, it is written:

BC
t+1 =

⎧
⎪⎨

⎪⎩

BC
t + 1 if ICt > BC

t

BC
t − 1 if ICt < BC

t

BC
t if ICt = BC

t

(1)

Pixed-based Adaptive Segmenter. Pixel-Based Adaptive Segmenter or
called PBAS is a non-parametric background modeling technique [13]. The back-
ground is modeled on the basis of the observed pixel value history. The fore-
ground decision depends on a decision threshold. The background update is
based on a learning parameter. This algorithm uses dynamic per-pixels state
variables and introduce dynamic controllers for each of them. The PBAS algo-
rithm is summarized in the flowchart in Fig. 5. For the detail, we advice the
reader to consult Ref. [13].

2.4 Experimental Setup

Figure 6 shows a typical access point of a typical BRT station. We draw the red
virtual line and use the line to separate the region into two regions: Region A and
Region B. Region A is located to the left of the line. We attach a camera to the
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Fig. 5. PBAS algorithm block diagram. Variable I(xi) denotes the current pixel value,
B(xi) is the background model, R(xi) is the per-pixel threshold, T (xi) is the learning
parameter, F (xi) is the foreground segmentation mask [13].

top of that access point and record any passenger movement around the access
point. When a BRT bus arrives at the station, the bus door will be align to the
access point. The bus door will be in Region A. To board the bus, the passenger
should walk across the red line and enter the bus. In the experiment, we record
the activity in this access point for a duration of 30 minutes. We should note
that in practice, passengers often wait for the bus along the red line, resulted in
the counting error.

Fig. 6. An access point to a typical BRT station. The image recording system is located
on the top. The red is a virtual line which is constructed to separate Region A, to the
left of the line, and Region B, to the right of the line.
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3 Implementation and Results

This section reports the empirical data collected during verification of the pro-
posed method. The verification is performed as the following. In the experiment,
the three algorithms are utilized and the results of each algorithms are reported.

The experimental results are tabulated in Table 2 for the PBAS, GMG,
and AMF algorithms. The other results are tabulated in Table 3 for the AMF
algorithm with varying the sampling rate. We should note that in this experiment
the recorded image is rather low in resolution and contains high level of noise.
As the results, the algorithms PBAS and GMG are not able to recall any object
crossing the line and only detect the noise. In addition, the both algorithms
require rather long processing time. Only the AMF algorithm can identify the
object with reasonable level of accuracy and precision.

On the basis of the previous results, we further investigate the perform of the
AMF algorithm by varying the sampling rate. We vary the sampling rate as 1,
3, 5, 9, and 13. The results are presented in Table III, and it indicates that the
precision of the AMF algorithm tends to be strongly affected by the sampling
rate. The precision level increases as the sampling rate increasing.

Table 2. The Experimental Results for PBAS, GMG, and AMF algorithms. The AMF
uses the sampling rate of 1.

Parameters PBAS Algorithm GMG Algorithm AMF Algorithm
A → B B → A A → B B → A A → B B → A

The number of object cap-
tured by the algorithm

19 16 66 80 9 6

The number of correct
object captured by the algo-
rithm

0 0 0 1 2 3

The number of the actual
object

3 4 3 4 3 4

Recall 0 0 0 0.25 0.67 0.75

Precision 0 0 0 0.25 0.22 0.50

Table 3. The Effect of the Sampling Rate to the Counting using AMF Algorithm

Parameters Sampling Rate = 5 Sampling Rate = 9 Sampling Rate = 13
A → B B → A A → B B → A A → B B → A

The number of object cap-
tured by the algorithm

11 10 12 10 12 9

The number of correct
object captured by the
algorithm

2 4 2 4 2 4

The number of the actual
object

3 4 3 4 3 4

Recall 0.67 1.00 0.67 1.00 0.67 0.44

Precision 0.18 0.40 0.17 0.40 0.67 1.00
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4 Conclusion

This research proposes a system for counting the number of passengers waiting
in a BRT station. The system is designed to provide the real-time data of the
number of passengers. This data is very important for the BRT fleet manage-
ment. The passenger counting system utilizes computer vision technique to track
the movement of passengers across the station access point. In the image of the
access point, a virtual line is drew, and the passenger is counted upon crossing
the line. The image can be recorded using any recording devices such as IP TV,
mobile TV, or CCTV. In the designed system, the recorded image will be sent
to a central processing unit for processing the passenger counting on each access
point, to determine the number of the total passengers in the station, and to
submit the data to a dedicated server. In the current development, only one
access point is considered. The developed system is used to count the passenger
crossing the access point. Then, the result is compared to the manual counting.
The empirical findings suggest that the AMF algorithm provides the best results
in term of the accuracy in comparison to the PBAS and GMG algorithms. The
result of the AMF algorithm can also be improved by increasing the sampling
rate. The required time for analysis is also lower for the AMF algorithm.

Acknowledgement. We offer our highest appreciation to Directorate General Higher
Education of Republic of Indonesia for their support via the National Competitive
Research Grant No.: 017.A/DRIC/V/2013.
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Abstract. Shift has been detected in the ICT-enhanced teaching/learning, par-
ticularly from e-learning to cloud and m-learning. For education, it offers new 
possibilities to structure and perform learning processes. That was the reason 
why a case study was prepared summarizing how this process was carried out at 
the Faculty of Informatics and Management (FIM), monitoring (1) learners´ 
knowledge reached with/without the ICT support, (2) the impact of ICT in the 
instruction tailored to learners´ preferences, (3) evaluating the work with virtual 
desktops and (4) learners´ readiness for m-learning, mainly what mobile devices 
they own, which of them they use for personal purposes, whether they have 
adequate skills developed, and whether mobile devices could be implemented in 
the process of instruction. Despite no statistically significant differences were 
detected in researches 1 and 2, learners expressed high satisfaction with using 
virtual desktops, wide possession of mobile devices and good skills in using 
them for personal activities. 

Keywords: Case study · Cloud computing · Database · Education · e-learning · 
m-learning 

1 Introduction 

The net-generation, e-/i-generation, digital natives and other attributes describe fea-
tures which define characteristics of current young people. Lately, they have been 
called the C-generation, or generation C, where C stands for cloud.  

Different approaches to setting the Generation C definition are available, e.g.  
Pickett places Generation C between 1982 and 1996 [1], while Strauss and Howe set 
them in the Millennial period (i.e. born the interval between 1982 and 2001). Pickett 
adds Generation C is a group of individuals who share a similar state of mind, certain 
personality traits, values, attitudes, interests, lifestyles, they turn to the Internet natu-
rally and extensively and are very Web 2.0-savvy [1], i.e. all of them being digital 
natives defined by Prensky [2].  

Cloud computing is a ‘model for enabling convenient, on-demand network access 
to a shared pool of configurable computing resources (e.g., networks, servers, storage, 
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applications, and services) that can be rapidly provisioned and released with minimal 
management effort or service provider interaction’ [3]. Cloud computing can be used 
in many fields of human activities including educators, institutions, individual stu-
dents, to support particular teaching and learning experience, to organize software 
availability, it enables access to software applications, hardware, data, and computer 
processing power on the Web, which is preferred to installing software onto one com-
puter or server. For education, it offers new possibilities to structure and perform 
learning processes, thus providing potential impact on education. In teaching, the 
interoperability, transferability, security and privacy, backup and perpetuity, denial of 
service and content issues are the most appreciated features [4]. As Awodele et al. 
state cloud computing, combined with web-based applications and services enables to 
achieve higher levels of productivity, innovation, and effectiveness as well as the 
access to software applications, hardware, data, and computer processing power on 
the Web, rather than installing software onto one’s computer or server. The educators 
can exploit new web software applications for learning purposes thus supporting in-
novation in the use of new technologies for learning with minimal investment. For 
students, cloud applications can add richness and variety to their learning experience, 
collaboration with other students after regular school schedule. [5] And, educators are 
now seeking efficient solutions for online collaboration and online teaching for over-
coming the current limitations. Cloud computing could be one approach supporting 
educators and students on their journey towards an efficient, network based, online 
learning environment. [6]  

The contemporary development of information and knowledge society depends on 
technology which has long been based on the increasing performance of devices and 
their miniaturization at the same time, thus providing a number of benefits to its users, 
reduce equipment, costs and maintenance [7]. And, cloud solutions allow the teach-
ing, research and development to be more efficient, particularly in: 

• the economy of financial resources (to pay for what is used); 
• elasticity of use, given the possibility of using initial the small services; 
• increased availability, e.g. Google offers approximately 100% for educational ap-

plications; 
• end-user satisfaction because the applications accessed in the cloud include the 

latest tools to be used without being purchased, installed and maintained; 
• collaboration possibilities; 
• data storage  for free use, accessible from any time and place and through any type 

of mobile device; and, 
• learning management systems (LMS) such as Blackboard or Moodle can be hosted 

there [8].  

Offering on-demand infrastructure, applications, and support services in a cloud 
could drive down the total cost and capital invested for IT in higher education, facili-
tate a transparent matching of IT cost, demand, and funding, scale IT, foster further IT 
standardization, accelerate the time to market by reducing IT supply bottlenecks, and 
increasing the interoperability between disjoined technologies in or between organiza-
tions [9]. 
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Reflecting the technical and technological development, the process of transforma-
tion in  delivery of education changed providing new transformation tools, i.e. from 
using non-portable devices (e-instruction/e-learning), followed by portable, handheld 
ones (m-instruction/m-learning) and mobile services, and thus using latest mobile 
devices and requiring new skills from the users (both teachers and learners) [10].  

Although mobile devices and technologies have been around for a long time pe-
riod, their impact on university education is recent, and the estimated impact is even 
more clouded, difficult to be imagined [11]. Reflecting the fact that mobile phones 
(smartphones) have become of mass use and tablets are on the rise (as verified e.g. in 
our survey and many others), these probably will be the leading tools for the future 
couple of years, both for personal use and education purposes. 

Below an example of Faculty of Informatics and Management (FIM), University of 
Hradec Kralove (UHK), Czech Republic is presented. The study comprises data 
which have been collected since 2009/10 academic year. It is structured into several 
phases where following research questions were answered: 

1. Do students reach better knowledge when taught in the ICT-enhanced way com-
pared to traditional methods without ICT support? (Research 1)  

2. Do students reach better knowledge if their learning preferences are reflected in the 
process of instruction? (Research 2)  

3. Do students appreciate the possibility to use virtual desktops for remote access to 
virtual classrooms equipped with software not available to anybody anywhere? 
(Research 3) 

4. Are students ready for cloud m-learning? (Research 4) 

Reflecting the technology development, both e-learning (research questions 1  
and 2) and m-learning (research questions 3 and 4) are in the focus of attention. 

2 Research Design 

As the Faculty of Informatics and Management comprises the research activities in the 
field of Informatics, as well as it functions as the educational institution preparing pro-
fessionals in the area, two main fields can be detected in the FIM research: (1) profes-
sional, focusing on Informatics, Information- and Knowledge Management-related 
problems, and (2) education-focused, dealing with branch didactics, i.e. methodology 
how to teach the learning content efficiently. Currently, the focus on latest technolo-
gies has been emphasized. 

2.1 Course of Research 

Being the leader in the Czech Republic, the process of ICT implementation into edu-
cation started in 1997 at FIM and spread widely after 2000, when the LMS 
WebCT/Blackboard was used. Currently, approximately 250 online courses support-
ing the complete scope of subjects are available to students (e-subjects), either to  
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enhance the teaching/learning process, or to be used in the distance form. This phase 
of FIM development is reflected in research question 1 (see above) where the ICT-
enhanced process of teaching/learning was researched; and in research question 2 
trying to verify whether the individualization if the ICT-enhanced process of instruc-
tion results in learners´ better knowledge. 

Since 2012/13 academic year the virtual desktops have been available to students, 
mainly for work with software not providing free/open access (e.g. MS SQL Server, 
Enterprise Architect). Virtual classrooms were formed enabling students to work from 
any place any time. On the other side, despite been future IT specialists and the work 
with virtual desktop was intuitive to a large extent, new skills were required from 
learners. Thus possible problems, both technical and learning content-related were 
analyzed within research question 3. 

Since 2013/14 the Blackboard Mobile LearnTM version 4.0 for Apple and Android 
devices has been piloted. Research question 4 investigates answer to what types of 
sources of information students use for their higher education (university study), fo-
cusing in detail on the availability of mobile devices for students. 

2.2 Research Sample 

Four research samples were included in the case study, i.e. totally 1,408 participants, 
as displayed in table 1.  

Table 1. Amounts of respondents 

Research Started research Finished research 
1 772 678 
2 400 324 
3  203 
4  203 

Total  1,408 

2.3 Research Methods 

Data were collected from pedagogical experiments (research questions 1 and 2) and 
by questionnaires (research questions 3 and 4) and processed by NCSS2007 statistic 
software applying t-test, Mann-Whitney and Kolgomorov-Smirnov tests and frequen-
cy analyses for data collected by questionnaires.  

In research 1 the pedagogical experiment was applied with didactic pre-test detect-
ing the entrance knowledge, post-test of learners´ final knowledge after the instruction 
enhanced/non-enhanced by ICT and retention test after three months (post-test2) in 
three profile subjects (Database Systems, Management, IT English), interview and 
observation [12]. 

 
 
 



Longitudinal Case Study of Faculty of Informatics and Management  415 

 

In research 2 the pedagogical experiment with didactic pre-test and post-test was 
applied in three groups as follows: 

• Students in the experimental group 1 (group LCI) were offered such study mate-
rials, exercises, assignments, ways of communication and other activities which 
suit their individual learning styles. The selection was made electronically by an 
application which automatically generates the "offer", i.e. it provides each student 
with types of materials appropriate to his/her learning style.  

• Students in experimental group 2 have access to all types of materials (CG – con-
tent general) and the process of selection is the matter of individual decision (group 
CG).  

• Students in the control group 3 (group K) study under traditional conditions, when 
their course is designed according to the teacher´s style of instruction which they 
are made to accept.  

The process of instruction in all groups was tracked by the LMS [13]. 

In researches 3 and 4 the questionnaire consisting of 12 statements was applied. 
Respondents expressed their experience, opinions and evaluation on the six-level 
scale (1 – full agreement, 6 – total disagreement), and proposals in the form of open 
answers were welcomed on how to improve the current state. The monitored fields of 
interest were (1) to collect learners´ feedback on the possibility to use virtual desktops 
and (2) what mobile devices they use so that we could consider whether they are 
ready for cloud m-learning.  

 

Fig. 1. Test scores in pre-test, post-test and post-test2 
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3 Results 

In research 1, the hypothesis (There exist statistically significant differences in learn-
ers performance in the ITC-enhanced process of instruction compared to the tradi-
tional one) was falsified, as test scores detected in the experimental and control 
groups were very close (figure 1, DT: ICT-enhanced instruction, PT: non-ICT-
enhanced instruction; pre: pretest; post: posttest). 

In research 2, both hypotheses (H1: Students reach higher increase in knowledge if 
the process of instruction is adjusted to their learning style (LCI group 1) in compari-
son to the process reflecting teacher´s style of instruction (group K) and H2: Students 
reach higher increase in knowledge if they can study independently using all types of 
provided study materials (CG group) in comparison to the process reflecting teach-
er´s style of instruction (group K)) were falsified as the differences in test results were 
not statistically significant (figure 2, dif K versus LCI, dif K versus CG). 

 

 

Fig. 2. Differences in test scores in K compared to LCI groups and K compared to CG groups 

Results in both pedagogical experiments in researches 1 and 2 led us to the conclu-
sion the statistically significant contribution of ICT applied in the process of instruc-
tion at the Faculty of informatics and Management, University of Hradec Kralove, 
was not proved. The reason might be that research participants are students of IT 
study programs (bachelor and master Applied Informatics and Information Manage-
ment study programs). Being of 20 – 25 years old (with some exceptions of older 
students in part-time programs), they can be defined as typical digital natives or  
e-/i-generation who consider the use of ICT in the process of instruction standard, not 
any type of support. They mostly do not need to be trained in the use of ICT for edu-
cation purposes, having a high level of intuition developed and professional know-
ledge and skills under the development. Above all, research 2 proved that despite they 
had individual learning preferences, they were flexible enough to get knowledge, 
either the process of instruction was tailored to their preferences, or not.   
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In research 3, learners´ feedback was collected after two-year long (i.e. four-
semester) use of virtual desktops. Users expressed their high satisfaction with this 
approach calculated as 1.8 value from six-level scale (1 – full agreement, 6 – total 
disagreement, as described above). Despite some technical problems appeared at the 
beginning evaluated as 2.3 in the first semester, final value reached 1.4 value.  

These results, been supported by high quality equipment and conditions at FIM 
(hardware, software, support etc.) and continuous training of teachers lecturing other 
than IT-relating subjects (e.g. English, German, Math, Accounting, Management, 
Psychology, Ethics etc.) entitled us to approach to wider use of ICT in education. 
Following latest trends, mobile devices were implemented in the concept. The pilot 
project using LMS Blackboard Mobile LearnTM version 4.0 started in 2013/14. This 
version supports iOS6+, i.e. iPhone 3GS, iPad 2+, IPad mini, iPod Touch 4+ and 
Android OS 2.3+) was carried in February – May 2014. Mobile devices enhanced 
independent foreign language learning (English for IT students), as it was considered 
natural from the learners´ point of view. Parts of learning content in IT English 
courses were available for students who mainly used smartphones and tablets for this 
purpose. Before this pilot project started, research 4 on availability of mobile devices 
and their use for personal and educational purposes was carried out. The collected 
data showed: 

• Sources of information respondents use within university study: online courses  
(e-subjects) in LMS are the most frequently used source (92 % of respondents), 
personal attendance of lectures (85 %), materials from the Internet for free (77 %), 
materials from the FIM web page (there is a file with study texts where teachers 
uploaded the materials before online courses were widely used, and numerous 
teachers still use both this way and the online courses) and discussion groups (both 
72 %), Wikipedia (42 %), half of students borrow textbooks (53 %), but only one 
third buys them (31 %), Facebook is used by more than half of respondents (58 %), 
Google+ and LinkedIn are not frequently used (11 %, 1 %).  

• Mobile devices respondents own: notebooks (88 %), TV (67 %), smartphones (61 
%), mobile phones (52 %), PC (52 %), mp3 player (49 %), DVD player (39 %), 
radio (30 %), Hi-fi (27 %), tablets (24 %), game console (13 %), netbooks (10 %). 

• Mobile devices respondents use for entertainment: notebooks (81 %), TV (54 %), 
smartphones (49 %), mp2 player (29 %), mobile phone (28 %), radio (18 %), DVD 
player and tablet (16 %), HI-FI (12 %), game console (10 %), netbook (7%).  

• Mobile devices respondents use for private communication: notebook (79 %), 
smartphone (59 %), mobile phone (55 %), PC (45 %), tablet (13 %), netbook (8 
%); and personal contact (96 %). 

• Mobile devices respondents use for university study (in all subjects, for all activi-
ties except searching for information): notebook (87 %), smartphone (43 %), PC 
(42 %), mobile phone (18 %), tablet (18 %), netbook (7 %).   

Data are summarized in figure 3. 
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Fig. 3. Mobile devices used for various purposes 

4 Cloud M-learning Concept 

Two features are clearly seen from these data: (1) mobile devices are widely used by 
students and (2) as they are competent in private use, it will be easier (if possible at 
all) to learn how to use them for education. Together with results in researches 1 and 
2, the following concept of cloud m-learning was designed: 

• Lectures will be read in the classroom. Students can attend them either face-to-
face, watch them online or later on. 

• For seminars students will be divided into several groups of 20. They can work 
either form laboratory in the FIM building, or to use the virtual desktop services 
and participate from home or any other place and time. 

• This choice can be approached from non-portable computer, notebook, netbook, 
tablet and smartphone. Consultations with teacher can be carried both personally 
and in online/offline communication. 

This concept will be used in the subject of Database Systems II, were approximate-
ly 150 students are enrolled.  

5 Conclusions 

Information and communication technologies help substantially in education (despite 
not proved in knowledge increase as in our researches, but they definitely support 
motivation and make approach to learning easier and open [14].   

M-learning, based on learners´/teachers´ ownership of mobile devices and master-
ing skills on how to use them for education purposes, including their willingness to 
cover relating financial requirements for services used, is a natural solution for the net 
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generation of digital natives [2] and generation C [1] as it puts together favorite learn-
ing aims (i.e. mobile devices) and methods of constructivism, connectivism, collabor-
ative active learning and others.  

Numerous surveys have been published but didactic-related ones are still missing. 
So, it is the challenge for future research activities. As Benson and Morgan state, 
mobile devices have become a default way to accessing the Internet [15]. The prolife-
ration of smart mobile devices and easily accessible Internet have had a significant 
impact on higher education (HE). Virtual Learning Environments (VLEs) have been 
deployed by HE institutions.  Advanced capabilities of mobile devices and better 
connectivity have led to a growing number of the student population accessing VLEs 
through their smart phones, downloading and working with lecture slides on iPads 
instead of paper notes, participating in VLE discussion forums through their phones, 
etc. With the growing number of mobile devices in the hands of the younger popula-
tion, it is only a matter of time before HE students will be expecting wireless access to 
learning materials to complement and/or replace current Internet-based VLEs. 

Above all, ethical problems relating to the use of mobile devices and cloud compu-
ting – these are the hot topics as well. The ethical feeling of non-/contacting the 
teacher anytime anywhere is connected to general behavior of the digital natives and 
their good manners. And, they, being allowed to feel free from childish age, disrupt 
this gentle border line easily. Despite this and as most results show, vast majority of 
both students and teachers are ready for efficient use of mobile devices within cloud 
computing.  

Acknowledgment. The paper is supported by the SPEV project. 
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Abstract. Granulation simplifies the data to better understand its complexity. It 
comforts this understanding by extracting the structure of data, essentially in 
big data or cloud computing scales. It can extract a simple granular-rules set 
from a complex data set. Granulation is associated with theory of fuzzy infor-
mation granulation, which can be supported by fuzzy C-mean clustering. How-
ever, intersections of fuzzy clusters create redundant granular-rules. This paper 
proposes a granular-rules extraction method to simplify a data set into a granu-
lar-rule set with unique granular-rules. It performs based on two stages to con-
struct and prune the granular-rules. We use four data sets to reveal the results, 
i.e., wine, servo, iris, and concrete compressive strength. The results reveal the 
ability of proposed method to simplify data sets by 58% to 91%. 

Keywords: Fuzzy information granulation · Fuzzy C-mean clustering ·  
Membership function · Simplification · Granular-rule   

1 Introduction 

Granulation simplifies information as human mind does. Mind maps the real world 
complexity into simpler computable parts. Granulation approaches the same way as 
an art of problem solving [1]. The world is surrounded with flood of information, and 
concretely, we need intelligent systems to encounter it. L.A. Zadeh [2] addresses them 
as information revolution and intelligent system revolution. To reach the mind model, 
information needs granular representation, and conversely, granular information re-
quires intelligent systems to compute granularity. In other words, granular computing 
survives both information and intelligent systems. 

Theory of information granulation (TIG) plays a key role in granulation. Since 
theory of fuzzy information granulation (TFIG) established the TIG [2-4], various 
approaches have been developed under the model of granular computing [5, 6]. Be-
sides TFIG, abstraction and theory of hierarchal planning study the granulation. 
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Theory of abstraction [7] processes information to show the relevant and irrelevant 
details. It formulates similarly to the rough sets theory [8]; however, it represents the 
necessary terms of granulation. It reflects the understanding and representing the 
world in humans based on grain seizes, and it abstracts information as their current 
interests. Theory of hierarchal planning associates with studies on granulating the 
plan [9] and theory of quotient space. The latter is based on hierarchal description and 
problem representation [10], which visualizes the granulation as a structural problem-
solving approach. 

The core idea of granulation is simplification; however, it creates ambiguity. As 
show in Figure 1, the intersected areas create ambiguity as every data point may be-
long to any fuzzy granules. Consequently, the granular-rule extraction comes with 
redundant granular-rules. This paper proposes a method to prune the redundancies.  

 

Fig. 1. Ambiguity areas in fuzzy granulation 

The organization of this paper is as follows. Section  2 explains the granulation, and 
subsection  2.1 distinguishes the fuzzy information granulation. Section  3 introduces 
the proposed fuzzy granulation method that extracts the granular-rules. Section  4 
gives the results, and Section  5 reaches the conclusion. 

2 Granulation  

Granulation is a decomposition of the whole to parts based on indistinguishability, 
similarity, proximity, or functionality. An aim of granulation is simplification, where 
in turn, it ignores the extras. It is similar in human, when one encounters flood of 
information [11-13].   
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Fig. 2. A general model for information granulation 

Fig. 2 shows the general concept of granulation that can be supported by clustering 
mechanisms. Equation 1 defines the granulation process given by [14]. 

 , ,   (1) 

Where  is data set and   is information granule. Each granule is a tangible entity 
that has well-defined semantics. This definition gives the general scheme; though, 
granulation involves several models, e.g., interval analysis, random sets, probabilistic 
sets, and rough sets. However, fuzzy set, rough set, and quotient space widely appeals 
in the information granulation. The model of fuzzy information granulation is based 
on fuzzy set theory of information granulation. This model is used for two reasons: its 
trend in the literature, and, the ability of fuzzy modeling to hybrid with other compu-
tational models. 

2.1 Fuzzy Information Granulation  

The fuzziness is the specification of human to granulate the information. Fuzzy in-
formation granulation decomposes an object to parts based on fuzzy measurements. 
Fundamental concepts of linguistic variables and if-then rules established it to spark 
the granular computing. The main studies associate with classification and clustering 
fields. Studies related to classification describe the classifiers as rules to express the 
corresponding fuzzy granules. To name a few, Zhou et al. [15] gives a general frame-
work for classification rule mining; Yao et al. [16] introduce the classification rules 
by granular computing; and, Yang and Fusheng [17] apply fuzzy information granula-
tion to machine learning for the classification problem. Studies related to clustering 
applied fuzzy clustering. To name a few, Pedrycz et al. [18] encode and decode the 
numeric data using fuzzy clustering to obtain granules; Panoutsos et al. [19] study the 
granular feature to linguistic interpretability of fuzz logic rule base; and, Kwak et al. 
[20] apply fuzzy granulation to design linguistic model realized by context-based 
fuzzy C-mean clustering. In addition, studies related to evolutionary computation 
applies evolutionary optimization to define the granules. Reformat and Pedrycz [14] 
aims at covering the most of data point, while defining the size of granules as small as 
possible. In this paper, we propose granulation method based on fuzzy information 
granulation by applying the fuzzy C-mean clustering; while the granulation extracts 
the granular-rules equivalent with original data set.  
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3 Proposed Fuzzy Granulation Method 

This section proposes the granulation method. It transforms the crisp data set into 
fuzzy granular-rule set – henceforth, we denote it as G-rule. The algorithm performs 
granular rule extraction based on fuzzy clusters obtained by fuzzy C-mean clustering 
algorithm. It includes three main phases as shown in Fig. 3. 

 

 

Fig. 3. Proposed granulation method 

First, it receives the fuzzy clusters as granules; and second, it constructs all possi-
ble G-rules from the crisp data set. The latter stage finds the possible rules based on 
intersected parts of the granules. Third, it eliminates the repeated and the multi-output 
G-rules. The G-rule extraction stage includes two steps as shown in Fig. 4.  

 

Fig. 4. Steps of extracting the G-rules 

Fig. 4 shows the steps of constructing and, then, pruning the G-rules. The first step 
derives possible G-rules from crisp data by finding every crisp data within the inter-
secting parts of fuzzy clusters. Then, the second step prunes possible G-rule by elimi-
nating the extra G-rules. It eliminates two types of G-rules as cross-output and  
repeated. Fig. 5 and Fig. 6 give the algorithms of first and second steps, respectively.  
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Function: Finds the intersections between fuzzy clusters 
Input: Fuzzy clusters 
Output: G-rules in intersected area between fuzzy clusters 
Begin Inter .  = FIND_intersetecd.fuzzy.clusters ( ); 
While (Inter . ) 
 Inter  = FIND_intersected.area ( ); 
End 
//Find the possible G-rules// Data  = FIND_data_in_Inter  ( ); 
While (Data ) 
 Switch (Data ) 
  Case 1: Data   Cluster  
   Possible_G-rules = CONSTRACT_G-rule (Cluster ); 
  Case n: belongs to cluster_n 
   Possible_G-rules = CONSTRAC_G-rule (Cluster ); 
  Case (n+1): belongs to  
   Possible_G-rules = CONSTRAC_G-rule (Cluster to Cluster ); 
 End 
 i = i ++; 
End 

Fig. 5. Algorithm of constructing possible G-rules 

Function: Prune the G-rules 
Input: Constructed G-rules of intersected areas 
Output: Unique G-rules of intersected areas 
Begin     
While (Possible_G-rule)  
       //Prune the repeated G-rules// 
 Grule  = FIND_repeated.G-rule ( ); 
 For (i 1 to n 1  
  KILL (G. rule ); 
 End  

           //Prune the multi-output G-rules// 
 Grule  = FIND_multi_output_G-rules ( ); 
 Freq  = FIND_highest_frequency_of_each_multi-output_G-rule ( ); 
 For (j 1 to n  
  If (freq freq ) then KILL (G. rule ); 
 End  
End  

Fig. 6. Algorithm of pruning the G-rules 

The first step (Fig. 5) finds the intersected parts of the clusters; and then, it finds 
the crisp data that belong to the intersecting parts. First, it loads the fuzzy clusters 
from fuzzy C-mean clustering using the alpha cuts, and then it evaluates the status of 
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each crisp data to its corresponding cluster. A data intersects if it belongs to more than 
one cluster. In other words, two clusters contain shared data when they overlap. Once 
the intersected data are found, then it constructs the possible G-rules by associating 
every shared data to belonging clusters. 

The second step (Fig. 6) prunes the redundant G-rules. First, it eliminates the re-
peated G-rules; and second, it eliminated the multi-output G-rules by surviving the 
most frequent G-rules. The frequently of every multi-output G-rule is the repetition of 
its input part. Thus, the most repeated G-rules are survived by highest frequency. 
Consequently, it eliminated the remained G-gules from the rule base. Eventually, the 
extracted G-rule base has been originated from the crisp data set. 

4 Results 

This section gives the result of proposed granulation method. We performed fuzzy C-
mean clustering over the following four data sets: wine, servo, iris, and concrete com-
pressive strength (C.C.S) – from University California Irvine (UCI) repository 
(http://archive.ics.uci.edu/ml). For wine, servo, and iris data sets, we limited the num-
ber of variable to five of them to conform the representation of results as given in 
Table 4 in appendix. 

We applied fuzzy C-mean clustering based on two clusters to initiate the proposed 
granulation method (see Fig. 3). Table 1 gives the MFs of obtained clusters 
represented in triangular fuzzy numbers  as ( , , ). Each cluster is, then, used 
to perform the G-rule extraction.  

Table 1. Fuzzy clusters to build the G-rules 

Data set Variable Cluster1 Cluster2 

Wine 
1 (11.41,12.42,16.63) (12.42,16.63,14.38) 
2 (0.74,1.9,3.9) (1.9,3.9,5.8) 
3 (1.71,2.15,2.54) (2.15,2.54,3.22) 
4 (70,94,113) (94,113,164.11) 
5 (0.89,2,2.8,5) (2,2.8,3.88) 

Servo 
1 (1,3,4) (3,4,5) 
2 (1,3,4) (3,4,5) 
3 (3,5,6) (5,6,6) 
4 (1,2,4) (2,4,5) 
5 (0.1312,1.3,3.7) (1.3,3.7,7.1001) 

Iris 
1 (4.5,5.2,6.6) (5.2,6.6,7.9) 
2 (2.8,3.5,4.4) (3.5,4.4,4.4) 
3 (1.6,5,6.9) (5,6.9,6.9) 
4 (0.2,1.8,2.5) (1.8,2.5,2.5) 
5 1 2 

C. C. S. 
1 (102,214.9,387) (214.9,387,540) 
2 (0,24,172.6) (24,172.6,359.4) 
3 (0,24.5,142.3) (24.5,142.3,200.1) 
4 (121.8,161.9,188) (161.9,188,247) 
5 (0,1.9,10.8) (1.9,10.8,32.2) 
6 (801,916,1046.9) (916,1046.9,1145) 
7 (594,690,824) (690,624,992.6) 
8 (1,56,270) (56,270,365) 
9 (2.33,23.35,51.86) (23.35,51.86,82.6) 
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We computed the ability of simplification in Fig. 7 to summarize the results of the 
proposed method. We compared the number of obtained G-rules against the number of 
data in each data set. It shows that wine, servo, iris, and C.C.S. respectively consist of 
178, 167, 150 and 1030 data, and concretely 16, 16, 16, and 255 G-rules.  Therefore, we 
observe that the proposed granulation method significantly simplifies the crisp data sets.  

We can assert that the proposed graduation method potentially abate the complexi-
ty of big data, as it significantly simplifies the data set. Fuzzy C-mean clustering in 
the proposed method initiates the simplification by finding the interconnections be-
tween data; and concretely, we can assert that the proposed granulation extracts the 
structure of big data. This is an essential to encounter big data, or could computing 
scale, to understand the data prior to hardware extensions; which in result, it reduces 
the processing costs.  

5 Conclusion 

This paper proposed a granulation method to extract a set of granular rules from a 
crisp data set. Simplification of data was the core idea to the proposed method along 
with the theory of fuzzy information graduation (TFIG). The proposed method con-
sists of two stages, with two steps in each stage. The first stage constructs all granular 
rules by: finding the intersection of fuzzy clusters, and finding possible granular rules. 
The second stage prunes the extras from the constructed granular rules by: pruning the 
repeated granular rules, and pruning multi-output granular rules. We applied the pro-
posed method on following data sets: wine, servo, iris, and concrete compressive 
strength. We performed fuzzy C-mean clustering (FCM) with two clusters to initiate 
the granular-rule extraction. The results were represented in linguistic form, and, it 
showed significantly decreases the number of extracted granular rules in compared 
with number of data in original data set. This shows the impact of proposed method to 
simplify data; where, it could simplify data from 91% to 58% for wine, servo, iris, 
and concrete compressive strength. One can increase the rate of simplification in fu-
ture works by investigating the optimal size of granules.  

A Appendix 

Table 4. Attributes of each data that are used in this paper 

Data set Variables  

Iris  Sepal length Sepal width Sepal petal length Petal width Classes 

Wine Alcohol Malic acid Ash Magnesium Flavanoids 

Servo Amplifier Motor lead screw/nut Sliding carriage Classes 
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Abstract. In the recent time seamless positioning in hybrid environment is be-
coming hot topic for large number of researchers. In this paper we will present 
approach for seamless positioning using modular positioning system imple-
mented as a cloud service. The idea of the proposed system is to provide  
position estimates in both indoor and outdoor environments by using different 
positioning modules. Currently we have implemented three positioning mod-
ules – GPS module, Wi-Fi module and GSM module. Each of the modules have 
different role in the system. GPS should provide positioning information mainly 
in outdoor environment, Wi-Fi module should be used mainly in indoor envi-
ronment and GSM module should provide position estimates in case that GPS 
and Wi-Fi positioning modules are not able to estimate position of the device. 
For example due to low number of received signals or poor quality of signals. 
In the proposed system positioning GSM and Wi-Fi modules utilize fingerprint-
ing approach for the position estimation.  

Keywords: Seamless positioning · Localization · Fingerprinting · Wi-Fi · GSM 

1 Introduction 

In the past years many different positioning systems emerged. This is mainly caused 
by the rising popularity of smart devices and increased development of Location 
Based Services [1]. Lately situation in providing position information becomes more 
complex and traditional GNSS based positioning is not sufficient any more, since 
users are looking to use LBS in various environments e.g. dense urban environment 
and indoor environment. Problem with GNSS positioning systems arise especially in 
indoor environment, where radio signals from satellites propagates thru the walls and 
thus their power is extremely low. Another phenomenon negatively affecting GNSS 
positioning systems in complex environments is multipath propagation, which can 
cause significant errors in position estimates.  

Due to the fact that GNSS systems cannot be used in the indoor environment, new 
positioning systems based on radio networks emerged in the last few years. In these 
positioning systems signals from radio networks deployed in the buildings are used to 
estimate the position of a mobile device in the indoor environment. These systems can 
utilize different wireless networks technologies like ZigBee [2], Bluetooth [3,4], Wi-
Fi [4-7] and GSM [8-11]. However each of these technologies has its pros and cons. 
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In our work we decided to implement to our system positioning based on Wi-Fi and 
on GSM. Main reasons to implement positioning based on these two technologies are 
their ubiquitous deployment and the fact that receivers for these networks are imple-
mented almost in all new smart devices.  

In this paper we will propose the modular localization system which will be im-
plemented as a cloud service from the user point of view. In the proposed system we 
utilize fingerprinting approach where calibration measurements are stored in the data-
base and used to estimate the position of mobile device based on comparison of sig-
nals in the radio map database and signals measured by the device. Users only need 
internet connection and to install application on their devices. No other modifications 
to the device are needed to use the positioning service. This means that our implemen-
tation can be described as Software as a Service (SaaS) cloud implementation.  

The rest of a paper will be divided as follows; in the Section 2 the related work in 
the area of positioning and basics of fingerprinting positioning approach will be pre-
sented. In Section 3 the implementation of proposed positioning system will be de-
scribed. Experimental scenarios used for testing of the proposed positioning system 
will be described and achieved results will be discussed in Section 4. Section 5 will 
conclude the paper and provide some information about future work. 

2 Related Work and Fingerprinting Positioning 

2.1 Positioning in GSM Networks 

Currently the GSM network is ubiquitously deployed over the world and thus can be 
assumed as a basic communication infrastructure for wireless communication. Based 
on this fact it seems to be ideal candidate for use in wireless positioning systems. The 
simplest algorithm used position estimation in the GSM network is CoO (Cell of Ori-
gin). In this algorithm position of mobile device is estimated as the position of the 
BTS (Base Transceiver Station) with the highest received signal power. Advanced 
positioning algorithms used in the GSM network can be divided in three groups:  

• distance based positioning, 
• angle based positioning, 
• GSM fingerprinting. 

Algorithms from the group of distance based positioning are based on the assump-
tion that positioning service provider knows both position of the BTS and its transmit 
power. In such case it is possible to estimate the distance between BTS and mobile 
device from the measured RSS (Received Signal Strength) using most appropriate 
radio signal propagation model [8]. 

In contrast when angle based positioning algorithms are used only information about 
the position of the BTS is needed. Antenna configuration has a high impact on the resolu-
tion and accuracy of measured AoA (Angle of Arrival) [9]. Further negative effects on 
the accuracy of the AoA measurement can be caused by NLoS (Non-Line-of-Sight) con-
ditions and multipath propagation. Angle based positioning in combination with  
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measurements of RTT (Round Trip Time) is widely used in the ECoO (Enhanced Cell 
of Origin) [10] positioning algorithm. This algorithm estimates position of the mobile 
device within given sector of an area covered by the BTS. 

Currently the most appropriate way to provide positioning service in GSM net-
works seems to be use of algorithms from the fingerprinting localization framework. 
In the GSM fingerprinting [11] position of mobile device can be estimated by com-
parison of RSS values measured by the mobile device from BTSs in the area with 
RSS values stored at the localization server in the database called radio map. Finger-
printing framework will be described in detail in the subsection 2.3. 

2.2 Positioning in Wi-Fi Networks 

In the recent time deployment of Wi-Fi networks become extremely popular in both 
urban areas and in indoor environments. Currently almost all new smart devices are 
equipped with built-in Wi-Fi transmitters. Similarly to GSM network the process of 
positioning in Wi-Fi networks can be executed in different ways [11]. The most 
common frameworks for positioning based on Wi-Fi are following:  

• distance or angle based positioning (multilateration), 
• Wi-Fi fingerprinting. 

Although more simple positioning algorithms can also be used in Wi-Fi networks, 
e.g. CoO (Cell of Origin) and propagation modeling; these are not popular due to low 
accuracy of estimated position [12]. Even thou propagation modeling is very similar 
to fingerprinting approach. The main difference is that radio propagation models are 
used to create radio map database instead of real measurements. Advantage is that 
complex calibration process is removed; however such system achieves significantly 
lower accuracy of position estimates. 

Distance or angle between transmitter and receiver is used in multilateration posi-
tioning. To perform AoA measurements in Wi-Fi network it is necessary to use 
MIMO (Multiple-Input and Multiple-Output) technology and LoS conditions are  
required [13].  

On the other hand it is possible to use RSS, ToA (Time of Arrival) or RTT mea-
surements to estimate distance between transmitter and receiver [14]. When it comes 
to the accuracy of distance estimate, all aforementioned methods have their own 
drawbacks. Latencies, which falsify time stamps, can highly affect the accuracy of 
distance estimated using RTT measurements [15]. Typical variation of the time mea-
surement can be 5μs which means 1500m error when converted to distance estimate. 
Another error source is represented by clock drift of RTT measurements [16]. When 
distance estimate is computed from RSS the accuracy is given mainly by the precision 
of propagation model used for the distance estimation [17]. 

In the recent time empirical fingerprinting localization framework become ex-
tremely popular in the Wi-Fi networks. The process of position estimation is the same 
as in GSM network.  Mobile device measure RSS from APs (Access Points) in the 
communication range and compare the measures RSS values with data stored in radio 
map database in order to estimate its position. The main advantage of the fingerprinting 
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positioning seems be to immunity to multipath phenomenon. The fact that there is no 
need to know exact positions of AP can be also considered as advantage when com-
pared to lateration based positioning. Measurements of RSS in the Wi-Fi networks are 
performed on beacon signals; therefore measurements are not affected by the imple-
mented adaptive power regulation.  

2.3 Fingerprinting Localization Framework 

In comparison to other positioning frameworks the fingerprinting seems to achieve 
the best accuracy. This fact is even more obvious in the areas with a strong multipath 
propagation and NLoS conditions. Therefore we decided to use fingerprinting posi-
tioning in our system. Operation of the fingerprinting positioning system can be  
divided into two independent phases – calibration phase and positioning phase [5].  

2.3.1 Calibration Phase 
Calibration phase, sometimes also called offline phase, represent essential step in the 
fingerprinting localization. It has to be performed before the deployment of position-
ing service in order to create radio map database. This database is commonly stored in 
the localization server, which is used to estimate position of mobile devices.  

Localization area is divided into small cells during the calibration phase and each 
cell is characterized by the reference point [5] as can be seen in Figure 1. RSS values 
from all APs within range are measured at each reference point. Measured RSS data 
(fingerprints) are sent to the localization server and stored in the radio map database. 
Data in the database are stored as vectors that can be described as:  

 , (1) 

where Nj is the number of APs heard at the j-th reference point, M is the number of 
reference points, αi are RSS values, cj represent coordinates of j-th reference point 
and parameter vector θj can contain any additional information that may be used in 
the localization phase.  

 

Fig. 1. Radio map principle 
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2.3.2 Localization Phase 
Positions of mobile devices are estimated during the localization phase, in some lite-
rature also called online phase. In this phase mobile device measures RSS values from 
all APs within the communication range and send them to the localization server. The 
server uses algorithm to compare measured RSS data to the fingerprints stored in the 
database in order to estimate position of mobile device. Algorithms that can be used 
for position estimation are commonly divided into two groups – deterministic and 
probabilistic. 

In the probabilistic framework the basic assumption is that position of mobile de-
vice can be modeled as a random vector. The location candidate γ is chosen if its 
posterior probability is the highest [5]. The decision rule uses Bayes' theorem: 

 , (2) 

where posterior probability P(ci|S) is a function of likelihood P(S|ci), prior probability 

P(ci) and observed evidence , vector S represents the ob-

served RSS values during online phase and ci stands for i-th location candidate, i.e. 
reference point (RP). 

On the other hand the basic assumptions for deterministic algorithms are that RSS 
values at the receiver are not random and are dependant on the position of a mobile 
device [9]. Thus data in the radio map that are most similar to measured data should 
be measured at position of a mobile device. The position estimate cam be estimated 
computed using: 

 , (3) 

where ωi is a non-negative weighting factor [5]. Weights are commonly calculated as 
the inverted value of the distance between RSS vectors from the positioning phase 
and radio map database. The most common way to calculate the distance is use of the 
Euclidian distance, but other distance metrics can be used with similar results [19]. 

The estimator of the formula (3) that keeps the K largest weights and sets the oth-
ers to zero is called the WKNN (Weighted K-Nearest Neighbours) method [10]. 
WKNN with all weights ωi = 1 is called the KNN (K-Nearest Neighbours) method. 
The simplest method, where K = 1, is called the NN (Nearest Neighbour) method [7]. 
In [5] it was found that WKNN and KNN methods perform better than the NN me-
thod, particularly when values of parameter K are 3 or 4.  

In the literature it is shown that it is possible to achieve similar accuracy using both 
probabilistic and deterministic algorithms [18]. To the proposed modular positioning 
system we decided to implement deterministic algorithms, because in contrast to 
probabilistic algorithms there is no need of accurate statistical model.   
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3 Proposed Positioning Service 

We proposed the modular positioning system as an integrated set of components that 
provide localization service for its users. The proposed system is able to simulta-
neously provide services to multiple users. The proposed positioning system can be 
described as centralized, network based system with device assistance. Localization 
server implemented in a cloud is responsible for position estimation process. The idea 
is to perform all computations at the cloud server operating in the network side of the 
system. In order to get necessary information for position estimation process the cloud 
server sends request for measurements to the mobile device.     

Since the proposed system communicates with the existing infrastructure without 
need of any modification it can be considered as fully autonomous. System is current-
ly able to automatically switch between indoor and outdoor mode based on data 
measured by mobile device. Algorithm responsible for the process of switching is 
called Modular Localization Algorithm (MLA) [20]. 

The basic assumption considered in the proposed system is, that combination of 
GPS (Global Positioning System), GSM and Wi-Fi localization system allows ubi-
quitous positioning in hybrid (indoor and outdoor) environment (see Figure 2). Since 
standard smart devices are equipped all necessary hardware needed by these technol-
ogies we consider these as a basic modules of the system. The proposed system is 
easily extendible by implementation of new modules based on other technologies e.g. 
Bluetooth, Zig-Bee etc. 

 

Fig. 2. Example of environment 

The proposed system consists of several components with mutual communication 
and their own responsibilities. The basic components of the system are mobile devic-
es, existing network infrastructure and the cloud localization server. 

Localization requests and signal information from GSP, GSM and Wi-Fi are 
processed by the proposed MLA algorithm. The MLA algorithm has to select the 
most appropriate platform and return estimated position. The flowchart in Figure 3  
 

BTS 1 BTS 2

BTS 3

AP 1

AP 2

GPS satellite

Communication 
link

Legend

Wi-Fi
Access Point

GSM Base 
Station

AP 3

Mobile device

Cloud Localization Server

Radio link



436 J. Machaj and P. Brida 

depicts the operation of MLA algorithm in detail. To estimate the position MLA util-
ize deterministic fingerprinting localization framework. Currently we have implemented 
NN, KNN and WKNN algorithms, which were described in the previous section. 

The operation of the MLA is as follows; firstly the algorithm checks GPS availa-
bility. If position can be determined using GPS, algorithms returns the position to the 
mobile device. However, in some environments GPS may not be available, mobile 
device may not have GPS hardware or there will be low number of visible satellites. 
In such case the algorithm utilize Wi-Fi or GSM measurements. Algorithm calculates 
number of transmitters with RSS 10dBm above the receiver sensitivity for both Wi-Fi 
(NAP) and GSM (NBTS) networks. If NAP is higher than or equal to 3, Wi-Fi based 
positioning is performed. We decide to set the threshold to 3 transmitters (APs or 
BTSs); because minimum number of signals needed to unique definition of position 
in 2D space is 3. If Wi-Fi based localization fails e.g. there are no similar radio map 
vectors due to non-mapped area or if NAP < 3, GSM based localization is performed.  

 

Fig. 3. Flowchart of modular localization algorithm 

In the proposed algorithm the RSS thresholds were set to -90dBm for Wi-Fi signals 
and -103dBm for GSM signals. As stated before these thresholds are 10dB above the 
minimum sensitivity of devices, most devices provides minimum sensitivity of -
100dBm for Wi-Fi and -113dBm for GSM signals. We decided to implement the thre-
shold based on previous results published in [21]. These results show that low RSS 
values may have negative impact on the accuracy of position estimates. It is caused by 
the fact that these values are more significantly affected by RSS fluctuations.  
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4 Testing Scenario and Achieved Results 

To evaluate performance of the proposed cloud based positioning service we per-
formed measurements in the real world conditions. The measurements were  
performed in the campus of the University of Zilina in both indoor and outdoor envi-
ronments. Radio map in the area was created in the area using both GSM and Wi-Fi 
measurements. It is important to note that the area of the campus of University of 
Zilina cannot be characterized as dense urban environments, thus lower number of 
wireless transmitters was detected.  

Calibration phase was performed in the evening hours, when lower number of 
moving obstacles (moving people and vehicles) was presented in the area. In the in-
door environment measurements were performed on 937 RPs for both GSM and Wi-
Fi, however due to low number of detected signals only 547 RPs was used for Wi-Fi 
positioning. In the indoor environment measurements were performed at 50 RPs for 
GSM and 43 for Wi-Fi network. In average 5 BTS per RP and 15 APs per RP were 
detected in the radio map. 

During the positioning phase position of mobile device was estimated in total 260 
times, 177 times in the outdoor environment and 83 times in the indoor environment. 
During the positioning phase the GPS receiver at the mobile device was turned off to 
simulate worst case scenario, when no GPS signals can be received and position must 
be estimated by the radio network. Measurements were performed with Smartphone 
running on Android OS and equipped with both GSM and Wi-Fi transmitters. 
Achieved positioning error is shown in the Figure 4.  

 

Fig. 4. CDF of positioning error in hybrid environment 

From the figure it can be seen that positioning error was lower than 5m in 50% and 
less than 10m in more than 70% of positioning estimates for all three implemented 
algorithms. It can also be seen that WKNN and NN algorithms outperformed KNN 
algorithm, this can be seen especially for the higher probabilities. It is important to 
note that Wi-Fi positioning was preferred by the MLA algorithm to estimate position 
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of mobile device. Wi-Fi signals were used for 78% position estimates in outdoor and 
for 51% of position estimates in indoor environment.  

It is also important to note that localization errors achieved in the outdoor envi-
ronment were significantly higher compared to indoor environment. In the indoor 
environment the highest localization error was less than 9 m. This is partially caused 
by the fact that campus of the University of Zilina is further from the dense urban 
environment and thus relatively low number of transmitters was detected.  

5 Conclusion and Future Work 

In the paper the modular positioning system implemented as a cloud service was pro-
posed and described. Functionality of the proposed solution was evaluated using  
experiments in the real world conditions. From the achieved results it seems that pro-
posed solution is able to provide ubiquitous positioning in hybrid environment. The 
accuracy of the system can be increased by using GPS positioning, especially in out-
door environment. 

The main scope of the future work will be to improve the performance of proposed 
solution from the accuracy point of view and development of the system which will 
not be affected by the use of different devices. Another hot topic should be improve-
ment of decision algorithm for modular positioning system, which will provide more 
sophisticated measurements of signal properties.  
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Abstract. Increasing development in computer technologies, storage capabili-
ties, networking, and multithreading as well as accelerated progression of com-
putational chemistry methods in past decades have allowed performing  
advanced virtual screening (VS) methods to assist drug discovery. By employ-
ing virtualized computer resources and suitable middleware it is possible to 
support growing computer demands of VS with flexible cloud services adapted 
for High Performance Computing (HPC). This paper resumes the possibilities 
of cloud services for VS applications in drug discovery and shows possible 
track to move VS computing software to cloud environment. 

Keywords: Clouds ·  HPC · Virtual screening ·  Drug discovery ·  OpenStack 

1 Introduction 

Rapid advances in current computing technologies have offered higher effectiveness 
and cost-savings to many areas dealing with large-scale and data-intensive processes. 
Thanks to globally growing availability and decreasing price-performance ratio of 
computer resources, a novel paradigm of distributed task processing has actually 
formed as cloud computing. Besides the most widespread software cloud applications 
like Google Apps, Dropbox, Office 365, etc., important contribution is expected in 
bioinformatics, computational chemistry and similar fields where such virtualized 
technologies are able to deliver scalable computer performance for demanding scien-
tific calculations. Despite attractive flexibility of cloud services, a challenging point 
will be to put cloud computing to the same footing with High Performance Computing 
(HPC) which has become a prominent tool to carry out large bioinformatic tasks. One 
of the most essential utilization of cloud services may be seen in rational drug discov-
ery by virtual screening (VS) scenarios where extensive calculations gain steadily  
increasing proportion. Since all VS methods demand for efficient computational re-
sources, their progress and success depend on development of computer technologies 
tailored to high performance computing. Amongst several lately developed cloud mid-
dleware, we focus in the present paper particularly on OpenStack implementation suit-
able for VS software methods. 
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There are basically two approaches which may be employed to rationalize the re-
search and development of novel drugs [6]. The first type methods try to deduce more 
or less general model of drug efficacy by data-mining of extent virtual databases con-
taining information on biological activities and chemical structures of potential drugs. 
Particularly, inclusion of quantitative information on the biological activities is a dis-
tinctive feature of this approach. After completing supervised training process, suc-
cessfully validated model can be used to estimate unknown biological activities of 
novel chemical structures. Consequently, the prediction of biological activity may 
serve to indicate the most promising chemical compound in the given therapeutical 
context. In case the model of structure-activity relationship is applied to screen virtual 
ligand databases involving tens thousands or more chemical compounds, the method 
is referred as ligand-based virtual screening (LBVS).  

The second approach is aimed at finding such molecules which exhibit relatively 
strong in silico binding affinity to the target protein active site. This calculation meth-
od is often implemented as high-throughput molecular docking of large virtual ligand 
databases in powerful computer clusters. Contrary to LBVS, molecular docking does 
not exploit biological activities but requires knowledge of 3D structure of the target 
protein. Due to the necessity of the structure knowledge on the target, the approach is 
called structure-based virtual screening (SBVS).  

Both LBVS and SBVS have been lately applied in numerous drug discovery stud-
ies. Examples of successful drug discovery projects are: three novel submicromolar 
antagonsits of TLR4-MD2 receptor found by a combined LBVS-SBVS approach [7], 
potent inhibitors of trihydroxynaphtalene reductase with antifungal activity identified 
by ligand-based 3D similarity searching and molecular docking to a homology-built 
enzyme model [8], several high affinity compounds for human β2-adrenergic receptor 
discovered by high-throughput pharmacophore VS and extensive molecular docking 
[9], and many others.  

2.1 Classical HPC Solution 

In past as well as in present, demanding calculations underlying VS in drug discovery 
have been managed especially by traditional computer clusters (Fig. 2).  

 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Traditional computer cluster architecture 
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Analogical architecture has been adopted by modernized HPC resources which 
mostly consist of a powerful compute node domain controlled by a front-server for 
task scheduling. The compute nodes in HPC structure are mutually interconnected by 
high-speed network like Gigabit Ethernet, Myrinet or Infiniband [10]. In addition, the 
infrastructure is usually linked to a high performance parallel file system (e.g. Lustre, 
IBM’s General Parallel File System) for handling data [11]. Task distribution, sched-
uling, queuing, controlling and monitoring over HPC clusters is managed by batch 
systems such as TORQUE, PBS Pro, LSF or SGE [12]. 

Commonly, virtualization is often introduced to HPC grid infrastructures to flexi-
bly split individual physical computers into two or more virtual machines. According 
to computer resource requirements submitted to scheduler, several virtual machines 
deployed on physical cluster nodes may be grouped into virtual clusters to perform 
entered tasks as an organized unit. This scheme of virtualized clusters is mainly nec-
essary if the submitted jobs are mutually dependent like in parallelized calculations 
over different nodes. Allocation of virtual clusters may be carried out by requesting 
standard batch system interface or through injection of node images. Until the re-
sources asked from scheduler are not available, a task or multi-task is kept in a global 
queue. Further extension of HPC concept can be reached by preemption. In this case, 
even full machine appropriation by high priority tasks is enabled to temporarily over-
take control over all local resources while suppressing actual low priority processes. 
Naturally, modern HPC clusters seem to be very suitable for VS jobs which are ordi-
narily performed distributively and/or in parallel.  

Typically, many thousands of molecular docking jobs executed by programs like 
AutoDock Vina, FlexX, PhDock, Surflex or Glide are performed within a medium-
size SBVS. To exemplify the issue, we outline how SBVS may works by a simple 
example. Starting point is to prepare virtual ligand database and a model of the bio-
logical target. Since large drug databases are available online (e.g. zinc.docking.org), 
a custom virtual ligand database can be prepared simply by downloading various 
molecular subsets (e.g. lead-like, fragment-like, drug-like). Thereafter, suitable format 
conversion and preliminary chemical calculations are due to obtain correct input for a 
docking program. Similarly, a target protein downloaded from online databases  
(e.g. www.pdb.org) is adjusted for molecular docking. Thus, sufficient input data for 
high-performance molecular docking involve a folder of ligand files (i.e. virtual lig-
and library) and a file with the target structure (e.g. enzyme, receptor, protein).  
Essentially, a configuration file containing parameters (size and location of gridbox, 
path to input files, etc.) for docking program must be designed before SBVS can start. 
If AutoDock Vina is utilized, the config file also assigns how many CPUs can be used 
to parallelize the calculation [13]. Finally, the task is translated by a script into a batch 
and then submitted to HPC scheduler for processing.  

Simple example of a bash script for processing virtual ligand database by high-
throughput molecular docking in AutoDock Vina is given below: 
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#!/bin/bash 

 

VINA=~/vina/vina        # Executable program for molecular docking 

RESULTS=~/vina/results/ # Path for program outputs 

LIGANDS=~/vina/ligands/ # Virtual ligand database 

ENZYME=~/vina/enzyme    # Model of the biological target 

CONF=~/vina/conf.t      # Configuration file for Vina program 
 
$RESOURCES=“-l walltime=40h -l mem=10gb -l scratch=500mb -l  
nodes=1:ppn=16“         # Requirements on computer resources 
 
i=1 

for a in $LIGANDS   
do 

echo “$VINA --config $CONF --ligand $a --receptor $ENZYME --out  
   $RESULTS” > ./job_$i.sh # Preparing job script for scheduler 
  chmod +x job_$i.sh 

qsub $RESOURCES ./job_$i.sh # Submitting job to PBS interface 
  i++ 
done 

From the technological point of view, the most important work is entrusted to 
scheduler which must secure that all submitted jobs will complete on compute nodes. 
In the above example, a shared file storage system is assumed. Once the calculations 
are finished, the resulting program outputs contain the valuable information on which 
compound might be a promising drug.  

3 Open Source Driven Cloud Computing Platform 

As mentioned earlier, HPC platforms are used for exhaustive calculations submitted 
by scientist and engineers. HPC clusters stands for a lot of computer nodes which are 
usually  regular computer machines networked together with one or more cluster 
management servers [2]. Speed of calculations depends on number of computer nodes 
connected to HPC environment, communication channels used, amount of data trans-
ferred via them and a capacity of management computer nodes (that means an ability 
to split computational task and delegate separate jobs to nodes). Every HPC cluster 
needs for its run a lot of resources. Firstly, organization has to hire people that take 
care of infrastructure software or hardware and its updates and upgrades. Secondly, 
it has to pay electricity bills. Electric power is consumed by machines that compute 
HPC jobs and also supports systems that ensure cooling, networking, etc. Another 
cost is also a price for purchase of computer hardware [14]. 

For large government medical institutions or medical companies, HPC is a suitable 
way. Smaller teams and so popular start-ups, which are shorter on financial sources, 
need to find an alternative way offering them comparable computational power with-
out additional license, utility or labor costs. Using clouds is a good way to meet these 
requirements [15]. The usual approach for invoicing clients of cloud environments is 
called pay-as-you-go. That means user pays only for what he consumed. Formula for 



 HPC Cloud Technologies for Virtual Screening in Drug Discovery 445 

final invoice amount may look as in this example: number of CPU cores, amount of 
memory and disk storage and software licenses multiplied by hour tax and number of 
hours in which this infrastructure was used. This approach is fully predictable and 
cost effective for client organization [16]. 

Contemporaneous popularity of cloud computing is given by changed strategy in 
utilization of computer resources and software transition. While classical HPC is 
based more or less on rigid computer architecture which scalability is limited, clouds 
may integrate thousands of different physical computers and distribute complex soft-
ware settings and configurations via one interface distributed by virtualization plat-
form or cloud orchestration software. 

Because VS methods are very source demanding and a lot of organizations have 
implemented data policy criteria which deny data of organization to leave its infra-
structure (or administrative domain), administrators may take into consideration pri-
vate cloud solution. In this work, the term private cloud is used to describe an  
on-demand infrastructure that is run and operated by organization itself. 

Every virtualized platform has its own administration overhead that demand addi-
tional sources which have to be compensated by benefits from using virtualized plat-
form, respectively cloud solution on local infrastructure. This advantage is mainly 
user-friendliness of cloud served services. Typical users or scientists cannot afford to 
take care of operating systems, firmware updates and networking at all. And that is 
what cloud solution does for such type of organization. A narrow circle of people 
takes care of infrastructure while a lot of others use the systems and software on de-
mand and on-click. 

Migrating projects between platforms (mean hardware, operating system or com-
putational engine) usually bring challenging errors and non-standard situations. That’s 
the place where standardization is very important. Many of commercial projects offer 
loads of features that no other project has (such as Microsoft Azure, Amazon Web 
Services or VMware vCloud Suite), but mutual compatibility is a serious problem. If 
organization chose provider or platform one time, it is hard to switch to another one. 
But on the other hand, there are some open-source platform projects that are based on 
standardized and open software, usually developed by user community. Recently, 
several open-source cloud middleware implementations have been developed 
(e.g. OpenStack, OpenNebula, Nimbus, Eucalyptus). OpenStack represents a robust 
and scalable solution deployed in datacenters worldwide [4]. 

3.1 Virtualized Computing Platform in OpenStack 

In previous chapter we introduced usual approach to manage VS jobs on the top of 
high-performance computer cluster. This approach is also used in research performing 
institutions, such as Centre for Biomedical Research of University Hospital Hradec 
Králové. These institutions usually use computational resources provided to them by an 
organization running some kind of supercomputer or a computing grid. MetaCentrum 
NGI (part of Czech national academic association called CESNET) provides computa-
tional resources to number of Czech academic research institutions [17]. In the envi-
ronment of MetaCentrum’s computing grid, researchers are able to use the AutoDock 
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Vina software for VS combined with PBS Pro. AutoDock Vina software is an open-
source program designed for molecular-docking simulation and PBS Pro is a variation 
of shell scripting environment for distributing computational jobs. 

Virtualizitaion of server infrastructure (as cloud is an advanced virtualization tech-
nology with management and billing) is nowadays often used also for this type of 
task. The decision to move AutoDock Vina and PBS Pro to the OpenStack cloud in-
frastructure was made. As transformation method was chosen a virtualization on  
CentOS 6.5 x64 operating system with above mentioned software installed. The com-
parison to the same software installed and operated on real hardware was issued. VS 
task performed on the Metacentrum NGI computer cluster was approximately be-
tween 1.1 and 1.15 times faster than on the as much as possible same hardware con-
figured virtual machine. Some little difference is generated by the use of different 
CPUs, memory and other components, but there is a significant influence of virtual-
ization overhead which has to be taken into consideration. 

For these purposes, it is not useful to virtualize only one computer. Cloud compu-
ting is based on virtualization concept connecting multiple computers. Main purpose 
of this approach is to provide a dynamically scalable platform and to bring a user 
friendly environment (Fig. 3) to deliver infrastructure services – consisting of mainly 
preconfigured templates for compute nodes and therefore provide a service oriented 
environment to the researchers. 

 

Fig. 3. OpenStack dashboard implementation in laboratory 

In cloud virtualized platform, there is not a problem to generate more computing 
nodes connected via shared virtual network. This type of a cluster can be used as a real 
hardware cluster connected via classical network media and devices. 
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3.2 OpenStack with Sahara Plugin to Apache Hadoop Management 

Future works will be focused on OpenStack implementation which includes Apache 
Hadoop, an ideal open-source solution for distributed computing. It uses MapReduce 
algorithm to split and distribute computational jobs across connected compute nodes. 
It also uses uncommon distributed file system, HDFS, to support large data sets usual-
ly used in this type of computation. 

In our Laboratory of Computer Networks and Operating Systems we developed 
OpenStack (version Icehouse on Ubuntu 14.04 LTS) private cloud solution with Sa-
hara plug-in (formerly Savanna) specially developed for Apache Hadoop management 
(Fig. 4). This environment is now in beta testing phase in cooperation with CBR. 
They prepare their first compute job to compare AutoDock Vina and PBS Pro to 
Hadoop and real hardware to virtualized platform of private cloud. 

 

Fig. 4. OpenStack dashboard with Sahara plug-in for Apache Hadoop 

Our goal is to achieve fully functional and scalable Hadoop system running on the 
top of OpenStack IaaS cloud solution that will be accessible to large group of biomedi-
cal scientist for their virtual screening (and also other computational) jobs. We would 
like to provide to them a platform where they can receive computational platform as 
simple and scalable as possible. Multiuser oriented environment is also our mission. 

4 Conclusion 

Drug discovery remains to be a risky, time-consuming and very expensive endeavor 
though great progress in pharmaceutical technology has been achieved in recent years. 
Developing of novel drug roughly takes 15 years and consumes investments about 1 
billion USD. Advanced computer-aided drug discovery methods might significantly 
decrease the costs and save the time necessary to develop new applicable drugs. One of 
the practically applied methods is a virtual screening, innovative computing discipline 
with large requirements which can be satisfied by HPC or cloud computing.  
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This paper brings preview of possibilities of conversion frequently used high-
performance computational tasks into cloud environment, which can bring better man-
agement tools and source dedication. Private or public cloud can be developed from 
open-source technologies. Usage of open-source software and its components may 
result in multivendor or multiprovider compatibility that is the main reason why 
OpenStack was chosen. 

From the evaluation of beta testing and first computational tasks performed in this 
new environment it is obvious that user experience for bioscientists may be compara-
ble as in MetaCentrum’s computing grid environment. This aspect connected with 
cloud optimal workload brings advantages for both sides of the project.  
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Abstract. The main contribution of this paper is the proposal of delivery  
of e-health services which fully draws from recent achievements in the areas  
of networking, signaling and distributed application development. Moreover, 
we present a fully functional prototype implementation of a system in which the 
proposed solution was evaluated. Our prototype includes QoS-aware e-health 
services supported by a signaling system of Next Generation Networks (NGN) 
with the new NGN e-health service component. Experimental evaluation  
of the proposed signaling scheme that supports QoS guarantees of e-health ser-
vices is also presented in this paper. 

Keywords: e-Health services · Quality of Service · NGN · Signaling system 

1 Introduction 

The rapid growth of telecommunications allows for introducing completely new technol-
ogies and services in medicine. In recent years technological development in computing 
and networking has largely made the delivery of electronic health (e-health) services, 
including medical diagnosis and patient care possible from a distance. The main goal of 
e-health services is to suitably supervise the monitoring of the patient’s health condition. 
The evolution of technology has enabled the development of advanced systems based on 
more powerful, portable, and easy-to-use terminals and applications, such as hand-held 
devices, video telephones or small computer systems. Therefore, e-health applications 
and smart health are one of the main groups of applications among Internet of Things 
(IoT). Recent research and activities of standardization bodies (e.g.: [5], [8]) show that 
delivery of future e-health services will require among others: ‘anywhere and anytime’ 
connectivity [5], end-to-end cross-domain quality of service assurance [8] and on-
demand composition of personalized context-aware services [10]. This in turn requires 
the integration of ICT (Information and Communication Technologies) systems on mul-
tiple (i.e.: networking, signaling, application and business model) levels [9], [10]. Recent 
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trends show that the most suitable solution for such an integration is convergence of all-
IP networking architectures controlled by NGN signaling on one hand (networking and 
signaling levels) and service-oriented architecture approach on the other (application and 
business levels). Such an integration received much attention from industry and academia 
in past few years (e.g.:  [6], [7]). Taking into account the above related works, we pro-
pose an evolutionary approach to offer e-health services in IPv6 QoS network based on 
NGN and DiffServ architectures [1], [2], but implemented as one of three Parallel Inter-
nets in virtualized network infrastructure [11]. Therefore, the solution exploits the availa-
bility of IPv6 features in health monitoring devices, as well as Future Internet research. 

The remainder of this paper is organized as follows. Section 2 describes two new 
exemplary e-health services: SmartFit and Asthma. Section 3 provides a proposal of 
the integration of the above-mentioned e-health services with NGN and details about 
a new e-health service component. Experimental evaluation of this service component 
is shown in Section 4. Section 5 concludes the paper.  

2 Exemplary e-Health Services 

For the purpose of presentation of the e-health services delivery three exemplary use-
cases of two e-health applications are presented in this section. The first two use-cases 
concern the SmartFit application. Its main functionality is connected to a decision 
support and remote monitoring of a sportsman during technical training [13], [14]. 
The third use-case concerns remote monitoring and treatment of an asthmatic with the 
Asthma application.  

SmartFit – routine monitoring: in this use-case it is assumed that sportsman re-
quests a monitoring service which consists of: automatic monitoring of vital signals, 
archiving in data repository, sending notification and decisions concerning their cur-
rent workout. There are four actors in this scenario: (1) Sportsman – equipped with 
sensors and a mobile device gathering vital signals from sensors; (2) SmartFit servic-
es server (SFSS) – which upon requests, acts on behalf of the sportsman by configur-
ing necessary services; (3) Monitoring service – receives raw signals from sportsman, 
monitors them and sends notifications to the sportsman when necessary; (4) Data 
repository service – stores workout data received from monitoring service. 

SmartFit – emergency monitoring: in addition to routine monitoring use-case  
the emergency monitoring requires the following: (1) voice consultation with a trainer 
– accomplished by setting a VoIP session with trainer; (2) additional vital signals are 
monitored, previously monitored signals may be required to be monitored with denser 
resolution – monitoring and repository services are reconfigured with XML-RPC 
messages. Moreover, in this use-case two additional actors are introduced:  
Trainer – who handles an emergency event, SIP servers – responsible for setting up  
a voice connection between trainer and sportsman. 

Asthma monitoring: the treatment of asthma is highly related to proper patient 
monitoring and restricted to informing the patient about the risk of symptom intensifi-
cation or drug recommendation. Three different tests were defined  
for asthma: on-demand test, morning test, and evening test. According to the official 
patient’s diary, the patient should answer first some normalized questions, which are 
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specific for each test. The lung efficiency (PEF/FEV1) and wheezes should be meas-
ured as a next step. It should be also pointed out that the values of PEF/FEV1 may 
vary in these tests because of the part of the day. The measurements are sent via Blu-
etooth to the patient’s mobile device and further via any of the available wireless 
technology to the e-health asthma server. The server forwards all required data to the 
medical doctor. On the basis of those data, the medical doctor decides the diagnosis, 
and as a consequence, the patient promptly receives information about his health sta-
tus and recommended medicines. It is assumed that in the proposed asthma system, 
the information is simplified to four grades of patient illness. The medical doctor can 
also trigger via e-health asthma server voice or video consultation, if needed.  

Since health is the live-critical area of the IoT, the Quality of Service (QoS) should 
be a major requirement of e-health services. Therefore, e-health services and their 
applications, which require low latency, real time or high throughput, should be sup-
ported by QoS mechanisms in the network [3]. A summary of QoS requirements of 
SmartFit and Asthma applications are presented in Table 1.  

Table 1. QoS requirements of exemplary e-health services 

E-health service/ 
Requirements 

SmartFit Asthma 

Low latency Routine monitoring  
(EMG, ECG, Acceleration); 
Emergency monitoring  
(ECG, Heart Rate, Pressure); 
Signaling; 

Heart Rate;  
Lung efficiency measurement; 
Signaling; 

Real time Voice consultation;  
Video consultation; 

Voice consultation;  
Video consultation LQ;  
Video consultation HQ; 

High throughput File transfer; - 
Best effort - Air quality monitoring; GPS; 

We believe that a promising solution to guarantee the above-mentioned QoS re-
quirements for e-health services is the integration of these services with NGN archi-
tecture.  

3 Integration of e-Health Services with NGN 

Fig. 1 presents the NGN architecture with the new integrated e-health functional ele-
ments: e-health service component, e-health applications, and e-health customer-
premises equipment.  
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to the transport stratum. In the NGN architecture this is accomplished by the mapping 
of data flows into end-to-end classes of service (CoSs) and by the reservation of prop-
er amount of network resources (RACF and PE-FE). In this proposal we also take into 
account the experiences of research related to QoS guarantees over heterogeneous net-
works as presented in [3]. Following this research we could also map end-to-end CoSs 
into CoSs specific for considered network technologies (e.g. IP, IEEE 802.11e [7]).  

3.2 New e-Health Service Component (SCF) - Exemplary Scenario 

An exemplary scenario of delivery of certain service in an exemplary application is 
presented in Fig. 2a.  

 

Fig. 2. a) Communication service request through SCF-RACF interface and b) signaling mes-
sages exchange for an exemplary service 

In this scenario a client (user/sensor) sends a request to an application server (1) for 
certain resources (e.g. medical data). This request is received and processed (2) by an 
SCF module. Based on the information included in the request (1) and on the results 
of request processing (2), the SCF module generates a request for an end-to-end CoS 
and sends it to the transport stratum through the SCF-RACF interface. Upon arrival of 
the acknowledgement (4) of communication, a resources reservation SCF module 
transmits the information necessary to the server to begin communication with the 
client. Afterwards, the server delivers requested data to the client (5). Much more 
complex communication scenarios for various types of applications are possible (e.g. 
Fig. 2b), nevertheless, in general each complex communication scenario can be de-
composed into sub-scenarios requiring an end-to-end communication between a  
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pair of nodes. An important advantage of separation of the service stratum in the 
NGN architecture is that the method for requesting an end-to-end communication 
service is independent from the application type. Such a decoupling is achieved with 
the use of the SCF module, which stands on the border of service and transport strata, 
and maps application’s service requests into a uniform for all applications SCF-RACF 
interface. This means, that requests sent to a transport stratum are independent from 
application-specific negotiation and signaling protocols. 

SmartFit Routine Monitoring Scenario. The flow of messages and sequence dia-
gram in an exemplary SmartFit routine monitoring scenario are presented in Fig. 3.  

 

Fig. 3. The flow of messages and sequence diagram in a routine monitoring scenario 

A Routine monitoring scenario begins when the sportsman sends a monitoring ser-
vice request (1) to the SmartFit services server. Then SFSS configures monitoring  
service and data repository on behalf of a sportsman (2a, 2b). When configuration of 
services (monitoring and repository) is confirmed (3a, 3b), the SFSS confirms prepara-
tion of requested routine monitoring service to the sportsman by sending acknowledge-
ment (4). Afterwards transmission of vital signals may begin. The sportsman sends their 
vital signals to a monitoring service (5), which after signal processing passes them to 
data repository service for storage (6). Signal processing at the monitoring service 
may result in notifications concerning sportsman current state (7). The first phase of 
routine monitoring service delivery (1-4) is done with the use of XML-RPC protocol. 
In the second phase, negotiation between each pair of actors exchanging data is ac-
complished with the use of XMPP protocol. This involves setting up connections for 
data transmission (5, 6). Depending on the actual workout scenario (especially on 
type of transmitted data and QoS requirements) different types of connections may be 
established. The transmission of notifications (7) will mostly be done by sending sim-
ple XMPP messages. 

Due to the limitation of space, only the SmartFit routine monitoring scenario is 
presented in this paper. 
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4 Experimental Evaluation of the e-Health Service Component 

It is obvious that the proposed e-health service component, with its signaling scheme 
introduces certain contribution to the overall complex service setup delay. This delay is 
crucial for all e-health applications (e.g. audio-visual monitoring of a patient in an emer-
gency situation). Therefore, in this section we present the results of experimental evalua-
tion of the performance of the proposed signaling scheme of SCF. The performance of 
the signaling scheme is measured as the overall delay between sending the complex ser-
vice setup request and receipt of connections setup acknowledgement. Signaling perfor-
mances at transport stratum were evaluated e.g. in [4]. 

4.1 Experiments Outline 

The performance evaluation of the proposed signaling scheme was conducted with the 
use of the topology presented in Fig. 4, which included: three layer 3 switches SW1 
through SW3 (Juniper EX4200), three servers S1 through S3 (Intel Core i7 960, 12GB 
RAM) and client application C1 which acted as a requests generator.  

Fig. 4. Topology of the test-bed for signaling performance evaluation 

Since the sole aim of the experiments was to evaluate the performance of a signal-
ing scheme we used 1Gbps connections between devices in order for the network not 
to be a bottleneck. Requests generated by the client’s application C1 where sent to e-
health server application located on server S1. For each received request e-health serv-
er initiated a multi-level signaling process consisting in: configuration of necessary 
services located on servers S2 (services s1 through s4) and S3 (services s5 through s8), 
negotiations between required services (from set of all available services 
S={s1,…,s8}) and communication resources reservation. Each i-th request reqi con-
sisted of a connected directed acyclic graph  Gi= Ni, Ei , which nodes Ni⊂S 
represented services taking part in delivery of requested complex service and edges 
Ei⊂S×S represented the direction of data transmission. In other words, the set of edges 
Ei of graph Gi defined which connections between services from set S={s1,…,s8} must 
be established in order to deliver the requested complex service given by request reqi. 

Requests generated by client C1 consisted of graphs having k edges, where 
k={1,…,4}. Number of edges k represented the complexity of requested service in 
terms of the number of connections necessary to be established to deliver required 
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functionality. For each generated request a k-edged graph Gi,k was chosen uniformly 
at random from a set of all graphs Γk={Gk= Nk,Ek :Nk⊂S,card(Ek)=k}. Next, for each 
node of graph Gi,k a service from set S was randomly chosen in such a way, that result-
ing graph Gi,k formed an acyclic connected graph. In the conducted experiment, twenty 
one tests were performed. Each test run consisted of generation and execution of a 
series of twenty two thousand requests for different types of requested complex ser-
vices (increasing number of edges in request graphs k={1,…,4}) and for increasing 
requests arrival rate (λ={1,…,5}) where requests interarrival times were exponentially 
distributed. In the additional twenty first run requests graph sizes k and requests arriv-
al rate λ varied throughout the test. Requests were generated uniformly at random 
from the set of all possible request graphs with the number of edges equal to four or 
less (Gi Γ1∪Γ2∪Γ3∪Γ4). 

4.2 Results 

Results of the experiments runs concerning completion times of 1-edged requests are 
presented in Fig. 5. Due to the limitation of space we present only results obtained for 
1-edged requests. The plot from Fig. 5a presented histograms of the frequencies of 
appearance of requests completion times in consecutive time intervals of length 50ms 
for increasing requests arrival rate λ={1,…,5} for 1-edged requests. In corresponding 
Fig. 5b distribution of requests completion times for increasing request arrival rate is 
presented. This distribution can be treated as rough estimates of requests completion 
time probability distribution functions. 
 
(a) (b) 

Fig. 5. a) Frequencies, and b) Distribution of 1-edged requests completion times for increasing 
requests arrival rates 

Additionally in Fig. 6, frequencies of appearance histograms and distributions of 
requests completion times cumulated over all examined requests arrival rates are 
shown. Results of the conducted tests are summarized on plots presented in the Fig. 7. 
Histogram of frequencies and distribution of requests completion times for the twenty 
first experiment run, which  model an exemplary usage of the proposed system, are 
presented in Fig. 7. 
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Abstract. Recent advances in technologies for smart devices are having a 
significant impact in IoT (Internet of Things) scenarios as, e.g., intelligent 
buildings. Sensor/actuator networks use small and non-intrusive devices 
consuming reasonable amount of energy and offering improved performance. 
On the other hand, highly specialized devices providing high reliability are 
interconnected by dedicated network infrastructure because of safety reasons. 
This article discusses early stage of the implementation of an innovative 
hierarchical network infrastructure for connecting IoT objects and services 
where the location of the nodes is closely related to the structure of the 
environment as it occurs in intelligent buildings/enterprises. 

1 Introduction 

Networks consisting of specialized sensors and actuators play a crucial role in currently 
under development intelligent buildings. There are two observable areas where the net-
worked IoT objects are successfully used: energy saving and security. Both require  
sensors (i.e., passive infra-red, fume detectors, etc.) and actuators (i.e. light switches, 
window actuators, etc.) located in selected areas of a building. Their location is strictly 
dependent on the structure of the building and connections between them, which creates 
a hierarchical network that can be modeled as a tree topology, as shown in Fig. 1. 

 

Fig. 1. Example of hierarchical network for data transmission in intelligent building 
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This article discusses implementation details together with test results of the dep-
loyed hierarchical network for connecting IoT objects where node location may be 
defined by the same environment structure, as it occurs in the case of intelligent build-
ings with fix nodes and fix sensors/actuators. The presented implementation is based 
on the ID Layer concept that we developed and presented in [1]. The discussed net-
work node has been mostly developed in Linux kernel module and extends the solu-
tion proposed in Flexible Packet Forwarding (FPF) method [2]. 

2 Context 

Until recently, sensor networks were mainly the hermetic solutions based on specia-
lized devices, dedicated network and proprietary protocols developed by suppliers. 
Over time, popular solutions have become factory standards widely used in the indus-
try control [3] (e.g. Controller Area Network), but also in other areas [4]. For exam-
ple, more and more smart devices have been equipped with standard wired or wireless 
Ethernet interfaces [5], thus they may share the same network infrastructure as other 
applications. Therefore, it is desirable to implement such nodes using layer-2 network 
that is backwards compatible with Ethernet. 

In order to develop the location-oriented network topology, the key idea is to 
embed the physical network connectivity structure into a (logical) topological space 
(e.g. introducing a metric or Euclidean space). This approach was presented among 
others in VIRO (Virtual Id ROuting) [6] to illustrate how the novel topological pers-
pective enables the development of the scalable resilient network routing algorithms. 
Another example of this approach is SEATTLE [7], which introduces OSPF-style 
shortest routing in layer 2 for inter-connecting objects and Ethernet switches. Such 
solutions are aimed at reducing network-wide flooding – often typical for Ethernet 
switches needed to forward packets whose locations are yet to be learned, especially 
in the case of wide layer-2 networks, which encompass small LAN networks. 

Other approaches aimed at replacing the current global IP address space by flat 
identifiers, have been adopted by VRR [8], UIP [9] and ROFL [10]. They make use of 
several methods of hashed id assignment (mostly based on DHT), which produces an 
id-space completely independent of the underlying network topology. As a result, 
these methods perform routing based on logical distance to the id of the destination.  

Real Time Control Systems consider not only topological addressing, but also 
transmission parameters such as packet delay and predictability of the response time. 
In such systems, the transmission is moderated by a controller/supervisor, which 
grants permissions to specific devices (i.e. sensors/actuators) by sending appropriate 
tokens. The order of polling is fixed according to the address table (with flat structure) 
stored in the controller and can have nothing to do with the physical placement of 
devices. The device with the next highest address is the logical neighbor, even when 
they can be located at the extreme ends of a physical network. Example solutions 
encompass, among others, Profibus [11] and DeviceNet [12].  

In turn, the ID Layer concept [1] assumes hierarchical addressing scheme for the 
same purpose, i.e. each level of address hierarchy is represented by one address seg-
ment. Forwarding process is based on analysis of particular address segments, however, 
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this approach does not require physical node on each level of hierarchy since forward-
ing functionality may be performed also by virtualized nodes.  

3 Implementation of ID Layer Node 

The main objective of the implementation of the ID_Layer node is to develop the ID 
layer in the network level instead of building an overlay network. The architecture 
proposed in [1] has a hierarchical structure, in which each node has a human-readable 
identifier related to its location. These nodes, called further as ID_Layer nodes, in-
clude connected objects (sensors/actuators) and also address the services offered by 
the objects. It is assumed that the name of each node, object and service is formed as 
an 8-ASCII extended character (word). The naming scheme uses hierarchical ID-
based addressing scheme, which is created and managed in conjunction with the loca-
tion of the IoT object. The human-readable names of nodes, object and services are 
also used for packet routing across the network. 

All included functional blocks of ID-Layer node were created as software modules 
in user and kernel space of Linux operating system. Fig. 2 shows main building 
blocks of ID_Layer node and functional dependencies between them. The main mod-
ules are: (1) Forwarding Administration Tool, which is the configuration module. 
This module gives the possibility for an administrator to configure the Forwarding 
Table and to assign a node name; (2) Forwarding Module, which is responsible for 
sending a frame to the required node, regardless of whether the frame is a data frame, 
a registration message or a resolution message. More detailed definition of different 
types of frames is given in [1]. This module communicates with Registration Module 
(registration process), Resolution Module (resolution process) and the Forwarding 
Administration Tool during the initial node configuration procedure; (3) Registration 
Module, which is responsible for the registration of new objects/services in the node, 
to which the object/service are connected, while the (4) Resolution Module allows to 
obtain the information about all the objects/services registered in the specified node.  

The implemented ID-Layer node performs functionalities of forwarding, registra-
tion of objects/services and resolution of services. 

For forwarding frames, the ID address is included in the header of the ID frame to-
gether with the information about header length. Moreover, each node has assigned  
its own address by the administrator [1]. This allows to perform forwarding actions in 
the node only by comparing the ID with the address of the node without the necessity 
of running routing protocols.  

Registration is the process by which objects (and basic/composed services offered 
by them) inform about the own characteristics to the closest network node. The net-
work nodes will maintain information about the connected objects and offered ser-
vices.  

At last, resolution is in charge of discovering the services offered by the objects 
and presenting them to the users (IoT applications).  
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lower hierarchy. In the final phase of the resolution_handle function, the Resolution 
Module sends the appropriate information to the Forwarding Module. The latter 
builds a resolution response message, in which the source and the destination 
addresses are interchanged. Moreover, information about registered objects/services 
and names of the child nodes are placed into the information field of the resolution 
response message. Finally, these messages are sequentially forwarded back to the 
requester. 

4 Performance Tests of Forwarding Process 

Even if the advantages of ID addressing and ID Layer forwarding are numerous for 
IoT applications [1], the proposed solution risks fail in the case when the implementa-
tion does not fulfill the requirements of performance necessary for forwarding a large 
amount of packets. The aim of the presented here performance tests  is to show that 
the deployed solution is efficient enough to be used in IoT scenarios. More precisely, 
we will demonstrate that the ID-Layer node performance is comparable to IP router 
implemented on Linux OS (software development). Moreover, the test deal with sca-
lability issues show the behavior of the ID_Layer node for increasing up to 8 number 
of the domain levels, i.e., for increasing hierarchy atomization.  

The testbed /consists of one System Under Test (SUT) and one tester. The SUT is 
the ID_Layer node installed on HP ProLiant DL360G6 server, which runs Linux Op-
erating System. The tester is the Spirent TestCenter (equipped with CM-1G-D4 card). 
The tester and the SUT are connected by two 1 Gbps Ethernet links in ring topology, 
as proposed in the benchmarking for testing network interconnect devices presented 
in RFC 2544 [13]. We performed tests for the following frame size: 96B, 112B, 
128B, 160B, 256B, 384B, 512B, 1024B and 1518B, and the stream was the maximum 
allowed by the interfaces, i.e., 1 Gbps. In these conditions, we measured the frame 
losses observed in the SUT due to overload of the server. 

The results presented below shows the Frame Loss Ratio for different frame sizes 
and increasing number of domains. First of all, let us remark that the software IP rou-
ter implemented on Linux OS was installed in the same hardware and the Frame Loss 
Ratio of the IP router was, at least, 20 times higher than the ID_Layer node (for all 
frame sizes), even in scenarios with 8 domain levels. Note that the IP router perfor-
mance is not affected by level complexity because of the same nature of IP addresses. 
For clarity purposes, we did not present the values of Frame Loss Ratio in the figure.  

As one of the major features of the forwarding process is the validation of the des-
tination address in the ID_Layer frame, we compared two approaches for implemen-
tation,  which is described above. As stated above, this address is composed of the 
levels of the domain name separated by dots. The introduction of this functionality 
results in the need for additional computational effort caused by parsing the destina-
tion address.  
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We conducted performance tests of the prototype aimed at checking the effective-
ness of the implemented solution for different lengths of the address field. In result, 
we calculated the limit performance of the node, which could be located on different 
levels in hierarchy tree. The test results presented above confirm the usefulness of 
kernel based approach for ID layer implementation. In particular, it is able to serve 
high frame rates and can be implemented as additional functionality of Linux based 
network nodes. 

Further works will cover, besides the completion of routing functionality according to 
assumptions in [1], development of system for centralized domain names management. 
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Abstract. This paper focuses on the paradigm of Internet of Things (IoT), which 
gives rise to communications between a large number of different technological 
devices, e.g. sensors and controllers. The increasing demand for various services 
without human intervention motivates service providers to apply machine-to-
machine (M2M) communications. In this paper, a LTE cellular system where 
M2M devices and human-to-human (H2H) users transmit their data into  
the wireless network is considered. In particular, a radio resource allocation 
scheme for M2M communications in IoT infrastructure is proposed and ana-
lyzed. The scheme is based on fixed transmission zones at which M2M traffic is 
served according to the Processor Sharing (PS) discipline. Also, the Markovian 
model to evaluate main performance measures, i.e. data transmission delays and 
blocking probabilities, is proposed. To carry out the numerical analysis the recur-
sive algorithm for computing the stationary probability distribution is developed. 

Keywords: Internet of things (IoT) · Machine-to-machine (M2M) · Human- 
to-human (H2H) · Radio resource allocation · Markovian model · Blocking proba-
bility · Data transmission delay 

1 Introduction 

Today, increasingly capable mobile devices, represented by advanced smartphones 
and tablets, are employed to aid people in their daily routines, from communication 
and social interaction to storing and processing their important private information. 
Current wireless systems are struggling to meet the anticipated acceleration in user 
traffic demand on future internet services and applications [1] aggravated by the rapid 
proliferation of M2M communications. With the expected 13-fold growth of M2M 
data over the next five years [2], mobile network operators are challenged with the 
need to significantly improve capacity and coverage across their wireless deploy-
ments. To augment the existing cellular technology, mobile industry is taking decisive 
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steps in many aspects of fifth generation (5G) wireless system design. Nevertheless 
5G wireless systems will not be a universal one-size-fits-all solution, but rather be-
come a converged set of various radio access technologies, integrated under the con-
trol of the operator’s cellular network. The paradigm of heterogeneous networks 
(HetNets) has been introduced as a next-generation networking architecture enabling 
aggressive capacity and coverage improvements towards future 5G networks [3, 4]. 
An important recent trend in HetNets is the increasing co-existence between cellular 
(e.g., LTE) and local area networks (e.g., WiFi) [5, 6], which in turn gives rise to the 
co-existence of M2M and H2H (Human-to-Human) traffic. 

As numerous unattended wireless M2M devices (sensors, actuators, smart meters, 
etc.) connect to the LTE network, preventive measures are needed to ensure that their 
uncontrolled transmissions do not disrupt conventional communication [7, 8]. Along 
these lines, wireless industry has been designing overload control mechanisms to 
protect priority human-centric communication. With respective procedures standar-
dized previously for Release 11 of 3GPP LTE, the research community has now 
moved forward with the goal to enable efficient IoT operation [9, 10]. It is widely 
known that the characteristics of M2M communications are significantly different 
from those of H2H traffic. With small and infrequent data chunks typical for M2M, 
the network needs additional mechanisms to carry such traffic with low blocking 
probabilities and with minimum data transmission delays. This need is becoming 
especially urgent in cellular systems, such as LTE, which have been optimized for 
streaming session-based traffic. Therefore, it is necessary to build mathematical mod-
els that allow for the preliminary evaluation measures of M2M traffic in coexistence 
with H2H users over wireless IoT infrastructure. 

This paper investigates the influence of M2M communications on dynamic re-
source allocation in wireless IoT infrastructure, based on 3GPP LTE standards. In 
particular, the analytical formulas for the key performance characteristics of M2M 
and H2H communications, such as data transmission times and blocking probabilities, 
are developed. Unlike [11, 12], where the simplified model of wireless IoT infrastruc-
ture for uniform M2M traffic was considered, in this paper the stochastic model with 
multiservice M2M traffic is constructed. Our framework allows optimizing radio 
resource allocation procedures in the LTE cellular network [13, 14 ,15] and achieving 
understanding of resulting system performance to reach good balance between M2M 
and H2H communications. The rest of the paper is organized as follows. Section 2 
details the mathematical model for multiservice M2M communications and introduces 
its core assumptions. Also, the main performance measures are defined and the algo-
rithm for computing the stationary probabilities distribution is developed. In Section 
3, performance analysis and some case study is performed. The conclusion of this 
paper is presented in Section 4. 

2 System Model of LTE Cell with H2H and M2M Traffic 

We consider single LTE cell, which receives call setup requests from H2H users and 
M2M devices. Let’s assume that all H2H users and M2M devices have the same Signal 
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to Noise Ratio (SNR), and that all user devices do not change their position relative to 
the cell for the period under consideration. Thus, established radio channels will have 
the same characteristics, and the data rate will depend only on the number of allocated 
frequency resources - Units of Radio Resource (URR). The system capacity is C  
URR. All users employ identical H2H-service, such as voice telephony or video on 
demand. Additionally, the cell supports transmission of M2M data chunks of K  types 
from a plurality of M2M devices, i.e. unlike the monoservice case presented in [11, 12] 
the multiservice case for M2M communications is considered. The system reserves 

2H HC  URR to provide H2H-services, and 2 2:M M H HC C C= −  URR are available for 

M2M devices. The scheme of a cell serving multiservice M2M and H2H traffic is 
shown in Fig. 1. 

 
Fig. 1. Resource allocation model with fixed transmission zones for multiservice M2M com-
munications 
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arrival flow of requests of H2H requests from the users to be Poisson with the rate of 
ν [ 1s− ], while the service time of H2H request to be exponential with the mean of 1 μ  

[ s ]. Denote :a ν μ=  the offered load of H2H requests. 

This model represents a combination of models with unicast and elastic traffic 
[16]. Elastic traffic is transmitted in accordance with the following principle: after a 
new request arriving the transmission rate of all already served by the system requests 
decrease and the available for elastic traffic resource is divided equally between all 
the accepted requests in the system. We assume that H2H requests and M2M requests 
operate independently of each other. 

In the presented model, three different scenarios are possible when a new M2M 
request generated by a M2M device of any type arrives to the system. 

1. The M2M request is accepted for service and no additional resources for 
M2M traffic are allocated. This scenario corresponds to the situation when 
the rescheduling of URR within already allocated band allows to transmit all 
already served by the system data chunks and the newly arrived data chunk 
with the transmission rate not less than b . 

2. The M2M request is accepted for service and a new fixed transmission zone 
of size c  URR within 2M MC  URR is allocated for its service. This scenario 

corresponds to the situation when at the instant of the request arriving the 
number of already served data chunks does not allow rescheduling of URR 
within already allocated band to maintain the transmission rate not less than
b . At the same time, there should be at least c  URR of free (unallocated) re-
source available for M2M traffic to allocate a new transmission zone within

2M MC  URR. 

3. The M2M request is blocked due to lack of resources without any impact on 
the rate of the input Poisson process. 

Similarly, two different scenarios are possible when a new service request is gen-
erated by a H2H device: 

1. The H2H request is accepted for service when at the instant of its arriving 
there are at least d  URR free within 2H HC  URR. 

2. Otherwise the H2H request is blocked due to lack of resources. 
Let ( )km t  be the number of M2M data chunks transmitted at the instant t  and 

( )n t  be the number of users which at the instant t  are receiving H2H-service, 0t ≥ . 

Then the functioning of the considered LTE cell with H2H and M2M traffic can be 

described by the ( )1K + -dimensional stochastic process  

{ } { }1( ( ), ( )), 0 : ( ( ), , ( ), ( )), 0Kt n t t m t m t n t t> = >m   

over the state space  

{ }M2M: 0, 0 : ( ), ( ) ,n n d C c c C= ≥ ≥ ⋅ ≤ − ≤m m mX  (1) 
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where { }( ) : ( ) min , ( )c c b M c y y b M= ⋅ = ⋅ ∈ ≥  m m m  is the number of URR 

allocated for the transmission of 
1

:
K

k
k

m m•
=

=  M2M data chunks, and ( ) :b b m•= ⋅m  is 

a minimum number of URR necessary for m•  data chunks transmission. Under the 

assumptions about Poisson arrival and exponential service the process 

{ }( ( ), ( )), 0t n t t >m  is the Markovian process (MP).  

Let us introduce blocking sets kB  for the k -th type M2M data chunks and 2H HB  

for H2H users as follows: 

( ) ( ) ( ){ }2: , : e e , 1, ,k k k M Mn n d C c c C k K= ∈ ⋅ > − + ∨ + > =m m mB X  (2) 

( ) ( ) ( ){ }2 : ,n : 1 .H H n d C c= ∈ + > −m mB X  (3) 

Taking into account the minimum transmission rate of b  URR for M2M data chunks 
of any type the blocking sets kB  can be determined by the following formula: 

( ) ( ) ( ){ }2, : 1 1 , 1, .k M Mn n d C c m c c m c C k K• •= ∈ ⋅ > − + ∨ + > =      mB X  (4) 

According to [17] and using (2) the blocking set 2M MB  can be represented as follows: 

( ) ( ) ( ){ }2 2, : 1 1 .M M M Mn n d C c m c m C• •= ∈ ⋅ > − + ∨ + >mB X  (5) 

Under the assumptions above there is a stationary distribution of MP 

{ }( ( ), ( )), 0t n t t >m , and steady state probabilities ( ) ( ), ,  , ,p n n ∈m m X  satisfy the 

following system of the balance equations: 

( ) ( ){ } ( )( ) { }( )

( ){ } ] ( ) { }

( )( ) ( ){ }
( ) { } ( ) { }

( )

2
1

2
1

2
1

, 1 , 1 0

1 , , 1 0

( , ) 1 1 ,

( , 1) 1 1 0 , 1 1 0 ,

1, , ,

K

k M M k k
k

K

H H k k k
k

K

k k M M
k

p n n c m m

n n p n m

p n c m n

p n n n p n n

k K n

λ θ

ν μ λ

θ

μ ν

•
=

=

•
=

 ⋅ ∉ + ⋅ > +


+ ⋅ ∉ + = − ⋅ ⋅ > +

+ + + ⋅ ∉ +

+ + + ⋅ > + − ⋅ ⋅ >

= ∈







m m

m m e

m e m

m m

m

B

B

B

X. .

 
(6) 

The Fig. 2 shows that Kolmogorov's criterion is satisfied; therefore MP 

{ }( ( ), ( )), 0t n t t >m  is reversible Markovian process. Then its stationary probabilities 

satisfy to system of the detailed balance equations: 

( )( ) ( ) ( )
( ) ( )
( , ) , , 0, 1, , ,

, , 1 , 0, ( , n)

k k k kp n c m p n m k K n

p n n p n n

θ λ

μ ν
•

 ⋅ = − ⋅ > = ∈


⋅ = − ⋅ > ∈

m m e m

m m m

X

X .  (7) 
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Fig. 2. Fragment of state transitions diagram for MP { }( ( ), ( )), 0t n t t >m  

From the system of equations (7) stationary distribution of the MP 

{ }( ( ), ( )), 0t n t t >m  can be found in an explicit product form: 

( ) ( ) ( ) ( )
1

1

1 1

, ! , , ,k

m K
mm n
k

i k

p n G c b i M a n nρ
•

•

−
−

= =

   = ⋅ ⋅ ⋅ ∈     
  

∏ ∏m mX X  (8) 

where ( ) ( )1 ,0G p−= 0X  is a normalizing constant.  

From the system of equations (7) we have also obtained an important result, which 
can be written in the form of given below recursive algorithm.  

The algorithm for computing the stationary distribution 

Input data: 2, , , , , , , ;   , , 1, .H H k kC C K c b d k Kν μ λ θ =  

Step 1. Calculation of the system parameters 
1.1. , : .k k k aρ λ θ ν μ= ⋅ =  

1.2. 2 2 2, , .M M H H M MC C С S C c M c b= − = =        

Step 2. Calculation of the non-normalized probability ( ),g nm
 
and normaliz-

ing constant ( )G X  

2.1. ( ) ( ),0 1, 1.g G= =0 X  

2.2. ( ) ( ) ( ), , 0,..., .c m c b m c b m b m m S c b• • • • •= ⋅ = ⋅ = ⋅       
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2.3. Calculation of ( ),g nm : 

2.3.1. ( ) ( ) ( )( )1 1 1 1,..., 0,..., 0,0 1,...,0,...,0,0 ,g m g m c mρ= −  

( ) ( ) ( )1 1,...,0,...,0,0 , 1,..., .G G g m m S c b= + = ⋅  X X  

2.3.2. ( ) ( ) ( )( )1 2 1 2 2, ,..., 0,..., 0,0 , 1,...,0,..., 0,0 ,g m m g m m c mρ •= −  

( ) ( ) ( ) ( )1 2 2, ,..., 0,..., 0,0 , 1,..., ,G G g m m m S c m b b•= + = ⋅ − ⋅  X X  

0,..., .m S c b• = ⋅    

2.3.3. ( ) ( ) ( )( )1 2 1 2, , ..., ,..., , 0 , ,..., ,..., 1,0 ,k K k K Kg m m m m g m m m m c mρ •= −  

( ) ( ) ( ) ( )1 2, ,..., ,..., , 0 , 1,..., ,k K KG G g m m m m m S c m b b•= + = ⋅ − ⋅  X X  

0,..., .m S c b• = ⋅    

2.4 ( ) ( )1 2 1 2, ,..., ,..., , , , ..., ,..., , 1 ,k K k K

a
g m m m m n g m m m m n

n
= −  

( )( )1,..., , 0,..., .n C c m d m S c b• • = − = ⋅     

Step 3. Calculation of stationary distribution ( ),p nm . 

3.1. ( ) ( ) ( )1 2 1 2, ,..., ,..., , , ,..., ,..., , ,k K k Kp m m m m n g m m m m n G= X  

( )( )0,..., , 0,..., .n C c m d m S c b• • = − = ⋅     

Knowing the stationary probability distribution of ( ),p nm , it is possible to calcu-

late blocking probabilities of requests from M2M devices and H2H users: 

( )( ) 2
2 ,

: ,
M M

M M n B
B p n

∈
= m

m ,
 

( )( ) 2
2 ,

: ,
H H

H H n B
B p n

∈
= m

m   

The formula for the mean M2M data chunk transmission time may be given as: 

( )( ) ( )2,
: , 1 , 1, .k k k M Mn

T m p n B k Kλ
∈

= ⋅ − = m
m

X
 (9) 

Further, we continue by numerically analyzing the probability measures of the con-
sidered resource distribution model with the fixed transmission zone for M2M traffic 
in LTE cell with H2H users. 

3 Numerical Analysis  

As an example, we consider a stand-alone LTE cell with the peak capacity of C  = 50 
Mbps, which is distributed between H2H users and M2M devices. For the H2H user 
service, the system reserves 2H HС  = 10 Mbps of its capacity. We consider that all 

M2M devices transmit two types of data chunks, i.e. 2K = . Assume that 1 100θ =  

Kbyte and [ ]1 2,...,98λ ∈ ; 2 200θ =  Kbyte and 2 [1,..., 49]λ ∈ . In this case the arrival 

flows of requests are equal 1 2ρ ρ= . As an illustration of a H2H service, we consider 



480 S. Shorgin et al. 

streaming video, which ha
Mbps. Assume the H2H of
mission zones be allocated
prises 20c =  Mbps. We a
illustrating H2H request blo
ties, and mean chunk transm

Fig. 3. Blocking p

The figure indicates that 
the changing offered load. W

the number of available U
transmission time is increas
of b  URR, the second fixe
slightly reduced. With furth
URR is decreasing so the m

To select the optimal stra
set of criteria that take into
the problem of finding the 
M2M data chunks transmis

for the objective function v

tions are the mean M2M d

of occupied URR ( )2U c : 

as a requirement on the minimum throughput as d  =
ffered load rate to be a  = 5. Let up to 2S =  fixed tra

d for M2M data chunks transmission, each of which co
also determine 1 URR = 880 Кbps. Fig. 3 introduces p
ocking probabilities, M2M data chunk blocking probab

mission time on increasing M2M offered load.  

probabilities and mean data chunk transmission time 

the mean chunk transmission time varies significantly w
With the increasing of the offered M2M traffic load 1ρ +

URR of the first allocated zone is decreasing, while m
sing. When the transmission rate reaches its minimum va
ed zone is allocated wherein the mean transmission tim
her growth of the offered M2M load the number of availa

mean transmission time tends to its maximum. 
ategy of radio resources allocation, we recommend to us

o account the features of M2M-service traffic. In this pa
optimal size c  of a fixed transmission zone allocated 

ssion is formulated as multicriterion optimization probl

ector ( ) ( ) ( )( )1 2,c U c U c=U , where scalar objective fu

data chunk transmission time ( )1U c  and the mean num

( ) ( )1
1

K

k
k

U c T c
=

= , (

= 3 
ans-
om-
lots 
bili-

 

with 

2ρ+  

mean 
alue 

me is 
able 

se a 
aper 

for 
lem 

unc-

mber 

(10) 

, s



 Modeling Radio Resource Allocation Scheme with Fixed Transmission Zones 481 

( ) ( )
( )

2
,

,
n

m
U c c d n p n

M∈

  = ⋅ + ⋅ ⋅    


m

m

X

. (11) 

As illustration we use one of commonly used approaches, i.e. a weighted sum me-
thod [18]: 

( ) ( ) ( )( )1 1 2 2min  min  
c c

U c U c U cϖ ϖ= +  (12) 

subject to:  1 2 1ϖ ϖ+ = , 0 1iϖ≤ ≤ , 1,2i = ; 

2 M Mc S C⋅ ≤ ; 
*

2 2 H H H HB B≤ ; 
*

2 2M M M MB B≤ . 

Numerical analysis of the multicriterion optimization problem was carried out for 
the network with two types of M2M data chunks 2S = , the offered M2M traffic load 

1 2ρ ρ+ , and the offered H2H traffic load 5a = . As constraints on blocking probabil-

ities of requests from M2M devices and H2H users the following values were used: 
* 3

2 10H HB −=  and * 2
2 10M MB −= . Fig. 4 shows the results of multicriterion optimiza-

tion problem solution with the weighted sum method with weights 1 0,8ϖ =  and 

2 0, 2ϖ = . For a given set of weighting coefficients the optimization problem has a 

unique solution at the point 15c =  URR. This optimal size of the fixed transmission 
zone permits to provide the necessary quality of service for M2M-traffic and increas-
es the resistance of a single LTE cell to overload due to the presence of free (unoccu-
pied) radio resources. 
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Fig. 4. Numerical solution of multicriterion optimization problem 

Fixed transmission zone size c , URR 
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4 Conclusion 

On the mobile communications side, further progress is necessary in enabling higher-
bandwidth for IoT infrastructure. Service quality and availability (connectivity, laten-
cy, mobility, energy-efficiency, etc.) need to be improved as well by offering more 
adequate mechanisms to handle heterogeneity in mobile devices, clouds, and wireless 
networks. In this paper, we addressed a resource sharing problem for M2M traffic in 
3GPP LTE stand-alone cell as a part of future research for wireless IoT infrastructure. 
We give an analytical model with heterogeneous elastic traffic from M2M devices 
and minimum rate guarantees. The resource allocation scheme is based on fixed 
transmission zones at which traffic from the M2M devices is being served according 
to the PS discipline. We propose an analytical solution to calculate the model perfor-
mance measures under the assumption of simplified physical model. 

In the future we expect to continue the analysis of the model by removing the ob-
vious simplifications. The case of general distribution of data chunks length, MMPP 
arrivals, different SNR values for H2H and M2M users will be investigated. It is evi-
dent that these assumptions do not expect the analytical solution of closed form and 
one has nothing to do but to use simulation techniques to analyze the performance 
measures of the above resource allocation scheme. 

An interesting task for future study is the optimization of various admission control 
schemes for wireless IoT infrastructure. In prospect, we aim to find a way of simulat-
ing the initial data for analytical modeling because, for the time being, we chose their 
values in a theoretical way. Values based on a simulation approach are more interest-
ed, and can enhance our proposal. 
 
Acknowledgements. The reported study was partially supported by the RFBR, re-
search projects No. 13-07-00953, 14-07-00090. 
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Abstract. The set of connected embedded devices surrounding and pro-
viding resources to us will constantly grow in the future. Currently these
devices are often treated as pure data sources and there is no notion
of providing and provisioning the compute and storage resources they
offer to the users. Paradigms like Infrastructure as a Service, Platform
as a Service or, Pay as you Go are very popular and successful in the
Cloud Computing domain. We will discuss whether these paradigms can
be applied to the Internet of Things domain in order to create a Cloud
of Things that is surrounding us and provides resources in an ubiquitous
fashion.

1 Introduction

Following the Ubiquitous Computing [1] and Internet of Things (IoT) [2] visions,
connected and embedded devices like sensors, smart phones, or entertainment
devices build the foundation for many applications we use every day. Examples
are E-Health [3], Smart Homes [4], or Transportation [5]. A significant amount of
infrastrcutre needs to be deployed and managed in order to take advantage of all
the interconnected devices. Many approaches that investigate in providing such
an infrastructure follow a Gateway based solution, which can be briefly described
as a single system (e.g. a router), that integrates available sensors and dispatches
the resulting data streams between sources (e.g. sensors) and corresponding sinks
(e.g. end-user applications hosted at a compute center) [6] [7]. The Gateway
therefore acts as a bridge between data acquisition and data processing.

Gateway based solutions often rely on the assumption that devices can be
treated as pure data sources. Instead, the upcoming category of smart devices (e.g.
Smart TVs, Smart Phones) additionally offers compute- and storage resources.
This leads to a resource oriented view, where each node participating in the IoT
infrastructure can offer one or more of the three resources data, compute or, stor-
age as a service to the users. Compute- and storage resources can be used for in-
network processing for instance, which reduces the demand for communication
and improves energy efficiency [8]. Compared to Gateway based solutions, the gap
between data acquisition and processing is mitigated because both tasks are han-
dled by the same infrastructure. Similar to Mesh networks [9], pure data resources

c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 484–493, 2015.
DOI: 10.1007/978-3-319-15705-4 47
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(i.e. sensors) are not longer bound to a specific Gateway, but rather integrated
where they are needed by any kind of smart device capable of doing so. A typi-
cal use case can be found in apartment-sharing communities, where each resident
brings its own devices and at least some of them are shared by the community
(e.g. in the living room/kitchen).

Consuming resources as a service, such as Infrastructure as a Service (IaaS)
and Platform as a Service (PaaS) has become popular along with Cloud Com-
puting. By applying the efficient, scalable, and easy to use Everything-as-a-
service [10] model to the IoT, multiple users can explore and utilize the offered
resources at the same time, while their devices become an active part of the
infrastructure. With this motivation, we introduce our proposal of the Device
Cloud. We will identify participating entities and required components. An archi-
tecture draft of a distributed and resource oriented middleware platform, called
the Device Cloud Middleware, will be introduced in Section 2. Arising challenges
and corresponding solution approaches will be discussed based on a review of
related application domains and concepts in Section 3. Finally, Section 4 will
conclude the paper.

2 Device Cloud Architecture

This section introduces our proposal of the Device Cloud architecture shown in
Figure 1. Smart devices establish a distributed middleware platform, the Device
Cloud Middleware, which offers a shared resource pool that is composed of the
physical resources offered by the devices. On top of that resource pool, the
middleware provides a homogeneous service execution environment to efficiently
utilize the resources (i.e. data, compute and, storage). The architecture is sep-
arated into three layers, the Physical Space, the Runtime Space and the Social
Space. The main goal of this abstraction is to hide the complexity, in order that
neither sensors or devices nor applications or users should have to take care of
the heterogeneity of the corresponding spaces (e.g. which node integrates another
node or executes an application).

The Physical Space includes all collaborating physical devices, systems
and networks. A segmentation into three node types is defined: Device Nodes
(DN) refer to data sources (i.e. sensors), Aggregation Nodes (AN) refer to smart
devices that additionally provide compute- or storage resources and Backend
Nodes (BN) refer to data stream sinks and management components hosted
on dedicated servers. ANs are the core nodes of the Device Cloud approach.
The Device Cloud Middleware facilitates the ANs to expose all resources made
available by the Physical Space to the upper layers. As shown in Figure 1, ANs
bridge the gap between the Physical and the Runtime Space. The physical AN
device itself and its offered resources belong to the Physical Space while the
Device Cloud Middleware software hosted by the ANs belongs to the Runtime
Space.

The Runtime Space manages and provisions available data, compute and,
storage resources by means of a shared resource pool. The main challenge is to
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Fig. 1. High level Device Cloud architecture with space abstraction

keep transparency regarding heterogeneity and availability, because nodes in the
Physical Space can come and go, rely on different communication and transport
protocols as well as data formats. Besides on demand resource provisioning,
the Device Cloud Middleware, which basically constitutes the Runtime Space,
decouples the Physical from the Social Space. Following core components are
defined within the Runtime Space:

– Aggregation Node Runtime (ANR) is a software node running on ANs.
All nodes together establish the distributed Device Cloud Middleware. The
distributed fashion is hidden from the other layers. Besides resource inte-
gration and provisioning, ANRs provide a uniform service execution envi-
ronment that abstracts from the underlying device specific characteristics.
In general, ANRs provide and manage the utilization of the shared resource
pool similar to the Cloud Computing PaaS paradigm.

– The Management Layer monitors the state of the Device Cloud Middle-
ware nodes and hosts knowledge repositories used by the ANRs to adapt to
the current environment. Knowledge can refer to the state of other nodes
or the network, but especially targets software modules and configurations,
that are required to handle certain devices (e.g. device driver and data trans-
formation modules needed to integrate a discovered DN). In addition, the
Management Layer has to provide monitoring and management features to
cope with issues like privacy, security, Quality of Service (QoS) or, access
control.
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– The Shared Resource Pool can be envisioned as the set of data, compute
and, storage resources provided by the Physical Space. The Device Cloud
Middleware manages and provisions these resources to users and applica-
tions.

In order to provide a Cloud-like on demand resource provisioning among mul-
tiple users, the Device Cloud Middleware needs to map available resources to
applications. Therefore many conditions like data locality, characteristics of the
transport (e.g. bandwidth), characteristics of the ANs themselves (e.g. disap-
pearing nodes) or, QoS have to be considered, which is discussed in more detail
in Section 3.

The Social Space reflects all collaborating users and their applications in
the Device Cloud. Based on the Runtime Space, it provides an environment for
ubiquitous applications and services, in which resources are not tightly bound
to one user but rather can be shared among each other. From the perspective of
a user, the platform that serves his needs is no longer a set of statically bound
physical devices. Instead, it is a set of shared resources and ANRs that are
deployed on top of the overall physical infrastructure. Therefore, several user-
centric “virtualized” platforms can coexist on the same physical nodes. Moreover,
a user’s personal platform becomes highly adaptive, scalable and mobile, since
resources appearing close to the user can be shared and integrated on the fly.

3 Device Cloud Challenges

With emphasis on the difficulties that arise out of the introduced Device Cloud
architecture, selected IoT related middleware challenges [6] [12] will be extended
and discussed in this section.

3.1 Runtime Device Integration and Abstraction

One challenge is to seamlessly integrate and configure the heterogeneous resources
of the Physical Space. The Device Cloud needs to integrate and handle mobile and
stationary devices from different application domains with different characteris-
tics (e.g. communication protocols, data formats, operating systems). Due to the
constantly changing environment, approaches that integrate and configure devices
manually are not feasible [11]. Because DNs and ANs are shared, belong to differ-
ent users/authorities and each AN can have different DN integration capabilities
(e.g. supported communication protocols), it becomes unlikely that administra-
tors or application developers can take responsibility for integrating and managing
all devices manually. Moreover, it is necessary to embrace this physical dynamics
in a unified way on a low layer and to hide the complexity from the upper layers
(e.g. the Social Space) [13]. Abstraction can be achieved by providing an auto-
matic device integration and management process. Therefore, the Device Cloud
needs to understand the devices (e.g. capabilities, data structures they produce,
device configurations) or at least needs to be able to gather required integration
knowledge on demand (e.g. appearance of a new DN).
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Various approaches investigated in automatic or semi-automatic device inte-
gration at runtime, for instance OpenHAB [14], DOG [15] and Hydra [16]. They
follow a gateway based approach, as already discussed in Section 1. Usually the
gateway contains all required device specific control and protocol logic. Due to
the scalability and the amount of available devices, it is not feasible to store all
required device specific logic (e.g. device drivers) on each single AN in the Device
Cloud. Instead, a runtime integration mechanism is required, that takes the
resource constraints of the ANs into account. Moreover, none of the approaches
gives a clear account on how new devices can be discovered at runtime and how
the platform can be able to handle new devices that were not foreseen during
system development [17].

3.2 Interoperability, Data-Models and Nomenclatures

Once devices are connected and data resources appear, sufficient knowledge
about the characteristics and the content of the resulting data streams is required
to properly link data sources and sinks (i.e. devices to applications). Moreover,
efficient routing and QoS need to be realized, while preserving transparency
introduced with the space abstraction and without having a-priori knowledge
about the collaborating entities. Especially semantic interoperability [19], that
refers to a uniform understanding of the generated and exchanged information,
is important to enable functionalities like content-based data routing, context-
awareness, QoS or, dependency resolution between application layer components.
In general, interoperability is difficult to achieve because devices are heteroge-
neous and follow different or no standards. Therefore, apart from global stan-
dardization efforts [20], generic and adaptable core interoperability models are
required. According to other interoperability related standardization activities,
such as the ISO/IEEE 11073 [21] known from the medical application domain,
three core models can be defined:

– Information Model: An information model characterizes and describes the
information that represents the current state of a device and the knowledge
it provides for other devices (e.g. nomeclatures, data models).

– Service Model: The service model describes basic primitives that are sent
between devices in order to exchange knowledge defined by the information
model. Information and service model are tightly coupled to the topic device
abstraction.

– CommunicationModel:Thecommunicationmodeldefinesabstract require-
ments for the transport (e.g. a reliable channel), how the abstract syntax of the
informationmodel has to be transferred into a transfer syntax, or a statemodel,
which specifies the communication process or life cycle of a connection between
devices.

The core models need to be specified in a generic and adaptable way. Though,
it is important, that the core models are abstract to ensure longevity and suf-
ficient coverage of the heterogeneous resources. Concrete implementations of
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the core models (e.g. Bluetooth and ZigBee communication models) have to be
injectable into the Device Cloud Middleware at runtime.

3.3 Service Execution Environment

Besides proper utilization of data resources, another key aspect of the Device
Cloud is on demand provisioning of compute- and storage resources. Therefore, a
service execution environment, that allows applications from the Social Space to
utilize available resources from the Physical Space, is required. Again, the trans-
parency constraint is important. Neither users nor application developers should
take care of the distributed fashion of the Device Cloud Middleware, the hetero-
geneous resources or, disappearing parts of the execution environment (i.e. if an
ANR disappears/fails). Accordingly, the main challenges of the service execution
environment are to efficiently provision and distribute the available resources,
hide heterogeneity, provide service migration and data replication metrics, scal-
ability in case of insufficient resources in the shared pool and, allow for isolation
between the applications.

Hiding heterogeneity is related to the interoperability challenge discussed in
the previous section. Service migration and data replication metrics are essential
to optimize the behavior of the distributed Device Cloud Middleware and to cope
with appearing and disappearing nodes, that can significantly change the topol-
ogy and capabilities of the physical resources the Device Cloud Middleware is
based on. With the help of the management layer, the behavior and state of the
Device Cloud Middleware and the participating nodes needs to be monitored,
which allows to provide knowledge required for proper migration and replication
decisions. Related approaches that target service migration and distributed exe-
cution environments can be found in the area of multi agent systems [22]. Due to
the distributed fashion of the middleware, the scalability challenge is rather easy
to tackle by allocating ANRs on BNs (i.e. dedicated servers). Providing isolation
is important in terms of privacy and security, if several applications and data of
different users are moved between and executed on shared resources. Therefore,
the service execution environment is required to provide proper isolation capa-
bilities like virtualization or sandboxes, while paying respect to the resource con-
straints of ANs. Upcoming concepts like Cyber-Physical Clouds [23] [24], Vehic-
ular Clouds or Mobile Cloud Computing [25] show future directions towards
tackling this challenge. In these approaches, devices basically act as servers that
move in space and execute virtual devices. Virtual devices can migrate between
physical ones, which is referred to as cyber-mobility (i.e. moving between devices
hosts). Additionally, virtual devices can move with their hosts, which is referred
to as physical mobility [24]. Similar to regular Cloud Computing, this allows
for efficient resource utilization and enables robust and safe execution of virtual
devices, since each virtual devices can be isolated from each other.

3.4 Multitenancy

On demand resource provisioning and collaboration requires concepts to share
the access to resources among multiple users. Resources can be categorized as
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exclusive or non-exclusive. Exclusive compute- and storage resource are private
to their owners and will not become part of the shared resource pool. Exclusive
data resources instead, can become part of the shared resource pool if necessary.
From the Physical Space point of view, a DN, allowing only one AN to connect to
it, is exclusive for instance. However, by applying techniques such as sensor vir-
tualization [26] [27], several virtual instances can be exposed within the Runtime
Space. More generally, this refers to the ability of the Device Cloud Middleware
to provide a single data resource (i.e. its data stream) to several applications pos-
sibly using different data formats. In addition to sharing data resources, sharing
compute- and storage resources as already discussed in Section 3.3 has to be
made available by deploying a homogeneous execution environment on top of
the heterogeneous ANs.

Besides utilizing the shared resources, the Device Cloud Middleware has to
provide provisioning capabilities, which includes access control, accounting and
dynamic granting and withdrawal of device access tokens. In contrast to regular
IaaS clouds for instance, the Device Cloud has to manage a peer to peer collab-
oration of entities. Each participating user owning some resources (i.e. devices)
can act as a resource provider and consumer at the same time. Therefore it is
necessary, that users are able to authenticate against each other and that iden-
tities of resources and users can be proofed. In order to allow for on demand
provisioning and reduce the amount of user interaction, state models, decision
metrics and, corresponding rule sets are required.

3.5 Security and Privacy

Apart from related issues already mentioned in the previous challenges (e.g.
isolation, access control), security and privacy is a key challenge that needs to
be addressed on a large scale due to the huge amount of participating devices
and users. The Device Cloud needs to protect against and recover from security
attacks, that arise out of the devices physical accessibility [28], their reduced
ability to host own security modules and, the platform openness [18]. More-
over, sharing resources requires to establish secure end-to-end links between
participants. Additionally, because of the online deployment features discussed
in Section 3.1, a notion of trust for exchangeable software modules (i.e. identity,
access permissions) needs to be provided. These challenges are related to mobile
agents security concepts [29].

Another important challenge in IoT is the definition of privacy policies [18].
The huge amount of policies, required to ensure user-centric control of personal
data and devices, needs to be managed and consolidated in an automated fash-
ion. On the Internet, protocols like OAuth 2.0 [30] and OpenID [31] have been
defined to enable for privacy-respecting and user consent authorization models.
Applying these protocols to the Device Cloud can be used to increase privacy.

3.6 Non-functional Requirements and QoS

The integration of the various IoT devices and the collaboration of the participat-
ing entities lead to a higher amount of data and increased competition regarding
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the shared resources (e.g. network, compute). Since the Device Cloud will allow
to host applications from both non-critical (e.g. entertainment) and critical (e.g.
e-Health) application domains on the same infrastructure, it is necessary to
provide mechanisms that allow to express QoS constraints and non-functional
requirements such as reliability or latency. Due to the distributed design of the
Device Cloud Middleware, it is crucial that the required data is available at the
required location within the required time frame and can be processed properly.

Regarding routing of data streams, we have to deal with many data streams
that share the same commodity transport (i.e. Ethernet) and highly differ regard-
ing their characteristics (e.g. bandwidth, latency requirements) [20]. When talk-
ing about devices and data resources in the Physical Space, we also have to
consider actuators, that often introduce non-functional requirements like deter-
minism or reliability. Therefore it is necessary to introduce respective capabilities
and models, that allow to easily apply, monitor and, adjust these QoS policies
in an automated fashion. Optimization and on-line adjustment is important
because of the dynamic set of nodes participating. Promising approaches and
technologies like Software Defined Networks [32] or Data-centric infrastructures
(i.e. OMG DDS [33]) can be integrated into the Device Cloud Middleware for
this purpose.

4 Conclusion

The presented architecture approach tries to facilitate the upcoming and growing
category of smart devices in order to apply the popular IaaS, PaaS and, on-
demand resource provisioning paradigms known from Cloud Computing to the
IoT domain. The approach establishes the notion of a shared resource pool,
that not only covers resources in terms of data (i.e. sensors) but also considers
compute- and storage resources provided by the growing set of smart devices (e.g.
smart TVs, smart phones, routers). This not only targets resource utilization or
in-network processing of data, but also offers new ways of people to people and
people to thing collaboration by sharing physical resources that surround us. We
discussed challenges that arise from merging Cloud Computing features with IoT
infrastructures and provided possible solutions by reviewing approaches from
related research initiatives. Although a lot of effort will be required to integrate
and adapt these approaches, especially because of the disappearing boundary
between resource consumers and providers, we showed that the theoretical and
technical foundations required were partly already investigated. Therefore, an
application of IaaS and PaaS to IoT seems reasonable and is underlined by the
increasing amount of resources smart devices will offer in the future.
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Abstract. This work addresses specific research challenges imposed by
contemporary IoT (Internet of Things) applications, which are modular,
distributed, utilize sensor networks and are typically implemented as ser-
vices, according to the Service Oriented Architecture (SOA) paradigm.
They also require maintaining and processing of streaming data, which
leads to the need of effective management of composite streaming ser-
vices (often with quality of service (QoS) restrictions). We propose a
prototype solution supporting development and management of such IoT
applications, a ComSS Platform acting as middleware for running com-
posite streams’ processing services. The results of the tests, conducted
in order to assess the performance of various service selection and nego-
tiation methods are discussed and analyzed in order to identify the best
solutions for future development of distributed IoT software platforms.

Keywords: Streaming services · Stream computing · IoT platform ·
Services composition · Services execution · Platform as a service (PaaS)

1 Introduction

Internet of Things paradigm and data stream processing is rapidly gaining pop-
ularity due to consequent increase in number of IoT enabled devices and their
capabilities. This creates new opportunities for development of data processing
and analysis methods, which will be a welcome amenity for various applications
which can benefit from the use of IoT devices. This can be especially impor-
tant for e-Health domain, where such solutions can be used in remote patient
monitoring and diagnostics (e.g.: [3,4,17]).

The greatest barrier which inhibits the development of such solutions is the
lack of standards which could enable simple and robust connectivity and com-
posability of IoT devices and data streams they generate [13]. Hence, the main
task for today is the development of proper standards which will provide the
required level of connectivity and composability.

In this paper we describe a complete solution for automatic negotiation and
quality maintenance of the distributed, service-based IoT applications by dis-
cussing our prototype middleware software – ComSS Platform – dedicated to
c© Springer International Publishing Switzerland 2015
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running composite stream processing services. Models assumed for batch and
streaming services are described in the next section. Section three is dedicated
to the composite stream processing services. In section 4 a general architecture
of the ComSS Platform is presented. Finally in section 5 the results of ComSS
Platform efficiency test are presented along with the discussion and conclusions
about the applicability of chosen service selection and composition mechanisms
in such an environment. Last section summarizes the platform efficiency tests
and outlines our plans for the future work.

2 Stream Processing

Service Oriented Architecture (SOA) becomes increasingly popular as a base
for modern distributed processing systems [7,8,16]. In SOA, system function-
alities are provided through web services, described by both functional and
non-functional, parameters [14]. Functional description contains data types and
structures used in interaction with the web service. Non-functional parameters
describe the performance and service reliability. For instance, a fall detection
service’s functional description contains information that service processes the
data stream from movement sensors, that fall would be detect in data stream
and immediately send an alert to monitored person’s caretakers. Non-functional
description of such a service might describe service’s data processing latency and
the detection efficiency.

Distributed processing is inherently related to network communication. In
classical SOA approach, services can be interpreted as batch services, that are
invoked with standard request-response pattern (fig. 1). In this communication
pattern, user sends all data required as a single package in the service request.
The response from the service is also single data portion.

Fig. 1. Batch service communication model.

The described communication pattern implies some properties of such ser-
vices. First of all, requests should include a complete and integral portion of
data for processing. Also, due to the request-response communication pattern,
batch services are stateless, therefore, the requests are processed independently
from each other and even though consequent requests will not be related and
will be processed by different processing instances.
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Despite the fact that this approach is useful for many applications, there are
use cases where request-response approach appears to be incorrect or hard to
implement. An example of such a use case is data stream processing. Streaming
services that handle data streams operate on continuously incoming stream of
data [1]. The main characteristic is that they cannot be easily partitioned to
sensible data packages, therefore it should be processed as a whole. Data stream
processing algorithms usually operate on data samples, however majority of algo-
rithms includes consequent data samples and relations between them. Another
feature of streaming services is that a system has no impact on sample order.
After processing each of the data portion can be deleted or stored in the cache,
which is usually smaller than stream.

We propose a model of streaming service communication presented in Fig. 2.
The main difference from the batch service is the separation of control and data
processing interfaces.

Fig. 2. Streaming service communication model.

In the proposed model, streaming service consists of two modules: the man-
agement module and the streaming service that handles data processing. The
management module is a batch service which manages streaming service param-
eters and its state. Throughout its control interface service instances can be
started, updated and stopped. The interface offers also operations for moni-
toring the service instances and setting execution parameters of the streaming
service.

The second module is the streaming service. As mentioned before, execution
parameters affect the configuration of this module and the data stream process-
ing algorithms. In our model we can specify separate input and output interfaces
in services. Depending on the services, the number of inputs and outputs may
vary. The data stream processing starts when data streams are sent to the defined
interface for processing. It is important to notice that the interfaces should only
process information and synchronise data. Any control messages should be send
to dedicated management interface.

3 Composite Stream Processing Services

In SOA-based systems, basic functionalities are in capacity of delivering atomic
web services. In order to provide, more complex functionalities atomic web
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services are composed into composite web services [9]. Classical composition
methods used in SOA-based systems, adopt batch services so that they cannot
be properly implemented as methods for streaming service composition. Hav-
ing that in mind, a dedicated approach for streaming services composition, is
required.

Composite streaming service can be defined as a directed, acyclic graph. The
graph nodes contain information about atomic streaming service, stream sources
and stream destinations. The edges represent connections between atomic stream-
ing services and stream directions. Additionally, we distinguish services in com-
posite streaming service into two types: internal and external services. Internal
services are those which set complex functionality and are implemented to the
model of streaming service. External services are abstract services used for pro-
viding input and output communication interfaces of the composite streaming
service. They do not process any data streams and are not mapped to any specific
streaming services.

Service composition is a process aimed at fulfilling both functional and non-
functional requirements defined by the user [15,18]. The composition process
starts with connecting the required functionalities into data flow graph structure.
Next, a set of services implementing the required functionality is found for each
of the functional requirements. In the last step, a composite service, which fulfils
non-functional requirements, is selected from the set of all possible composite
services [10].

According to our streaming service model, it is important to notice that
a service composed of internal services has the same input and output inter-
face configuration as those on the border of the subgraph. The border services
are integrated with the external services. For this reason, the streaming service
management module allows communication with both the internal and external
services.

Finally, the composition process yields a cross-compliance between atomic
services. This requirement is strictly bonded with two parameters describing
data stream and data interfaces: stream type and stream format. Stream type
describes the type of data to be sent from data source (e.g. sensor, data base,
etc.), while the stream format determines the way of the data organization. Both
of the parameters should match with the interfaces of streaming services in order
to make them connectable.

4 ComSS Platform

Composition of streaming services and execution of composite streaming services
requires a dedicated infrastructure which supports these processes and ensures
their correctness. In order to achieve this goal we have built a distributed soft-
ware platform which enables streaming service composition and execution. The
composition process supported by this platform consists of three main stages:
(i) composite streaming service structure generation, commonly named as com-
position; (ii) atomic services selection and (iii) service instances initialization.
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The proposed platform, called ComSS Platform (COMposition of Streaming
Services) has been built based on the SOA paradigm. It means that all com-
ponents of the platform provide web service interfaces that have been designed
and implemented according to the SOA standards. Figure 3 shows a structure
of typical platform workflow.

Fig. 3. ComSS Platform typical workflow.

4.1 Composite Streaming Service Structure Generation

First step of composite service building is the structure generation [5,15,19]. As
it was previously mentioned, composite service functionality can be described
as a graph. Each node in this graph represents a single functionality and edges
represent data flow directions between these functionalities. Such graph is called
the functionalities graph and it is the result of the composition phase described in
this section. At the initial stage of composition process (step 1 on Fig. 3) domain
expert define service functional requirements [6]. Functional requirements are
defined by description of input stream which should be processed and expected
output stream, which are described by types and formats.
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Composition service uses atomic services repository to get list of available sin-
gle functionalities (step 2). Each functionality is described by type and number
of input and output interfaces. This description contains also the non-functional
description which is specified in the next section. Based on atomic services
description and composite service requirements the composition has to create
structure of functionalities. The outcome of this phase is stored in composite
services repository (step 3).

Composite service functionality graph contains description of atomic services
classes with connections between them, along information about source and des-
tination of data stream. Composition process used in our prototype relies on
matching data types between sources and destinations. It is worth mentioning
that there are also streaming services that do not operate within our platform,
however they could still become data sources or data destinations for composite
services, e.g. health sensors or video cameras. The only requirement for this is
the correct description of the data streams that they produce/receive. The cor-
rect description should contain stream data type, stream format and, in case of
destinations, device address.

Composite services repository contain functionality graphs that can be pro-
vided to users. Each structure can be used as many times as it is required (step
4). However, it is worth remembering that at this stage users are not choos-
ing graphs with atomic services but only with their descriptions. It means that
created service structure can be used as long as there are available services of
classes defined in structure description.

4.2 Non-Functional Optimization – Service Selection

Next step of building composite streaming service is the atomic services selection
[2]. The main aim of this stage is to find atomic services which assure require-
ments defined in the request. The input data for this stage are functionality
graph prepared in the previous stage and user-defined non-functional require-
ments (step 5). Non-functional requirements may concern various QoS parame-
ters. Such as, composite streaming service’s processing time, cost or maximum
number of service instances [11] [12].

Such request is forwarded by Request processing module to Selection module.
In our prototype Selection module is a component of Resources manager. The
Resource manager is responsible for guarding the maximum number of instances
and assuring services quality level. Resources manager uses information stored
in Atomic services register to fulfil this tasks during the service selection (step
6).

The prototype selection module implements three selection algorithms: Full
search, Branch & Bound and Genetic algorithm. These algorithms are respon-
sible for non-functional parameters optimization. The outcome of the service
selection phase is the Services graph which contains selected services that fulfil
both functional and non-functional requirements for composite streaming service
[9].
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4.3 Service Instances Initialization

The last step of streaming service composition is the service instances initial-
ization. The main goal of this process is to prepare service instances and start
services and thereby start composite service. This process is mainly based on
communication between platform and services. There are two types of commu-
nication links that can be specified: signalization and negotiation. First one is
used for communication between platform and services (step 7), second one is
responsible for direct communication between services (step 8).

Communication on this link can be divided into three steps: resources ini-
tialization, negotiations between services and services instance starting. During
resources initialization, services announce their readiness for operation. The sec-
ond step is the negotiations stage. This step is responsible for service instance
interfaces configuration, especially for determining data streams formats between
neighbouring services and for configuration of connection interfaces.

Due to some problems regarding data stream format negotiations like block-
ade when service cannot convert formats we propose three negotiation methods.
All of them have been implemented in ComSS Platform. First of them is the
Ad-hoc negotiations method. After resources reservation, each service communi-
cate through negotiation interface with neighbouring services negotiates mutual
stream format. When the service cannot convert stream formats, it waits for its
input negotiations to finish and then it decreases available output formats list
according to the formats selected on the input and initializes new negotiations
with the next service. In this case, the same format must be used on the input
and on the output of streaming service.

Ad-hoc method cannot prevent negotiation deadlocks. In order to overcome
this limitation, we have prepared the Sequential negotiation method. It is similar
to the Ad-hoc method, but, in contrary to the Ad-hoc method, negotiations are
carried on according to the sequence of services in the composite service structure
graph. In case of failure on each of nodes on the previous node format can be
changed. This modifications ensures that the negotiations will be successful if a
feasible solution exists.

Both of methods described above aim in finding described matching formats
between services, however, they are not considering the influence of different
formats on quality. For data stream of one type, there can be many different
formats that represent the same data in different way. This variety of formats
may lead to the situation when the overall performance of composite streaming
service is significantly decreased because of format conversions. In order to solve
this problem, we developed the third method of negotiations which is called
Planning negotiations. In this approach data stream formats are determined
centrally in Communication manager. The Planning process is not only looking
for mutual format for each pair of services but it also compares different solutions
in order to select the one with the highest quality level.

The last step is the instances start-up, summarizes whole composite ser-
vice building process. When communication manager creates instances graph by
extending service graph with information about instances, the instances graph
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is sent back to request processing module, which returns it to the user (step 9).
From this moment user can start data stream sending to newly deployed com-
posite streaming service (step 10). ComSS platform also provides an interface for
services deletion. This process releases the resources, because after this opera-
tion all instances associated with selected composite streaming service are being
stopped. Communication with services during this operation is similar to the
last step of instances initialization - the communication manager is sending stop
message to each service instance associated with composite streaming service.

5 ComSS Platform Efficiency

ComSS Platform offers services which provide users with functionality to build
composite streaming services. In order to evaluate the platform, several tests
have been conducted, which mainly aimed in measuring the efficiency of the
platform. The efficiency was measured as the overall delay impressed by the
whole composite service composition process as well as the delays of each of
composition phases contributing to the overall delay.

5.1 Testing Environment

Test environment was set up on three virtual machines. Each of these virtual
machines was dedicated for deployment of one of the following platform compo-
nents: Atomic Service Register, Client Application and ComSS Platform. As a
test scenarios two different functionality graphs were prepared. First with three
requested service types linked serially. Second one with six service types linked
partly in parallel way.

All performed tests focused on measuring the composition execution time.
The test measured processing times of Resources Manager, Communication Man-
ager and whole Create request.

5.2 Measurement Results

Figures 4a – 5c show changes of Create request execution time in relation
to the number of services and the number of formats. This figure shows that
execution time in case of Ad-hoc and sequential negotiation does not increase
with the increase in the number of formats (fig. 4a – 4d).

Another observation is that Full search and Branch & Bound algorithms
behave similarly. Time of processing increases with the increase in number of
services in service register. Also, as predicted, Full search algorithm is consider-
ably slower than Branch & Bound.

It seems that selection algorithms should not be related to the number of
formats, but in case of Branch & Bound algorithm there is an increase in per-
formance when the number of formats is lower.
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(a) Full search selection
and Ad-hoc negotiations.

(b) Full search selection
and Sequential negotiations.

(c) Branch & Bound selection
and Ad-hoc negotiations.

(d) Branch & Bound selection
and Sequential negotiations.

Fig. 4. Processing time of Create request in relation to the numbers of formats and
services

Figure 5a shows that Genetic selection algorithm execution time is not related
to the number of services (in register). In our prototype the values of parameters
of genetic algorithm were selected after preliminary tests, however the results
of these tests are out of scope of this paper, thus they will not be described.
The criterion for parameters selection considered the execution time of Genetic
algorithm and the quality of solution found.

Figures 5a – 5c presents the characteristic of Planning-based negotiations
method in combination with different selection algorithms. Intuitively planning
process has to take more time than simple negotiations method, especially when
the services has to communicate during negotiation, despite the fact that the
formats have been chosen centrally. Times observed on this figures increase up
to sixty seconds when we use fast genetic selection, over hundred seconds using
Branch & Bound and almost hundred and twenty seconds during Full search.

An important issue that is worth considering is where and when should we use
the exact algorithms which were proven to be inferior in terms of efficiency. The
answer to this issue is directly connected to the required quality. Only by using
Full search or Branch & Bound selection and Planning negotiations composition
process can find the solution with the highest possible quality level.
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(a) Genetic selection
and Planning negotiations.

(b) Full search selection
and Planning negotiations.

(c) Branch & Bound selection
and Planning negotiations.

Fig. 5. Processing time of Create request in relation to the numbers of formats and
services

6 Conclusion

ComSS platform is designed to be a middleware for running and management
of composite streaming services and its performance depends on many factors,
including the number of available services, their instances and data and stream
formats used. Composite service queries may be simple or may concern complex
service applications involving many services. In this context the time of composi-
tion execution is a key performance indicator of such a platform which determines
how fast it can respond and deploy the service application required by the user.
During the tests ComSS Platform processing time was measured. Result anal-
ysis indicate that for simple service structures there is no significant impact of
service selection algorithm and negotiations method used on the required service
composition and execution. This implies, that in such cases any algorithm may
be used. Important fact, shown by experiments is that little extension of func-
tionality graph (in terms of the number of nodes and connections) can increase
execution time from seconds to almost two minutes. Fortunately in such cases,
there are algorithms which calculate results as fast as for simple functionality
graphs, genetic selection algorithm and Sequential negotiations are examples of
them. However, if quality assurance is needed, more precise methods, e.g. Branch
& Bound selection algorithm and Planning negotiations method should be used -



504 P. Świ ↪atek

service quality assurance takes time. The compromise between fast service build-
ing and quality of service provisioning could be offered by dynamically selected
algorithms and methods – which means that proper heuristics should be pro-
posed and carefully evaluated. In case where quality is not so important and
structures are more complicated fast algorithms should be used. Simple func-
tionality graphs structures processing could be processed with better but slower
algorithms.
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Abstract. In this paper, we propose a novel approach, the Experience-Oriented 
Smart Things that allows experiential knowledge discovery, storage, involving, 
and sharing for Internet of Things. The main features, architecture, and initial 
experiments of this approach are introduced. Rather than take all the data pro-
duced by Internet of Things, this approach focuses on acquiring only interesting 
data for its knowledge discovery process. By catching decision events, this ap-
proach gathers its own daily operation experience, which is the interesting data, 
and uses such experience for knowledge discovery. An initial experiment was 
made at the end of this paper, by applying this approach to a sensors-equipped 
bicycle, the bicycle is able to learn user’s physical features and recognize its us-
er out of other riders. Customized version of Decisional DNA is used in this  
approach as the knowledge representation technique. Decisional DNA is a do-
main-independent, and flexible, and standard experiential knowledge repository 
solution that allows knowledge to be acquired, reused, evolved and shared easi-
ly. The presented conceptual approach demonstrates how knowledge can be 
discovered through its domain’s experiences and stored as Decisional DNA.  

Keywords: Knowledge representation · Decisional DNA · Machine learning · 
Intelligent systems · Internet of things 

1 Introduction 

Thanks to advances in fields such as wireless communication, sensing, automatic 
identification, and could computing, that a sensing, networked, and intelligent world 
has been building up. The concept of the Internet of Things (IoT) [1][2][3] is to con-
nect all things in the world to the Internet, and eventually build an intelligent world 
around us, where things can communicate with each other, make decisions by them-
selves, and act accordingly without explicit instructions, and even know what we 
need, what we want, and what we like [3][5]. More and more governments, academ-
ics, and researchers are taking part in constructing such an intelligent environment 
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that is composed of various computing systems, such as smart health care, intelligent 
transportation, smart home, and global supply chain logistics [6][7][8]. As a result, 
one of the most critical problems arises now: how do we transform the data generated 
and captured by IoT into knowledge to make an intelligent world for human beings? 
In this paper, we introduce a novel approach that uses experiences of IoT as the main 
source for knowledge discovery, storage, involving, and sharing. 

This paper is organized as follows: section two describes an academic background 
on basic concepts related to our work; section three presents the features, architecture 
and experiments for the experience-oriented knowledge discovery approach, called 
the Experience-Oriented Smart Things. Finally, in section four, concluding remarks 
are drawn. 

2 Background 

2.1 Data from IoT 

Basically, every single thing of IoT might produce data containing various kinds of 
information. According to the work [27], data produced by IoT can be divided into two 
classes: the data about things and the data generated by things. The former refers to 
data that describe IoT themselves, like identity, state, and location, etc., whereas the 
latter refers to data captured or created by things. The data about things usually contain 
information that can be used to improve the performance of the systems, infrastruc-
tures, and things of IoT. The data generated by things usually carry information that 
are the results of operation or interaction with humans, among systems, and between 
human and systems; which can be used to enhance the services provided by IoT.  

In recent years, the total amount of data produced worldwide every year has ex-
ceeded one zettabyte [3], and the data generated by IoT per day have increased fast 
beyond limits of available data process tools today. Hence the term “big data” were 
introduced to describe this data-deluge situation [28]. Although a range of traditional 
tools [29] are used to solve or ease the issues of handling the big data problem, such 
as data condensation [30], divide and conquer [31], incremental learning, and random 
sampling [32], theses tools are generally not powerful enough to deal with such 
amount of data from IoT [33][34].  

Consequently, a number of research proposals and attempts have been made. 
Among them, a new trend to solve the big data problem is to reduce the complexity of 
input data [35][36][37]. Different from reducing the complexity of input data, distri-
buted computing, feature selection, and cloud computing are some other promising 
directions for dealing with the issue [6][38][39].  

2.2 Knowledge Discovery on IoT 

Finding valuable information from data produced by IoT is the most challenging part 
and the essential goal of big data processing. By utilizing knowledge discovery tech-
nologies, such as data mining and machine learning, intelligence and smartness can be 
added to IoT. 
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Several IoT smartness researches and theories can be found in literature. López  
et al. [13] proposed an architecture that integrates fundamental technologies for rea-
lizing the IoT into a single platform and examined them. The architecture introduces 
the use of the Smart Object framework [15][16] to encapsulate sensor technologies, 
radio-frequency identification (RFID), object ad-hoc networking, embedded object 
logic, and Internet-based information infrastructure. They evaluated the architecture 
against a number of energy-based performance measures, and showed that their work 
outperforms existing industry standards in metrics such as delivery ratio, network 
throughput, or routing distance. Finally, a prototype implementation for the real-time 
monitoring of goods flowing through a supply chain was presented in detail to dem-
onstrate the feasibility and flexibility of the architecture. Key observations showed 
that the proposed architecture has good performance in terms of scalability, network 
lifetime, and overhead, as well as producing low latencies in the various processes of 
the network operation. Li et al. [11] introduced the Smart Community as a new Inter-
net of Things application, which used wireless communications and networking tech-
nologies to enable networked smart homes and various useful and promising services 
in a local community environment. The smart community architecture was defined in 
their paper, then solutions for robust and secure networking among different homes 
were described, at the end, two smart community applications, Neighborhood Watch 
and Pervasive Healthcare, were presented. In [12], a cognitive management frame-
work that will empower the Internet of Things to better support sustainable smart city 
development was presented. The framework introduced the virtual object (VO) con-
cept as a dynamic virtual representation of objects and proposed the composite VO 
(CVO) concept as a means to automatically aggregate VOs in order to meet users’ 
requirements in a resilient way. In addition, it illustrated the envisaged role of service-
level functionality needed to achieve the necessary compliance between applications 
and VOs/CVOs, while hiding complexity from end users. The envisioned cognition at 
each level and the use of proximity were de-scribed in detail, while some of these 
aspects are instantiated by means of building blocks. A case study, which presented 
how the framework could be useful in a smart city scenario that horizontally spans 
several application domains, was also described. In [14], Lee et al. applied human 
learning principles to user-centered IoT systems. Their work showed that IoT systems 
could benefit from a process model based on principles derived from the psychology 
and neuroscience of human behavior that emulates how humans acquire task know-
ledge and learn to adapt to changing context. 

According to the survey of [3], after a comprehensive comparison of different data 
mining technologies, and their applications for IoT, a promising direction was found 
that by using knowledge discovery technologies the IoT can be made smarter or even 
more intelligent. 

2.3 Decisional DNA and Set of Experience Knowledge Structure 

The Decisional DNA is a novel knowledge representation theory that carries, organiz-
es, and manages experiential knowledge stored in the Set of Experience Knowledge 
Structure [20]. The Set of Experience Knowledge Structure (SOEKS or shortly SOE) 
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has been developed to capture and store formal decision events in an explicit way 
[18]. It is a flexible, standard, and domain-independent knowledge representation 
structure [17]. And is a model based upon available and existing knowledge, which 
must adapt to the decision event it was built from (i.e. it is a dynamic structure that 
depends on the information provided by a formal decision event) [21]; moreover, 
SOEKS can be stored in XML or OWL files as ontology in order to make it transport-
able and shareable [19] [22].  

SOEKS consists of variables, functions, constraints and rules associated in a DNA 
shape enabling the integration of the Decisional DNA of an organization [21]. Va-
riables normally implicate representing knowledge using an attribute-value language 
(i.e. by a vector of variables and values) [23], and they are the centre root and the 
starting point of SOEKS. Functions represent relationships between a set of input 
variables and a dependent variable; besides, functions can be applied for reasoning 
optimal states. Constraints are another way of associations among the variables. They 
are restrictions of the feasible solutions, limitations of possibilities in a decision event, 
and factors that restrict the performance of a system. Finally, rules are relationships 
between a consequence and a condition linked by the statements IF-THEN-ELSE. 
They are conditional relationships that control the universe of variables [21]. 

Additionally, SOEKS is designed similarly to DNA at some important features. 
First, the combination of the four components of the SOE gives uniqueness, just as 
the combination of four nucleotides of DNA does. Secondly, the elements of SOEKS 
are connected with each other in order to imitate a gene, and each SOE can be classi-
fied, and acts like a gene in DNA [21]. As the gene produces phenotypes, the SOE 
brings values of decisions according to the combined elements. Then, a decisional 
chromosome storing decisional “strategies” for a category is formed by a group of 
SOE of the same category. Finally, a diverse group of SOE chromosomes comprise 
what is called the Decisional DNA [18]. 

3 The Experience-Oriented Smart Things 

Based on the research background and technology review given in section 2, the  
Experience-Oriented Smart Things (EOST) approach is proposed for knowledge dis-
covery and reuse on IoT. This section presents the main features, architecture, and 
initial experiments of this research. 

3.1 Main Features 

The EOST is designed and proposed to allow experiential knowledge discovery, sto-
rage, involving, and sharing for IoT. Moreover, the EOST shall be able to handle the 
big data issue, and compatible with a range of different things, and most importantly, 
the EOST shall be smart. In order to achieve these goals, the three key features of 
EOST, namely experience-oriented, cloud-base, and learning, as given below. 

a) Experience-oriented: one of the good ways to deal with the big data issue is to 
capture only the interesting data instead of all the data. By mimicking man learning 
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from experience, the EOST abstracts experiences from data of things, and uses expe-
rience instead of all data; just like man remembers experience but all details of how 
the certain experience was haven. Which turns big data into small data.  

b) Cloud-based: technically, the EOST is designed as an open platform for all 
things. To allow that, could computing and open application program interface (API) 
are important technologies to have in this approach. 

c) Learning: the EOST is supposed to learn from data of things so that better per-
formance, smarter behavior, and more efficient operation can be achieved on IoT. 
This is where knowledge discovery technologies come into play. 

3.2 System Architecture 

The four-layer architecture is designed for our conceptual EOST platform, which 
consists of Physical Layer, Operating System Layer, Application Layer, and EOST 
Layer  (see Fig. 1). 
 

 

Fig. 1. System architecture of EOST 

At the bottom, there is the physical layer that consists of the memory, computing 
units, peripherals, networking hardware, and most importantly, the sensing entities of 
IoT. It is the fundamental layer underlying the logical data structures of higher-level 
functions in the system.  

At the second level, there is the operating system layer where the operating system of 
IoT runs and manages the computing hardware of IoT, and provides data transfer ser-
vices among the EOST layer, the application layer, and the underlying physical layer.  
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Upon the operating system layer, there is the application layer running applications 
developed to fulfill different tasks and offer various functionalities to the end-user; 
and with the help of the EOST layer, these applications can access knowledge-based 
services to make the whole system intelligent and being capable of acquiring, reusing, 
improving and sharing knowledge. 

Finally, the EOST layer is at the top. It is the central core of our research, and is 
designed to work as the “brain” in order to bring smartness to IoT applications: It 
analyses and routes data, extracts experiences from data, learns from experiences, 
manages experiences and knowledge, cooperates with other mechanisms, and inte-
racts with the IoT application. The EOST layer is composed of a set of computer 
software, namely: Interface, Diagnoser, Prognoser, EOST Manager, Experience  
Repository and Knowledge Base. The Interface connects the EOST with its outer 
environment, and provides knowledge-based services and functionalities to the IoT 
applications. The Diagnoser is the place where the IoT scenario data are gathered and 
organized; in our case, we link each experience with a certain scenario describing the 
circumstance under which the experience was acquired. Scenario data are essential for 
learning as it gives the clue for mapping data generated by things and data about 
things. The Prognoser is in charge of analyzing scenario data, and creating expe-
riences and updating knowledge based on machine learning and data mining algo-
rithms. The EOST Manager works as a dispatcher that manages all inner logical of 
EOST, and runs the whole EOST system. The Experience Repository and the Know-
ledge Base are where experiences and knowledge stored and managed respectively.  

3.3 Initial Experiments 

In order to exam our concept, we designed an IoT application, a sensor-equipped 
bicycle. By using wireless communication technologies, such as Bluetooth and NFC, 
the bicycle sends sensor data to the smart phone APP; afterwards, these data are sent 
to the EOST via 3G or WIFI for knowledge discovery. Finally, the EOST sends sug-
gestions back to assist the bicycle user for decision making.  

The main hardware components of the bicycle consist of a NXP LPC1769 board 
[24], a HC-06 Bluetooth module, and two MD-PS002 pressure sensors. The NXP 
LPC1769 is an ARM 32-bit Cortex-M3 Microcontroller with MPU, CPU clock up to 
120MHz, 64kB RAM, 512kB on-chip Flash ROM with enhanced Flash Memory 
Accelerator. It supports In-Application Programming (IAP) and In-System Program-
ming (ISP), has eight channel general purpose DMA controller, nested vectored inter-
rupt controller, AHB Matrix, APB, Ethernet 10/100 MAC with RMII interface and 
dedicated DMA, USB 2.0 full-speed Device controller and Host/OTG controller with 
DMA, CAN 2.0B with two channels, four UARTs, one with full modem interface, 
three I2C serial interfaces, three SPI/SSP serial interfaces, I2S interface, General pur-
pose I/O pins, 12-bit ADC with 8 channels, 10-bit DAC, and four 32-bit timers with 
capture/compare. The NXP LPC1769 board is easy to use, low power, and very handy 
to have different peripherals and sensors working together. Through the HC-06 Blu-
etooth module, the board is able to communicate with other devices, such as a smart 
phone, so that the captured data can be sent for further processing. 
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The initial experiment was designed to evaluate the usability of the EOST to IoT. 
First, as a whole new exploring in combination of knowledge representation and IoT 
applications, whether the Decisional DNA can be adapted for IoT must be examined. 
Second, the capability of knowledge capturing of Decisional DNA on IoT needs to be 
tested. Finally, the application is required to remember its user to examine the smart-
ness of the EOST. 

In terms of the adaptability examination of Decisional DNA, we converted the file 
format of SOEKS from XML to plain text so that the captured data can be organized 
and stored on the NXP LPC1769 board. Every minute while user’s riding, pressure 
sensors collected the two tires’ real-time tire pressure. Table 1 illustrates a fragment 
of the tire pressure collected at a time. The ID is used to indicate two tires: number 
one stands for the front tire, while number two stands for the rear. Besides pressure, 
date and time are captured at the same time too: they are collected for future use, such 
as learning the riding routine of user. 

Table 1. A fragment of the captured tire pressure data 

ID Pressure (bar) Date Time 

1 1.59 2014-09-15 15:42:27 

2 1.54 2014-09-15 15:42:27 

 
By organizing and sending captured data to the APP running on an Android phone 

via Bluetooth connection, tire pressure information was collected. Then, the APP 
sends the information to the EOST, and the EOST will store it as experience base on 
the principals of Decisional DNA. Finally, the EOST analyzes experiences and ex-
tracts knowledge from them. In this initial experiment, we introduced the Farthest-
First [24] algorithm to help learn the user’s normal weight distribution based on tire 
pressure information, and eventually distinguish its user from other riders (i.e. user 
clustering): we collect tire pressures when the user is riding in order to train the sys-
tem, after training, we can change the rider, and the bicycle is able to detect the 
change from the tire pressure differences. The Fig. 2 shows the result of the user clus-
tering in Weka [25] by using real-time data of tire pressures: the system clusters the 
riders correctly; the Cluster 1 (marked as cross) stands for the user, and the other  
riders is clustered as the Cluster 2 (marked as solid dot). 

As we can see from the initial experiment, by using the Decisional DNA and some 
machine learning algorithms, for example, the FarthestFirst algorithm in this case, we 
created a knowledge-based platform, the EOST, for IoT. Through its open API, the 
IoT applications can connect to EOST platform, and access the smartness services 
provided by EOST. 
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Abstract. In this paper, we present an adaptive detection technique
for blotch error, evident in old archived media. Traditional pixel based
blotch detection methods, due to sensitivity of threshold, fail to detect
blotch, if present, at identical location in successive frames. Furthermore,
as the amount of archive data is quite large, processing time needs to
be considered. To alleviate problems associated with traditional meth-
ods and speed up the process, in this paper, we have proposed a cloud
computing solution where the blotch detector is a five frame based Rank
order difference (ROD) detectors. False alarm is reduced by integrating
adapting refinement based on local neighborhood statistics of candidate
blotch regions in spatio-temporal domain. Experiment is performed on
real archives to evaluate the efficacy of proposed solution.

Keywords: Blotch Detection · Adaptive Refinement · Cloud Comput-
ing · Parallel Processing · Old Archive Media

1 Introduction

Old archive preservation is of great importance in terms of historical record as
well as the means to quality improvement for reproduction purposes. In order
to preserve the archive materials by converting these contents to digital file, it
is possible that noise or errors contained in the film or tape is either maintained
or displayed in other forms; thus reduce the quality of the generated files. It
is important to realize that successful treatment of any missing/degraded data
problem must involve detection of the missing/corrupted regions. This would
enable the reconstruction algorithm to concentrate on these areas and so the
reconstruction errors at non-corrupted sites can be reduced [1]. Archived films
often suffer damage and quality degradation through inappropriate storage and
wear and tear etc. These defects were categorized in the project BRAVA [2] and
include blotch, line scratches, brightness variation, and frame vibration, amongst
many others. The most common type of defect found in old video archive is the

c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 519–528, 2015.
DOI: 10.1007/978-3-319-15705-4 50
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Fig. 1. Frame containing blotch [3]

presence of blotch (shown in Fig. 1), which usually appears as black, white or
semitransparent regions with different degree of degradation, shape, and size.

Cloud computing is an established model of business computing that delivers
computing as a service rather than a product. The cloud computing services
falls into three basic types such as, IaaS, PaaS and SaaS [4] showed as a visual
model in Fig. 2. As the size of archived media is usually big and with limited
resources i.e. processing speed and storage for HD videos, parallel execution of
error detection method is needed in order to minimize checking time and efforts
required to keep ahead of other conventional quality check system.

Fig. 2. Illustration of Cloud Computing
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Until this recent, several works have been put forward in detecting blotches
[1,3,5–10]. Temporal detectors such as SDIa and SDIp [1] are based on the com-
putation of the DFD, which is the difference between two consecutive motion
compensated (MC) frames with additional constraints. In spite of simplicity,
these methods produce false alarms or miss blotch depending on the defined
threshold, i.e. for low and high threshold respectively. Spatial filtering methods
[5–7] assume spatial inconsistency of defects but provide false alarms on sharp
and textured regions, i.e. when image spatial patterns look like defects patterns,
and fail to detect blotches exceeding the filter size. Spatio-temporal methods
such as MOS [8], ML3Dex [9], ROD [10], sROD [3] extend spatial filtering to
the temporal domain, often using motion compensated (MC) frames and achieve
better performance than spatial or temporal methods alone. Traditional meth-
ods assume that blotches cause discontinuities simultaneously in both temporal
directions [3] i.e. blotches seldom appear at identical location in consecutive
frames. Due to this assumption, performances of these methods highly depend
on threshold selection. In order to detect blotches at same position over consec-
utive frames, threshold needs to be set at very low for these methods; leads to
high degree of false alarm. The improved five frame based ROD method [11],
can be useful in this situation but still suffers from false alarm. Probabilistic
methods [12,13] perform well in real situations, but have a high computational
cost, which become intractable when neighborhood order exceeds first or second
order [12].

To address those aforementioned problems along with the processing resource
constraints for large scale archive content, we have proposed an adaptive refine-
ment technique which works on blotch pixels, initially detected by the five frame
based ROD detector[11]. Refinement technique, based on local neighborhood
image statistics of candidate blotch region, can effectively reduce the sensitivity
to threshold setting. Furthermore, a cloud computing platform is proposed to
fulfill the constraints when dealing with large scale archive data.

The remainder of this paper is organized as follows. Section 2 describes our
blotch detection system. Section 3 illustrates the architecture of our cloud com-
puting platform along with the arrangement of blotch detection task. Section
4 shows the experimental results and related analysis. Finally we conclude our
contribution in section 5.

2 Proposed Detection System

A classical way to tackle the blotch detection problem is to proceed by estimat-
ing motion first between consecutive frames and then perform blotch detection
on these motion compensated frames. Each of these steps has been tackled in
the literature with many different approaches. As for the motion estimation step,
a detailed comparison can be found in [14], where the authors propose a new
objective that formalizes median filtering heuristics. This new objective includes
a non local term of flow and image boundaries information that robustly inte-
grates flow estimates over large spatial neighborhoods. This method outperforms
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state of the art methods for motion computation and consequently adopted in
our work.

Here first we recall the formulation of three [10] and five [11] MC frame based
ROD and describe them briefly. ROD is generally more robust to motion estima-
tion errors than any of the SDI detectors although it requires the setting of three
thresholds. The essence of the detector is the premise that blotched pixels are
outliers in the local distribution of intensity. In ROD, they defined a list of pixel
in the motion compensated previous and next frame (as in Fig. 3). The next step
is to sort p1 to p6 in to the list of r(k) = [r1(k), r2(k), r3(k), r4(k), r5(k), r6(k)]
where r1(k) is the minimum. The median of these pixels is then calculated as
m(k) = (r3(k) + r4(k))/2. The rank-ordered differences are defined as d(k) =
[d1(k), d2(k), d3(k)], where:

Fig. 3. Pixel position in ROD [10]

di(k) =
{

ri(k) − x(k) if x(k) ≤ m(k)
x(k) − r7−i(k) if x(k) > m(k) .

(1)

Then the pixel position at k is detected as corrupted if any of the following is
true

di(k) > Ti . (2)

where i = 1, 2, 3 and T1 ,T2 ,T3 are user defined threshold and T1 < T2 < T3.
The most important selection is the appropriate value of T1. The extended five
frame based ROD detector is the combination of three classical ROD detectors.
Here first(R1), second(R2), and third(R3) detector work on (n − 1), n, (n + 1),
(n − 1), n, (n + 1), (n − 1), n, (n + 1) MC frames, respectively. The pixel x(k) in
current frame n, is detected as corrupted/blotched if at least one of the rank order
differences exceeds some preselected thresholds i.e. T1 ,T2 ,T3. If the corruption
is found using detector R1, the blotch is on the current frame n. If it is found by
using R2 or R3 detector, there are occluded blotches and there exists blotches at
the same position in successive frames along the motion trajectories between the
nth and (n − 1)th frames or between the nth and (n + 1)th frames, respectively.
In case of consecutive blotch, five frame based ROD detector [11] can detect
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blotch due to the inclusion of R2 or R3 detector while for original ROD [10], the
threshold T1 is needed to set at very low(� 5); resulting in large false alarm.

Original[10] and five frame based ROD[11] detectors did not propose any post
processing to reduce false alarm, if any. In this paper, we propose an adaptive
refinement technique which works on the initially detected blotch region i.e. first
blotch is detected by five frame based ROD [11] and then adaptive refinement
is performed on that detection result. It is adaptive in the sense that it takes
decision based on the local image statistics, and therefore vary spatially. It is
spatially coherent in the sense that gray level differences are observed in a whole
neighborhood of the current pixel and furthermore, taken into consideration in
temporal domain. The assumption follow here is that for each pixel x(k), the goal
is to decide whether the differences between the neighborhood of x(k) in current
frame and the neighborhood of x(k) in previous and next frames are meaningful,
i.e. due to a blotch, or if they can be explained by the local statistics of the region.
The idea is to accept detection results if patches following a refinement model
H0 will not be detected as containing blotches. To determine whether a detected
blotch pixel belongs to a specific region, regions consisting of pixels with similar
properties will have to be extracted from the available data. Adjacent pixels
within a blotch tend to have similar intensities. A pair of pixels is considered to
be similar if they belong to a neighborhood of 3×3 and their intensity difference is
smaller than some predefined value (set as 5). Therefore, adjacent pixels flagged
by the blotch detector are considered to be part of the same candidate blotch. To
differentiate between the various candidate blotches, a unique label is assigned to
each of them. After determining candidate blotch, the formulation of refinement
model is as follows:

Proposition 1. Let |N0| be the size of a candidate blotch region i.e. no of can-
didate blotch pixel in that region. For a pixel x in candidate blotch at frame
n, consider a patch un of size (|N0|/2) × (|N0|/2) centered at pixel x and its
corresponding patches un−1, un+1 in considered previous and next frames. The
refinement model hypothesis states that the point differences between considered
successive frames are realizations of i.i.d random variables following a centered
normal distribution N(0, σ2

x).

Should the refinement model H0 satisfies, then the term Dp
x (motion com-

pensated patch difference between (n − 1)th and nth frames) is a realization of
the distribution N(0, σ2

x/(|N0|/2)) .

Dp
x =

2
N0

∑

yε(|N0|/2)×(|N0|/2)
un(x, y) − un−1(x, y) . (3)

and the same result hold for Dn
x . If the observed differences Dp

x, Dn
x are too large

(set at 5), we can conclude that these differences can hardly be explained by the
model hypothesis. In this case, the model hypothesis is rejected, which means a
blotch is confirmed in x.



524 K. Ahn et al.

3 Cloud Computing Platform

In order to speed up the detection process by parallel processing, we propose
a cloud computing platform similar to [15], OVCE (Online Virtual Computing
Environment) test bed which is designed by Media Chorus Inc. This applica-
tion independent test bed is composed of four layers: client layer (CL), admin
server (AS), task management server (TMS) and virtualized check server (VCS)
cluster. The architecture of the platform is shown in Fig. 4. CL uploads task
configuration XML, video to be checked along with shell scripts and executable
programs to AS. The XML describes the resource requirement such as task ID,
application ID, and hardware resources for executing the task. That task ID
define which kind of error detection method client want to use and application
ID define the specific criteria function for the detection method. The AS consists
of three functions. First based on the received XML file and user requirements,
it determines the numbers of task management server needed to finish the task
in parallel. The FTP server receives uploaded videos, extracts the frames from
the video and passes the frames and shell scripts and programs to TMS. The
third function of AS is to accumulate the output of VCS clusters to generate
the final blotch detection in the video. Task management server (TMS) contains
two functions; based on the task XML file received from AS, TMS assigns the
task to the lower end of virtual machine for execution. For management pur-
pose, TMS knows the status and cost of resources of each virtual machine and
the task running on cloud platform needs to be registered previously. And the
second one is to check extracted frames and scripts sent from the FTP server
for saving the corresponding resources of each task. Virtual machine cluster is
responsible for the specific implementation of tasks. First of all, each virtualized
check server creates a separate operating environment and the resources required
for the tasks is allocated according to the configuration XML file assigned by
TMS. Then, shell scripts and programs corresponding to the task are also down-
loaded automatically, and the execution begins. Meanwhile, each virtual machine
periodically sends status signal or message to TMS to notify its usability and
availability. After finishing the execution, the detection result is passed to AS.
In order to ensure the reliability, an error detection task may also be send to
multiple virtual machines for execution. AS accepts the results according to the
ID numbers and filters out the repeated results to speed up the output of the
correct one.

4 Experimental Results

At first we will show the experimental results for blotch detection and then we
describe parallel processing performance for OVCE.

4.1 Blotch Detection

This section confronts our proposed i.e. five frame based ROD with adaptive
refinement method with SDIa[1], SDIp[1], ROD[10], sROD[3], and five frame
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Fig. 4. Online Virtual Computing Environment (OVCE) for blotch detection

based ROD [11] on video archives provided by National Archives of Korea
(NAK). The provided digital archives are made from film and tape-based videos
with a wide variety of content as reference videos containing different types of
archive related errors. Total size of the archive is almost 20 TByte with 15000
digital SD contents. A set of 30 blotch containing video sequences were selected
from these reference videos and 300 error frames were extracted from those video
sequences. In our first experiment, threshold is set to 15 for SDIa and SDIp while
parameter s is set to 10 for sROD. For ROD and five frame based ROD, three
thresholds are set as 15, 20 and 25. In these parameter setting, among all meth-
ods, only five frame based ROD can detect consecutive blotch pixels with lots
of false alarm, which is further reduced by our refinement process (as illustrated
in Fig. 5h). Next we set the thresholds for ROD [10] detectors as 5, 10 and 15.
Threshold for SDIa and SDIp is set to 5 and sROD parameter s is set to 5. The
corresponding result is shown in Fig. 6. It can be seen that due to the sensitivity
of detectors, high number of false alarm occurred. From this result, we can con-
clude that threshold setting for consecutive blotch detection at same location is
the most critical task for these methods. For five frame based ROD, threshold
is not required to set at very low and with threshold range, between 15 to 20, is
good enough for single and consecutive frame blotch detection.

4.2 OVCE Performance

The AS and TMS are PCs Intel Xeon CPU 2.66 GHz, and 12GB RAM with
Turbo Linux 10.5 as operating system. Each host server has four virtual
machines, and each one is Intel Quad Core CPU 2.66GHz and 1GB RAM. The
operating systems are also the same as AS. All the servers are connected via 100
MB Ethernet. This section presents the blotch detection execution time compar-
ison on regular PC and our cloud computing platform. On our platform, blotch
detection program can be executed in parallel, which is truly different from reg-
ular PC. New detection task can be assigned to the virtual machines with the
lowest workload for execution. As shown in Fig. 7, with the increase of the scale
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(a) (b) (c)

(d) (e) (f)

(h)(g)

Fig. 5. Blotch detection result: Consecutive frames containing blotch (a-b); Detec-
tion by SDIa(c); Detection by SDIp (d); Detection by ROD (e); Detection by sROD
(f); Detection by Five frame ROD (g); Detection result after adaptive refinement (h)
[Courtesy: NAK]

(a) (b) (c)

(d) (e) (f)

Fig. 6. Effect of low threshold on blotch detection: Consecutive frames containing
blotch (a-b); Detection by SDIa (c); Detection by SDIp (d); Detection by ROD (e);
Detection by sROD (f). It can be seen that low threshold results in large number of
false alarm in the whole frame.
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of virtual machine cluster, the throughput increases dramatically. Although the
detection speed drops with the increase of test images, which is expected and
can be handled by increasing no of virtual machines.
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Fig. 7. Performance comparison of analyzing frames for blotch presence detection for
different no. of virtual machines

5 Conclusion

In this paper, we have presented a cloud computing solution of blotch detection in
large scale data. Manual thresholding plays an important role in traditional pixel
based blotch detection. Determination of optimal thresholding can not be done
manually. The adaptive refinement proposed in this paper overcomes the effect
of manual thresholding and plays significant role in correct blotch detection.
Cloud based solution ensures fast and timely delivery of results for large scale
archive. Combined together with other archive error detection techniques, this
platform can be the future of digital archive restoration.

Acknowledgments. This research was supported by “Archives Preservation Tech-
nology R & D Program” funded by the National Archives of Korea (NAK).

References

1. Kokaram, A.C., Morris, R.D., Fitzgerald, W.J., Rayner, P.J.: Detection of missing
data in image sequences. IEEE Transactions on Image Processing 4, 1496–1508
(1995)

2. BRAVA: Broadcast Restoration of Archives Through Video Analysis. http://brava.
ina.fr

3. Van Roosmalen, P.M.B.: Restoration of archived film and video. Universal Press
(1999)

http://brava.ina.fr
http://brava.ina.fr


528 K. Ahn et al.

4. Borko, F., Armando, E.: Handbook of cloud computing (2010)
5. Nieminen, A., Heinonen, P., Neuvo, Y.: A new class of detail-preserving filters

for image processing. IEEE Transactions on Pattern Analysis and Machine Intel-
ligence, pp. 74–90 (1987)

6. Hardie, R.C., Boncelet, C.: Lum filters: a class of rank-order-based filters for
smoothing and sharpening. IEEE Transactions on Signal Processing 41, 1061–1076
(1993)

7. Buisson, O., Besserer, B., Boukir, S., Helt, F.: Deterioration detection for digi-
tal film restoration. In: 2013 IEEE Conference on Computer Vision and Pattern
Recognition, pp. 78–78. IEEE Computer Society (1997)

8. Arce, G.R.: Multistage order statistic filters for image sequence processing. IEEE
Transactions on Signal Processing 39, 1146–1163 (1991)

9. Kokaram, A.C.: Motion picture restoration. PhD thesis, Citeseer (1993)
10. Nadenau, M.J., Mitra, S.K.: Blotch and scratch detection in image sequences based

on rank ordered differences. In: Proc. of 5th Int. Workshop on Time-Varying Image
Processing, Citeseer, pp. 27–35 (1996)
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Abstract. In digital communications, a nonlinear-phase communication
channel needs to be equalized by using a phase-equalizer in such a way
that the nonlinear-phase can be compensated and thus the whole com-
munication channel has nearly linear-phase. As a result, the transmitted
signal waveform will not be distorted. This paper proposes an improved
iterative second-order-cone-programming (iterSOCP) scheme for design-
ing an allpass digital phase-equalizer in the minimax sense. That is, the
maximum absolute error of the phase response (maximum phase-error)
is to be minimized. This iterSOCP scheme simplifies the minimax design
problem as an iterative SOCP problem, and this minimax design prob-
lem is solved by utilizing an SOCP solver to find the coefficients of the
allpass phase-equalizer. It should be noted that the solution is always a
sub-optimal solution due to the non-linear feature of the design prob-
lem itself. We will use an example to demonstrate that the improved
iterSOCP minimax design results in more accurate design results than
other design techniques such as the linear-programming design and other
iterSOCP designs.

Keywords: Signal processing · Digital communications · Phase-
equalization · Phase-equalizer · IterSOCP · Optimization

1 Introduction

In digital communications, a nonlinear-phase communication-channel distorts
the waveform of the transmitted signal. To keep the signal waveform unchanged
after signal transmission, the nonlinear-phase characteristic must be compen-
sated by using a phase-equalizer. That is, a phase-equalizer is cascaded with the
nonlinear-phase communication-channel such that the nonlinear-phase is com-
pensated and thus the whole communication-channel has almost linear-phase.

The allpass mathematical model is attractive for designing a digital phase-
equalizer because the allpass model has unit-amplitude in the whole frequency-
band. Thus, one simply needs to consider the approximation of its phase-response
[1–4]. This unit-amplitude feature has also been successfully employed in design-
ing other types of digital systems like variable-fractional-delay digital filters [5–8].
Such unique variable filters are needed in many practical applications [9]-[15].
This paper is concerned with the phase-equalizer design with allpass model.
c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 529–539, 2015.
DOI: 10.1007/978-3-319-15705-4 51
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Although allpass model has unit-amplitude feature, its phase is a highly
non-linear function of its coefficients, which makes the phase-equalizer design
(phase-fitting problem) difficult to solve. In [1], the allpass phase-equalizer design
is approximated as a linear-programming problem, and other optimization tech-
niques can also be developed for solving the design problem. In [2–4], we have
shown that the design problem can also be approximated as iterative second-
order-cone-programming (iterSOCP) problems, where different iterative proce-
dures have been developed for getting higher and higher design accuracy.

Along the lines of the iterSOCP designs, this paper presents a further improved
iterSOCP scheme for designing an allpass phase-equalizer. Generally speaking, the
minimax design of an allpass phase-equalizer is not a true SOCP problem. Like
the basic ideas presented in [2–4], we approximate this non-SOCP problem as an
iterSOCP problem. The basic differences between this new iterSOCP scheme and
those in [2–4] are the ways in which the unknown denominators of the error func-
tion is iteratively treated as knowns. Moreover, the iterative procedures are termi-
nated through using different stopping criterions. As a result, the design accuracy
can be further improved. We will use the same design example as that used in [2–4]
for comparing the different iterSOCP schemes and show that the improved iter-
SOCP scheme proposed in this paper outperforms other design techniques includ-
ing the linear programming design proposed in [1] and the existing iterSOCP
designs developed in [2–4].

2 IterSOCP Design

Let us first consider the phase-equalizer design problem using allpass model.
That is, a digital system that approximates a given desired phase-response θd(ω)
needs to be designed. After designing such a phase-equalizer, we can cascade it
into the practical communication-channel for compensating the nonlinear-phase
of the digital communication-channel.

The phase-equalizer is designed to approximate the given θd(ω) by using the
allpass digital system with transfer function

H(z) =
aK + aK−1z

−1 + aK−2z
−2 + · · · + z−K

1 + a1z−1 + a2z−2 + · · · + aKz−K

=
z−K · D(z−1)

D(z)

(1)

with

D(z) = 1 + a1z
−1 + a2z

−2 + · · · + aKz−K

D(z−1) = 1 + a1z
1 + a2z

2 + · · · + aKzK .
(2)
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The frequency-response of the allpass phase-equalizer in (1) is

H(ω) =

e−jKω ·
(

1 +
K∑

k=1

akejkω

)

1 +
K∑

k=1

ake−jkω

=
N(ω)
D(ω)

(3)

whose numerator frequency-response is

N(ω) = e−jKω

(
1 +

K∑

k=1

akejkω

)

= e−jKω +
K∑

k=1

akej(k−K)ω

(4)

and its denominator frequency-response is

D(ω) = 1 +
K∑

k=1

ake−jkω. (5)

We can determine the desired frequency-response from the given phase-response
θd(ω) as

Hd(ω) = ejθd(ω).

As a result, the frequency-response error is the difference between H(ω) and
Hd(ω), i.e.,

eH(ω) = H(ω) − Hd(ω)

=
êH(ω)
D(ω)

(6)

where

êH(ω) = êR(ω) + jêI(ω) (7)

and êR(ω) and êI(ω) are the real part and imaginary part, respectively [2]-[4],
which can be detailed as

êR(ω) = cos(Kω) − cos θd(ω) −
K∑

k=1

ak [cos(θd(ω) − kω) − cos(K − k)ω]

êI(ω) = − sin(Kω) − sin θd(ω) −
K∑

k=1

ak [sin(θd(ω) − kω) + sin(K − k)ω] .

(8)

Consequently, the frequency-response error eH(ω) in (6) includes both numerator
and denominator as

eH(ω) =
êR(ω) + jêI(ω)

D(ω)
. (9)
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Clearly, êR(ω) and êI(ω) are linear functions of the phase-equalizer coefficients
{a1, a2, · · · , aK}, but êH(ω) itself is a non-linear function of the coefficients
{a1, a2, · · · , aK} due to the involved denominator D(ω), as is shown also in
[2–4].

Theoretically, the minimax design aims to minimize the maximum absolute
error (maximum-error) of |eH(ω)|, and the design can be formulated as

minimize ε

subject to |eH(ω)| ≤ ε
(10)

with

|eH(ω)| =
∣∣∣∣
êH(ω)
D(ω)

∣∣∣∣ =

√
ê2R(ω) + ê2I(ω)

|D(ω)| . (11)

Hence, the minimax design in (10) can be described in the form of

minimize ε

subject to |êH(ω)| ≤ |D(ω)| · ε.
(12)

Here, it should be mentioned that the above design constraint is highly nonlinear
due to |D(ω)|, and the most difficult problem is how to deal with the denominator
|D(ω)|. If |D(ω)| is known, the constraint (12) becomes a second-order-cone
(SOC) constraint. In [2–4], different techniques have been tried to assume the
unknown |D(ω)| as a known.

As long as |D(ω)| is known, the above minimax design becomes simpler to
solve. This is because the following vector belongs to the SOC. That is,

⎡

⎣
|D(ω)| · ε

êR(ω)
êI(ω)

⎤

⎦ ∈ Kq (13)

where Kq denotes the SOC. Let

a =
[
a1 a2 · · · aK

]T

y =
[
ε a

]T

bT =
[−1 0 · · · 0

]
(14)

the SOCP design (12) can be formulated as

maximize bTy

subject to

⎡

⎣
|D(ω)| · ε

êR(ω)
êI(ω)

⎤

⎦ ∈ Kq

(15)

or more concretely,

maximize bTy

subject to c − ATy ∈ Kq

(16)
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where

c =

⎡

⎣
0
c1
c2

⎤

⎦

where

c1 = cos(Kω) − cos θd(ω)
c2 = − sin(Kω) − sin θd(ω)

are the functions of the normalized frequency ω,

AT =

⎡

⎣
−|D(ω)| 0 0 · · · 0

0 f1(ω) f2(ω) · · · fK(ω)
0 g1(ω) g2(ω) · · · gK(ω)

⎤

⎦

is also the function of normalized frequency ω, and

fk(ω) = cos (θd(ω) − kω) − cos(K − k)ω

gk(ω) = sin (θd(ω) − kω) + sin(K − k)ω.

Here, we present an improved iterSOCP scheme for solving the minimax design
in (12), where the denominator |D(ω)| is involved.

1) Set the iteration i = 0 and a large initial maximum-error ε(0). Then, ran-
domly generate an initial coefficient-vector

a(i) =
[
a
(i)
1 a

(i)
2 · · · a

(i)
K

]T

=
[
a
(0)
1 a

(0)
2 · · · a

(0)
K

]T

which is used at the first iteration.
2) Update the iteration as i = i + 1. Use the coefficients a(i−1) from the pre-

ceding iteration to compute the denominator

D(i−1)(ω) = 1 +
K∑

k=1

a
(i−1)
k e−jkω. (17)

This computation gets D(i−1)(ω). Once D(i−1)(ω) is known, we solve the
SOCP problem

maximize bTy

subject to

⎡

⎣
|D(i−1)(ω)| · ε

êR(ω)
êI(ω)

⎤

⎦ ∈ Kq.
(18)

This produces a new coefficient-vector a(i) and the maximum-error ε(i).
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3) If ε(i−1) > ε(i), then go back to 2) to repeat the above SOCP design. Other-
wise, stop the iteration and take a(i) as the final coefficient-vector

a = a(i).

It should be noted here that this stopping criterion is different from those in
[2–4]. The new stopping criterion leads to higher design accuracy.

To solve the iterSOCP design, we need to sample the frequency ω ∈ [0, π] with
step-size π/(L−1) first. Sampling ω leads to uniform discrete points (L points).
Then, the design constraints on the L points are imposed and the iterSOCP
design in (18) is carried out.

3 Illustrative Example

The desired phase θd(ω) is given by

θd(ω) =

{
−12ω, for ω ∈ [0, π/2]
−8ω − 2π, for ω ∈ [π/2, π].

(19)

To approximate θd(ω), we set the phase-equalizer order K = 10 and point-
number L = 1001. With the initial coefficients listed in Table 1, which are gen-
erated randomly, the iterSOCP design method yields the sub-optimal coefficients
also listed in Table 1.

Table 1. Initial and Final Coefficients

ak Initial Coefficients Final Coefficients

1 -0.408038103891631 -1.273008065959045
2 0.318174651105881 0.812248342687515
3 -1.324512664216800 -0.202030792819760
4 -1.455923489180074 -0.072657347296024
5 0.734057733652676 0.032261588906438
6 -0.861814983406448 0.039438081185572
7 0.535336733703611 -0.009993972515208
8 0.456845405750621 -0.041002412083123
9 -1.337164877160273 0.032196937407078

10 1.835682522115138 0.000941850738569

The design accuracy is evaluated by using the four types of design errors,
which are the normalized root-mean-squared (NRMS) error of the phase-response

εθ2 =

⎡

⎢⎢⎣

∫ π

0

|eθ(ω)|2dω
∫ π

0

|θd(ω)|2dω

⎤

⎥⎥⎦

1/2

× 100% (20)
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the maximum phase-error

εθ max = max {|eθ(ω)|, ω ∈ [0, π]} (21)

the NRMS frequency-response error

εH2 =

⎡

⎢⎢⎣

∫ π

0

|eH(ω)|2dω
∫ π

0

|Hd(ω)|2dω

⎤

⎥⎥⎦

1/2

× 100% (22)

and the maximum frequency-response error

εH max = max {|eH(ω)|, ω ∈ [0, π]} (23)

where eθ(ω) is the phase-error

eθ(ω) = θ(ω) − θd(ω) (24)

and θ(ω) is the actual phase.
Fig. 1 depicts the desired phase θd(ω), and Fig. 2 plots the actual phase θ(ω).

To check the difference between Fig. 1 and Fig. 2, we plot the absolute phase-
errors |eθ(ω)| in Fig. 3. Furthermore, Fig. 4 plots the absolute frequency-response
errors |eH(ω)| in decibel (dB) for checking the frequency-response errors.

Table 2 tabulates the design errors. To compare the design results with those
from other existing designs, we also performed those designs by using the same
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Table 2. Four Types of Design Errors

Method εθ2(%) εθ max εH2(%) εH max (dB)

LP [1] 0.3721 0.1779 7.2651 -15.01
iterSOCP [2] 0.1597 0.0922 3.1193 -20.71
iterSOCP [3] 0.1872 0.0879 3.6569 -21.12
iterSOCP [4] 0.1930 0.0755 3.7706 -22.45
New iterSOCP 0.1843 0.0716 3.6013 -22.90

order K = 10 and the same point-number L = 1001. All the design errors are
also given in Table 2. It is clear from Table 2 that the presented iterSOCP
design leads to much smaller maximum errors than other designs. Since the final
objective of the minimax design is to minimize the maximum-error, we have
achieved this final goal because we have further reduced the maximum-error
through using the improved iterSOCP scheme.

4 Concluding Remarks

In this paper, we have presented an improved iterSOCP scheme for designing
an allpass phase-equalizer, which is required in digital communications for com-
pensating the nonlinear-phase characteristic of a digital communication-channel
so that the waveform of the transmitted communication signal can be retained
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without distortion. The minimax design of an allpass phase-equalizer is approx-
imated as an iterSOCP problem, and then the iterSOCP problem is iteratively
solved. An illustrative example has been given to verify that the improved iter-
SOCP design can get a much better design than other design methods including
the existing iterSOCP designs. As a result, the improved iterSOCP scheme can
be applied to the design of high-accuracy allpass phase-equalizers for compen-
sating the nonlinear-phase of a digital communication channel.
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Abstract. A problem of packing unequal circles in a fixed size rectangular con-
tainer is considered. The circle is considered in a general sense, as a set of 
points that are all the same distance (not necessary Euclidean) from a given 
point. An integer formulation is proposed using a grid approximating the con-
tainer and considering the nodes of the grid as potential positions for assigning 
centers of the circles. The packing problem is then stated as a large scale linear 
0-1 optimization problem. Valid inequalities are proposed to strengthening the 
original formulation. Nesting circles inside one another is considered tacking 
into account the thickness of the circles. Numerical results on packing circles, 
ellipses, rhombuses and octagons are presented to demonstrate the efficiency of 
the proposed approach. 

1 Introduction 

Packing problems generally consist of packing a set of items of known dimensions into 
one or more large objects or containers to minimize a certain objective (e.g. the unused 
part of the container or waste). Packing problems constitute a family of natural combi-
natorial optimization problems applied in computer science, industrial engineering, 
logistics, manufacturing and production processes (see e.g. [2, 5, 7, 10, 11] and the 
references therein). 

Along with industrial applications one may find packing problems, e.g. in health-
care issues. In [22] automated radiosurgical treatment planning for treating brain and 
sinus tumours was considered. Radiosurgery uses the gamma knife to deliver a set of 
extremely high dose ionizing radiation, called “shots” to the target tumour area. For 
large target regions multiple shots of different intensity are used to cover different parts 
of the tumour. However, this procedure may result in large doses due to overlap of the 
different shots. Optimizing the number, positions and individual sizes of the shots can 
reduce the dose to normal tissue and achieve the required coverage.  

Packing problems for regular shapes (circles and rectangles) of objects and/or con-
tainers are well studied [12]. In circle packing problem the aim is to place a certain 
number of circles, each one with a fixed known radius inside a container. The circles 
must be totally placed in the container without overlapping. The shape of the container 
may vary from a circle, a square, a rectangular, etc. Many variants of packing circular 
objects have been formulated as nonconvex (continuous) optimization problems with 
decision variables being coordinates of the centres [12]. Non-overlapping typically is 
assured by nonconvex constraints representing that the Euclidean distance separating 
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the centres of the circles is greater than a sum of their radii. The nonconvex problems 
can be tackled by available nonlinear programming (NLP) solvers, however most NLP 
solvers fail to identify global optima and global optimization techniques have to be used 
[5]. The nonconvex formulations of circular packing problem give rise to a large variety 
of algorithms which mix local searches with heuristic procedures in order to widely 
explore the search space. We will refer the reader to review papers presenting the scope 
of techniques and applications for regular packing problem [1, 4, 6, 18, 19, 20]. 

Irregular packing problems involve non standard shapes of objects and/or contain-
ers. Irregular shapes are those that require non-trivial handling of the geometry. One of 
the most common representations for irregular shape is a polyhedral domain which 
may by nonconvex o multi-connected. Heuristic and metaheuristic algorithms are the 
basis for the solution approaches [7, 21]. 

 In this paper we study approximate packing of circular-like objects using a regular 
grid to approximate the container. The circular-like object is considered in a general 
sense, as a set of points that are all the same distance (not necessary Euclidean) from a 
given point. Thus different shapes, such as ellipses, rhombuses, rectangles, octagons 
can be treated the same way by simply changing the norm used to define the distance. 
In a sense, we demostrate that packing some irregular objects is as simple as packing 
circles. The nodes of the grid are considered as potential positions for assigning centers 
of the circles. The packing problem is then stated as a large scale linear 0-1 optimiza-
tion problem. Valid inequalities are proposed to strengthening the original formulation. 
Nesting circles inside one another is considered tacking into account the thickness of 
the circles. Numerical results on packing circles, ellipses, rhombuses and octagons are 
presented to demonstrate the efficiency of the proposed approach.  

To the best of our knowledge, the idea to use a grid was first implemented in [3] in 
the context of cutting problems. This approach was recently applied in [9, 14-17, 21] 
for packing problems. This work is a continuation of [14]. The rest of the paper is 
structured as follows. In Section 2 the main integer programming model for packing 
problem is presented. Section 3 is related to the experimental results on packing cir-
cles, ellipses, rhombuses and octagons to show that our methodology is efficient. A 
final section concludes this work. 

2 The Principal Model 

Suppose we have non-identical circles of known radius ,  

which have to be packed in a container  . It is assumed that no two objects overlap 
with each other and each packed object lies entirely in the container. Here we consider 
the circle as a set of points that are all the same distance  (not necessary Euclidean) 

from a given point. In what follows we will use the same notation for the figure 

bounded by the circle, , assuming that it is easy to under-

stand from the context whether we mean the curve or the figure. Denote by  the 

area of .  

Let at most   circles  are available for packing and at least  of them have 

to be packed. Denote by the node points of a regular grid covering the 
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rectangular container. Denote by the distance (in the sence of norm used to define the 

circle) between points and  of the grid. Define binary variables  if centre of a 

circle  is assigned to the point ; otherwise. In what follows we will say that 

the object is assigned to the node if the corresponding reference point is assigned to 

that node and will denote this as . 

In order to the circle  assigned to the point be non-overlapping with other cir-

cles being packed, it is necessary that  for , such that . 

For fixed let . Let be the cardinality of :

. Then the problem of maximizing the area covered by the circles can be 

stated as follows: 
 

   (1) 

                                    subject to 
   (2)  

 ,  (3) 

                         for  for , ,                          (4) 

 ,  (5) 

 .  (6) 

 
Constraints (2) ensure that the number of circles packed is between  and ; 

constraints (3) that at most one centre is assigned to any grid point; constraints (4) that 
can not be assigned to the node if is not totally placed inside ; pair-wise 

constraints (5) guarantee that there is no overlapping between the circles; constraints 
(6) represent the binary nature of variables. 

Similar to plant location problems [22] we can state non-overlapping conditions in a 
more compact form. Summing up pair-wise constraints (5) over we get 

 for ,                 (7) 

Note that constraints similar to (7) were used in [9] for packing equal circles ( ).  
 
Proposition 1. [15,17]. Constraints (5), (6) are equivalent to constraints (6), (7).  

Thus the problem (1)-(6) is equivalent to the problem (1)-(4), (6), (7). To compare 
two equivalent formulations, let 
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 for , , , 

 for , . 

Proposition 2. [15, 17]. . 
As follows from Proposition 2, the pair-wise formulation (1)-(6) is stronger [23] 

than the compact one. Numerical experiments presented in [17] demonstrate that the 
pair-wise formulation is also computationally more attractive since it provides a 
tighter LP-bound. Bearing in mind these reasons we restrict ourselves by considering 
below only pair-wise formulations. 

By the definition, and hence if , then 

. Thus a half of the constraints in (5) are redundant since we have  

 for , , , 

 for , , . 

The redundant constraints can be eliminated without changing the quality of LP-
bound giving a reduced pair-wise non overlapping formulation.  

In many applied problems nesting circles inside one another is permitted. For ex-
ample, in [8, 10, 11] nesting is considered in the context of packing pipes of different 
diameters into a shipping container. Nesting is also essential for storing different cyl-
inders one over another in the form of cylindrical towers.  

To consider nesting circles inside one another, we only need to modify the non-
overlapping constraints. In order to the circle  assigned to the point be non-
overlapping with other circles being packed (including circles placed inside this circle), 
it is necessary that  for , such the  for 

. Let 

 

Then the non-overlapping constraints for packing circles with nesting can be stated in 
the form 

  (8) 

Constraints (3) have to be relaxed in case of nesting. 
If nesting is permitted, e.g., in the case of packing plastic pipes [8,10,11], it may be 

necessary to take into account the thickness of the pipe, i.e. the difference between 
external and internal size of the object. To consider nesting-subject-to-thickness we 
need only to redefine the set . Let  be the thickness of the circle .  For 

 For  defined as  

,  (9) 

we get non-overlapping constraints (8) for the case of  “nesting-subject-to-thickness”. 
The rest of the optimization model stated above remains unchanged. 
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Note that all constructions proposed above, including Propositions 1,2, remain va-
lid for any norm used to define the circular-like object. In fact, changing the norm 
affects only the distance used in the definitions of the sets in the non-

overlapping constraints (5), (8). That is, by simple pre-processing we can use the 
basic model (1)-(6) for packing different geometrical objects of the same shape. It is 
important to note that the non-overlapping condition has the form  no 

matter which norm is used. For example, a circular object in the maximum norm 
is represented by a square, taxicab norm yields a 

rhombus. In a similar way we may manage rectangles, ellipses, etc. Using a superpo-
sition of norms, we can consider more complex circular objects. For 

and a suitable  we get an octagon, an intersec-

tion of a square and a rhombus. 
We may expect that the linear programming relaxation of the problem (1)-(6) pro-

vides a poor upper bound for the optimal objective. For example, for and suit-
able the point for all  may be feasible to the relaxed problem 
with the corresponding objective growing linearly with respect to the number of grid 
points. 

To tightening the LP-relaxation for (1)-(6) without nesting we consider valid ine-
qualities aimed to ensure that no grid point is covered by two circles. Define matrix 

as follows. Let  for ,  otherwise. By this definition, 

if the circle  centred at covers point . The following constraints ensure that no 
points of the grid can be covered by two circles: 

.  (10) 

Note that (10) is not equivalent to non-overlapping constraints (5). Constraints (10) 
ensure that there is no overlapping in grid points, while (5) guarantee that there is no 
overlapping at all. The valid inequality (10) holds for any norm used to define the cir-
cular object. 

3 Numerical Results 

In this section we present a numerical study on packing equal circles, ellipses, rhom-
buses and octagons by varying the definition of the norm in (1)-(6). It is assumed that 
the supply of the objects is unlimited. The standard Euclidean and taxicab norms were 
used to define circles and rhombuses,  and 

 

 
were used for ellipses and octagons. A rectangular uniform grid of 

size  along both sides of the container was implemented. It is not hard to verify 
that for these particular shapes constraints (4) constraints (4) can be relaxed by reduc-
ing correspondingly the size of the container. The test bed set of 9 instances was used 
for packing maximal number of equal circular objects into a rectangular container of 
width 3 and height 6. The values of radii and grid size are the same as in [9, Table 3]. 
All optimization problems were solved by the system CPLEX 12.6. The runs were 
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executed on a desktop computer with CPU AMD FX 8350 8-core processor 4 Ghz 
and 32Gb RAM. 

The results of the numerical experiment are given in Table 1. Here the first four col-
umns present instance number, radius  of the circular object, size of the grid  and 
the number of binary variables (dim). The following columns give the number of objects 
packed and corresponding CPU time (in seconds) for circles (C), ellipses (E), rhombuses 
(R) and octagons (O). For all problem instances was set as a stopping crite-
rion for running CPLEX. The asterisk indicates that the computation was interrupted 
after the computation time exceeded 12-hours CPU time. For problem instances where 
optimality was not achieved within time limit the number of objects corresponds to the 
best integer solution and the number in parenthesis indicates the value of  in % 
obtained to the moment of interruption. Packings for instance 7 are presented in Fig. 1. 

 
Table 1. Packing circles, ellipses, rhombuses and octagons 

 
No.   dim O CPU R CPU C CPU E CPU 

1 0.5 0.125 697 18         1 28 1 18 1 34 11 

2 0.625 0.15625 1403 9 52 15 11 10 41 21 25 

3 0.5625 0.0703125 2449 12 202 20 312 13 186 27 288 

4 0.375 0.046875 1425 26 49 39 399 32 4 59 2 

5 0.3125 0.078125 2139 41 6850 76 6 45 114 99 3 

6 0.4375 0.0546875 3666 20 1430 35 2829 21 17654 44 (4) * 

7 0.25 0.0625 3649 72 22 127 17 74 (5) * 137 (7) * 

8 0.275 0.06875 2880 50 20495 75 (4.6) * 61 177 108 (6) * 

9 0.1875 0.046875 6897 106 (12.5) * 167 (9) * 140 (5) * 261 (4) * 

 
As can be seen from Table 1 for all types of the objects the large instances were 

not solved to optimality within the time limit. The computation was interrupted ob-
taining a feasible solution within 5-10% of proven relative suboptimality.  

 

 

Fig. 1.  Packing equal objects for instance 7 
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However, the most of the computation time was used to tightening the dual bound 
to prove optimality/suboptimality of the feasible solution obtained on early stages of 
CPLEX. For example, for the case of octagons and instance 9 a feasible solution with 
105 objects packed was obtained within 300 sec., for instance 5 - 41 objects in 30 sec, 
for instance 6 – 19 objects in 30 sec. A similar behaviour was noticed for other ob-
jects and instances where the computation time exceeds 1000 sec. For all these  
instances at most 600 sec. was necessary to get a feasible solution with relative differ-
ence 1-2% from the best feasible or optimal solution. Thus we may consider CPLEX 
as a sufficiently fast tool to find good feasible solutions and in this sense it is compa-
rable with heuristics proposed, e.g., for circle packing problems in [9]. 

Table 2 presents an effect of introducing valid inequalities (10) in the problem 
formulation (1)-(6). The columns here indicate the type of the object (C, E, O, R), the 
value of the LP-relaxation before and after introducing valid inequalities, LP and 
LPC, correspondingly. The value of LP-relaxation without valid inequalities (second 
column in Table 2) is just the same for all types of circular objects and equals to the 
half of the instance dimension (all variables are 0.5). We see that introducing valid 
inequalities (10) improves significantly the quality of LP bound for all shapes of the 
objects. The detailed study of this subject for the case of circles one can find in [17] 
for the same test bed instances. 

Table 2. LP-relaxations 

No. LP O LPC R LPC C LPC E LPC 

1 348.5 18    19 28 33.43 18 19 34 36 

2 701.5 9 10 15 16.87 10 10 21 25 

3 1224.5 12 14.0743 20 22.25 13 14.07 27 29.91 

4 712.5 26 30.9485 39 41.37 32 36.33 59 68.86 

5 1069.5 41 53.4043 76 94.76 45 53.4 99 110 

6 1833.5 20 22.5537 35 39.72 21 23.86 43 49.787 

7 1824.5 72 90.9767 127 157.96 74 90.98 137 182 

8 1440 50 59.014 75 79.53 61 72 108 134.56 

9 3448.5 106  134.342 167 182.28 140 162 261 273.61 

 
The results of a small computational experiment for packing two octagons in  

a square 30x30 container maximizing the total area of the objects are presented in 
Table 3.  

Table 3. Packing 2 different octagons 

No.  dim N- CPU N+ CPU N+T CPU 

1 0.6, 6.3 441 627.48   1 842.21 1 804.37 1 

2 0.6, 6.3 961 699.06 6 971.05 3 910.209 5 

3 1, 5.3 441 699.35 1 952.82 1 922.99 1 

4 1, 5.3 961 750.09 57 1158.27 129 1019.1 49 

1 2,R R
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Here the first three columns give instance number, radii, and a number of grid 
points (integer variables). The last columns give the total area without nesting (N-), 
with nesting (N+) and with nesting and thickness (N+T), as well as corresponding 
CPU time in sec. The thickness in (1.9) was defined as . The packings ob-
tained for instance 4 are presented in Fig. 2. 

 

 

Fig. 2. Packing two octagons for instance 4 

4 Conclusions 

Integer formulations were proposed for approximate packing circular-like objects with 
nesting and taking into account the thickness of objects (the difference between external 
and internal size of the object). It was demonstrated that by simply changing the defini-
tion of the distance (preprocessing) it is possible to use the same basic models for pack-
ing different circular-like objects such as circles, ellipses, rhombuses, octagons, etc.  

Valid inequalities were considered to strengthening the original formulation. The re-
sults of our numerical experiment indicate that the valid inequalities improve signifi-
cantly the LP-bound. Note that these inequalities can be used for packing different 
shapes. An interesting area for future research is the generalization of valid inequalities 
for the case of nesting. To cope with large dimension of arising problems it is interest-
ing to study the use of Lagrangian relaxation and corresponding heuristics [13, 23].  

This work was partially supported by grants from RFBR (12-01-00893-а) and 
CONACYT (167019).  
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Abstract. Supervisory Control and Data Acquisition Systems (SCADA)
play an important role in the monitoring and control of power genera-
tion plants. Whenever faults occur in any part of the power plant, crit-
ical alarms are generated by SCADA system. This paper discusses on
the assessment of such faults using a set of rules encoded with human
expert knowledge. Proposed system uses a search algorithm on SCADA
history alarm database which is driven by the knowledge base rules. The
expert system components are developed for fault diagnosis and for oper-
ator guidance. Rules and Meta rules for knowledge induction and back-
ward chaining inference engine are used for fault diagnosis. The encoded
knowledge helps in searching the SCADA alarm database to arrive at
the root cause of the fault occurred. The decision support system pro-
vides step by step procedure to be followed by an operator to restore the
system to normal operating conditions. The tedious manual processing
involved in analysing SCADA history alarm database containing vast
amount of information can be reduced by using the proposed operator
support system. The explanation facility and structured methodology
followed by the hybrid intelligent system makes fault diagnosis an effort-
less and efficient process. The system is implemented using Java Expert
System Shell(JESS) in Eclipse platform.

Keywords: Fault diagnosis · Expert system · SCADA · Operator sup-
port system

1 Introduction

The supervision and monitoring of power plant is a complex task due to numer-
ous parameters involved in power generation process and the complex interactions
existing between them. With the fast progress in computer aided techniques, var-
ious tools have been developed to monitor, control and automate plant related
activities. Still the most important task of fault diagnosis and abnormal event
detection in process plants remains largely as a manual activity [1]. If well experi-
enced plant operators are available, faults can be identified and corrected in time.
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But scarcity of experienced human experts, who can make effective decisions dur-
ing stressful fault conditions, is one of the major problems faced by power indus-
tries. The fault analysis strategy is further complicated by the increased size and
complexity of modern power generation units. Fault diagnosis for complex, non-
linear, dynamic systems has become an important topic of research over the past
few decades. As a result, there is a wide range of fault analysis strategies devel-
oped, depending on the nature of system under consideration. These techniques
include model based approaches, knowledge based approaches, data driven tech-
niques, simulation based approaches, neural and fuzzy based approaches and sta-
tistical techniques [2].

Recent work has focused on knowledge based expert system technology as
a method for processing complex combinations of decision conditions using the
experts knowledge. An expert system is a set of program that manipulate encoded
knowledge to solve problems in a specialized domain, which normally requires
human expertise [3]. An expert system’s knowledge is obtained from expert
sources and coded in suitable form for the system to use in its inference or reason-
ing processes [4]. Main advantages of developing an expert systems for diagnostic
problem-solving are transparent reasoning, ability to reason like human experts
and the ability to provide explanations for the solutions provided [2].

Power plant fault diagnosis that uses expert system concept has been
researched extensively and often reported[5-6]. Current trend in the development
of diagnostic expert system is to bring together knowledge base and database
concepts with hybrid modelling techniques for root cause diagnosis and auto-
matic data analysis [7-8].

Embedding expert system components in real time plant monitoring system
such as SCADA systems mainly try to help the operators to improve their per-
formance during emergency situations. Modern SCADA systems are integrated
with intelligent alarm processors which reduce the number of alarms generated
during fault conditions [9]. Most of the existing SCADA based fault diagnosis
expert systems primarily focused on important machinery like turbine, genera-
tor set etc. [10-11]. Extending these systems for entire plant fault diagnosis is
difficult and costly.

This paper proposes a fault diagnosis strategy for the entire plant, based on
the database of plant history. It uses a hybrid technique for fault diagnosis inte-
grating procedure oriented and knowledge oriented techniques. SCADA alarm
database together with knowledge base act as the back bone of the proposed
system. SCADA alarm history is explored with the help of stored knowledge to
diagnose the root cause of already occurred black out situation. It also provides
the steps to be followed for restoring the system back to normal condition. Gen-
erally plant operators manually analyse plant conditions and historical SCADA
data to locate and isolate fault. This tedious manual processing involved in plant
fault diagnosis can be reduced with the help of the proposed operator support
system.
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2 SCADA System of Power Plant

SCADA system supervises controls, optimizes and manages power generation
and transmission systems. SCADA system components comprises of master ter-
minal units, Remote Terminal Units (RTUs), I/O Subsystems, software that run
the control algorithms and generate control outputs. It is through the operator
interface, Human Machine Interface (HMI) that humans interact and controls
the process.

RTUs gathers information from various remote sensing input devices like
valves, pumps, motors, meters, etc. Essentially, data is either analog (real num-
bers), digital (on/off) or pulse data.The RTU receives a binary data stream
from the protocol that the communication equipment uses [12]. The data is then
interpreted and the CPU directs the appropriate action at the site. The commu-
nication infrastructure provides connection between the supervisory system and
to the RTUs [13].

On each fraction of a second signals are obtained from the RTUs. Each of
these signals, values and flags are logged into the SCADA system and also backup
to the SCADA database. A supervisory system provides good alarms (well
defined), commented and specific to different running modes [14]. An impor-
tant part of the SCADA implementation is such alarms. Conventionally, the
operator’s attention is directed towards a fault by the alarm system. Operators
have to play a vital role in detecting the causes of abnormal conditions and tak-
ing corrective measures to prevent system failure [15]. These tasks can be very
complex, especially during emergency situations, when control centre operators
receive a huge flow of real-time information and is forced to make decisions under
great stress, like, absence of the most experienced operators [16]. Only highly
skilled and experienced personnel is able to identify the most important alarms
and root causes in such an alarm flood.

SCADA act as supervisory level only and has no ability to analyse the plant
fault condition. The system proposed in this work integrate an intelligent pro-
gram with existing SCADA system, that can advise the operator about the root
cause of the fault/alarm and the steps needed to clear it, to improve overall
system performance.

3 Architecture of Operator Support System

Architecture of operator support system developed for a hydroelectric power
plant is shown in fig.1. It consists of an expert system component and a diag-
nosis engine. Basic components of the expert system includes knowledge base,
inference engine and knowledge base editor. Diagnosis engine is interfaced with
SCADA system through open protocol client interfaces and consists mainly of
pre-processor, alarm filter and search engine.

3.1 Expert System

Power plant is considered as an electro-mechanical system consisting of both
electrical and mechanical components. The electrical fault in the plant is isolated
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Fig. 1. Architecture of Fault Diagnosis System

by relay protection schemes. But faults in mechanical part of the system is mostly
identified and corrected by maintenance team of the power plant. This study has
mainly considered the mechanical faults in the system.

The main hurdle to create a new expert system application for problem
diagnosis or fault analysis is the development of the knowledge base, which
demands a huge interaction between the knowledge engineer and human expert
[17].

The knowledge engineering phase of this research involved the identifica-
tion of the different components and corresponding fault/alarm for the main
components of the system. Major mechanical components of the system include
spherical valve, turbine, governing system, governor, governor oil pump motor,
generators, exciter, exciter transformer, generator transformer, isolators, circuit
breakers and cables. The main mechanical problems that occur in a generating
unit are usually caused by the high temperature of the bearings, vibration of the
rotor and turbine, governor problems, governor bearing oil level problem, gover-
nor oil circuit problems, and inadvertent movements of the spherical valve and
so on. The persistence of any such problem can seriously impair the machine,
its accessories, or both if it is not relived from service immediately. The existing
SCADA software in the plant is programmed to display alarm messages on HMI
on occurrence of any of the fault conditions to warn operator. Once the cause of
alarm is solved, the message will be cleared. If corrective actions are delayed, the
highest fault level of mechanical trip occurs. In this study, all important alarms
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Table 1. List of Alarms Selected for Study

Generator NDE Bearing Vibration Generator NDE Bearing Low Level Oil
Turbine Bearing High Temp Turbine Bearing High Oil Level
Generator DE Bearing Low Level Oil Generator DE Bearing High Temp
Generator NDE Bearing High Temp Generator DE Bearing Vibration
Stator Core High Temp HPU Low Level Pressure

related to mechanical trip conditions are identified and causes of each alarm
are analysed with the help of plant operator and manuals. Knowledge about
the problem domain is extracted by conducting interviews with plant experts
and SCADA developers. Plant manuals, books and operator diary also helped in
knowledge base creation. The alarm list and consequent alarm list are prepared
based on acquired knowledge. Ten critical alarms of the plant are considered in
this study. Table 1 gives the list of selected alarms. Most of these alarms are
caused on account of mechanical fault in the system.

Fig. 2. Reasons of GEDE Bearing High Temp Alarm

For knowledge representation rules and meta rules are used. Meta rules basi-
cally follows, IF Complaint THEN Hypothesis form. It is mainly used to control
the inference process. Rules having, If Condition Then Action form is used in
diagnosis/chaninng process. With the rule editor part of Graphical User Inter-
face (GUI), rules are created and stored in knowledge base. For example, Fig.2
shows the causes for a critical alarm such as Generator DE Bearing High Temp
Trip. The corresponding rules can be made by successive analysis of the proce-
dure(Fig.3). Knowledge base builder can then make set of SCADA Tag based
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rules forGenerator DE Bearing High Temp Trip. Rules contain SCADA based
Tags and also other reason codes, which are defined while developing expert sys-
tem. For example, causes such as oil contamination has no sensors or SCADA
tags. Such reasons are coded using defined reason codes as OILC. The knowledge
is kept in the knowledge base of expert system for making future decisions. The
input of the decision maker is a set of signals from the sensors recorded by the
SCADA database.

Fig. 3. Rules and Meta Rules

3.2 Diagnosis Engine

The diagnosis engine takes as input a log of SCADA alarms. An alarm message
normally contains a time stamp, tag name,eventid, tagid, unitnumber and action
field.Automatic fault analysis based on this historical SCADA alarm database
involves various steps. Algorithm 1 illustrates various steps involved in root cause
diagnosis.

The alarm data base needs to be converted into suitable format before apply-
ing search algorithm. The pre-processing involves various steps, such as data
cleaning, data reduction and data filtering. Data cleaning involves the removal
of data with less quality and handling the missing data with format conversion,if
any needed. After consulting plant experts some of the attributes are removed
to reduce file size. The database is then sorted based on each unit. Repeated
and insignificant alarms are also removed in the pre-processing stage.
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Algorithm 1 . SCADA Root Cause Analysis
Input: AlarmName,Date,Time ;
Output: Fault Reasons
Procedure Root Cause Diagnosis :

1: Processed Data ← SCADA PreProcessing(Unit No,Date)
2: Tag List Tree ← Infrence(Rulebase,AlarmName)
3: Filtered Data ← Filter SCADA(Processed Data, Tag List Tree)
4: Level No ← 1
5: First Level Tag List ← Get TAGS(Level No, Tag List Tree)
6: Diagnose Process ( First Level Tag List, Level No, Tag List Tree)

Algorithm 2 . Function SCADA Search
1: procedure Diagnose Process( First Level Tag List, Level No, Tag List Tree)
2: k ← 1
3: while First Level Tag List[k] �= EMPTY do
4: FLAG ← Flag V alue(First Level Tag List[k], F iltered Data)
5: if FLAG == 1 then
6: PRINT (First Level Tag List[k])
7: Level No ← Level No + 1
8: Diagnose Process(First Level Tag List[k], Level No, Tag List Tree)
9: elsek ← k + 1

10: if First Level Tag List[k] -¿Type �= SCADA Tag then
11: PRINT ALL Remaining Tags (First Level Tag List[k])
12: end if
13: end if
14: end while
15: end procedure

The inference engine accepts user input at the beginning that specifies alarm
name, date, unit number and time. The production system inference cycle queries
and responses to the questions through the input-output interface.It then uses
this dynamic information along with the state knowledge stored in the knowledge
base by backward chaining process. When consistent matches are found, corre-
sponding rules are placed in a conflict set. To find an appropriate and consistent
match substitutions are required. The inference process is carried out recursively
in three stages viz; match, select and execute. During the match stage, the con-
tents of work memory are compared to fact and rules contained in the knowledge
base. When consistent matches are found the corresponding rules are placed in
the conflict set. Based on inference process, output tag list is prepared which act
as the basic data structure for search procedure.

The tag list is implemented as a tree with link list having fields like tags and
an operator which can be either AND or OR. AND-OR operator is required,
as rule bases can contain AND OR parts. List contains another field indicating
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whether the rule contain information that has a SCADA tag or not, for example
reason such as Sensor Malfunction has no TAG.

The pre-processed SCADA database is then filtered based on tag list contents.
The database search algorithm is implemented as a recursive technique at various
levels as given in algorithm 2. If SCADA alarm database contains root cause tag,
it is displayed on the Graphical User Interface (GUI) along with path followed
by diagnosis procedure which explains the process. In certain cases, malfunctions
can occur due to other reasons. If knowledge base contains these reason codes,
that also can be visualised through GUI. If no information is available operator
guidance information will be displayed on the GUI.

Fig. 4. A Sample Experimental Result

4 Evaluation

A prototype system that can handle above mentioned ten critical alarms related
to mechanical trip is developed using JESS expert system shell. JESS rules are
created for storing alarm reasons and built in Rete algorithm for reasoning engine
[18]. User interfaces are created with the help of Java programs in Eclipse plat
form.

This study is conducted by collecting SCADA data from January 2010 to
October 2013. To test the developed system, operator diary during the period
was referred and test cases were selected. Fig.4 illustrates test results of one cases
study. This test case was reported as a mechanical trip error in previous year.
The user input included trip time and date. The SCADA database for a period
of twenty four hours was processed with the proposed algorithm. More than
thousand two hundred alarms were listed during the period. Manual anlayis has
taken more than one hour as per the case diary reports. The search algorithm
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was fast enough to process all alarm cascades in less than a minute. Search
algorithm oriented filtering techniques has reduced the alarm list to only seven
entries as illustrated in Fig.4(a).

Here High Pressure Unit (HPU) Motor Loss Of AC Supply was identified
as root cause of mechanical trip. Fig. 4(a)illustrates the resultant alarm table
with root cause highlighted. The flow of data analysis and knowledge that have
helped to arrive at root cause is displayed in fig. 4(b).

If operator require, the advisory system provides instructions for clearing the
fault conditions, based on rules stored in the knowledge base.

5 Conclusion

This paper presents the design and implementation of a hybrid intelligent system
for power plant fault diagnosis based on the available SCADA history alarm
database. Existing SCADA system is a monitoring system that act at supervisory
level only. It produces too many alarms and events during fault conditions.
Manually analysing this database to locate and identify the reasons of fault
consumes time and needs the presence of expert plant operator. The expert’s
knowledge is the key factor in manual analysis. The proposed system attempts
to encode this expert knowledge and uses it to automate SCADA alarm analysis
strategy. Knowledge base system developed, convert the valuable operational
knowledge of plant operators into explicit knowledge to be used in future.

The tool developed has an object-oriented environment that allows creation
of hybrid knowledge base expert system, by encoding an experts knowledge as
a set of frames and rules and does knowledge inferencing using either built-in
backward or forward chaining inference engine. A backward chaining technique is
used for obtaining all reason codes that can have a SCADA tag in many cases. If
SCADA tag based fault has occurred a recursive search algorithm implemented
on available SCADA history database displays root cause. The proposed system
will decrease the stress currently imposed on operators during fault conditions
and is expected to reduce outage time and consequent financial losses. It is
expected that the technology developed can be applied to any complex plant
that is controlled by SCADA monitoring system.
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Abstract. These days various robots are crawling the Internet, they
are also called: bots, harvesters or spiders. Popular search engines use a
similar technique to index web pages - they have an autonomous agent
(called robot or bot) that is in charge of crawling various attributes of web
sites. Lately, this crawler technique is exploited by malicious users, for
example harvesters, which are used for scraping e-mail addresses from
websites in order to build a spam list for spambots. Recently, robots
are also misused to buy flight tickets or do fast bids in on-line auction
system. In this paper we present an intelligent system called Lino which
tries to solve the mentioned problem. Lino is a system that simulates a
vulnerable web page and traps web crawlers. We collect various features
and perform a feature selection procedure to learn which features mostly
contribute to the classification of visitor behaviour. For the classification
purpose we use state of the art machine learning methods like Support
Vector Machine and decision tree C 4.5.

1 Introduction

Today’s Internet has outgrown the original concepts of its creators. From a small
academic network that facilitated research, it has grown into a diverse network
that ranges from the business processes accelerator of international companies to
the home user entertainment platform. Although it brings many positive changes
into our daily lives, Internet also became a threat to its users. It now has its own
black economy, where criminals sell stolen confidential information and where
information trading can damage computer systems. The biggest challenge in the
field of security are so called botnets or networks of infected computers controlled
by a central node. Such networks are used for various purposes - from stealing
bank numbers and credentials to denial of service attacks.

Bots are infected computers that, combined, make up the botnet, and are
used to either hide the central node or facilitate the spreading of malicious
content. It is often the case that bots run automated procedures that violate the
security of the attacked Web sites. Therefore, one of the challenges in recent years
c© Springer International Publishing Switzerland 2015
N.T. Nguyen et al. (Eds.): ACIIDS 2015, Part II, LNAI 9012, pp. 559–568, 2015.
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is to find a model for distinguishing legitimate or human users from automated
ones like malicious bots.

The robots themselves are not dangerous or illegal. One such useful robot
is GoogleBot, which is used to index the Internet content. Opposite to these
kinds of robots we have others which are used for extraction of various illicit
or illegal activities. Robots, controlled and created by malicious users, retrieve
information from web sites using popular attacks in order to compromise selected
web sites or to simply determine vulnerability to some kind of attack.

Researching these automated users raises two fundamental questions. The
first question is how to monitor the development of robots that present a threat
to web sites and are developing in parallel with new technologies on the Internet.
The second question is related to the relevance of the dataset for analysis and
comparison of algorithms for the detection and classification of these types of
threats. In the real world, due to the development of technology, there are no
standardized datasets because it is difficult to gather data that will be relevant
for a longer period of time. Also, a dataset for research purpose is difficult to
obtain from third parties, for example companies, because it creates a privacy
issue for their users or interfere too much with the technical solution used. To
solve this problem we built a specialized data collection system named Lino.
In addition to human visitors, web sites are frequently visited by robots. Their
names and purposes are different, but in the literature they are also known as
crawlers, harvesters or spiders. It is worth to mention that, besides popular Web
search engine robots that crawl the website and accelerate its visibility, also exist
malicious bots. Their purpose is to check for the website vulnerabilities, and they
do that by filling Web forms, spreading spam or sending fraud messages via e-
mail. Spambots are specialized robots seeking e-mail addresses to which spam e-
mail is sent. It is also often the case that robots periodically retrieve content from
portals and later use it illegally, for example robots that retrieve product prices
from popular e-commerce sites. Recently, robots wee used to perform various
frauds like beating human competition in booking plane or concert tickets 1.

2 Literature Review and Similar Systems

Most previous works analyse user behaviour using web server log records [7], [9],
[11] and [12]. For detection of malicious robots various machine learning methods
are used: decision trees [5], [12], probabilistic models such as Bayesian networks
[5] [11] [10] and Markov chains [7] [9], Ripper [11], SVM [11], neural networks
[11], Naive Bayes [11], the k-nearest neighbors algorithm [11], time series [4]
and clustering [5]. Research experiments like [7] and [9] can detect anomalies in
user behaviour and analyse the characteristics of the text in requests sent to a
web server. Using the request feature they created probabilistic models such as
Markov chains and Bayesian networks that work in supervised mode until they
learn to distinguish between normal and anomalous behaviour.
1 A recent and popular example of a bot fraud is booking for dinner tables in Silicon

Valley - http://bit.ly/1esBSxG

http://bit.ly/1esBSxG
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Accurate classification of malicious and benevolent users is the result of
proper knowledge and careful selection of features that describe individual users.
For example, Tan and Kumar [12] combined the features of previous studies that
were supplemented with their new features, the new feature set represents the
main contributions of their research. Their feature set is the following: access to
the robots.txt file, checking a user agent string, checking the IP address of the
user and sum of HEAD requests without Referer field. In recent works [4], [10], [5]
and [11] feature set has expanded significantly, additional features are now used,
for instance: clicks per session, number of unique IP address, session duration,
the percentage of access to images, the percentage of access to PDF files, distri-
bution of requests to individual sites, the percentage of responses that return an
error (HTTP error codes 400-499), doubtful Referer fields, ignored cookies, IP
addresses belonging to a particular web browser, not using the parameter GET
in requests, access to child sites in sequential order (typically alphabetical), the
ratio of sequential access to the same web link and standard deviation of depth
requests through a hierarchy of web sites. Also, an important step in the anal-
ysis is to identify user sessions, with the help of which you can connect a set of
actions with records in web server log [10] [11] [12]. Joining the session to the
user is used primarily to monitor the user’s movement pattern on the website,
or to identify the behavioural characteristics of users which can greatly assist in
the detection of automated visitors.

Lino is a variation of a honeypot system. Honeypot systems are security tools
that are deliberately vulnerable to certain types of attacks and constitute a type
of traps for malicious users. Their primary task is to be tested and exploited by a
malicious user. The exploitation of such systems is used by researchers to study
new techniques of attack and recognize potentially dangerous groups of users.
A good overview of the state of modern honeypot systems is presented by the
European Network and Information Security Agency [1]. Hayati and colleagues
presented a HoneySpam robot profiling system that collects e-mail addresses
and later uses them as a destination of their spam campaigns [3] - in this paper
the architecture of the system is described and the collected data is analyzed.
Provos [8] in his paper also presented the architecture of Honeyd system that is
used to analyse the network layer attack - though it has been ten years since the
creation of this system it still serves as an example and a basis for developing
modern honeypots.

3 Methodology

3.1 Creating a System for Data Collection

For the purpose of collecting data we built a system called Lino that is used to
record the available server and client variables, with the corresponding website
used as a graphical interface. Lino consists of news and articles taken from other
sources where the news is usually attractive and current in order to attract a
larger amount of potential users as well as robots. The system collected data for
three months, from September 2013 until December 2013. Lino has no specific
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functionality; instead it is being used to display the content, text fields, and
other website elements that are used for the collection of user actions. In other
words, from every user’s requests Lino tries to elicit useful information that will
be used in next steps. Since we are interested in malicious clients, we decided to
hide in the page specific keywords, so called Google Dorks, used by attackers to
find victims of a specific attack.
Example of a keyword listed as Google Dork:

inurl:"wp-download.php?dl_id="

Keywords are actually intended for the Google search engine queries, as in the
example above where the attacker seeks vulnerable parts of the popular blog
engine Wordpress2. Also, on the site we hide popular spammer addresses, in
order to attract more email harvesters. To reduce the risk that we do not collect
enough data in a given time interval we made multiple instances of the system.
In total we used three instances that contained links to other instances.

For each user who accessed the system Lino generated a session identifier
which had a duration of 60 min. From every user request Lino captured the
following data:

– Request timestamp
– Client IP address
– Client port used for the connection (web browser takes a random port)
– Requested path to the Web server
– Query parameters used in the request
– Request method used (GET, POST, HEAD ...)
– Type of protocol that is used
– If the client sends data using the POST method, the content is written
– Previous references from which the user came to the currently requested

page (HTTP Referrer field)
– User Agent
– Session identifier

3.2 Labelling the Collected Dataset

Before labelling a dataset, it was necessary to reduce and generalize the data.
We decided to split into sessions all requests to the application Lino (over 12,500
of them). The session can be viewed as a unique behavioural profile of a client
who joined the system in a given time interval (in this paper we used a period
of 4 hours). Session identifies requests that were made by a unique client. The
client’s session grouping is necessary to select a specific time ranges in which the
user has been active on the website.
Following are the criteria by which we add sessions to clients:

– Time ranges of the data collected - we have divided the time into buckets of
4 hours
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Table 1. Stored features from the session

Feature description Feature name and type

Requests made in specific session num requests (numeric)

Requests with HTTP HEAD parameter it was
often the case that the robot checks the availabil-
ity of website using a HEAD method

head (boolean)

Since we had hidden links in the application, we
calculated the percentage of accesses to those links

perc hidden links (numeric)

Standard deviation in the intervals between
queries in a single session

std dev timedelta (numeric)

Duration of the session session duration (numeric)

The user receives a session identifier which is valid
for 60 minutes. Users accessing without a browser
or with disabled JavaScript change session identi-
fiers on every request

session change (boolean)

Sent data via a web form post data (boolean)

Accessing a robots.txt file, which contains the
rules of behaviour for robots

robots (boolean)

– All requests with the same IP address and user agent in the time range of
four hours (counting from the first request) are considered as a new session

When creating each session we also store the features presented in Table 1.
Based on the above mentioned criteria, we got about 3,500 sessions, which were
used to build a learning set, also storing additional attributes which included:
reverse DNS queries for client IP address, client country of origin, client’s AS
number of the service provider. We automated the labelling procedure using
publicly available data from MaxMind’s GeoIP database3. After the automa-
tised labelling procedure we manually skipped through the records to correct
the wrongly classified instances, for examples unknown robots. We used afore-
mentioned client based and session based data as features to identify if a new
session is a robot or a human. Unfortunately, due to limited number of robots
collected we could further segment the dataset on malicious and normal robots.
Lino fulfilled its primarly purpose and collected mostly robots’ sessions.
Sessions distribution by user types is the following:

– Human 9%
– Robot 90%
– Unknown 1%

2 More about this vunerability - http://www.exploit-db.com/exploits/5326/
3 GeoIP database, https://www.maxmind.com/en/geoip2-databases

http://www.exploit-db.com/exploits/5326/
https://www.maxmind.com/en/geoip2-databases
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3.3 Feature Selection Procedure

Before training the classification model it was necessary to choose the features
that are relevant and useful for the classification process. To evaluate the features
we used the ranking of features based on the following methods [13]:

1. Information gain that ranks features based on the calculated information
gain relative to the classification class, numerical features are first discretized.

2. Gain ratio ranks features based on the calculated gain ratio. Gain ratio is
calculated as Information gain divided by the entropy of the feature for which
the ratio is computed.

3. Symmetrical uncertainty is a measure that eliminates redundant and mean-
ingless features, which have no interconnectivity with other features.

4. Relief method was proposed by Kira and Rendell [6] and is used for the
selection of statistically relevant features, it is resistant to noise in the data
and the interdependence of features. Features are evaluated in a way that is
randomly sampled from a given set of instances and take nearest neighbours
that belong to the class. If the neighbours are aligned with instances the
weighting factor increases, in contrast if the closest neighbours are different
the weighting factor decreases.

Fig. 1. Comparison of different methods for feature selection

If we look at the ranked features in Figure 1, we see that the features that
dominate the dataset are:

– post data, which shows us whether the client has filled/not filled the fake
form in the Lino system

– session change, which shows us if user, during the session, has changed the
session identifier or not
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– session duration, duration of the session in seconds
– robots, which shows us whether the user accessed/not accessed robots.txt

file, which defines the rules of robot conduct

Aforementioned features were selected manually, we ranked all features according
to the score of the feature selection method. We selected most significant features
for our classification models, in our case the top five features.

4 Classification Model Selection for Bot from Human
Differentiation

A prerequisite for using supervised learning methods and selecting the optimal
subset of features is a labelled dataset. Selected features should contribute to
the generalization of some classes, ie. for each class they should be able to make
a unique behavioural profile. To evaluate the performance of the classification
method we used the K-fold cross validation method. For our purposes we used k
= 10 parts - the relevant literature [13] states that k = 10 parts are a optimum
number for estimating errors.

4.1 Decision Tree C 4.5

Firstly, for classification purposes, we evaluated a decision tree algorithm C 4.5,
which is an upgrade of the classic algorithm ID3. Both algorithms are the result
of research made by Ross Quinlan [13]. C 4.5 uses a dataset for learning to create
a redundant tree. In the case of using similar data, in the learning and validation

Fig. 2. Prunned tree, using the full set of features

set, classifier has good results but when we use an independent validation set
the classifier usually produces bad results. After building a redundant tree, the
tree is converted to the IF/THEN rules and the algorithm calculates the best
conditions for classification accuracy we remove the IF conditions if they do
not reduce the classification accuracy. Pruning is done from the leaves to the
root of the tree and is based on the pessimistic estimation of errors; errors are
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related to the percentage of incorrectly classified cases in the training dataset.
Based on the difference in accuracy of rules and standard deviation taken from
the binomial distribution we define a certain upper limit of confidence that is
usually 0.25, based on which the trees are pruned [14]. For building our models
with C 4.5 we set the confidence threshold for pruning to 0.25 and the minimum
number of instances per leaf is 2.

Table 2. Classification results for C 4.5 and SVM, experiment 1 uses only selected
features. Experiment 2 uses selected features plus Country and ASN of client

Class TP Rate FP Rate F-measure AUC

C 4.5 Experiment #1 Human 0.177 0 0.301 0.773

Robot 1 0.823 0.972 0.773

C 4.5 Experiment #2 Human 0.793 0.002 0.872 0.985

Robot 0.998 0.207 0.992 0.985

SVM Experiment #1 Human 0.265 0 0.419 0.801

Robot 1 0.735 0.979 0.801

SVM Experiment #2 Human 0.962 0.006 0.942 0.976

Robot 0.998 0.042 0.997 0.978

Prior to the classification we removed the class instance of unknown visitors
because they represented human attempts to attack with manually entered vales
or using non-existing browsers. Method C 4.5 has resulted in the pruned tree
showed in Figure 2, which is the same with the optimal selection of features and
using the full set of features. It is important to note that the algorithm C 4.5
is very good at choosing features by using heuristics in creating and deleting
subtrees.

If we look at the results in Table 2, we can see that for the given features
(Experiment 1) we have a classification accuracy of 94.5% and a perfect rate of
correct positives for robots (TP rate). Classifier badly classifies human visitors
(TPR = 0.177), and degrades the classification ability of the robot where the
rate is false positive rate is high - 0.823. Looking at F-measure we can say that
a good classifier detects correctly robots while wrongly classifies human visitors
and commonly (> 80%) declares them robots.

We tested the C 4.5 classier with two additional features - client’s country
and ASN of service provider. This features were resolved from the IP address
using the aforementioned GeoIP database. This subset (C 4.5 Experiment 2) is
shown in Table 2. We reduced the number of false positives for the class Robot
to 0.207, thus the result of classification for class Human was better 0.793.

4.2 Support Vector Machine

SVM is an algorithm that finds the maximum margin of separation between
classes [2], while defining the margin as distance between the critical points
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which are closest to the surface of separation. Points nearest to the surface are
called support vectors, the margin M can be seen as the width of the separation
between the surfaces. Calculating the support vector is an optimization problem
which can be solved using different optimization algorithms. The trick used in
calculating SVM is using different kernel functions, which move unsolvable or
inadequate problems to a higher dimension, where it can be solved. In our exper-
iments we trained our SVM models with the sequential minimal optimization
algorithm using a linear kernel K(x, y) =< x, y > where ε = 1.0−12 and toler-
ance is set to 0.001, previously training data was normalised. For Experiment
1 features (Table 2) SVM performs better than C 4.5, the precision was 95.8%.
Human visitors are still a problem, although SVM has much higher rate of true
positives (26.5%). Increased detection rate of human visitor gives a lower rate of
wrong detection of robots (73.5%). F measure is very good for robots and much
better for human visitors ( even better than method C 4.5 ) - but still too low
to be used - (0.419). With additional features Country and ASN (Expertiment 2
in Table 2) we obtained a false rate for both classes under 5%. The true positive
rate was also high for class Human 0.962 and for class Robot 0.998. We can
conclude that with this subset of features and with regular retraining to avoid
the concept drift, this model is feasible for every day use.

5 Conclusion

The main drawback with selected features is the detection of human visitors
which as consequence gives a high false positive rate for robot detection. The
root cause is probably the asymmetric dataset where there are many more robots
than human visitors. A recommendation would be to expand the number of
human visitors in order to get a more balanced dataset4. The reason for these
shortcomings is too short time used for data collection and perhaps ambiguous
texts that are found in Lino. The system should be set to parse a more popular
domain and adapt these texts to target a smaller, more specialized, audience.
Also, we should optimize vectors of attacks (dorks) incorporated in Lino.

In addition to the above-mentioned shortcomings this study consists of sev-
eral contributions, keep in my mind that we did not want to present a perfect
classifer. The first contribution is the way in which the data is collected, in most
available literature datasets are used from activity logs of web servers we use a
trap system for fooling and catching robots. There is no doubt that Lino should
collect more client features and this is planned for future implementations and
development. Also, features used in Lino are slightly different from previously
used features. Researchers often look at error ratio, percentage of images in data
and other similar features. We do not analyse these features because it is not
relevant to Lino nor is it possible that we produce a query that will cause an
error in Lino. Lino allows us to collect more useful data related to user behavior.
For example, whether the user has posted something in a non-existing form,
4 To obtain and use the collected dataset and the Lino collector system described in

this research, please contact the authors.
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if he clicked on hidden links or if he constantly changed identifier sessions. In
relevant literature no one uses variables that are related to the time interval
between queries. We use the standard deviation of the time elapsed between
queries, which according to our feature selection does not contribute to the
classification. Although it proved to be insignificant with the current dataset,
automatised procedures should have lower standard deviations and a regular
difference between queries.
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Abstract.  Heat Exchanger is a device used to transfer heat from one medium 
to another. This paper discusses the use of Design of Experiments method in 
optimizing design parameters for design of finned tube heat exchanger (fins are 
neglected for computational purpose). The effects of four design parameters – 
tube thickness, tube inner diameter, horizontal and vertical distances between 
the tubes have been explored. It is investigated numerically using Ansys-CFX. 
The primary response under this study is the temperature difference and pres-
sure drop. An L9 orthogonal array was used to accommodate the experiments. 
In this study, it is observed that the most effective parameter found to be the in-
ner diameter and the thickness of the tube among other parameters having more 
influence at the heat transfer rate. 

Keywords: Heat exchangers · Ansys-CFX · Numerical analysis · Design of  
Experiments (DOE) · ANOVA (Analysis of Variance) 

1 Introduction 

Heat Exchanger is used to transfer heat from one medium to another medium where 
this medium can either be separated to prevent mixing or be in direct contact depend-
ing on its application. Heat transfer rate of heat exchanger is maximized by maximiz-
ing the contact surface area between the media. Heating or cooling of a concerned 
fluid stream, condensation and evaporation of a single or multicomponent of a fluid 
stream and heat recovery or heat rejection from a system are the typical applications 
of heat exchanger. Finned tube heat exchangers are commonly used exchangers for 
the application of space conditioning systems, chemical industries, combined heat and 
power industries and so on. 

Finned tube heat exchangers consists of a mechanically or hydraulically expanded 
round tubes in a block of parallel continuous fins. They are designed for maximum 
heat transfer associated with a minimum pressure drop associated with each fluid. In 
this study, we neglected the fins on the tubes for the computational purpose and were 
designed using Solidworks. The main purpose of this study is to determine the most 
significant parameter which affects the heat transfer rate with respect to the response 
characteristics. Numerical Analysis is carried out using Ansys-CFX. Temperature 
difference and Pressure drop are the two characteristics chosen as responses for this 
analysis [1]. 
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DOE method is an optimal parameter design of experimental tool, which firstly in-
volves in choosing several important parameters from a governing equation or relative 
characteristics of engineering and then inputs them into one appropriate plan table 
designed by Taguchi with plural levels for each parameter. By comparing those calcu-
lated results from the table, a set of optimal parameters with corresponding level can be 
found. Application of this methodology in the energy based engineering system has 
been scarce, however many tried and showed that this methodology can successfully 
applied on heat transfer studies [2]. They also analyzed the effects of various design 
parameters on the heat transfer and pressure drop of the heat exchanger with a slit us-
ing the DOE method. The optimum design value of each parameters was presented and 
the reproducibility of the results were discussed in this paper using this DOE method. 

2 Numerical Solution 

2.1 Model Description 

The Finned tube heat exchanger considered for this study has bundle of tubes ar-
ranged in a straight having separated equally in horizontal and vertical direction from 
one another and enclosed in a rectangular tube. Total number of tubes is 36 and the 
fins on the tubes are eliminated in-order to make the computational part easier within 
short duration, also the memory required for this computation is procurable. The de-
sign parameters for this analysis are prescribed by a Z manufacturer. Also they 
wanted us to focus mainly on optimization of tubular arrangements and tube parame-
ters of heat exchanger design. We already reported about the tubular arrangements in 
our previous study.  

 

Fig. 1. Physical Model of Finned Tube Heat Exchanger 

We utilized commercial CAD modeler SOLIDWORKS to design our preliminary 
model. The tube material is assumed to be steel and its total length is 8540mm. Initial-
ly, as per manufacturer design, it had 484 tubes, but later we reduced it to 36 pipes by 
keeping in consideration of required computational memory. Dowtherm oil at 215 ºF 
is made to flow through the tubes and flue gas at 922.5 ºF is made to pass over the 
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tubes, heat exchange between these two fluids was studied. The inlet and outlet of the 
oil pipe diameter is four times of the tube diameter, this helps to accommodate large 
volume of oil thereby maintaining the flow continuity. [3] 

2.2 Initial and Boundary Conditions 

The numerical model is modelled with tetrahedral cells using of Ansys-CFX mesh. 
672881 nodes and 1773254 elements were generated in the numerical model. This is a 
steady state analysis dealing with incompressible and turbulent fluid flows. For this 
case, the SST (Shear Stress Turbulent) model is used. This turbulent model is suitable 
for solving the flow near the wall and is most preferred model for bodies having 
curved structures. Unlike other available models, this model does not converge to 
solution quickly but the results generated are comparable with the experimental data. 
The governing equations for this analysis are navier-stokes equation, energy equation 
and continuity equation. [4] 

The operating pressure of the oil is 150 psi and for the gas is 12.5 psi. The oil flows 
through the tubes from the oil inlet along longitudinal direction with a velocity of 200 
feet per second and the gas flows over the tubes with a velocity of 175 feet per second 
along the transverse direction. To facilitate the heat transfer between the oil and gas, 
fluid-solid domain interface is engaged between oil (fluid domain) and tube (solid 
domain) and also with gas (fluid domain) and tube (solid domain). The fluid and solid 
properties and boundary conditions are depicted below in Table 1 and 2 respectively. 

Table 1. Physical Properties of Fluids and Solid 

 Material 
Density 

 
[lb./ft3] 

Specific Heat 
Capacity 

[Btu /lb. oF] 

Thermal con-
ductivity 

[Btu/hr.ft.oF] 

Oil Dowtherm Oil 56.41 0.4559 0.0643 

Gas Flue Gas 0.024 0.2735 0.0313 

Tube Steel 490.309 0.1037 34.96 

Table 2. Boundary and Initial Conditions 

Fluid 
Velocity 

[ft./sec] 

Inlet 
Temperature 

[F] 

Operating Pressure 
[Psi] 

Oil 200 215 150 

Gas 175 922.5 12.5 
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2.3 Numerical Results 

The response of the analysis are the temperature difference and pressure drop which 
helps in understanding clearly the heat exchange between  these two fluids. The 
response is considered only at the oil outlets because there was not considerable 
change in temperature at the gas outlet.The results are extracted from the post 
processor of Ansys-CFX and are depicted below in Figure 2 and 3 respectively. The 
temerpature and pressure at the oil outlet is found to be 839.40 ºF and 2.318 MPa 
respectively. 

 

Fig. 2. Temperature Distribution of Numerical Analysis 

 

Fig. 3. Pressure Distribution of Numerical Analysis 

3 Evaluation of the Design Using Design of Experiments 

3.1 Design of Experiments 

Design of Experiments (DOE) consists of a plan of experiments with the objective in 
controlled of acquiring data, executing these experiments and analyzing the data, in 
order to obtain the information about the behavior of a given process. The major steps 
of implementing the DOE are: (1) to identify the factors/interactions, (2) to identify 
the levels of each factor, and select an appropriate orthogonal array (OA), (3) to  



Optimum Design of Finned Tube Heat Exchanger Using DOE 573 

assign the factors to the columns of the OA, (4) to conduct the experiments, (5) to 
analyze the data and determine the optimum levels, and (6) to conduct the confirma-
tion experiment. [5] 

Definition of Design Variables 
Initially the four independent design variables are chosen for this analysis, they are 
thickness of the tube (A), inner diameter of the tube (B), horizontal distance between 
two adjacent tubes (C) and vertical distance between two adjacent tubes (D). 

DOE Implementation Using Orthogonal Array 
In order to minimize the number of experiments required, Orthogonal Arrays (OA) 
were developed by Taguchi. OA uses only a portion of the total possible combina-
tions to estimate the effect of the design variables with respect to the responses. Tagu-
chi developed a family of OA matrices which can be used in various situations. These 
matrices are helpful in reducing the number of experiments and also provides reason-
ably rich information. 

L9 Orthogonal Array 
For our analysis we choose L9 Orthogonal Array. In L9 Orthogonal array, there are 9 
experiments, 4 design variables and 3 levels for each design variable. 

Table 3. L9 Orthoganal Array 

Experiment 
Number 

A B C D 

1 1 1 1 1 

2 1 2 2 2 

3 1 3 3 3 

4 2 1 2 3 

5 2 2 3 1 

6 2 3 1 2 

7 3 1 3 2 

8 3 2 1 3 

9 3 3 2 1 

 
The levels are defined to each design variables. For L9 Orthogonal array, each 

design variables has 3 levels. The second level data for each design variable is 
obtained from the data used for the preliminary analysis. The first and third level 
datas are fixed by the lower and upper values around the initial data having equal 
intervals. The levels for our analysis is depicted below in Table 4. 
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Table 4. Levels for Design Variables 

Levels A (mm) B (mm) C (mm) D (mm) 

1 3.51 47.25 79.18 79.18 

2 3.90 52.50 87.98 87.98 

3 4.29 57.75 96.78 96.78 

3.2 Experimental Results  

The numerical analysis is carried out for the 9 experiments with the combination of 
design parameters mentioned in the L9 orthogonal array. The experimental result data 
are collected for the evaluation of effect of design variables with respect to the 
responses.The results of 9 experiments are depicted below in Table 5. 

Table 5. Experimental Results of L9 Orthogonal Array 

Experiment Number 
Temperature Difference 

[F] 
Pressure Drop 

[Mpa] 

1 259.03 2.86 

2 419.26 2.64 

3 614.05 1.16 

4 82.93 1.65 

5 481.57 1.01 

6 676.61 0.80 

7 70.56 0.01 

8 437.71 0.50 

9 692.30 1.31 

3.3 Discussion 

The collected results has to be evaluated in order to find the significant variable 
among the design variables having more influence over the heat transfer rate. 

Analysis of Variance is used to evaluate the collected data. ANOVA is a parame-
tric procedure used to determine the statistical significance of the difference between 
the means of two or more groups of values. It is utilized in this analysis to determine 
the relative importance of each design variable with respect to temperature difference 
and pressure drop from the experimental results data. ANOVA for temperature differ-
ence and pressure drop is depicted below in Table 6 and 7 respectively. In the table, 
Dof is the number of degrees of freedom, S is the sum of squares of result data, V is 
the variance of the result data, and F is the variance ratio. 
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Table 6. ANOVA for Temperature difference 

Factor S Dof V F 

A 1410.10 2 705.11  

B 415452.41 2 207726.23 294.61 

C 8416.39 2 4208.21 5.90 

D 17874.18 2 8937.12 12.67 

Table 7. ANOVA for Pressure Drop 

Factor S Dof V F 

A 4.10 2 2.01 14.43 

B 0.27 2 0.13  

C 1.95 2 0.97 7.04 

D 0.73 2 0.36 2.64 

 

From the ANOVA tables, it can be seen that statistically only two design variables 
are significant. They are thickness (A) and inner diameter (B) of the tubes. Inner 
diameter of the tube (B) is significant for having high temperature differnce and 
thickness of the tube (A) is significant for having low pressure drop. The optimizing 
level for these significant variable is found using ANOVA and the numerical analysis 
is performed based on the combinations formed finally and an optimized result is 
obtained [6]. 

4 Conclusion 

The design of experiments, the temperature differenece and pressure for our model is 
optimized in this study. An L9 orthogonal array was used to acdiffodate the 
experiments. The experimental results revealed that Temperature difference of our 
heat exchanger is mostly affected by the inner diameter of the tube and Pressure drop 
is affected mostly due to the thickness of the tube. Predicted value temperature 
difference and pressure drop from ANOVA were found to be 712.52 ºF and -0.44891 
MPa respectively. The optimal level for each design vairable is A3, B3, C2, and D2 
are defined from ANOVA. Numerical Experiment is performed using the optimum 
level data and the response is extracted. The extracted experimental value of  
temperature difference and pressure drop values are 629.08 ºF and 1.33 MPa 
respectively[7]. The other two variables horizontal and vertical distance between each 
tubes had only a slight effect on the responses but not much effective. With help of 
these results we have planned to conduct numerical analyis for the same model with 
fins in our future research. We have a plan to fabricate a prototype model of finned 
tube heat exhanger with the same parameters used for these analysis if the results of 
our analysis are pleasable and valid. Later we would like to compare our numerical 
analysis results with the thermal analysis of  prototype model.  
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Abstract. This paper proposes an event elements extraction method based on 
event ontology reasoning by constructing an upper event ontology and event 
elements reasoning rules based on event non-taxonomic relations. Event ele-
ments extraction includes three steps: data preprocessing; complementing event 
elements initially; event elements reasoning. The experimental results show that 
this method can improve the accuracy of event elements extraction. 

Keywords: Event ontology reasoning · Event elements · Event elements  
extraction 

1 Introduction 

In the field of NLP, event is a structured knowledge unit with bigger granularity than 
concept, which is in line with human cognition. Therefore, in the field of AI, researchers 
hope that event-related (including action, time, place and people) information can be 
automatically identified from text by machine, thus to achieve some automatic text 
processing tasks, such as text classification, topic detection and tracking and so on. 
Therefore, identification of event elements has become an important sub-task of event 
information extraction. 

The machine learning method considers event extraction as a classification problem 
and has good robustness, but it requires large-scale corpus labeled as model training 
base, which results in very laborious manual annotation. For shortcomings of machine 
learning method, this paper proposes an event elements extraction method based on 
event ontology. This method enables machine to mimic users’ reading habits, utilize 
event ontology to associate event information and reasons about event elements in-
cluding place, time, subject and object. 

2 Related Work 

Machine learning method is more objective and does not require much human inter-
vention and domain knowledge, which includes two key steps, classifier construction 
and feature selection. In [1], machine learning methods were utilized to identify  
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relevant semantic role of verb in Persian. In [2], machine learning methods were used to 
identify key events of Chinese news stories and extract event 5W1H elements. In [3] 
event elements identification was divided into two steps: identify named entities, time 
phrases and event elements words; use maximum entropy classifier to classify ele-
ments. A method was proposed in [4] to identify event type argument by combining 
event trigger expansion and a binary classifier and multi-class classification based on 
maximum entropy. A method was proposed in [5] to identify event elements based on 
semi-supervised clustering and feature weighting.   

In addition to machine learning methods, pattern matching methods in event ele-
ments identification are also frequently used. The key idea of these methods is to create 
a series of models and match sentences with template to achieve a purpose of event 
identification and extraction. These methods are only suitable for specific areas and 
lack of versatility. In [6], a method of Web news-oriented event multi-elements re-
trieval is studied. In [7], multi-pattern matching method was utilized to identify event 
elements on the ACE Chinese corpus, but the rules adopted are limited and results are 
not satisfactory. In [8] and [9], a new task of cross-document event extraction method 
and a biomedical event extraction system were proposed respectively.  

3 Construction of Event Ontology 

In the field of information extraction, event is defined as “a refined retrieval-used 
theme”. Topic Detection and Tracking (TDT) sponsored by DARPA defined event as “a 
thing happens in a certain time and place”. The main definitions about event of this 
paper are from our previous work [10]. In this section, we review these concepts briefly. 

3.1 Event Related Concepts 

Definition 1 (Event). We define event as a thing happens in a certain time and envi-
ronment, which some actors participate in and shows some action features. Event e can 
be defined as a 6-tuple formally:	 = ( , , , , , )		 , where A means an action set 
happened in an event; O means objects involved in the event; T means time; V means 
place; P denotes assertions; L means language expressions. 

Definition 2 (Event Class). Event Class denotes a set of events with common features, 
defined as: 	 = ( , , , … , ),  = { , … , , … }(1 ≤ ≤ 6, ≥ 0) . 
Where E is event set, called extension of event class. Ci is called intension of event 
class. It denotes common features set of certain event element (element i). cim denotes 
one of common features of event element i. 

Definition 3 (Taxonomic Relations). There exists subsumption relation between event 
class = ( , , , … , ) and event class	 = ( , , , … , ) if and 
only if	 ⊂ , or ⊆ ( = 1,2, … ,6). We call  hypernym event class and 

 hyponym event class, denoted as ⊂ . 

Definition 4 (Non-taxonomic Relations). ① Causal Relation: it is denoted as (λEC 	→ EC ). λdenotes the probability that events of event class EC  happen caused 
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by events of event class	EC . ②Follow Relation: Another event of	EC  the subject 
participates in happens after an event of  specified subject participates in happens, 
denoted as( ⊳ ). ③Concurrence Relation: If 	concur with  in a certain 
length of time, and the occurrence probability is above a specified threshold, there is a 
concurrence relation between  and	 , denoted as( ∥ ). ④Composition 
Relation: If each event instance of event class EC1 is composed of one event instance of 
event class EC2 and other event classes, EC2 is part of EC1, denoted as( ≮ ).  

Definition 5 (Event Ontology). Event ontology EO is defined as a 4-tuple 
ly:	 = ( , , , )		 . UECS is a set of upper event classes; ECS is a set of 
event classes; R means the relations between event classes; Rules is set of rules be 
expressed in logic languages. 

3.2 Upper Event Ontology  

In support of event elements reasoning, this paper constructs an upper event ontology 
based on event ontology of reference [10]. Upper event ontology defines event taxo-
nomic hierarchy model, as shown in Table 1. 

Table 1. Upper event ontology structure 

1 Class :HumanEvent  

1.1 Class :SinglePersonEvent  

1.1.1 Class :PersonObject_SinglePersonEvent  

1.1.1.1 Class :Continue_PO_SinglePersonEvent  

1.1.1.2 Class :Instant_PO_SinglePersonEvent  

1.1.2 Class :NonObject_SinglePersonEvent  

1.1.2.1 Class :Continue_NO_SinglePersonEvent  

1.1.2.2 Class :Instant_NO_SinglePersonEvent  

1.1.3 Class :NonPersonObject_SinglePersonEvent  

1.1.3.1 Class :Continue_NPO_SinglePersonEvent  

1.1.3.2 Class :Instant_NPO_SinglePersonEvent  

1.2 Class :PublicEvent  

1.2.1 Class :NonPersonObject_PublicEvent  

1.2.1.1 Class :Instant_NPO_PublicEvent  

1.2.1.2 Class :Continue_NPO_PublicEvent  

1.2.2 Class :PersonObject_PublicEvent  

1.2.2.1 Class :Continue_PO_PublicEvent  

1.2.2.2 Class :Instant_PO_PublicEvent  

1.2.3 Class :NonObject_PublicEvent 

  1.2.3.1 Class :Continue_NO_PublicEvent 

  1.2.3.2 Class :Instant_NO_PublicEvent 

2 Class :NatureEvent  

2.1 Class :NonNatureForceEvent  

2.1.1 Class :PersonObject_ NonNatureForceEvent 

2.1.1.1 Class :Continue_PO_NonNatureForceEvent  

2.1.1.2 Class :Instant_PO_NonNatureForceEvent  

2.1.2 Class : NonPersonObject _NonNatureForceEvent  

2.1.2.1 Class :Continue_NPO_NonNatureForceEvent  

2.1.2.2 Class :Instant_NPO_NonNatureForceEvent 

2.1.3 Class :NonObject_NonNatureForceEvent  

2.1.3.1 Class :Continue_NO_NonNatureForceEvent  

    2.1.3.2 Class :Instant_NO_NonNatureForceEvent 

2.2 Class :NatureForceEvent 

2.2.1 Class :PersonObject_ NatureForceEvent  

2.2.1.1 Class :Continue_NatureForceEvent  

2.2.1.2 Class :Instant_NatureForceEvent 

2.2.2 Class : NonPersonObject _ NatureForceEvent  

2.2.2.1 Class :Continue_NPO_NatureForceEvent  

2.2.2.2 Class :Instant_NPO_NatureForceEvent 

2.2.3 Class :NonObject_ NatureForceEvent  

2.2.3.1 Class :Continue_NO_NatureForceEvent  

2.2.3.2 Class :Instant_NO_NatureForceEvent 

 
The first level of upper event ontology is divided into two categories: human event 

class and natural event Class, according to subject category of event class. 
The second level is further sorted according subjects of event class. Human event 

class is divided into single person event class and public event class. Natural event class 
is divided into natural force events and non-natural force events.   
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The third level of upper event ontology is sorted according to objects of event class. 
Human event class is divided into person object event class, non-person object event 
class and non-object event class. Nature force event class is divided into person object 
nature force event class, non-person object nature force event class and non-object nature 
force event class while non-nature force event class can be divided in the same way. 

The fourth level is sorted based on the third level according to time element. Time 
elements tend to be divided into time points and the time periods, and accordingly, 
events can be divided into transient events and continuous events. 

4 Reasoning Rules and Reasoning Procedure of Event Elements 

4.1 Reasoning Rules of Event Elements 

Taxonomic relations and non-taxonomic relations have different effects on elements 
reasoning. In taxonomic relations, when the abstract event class an event belongs to is 
queried in upper event ontology, restrictions of the event elements can be obtained. For 
example, if an event class (such as thunderstorm) belongs to instant nature force event 
class, its start time and end time are same, and its object is empty. 

Table 2. Event elements reasoning rules for event relations of CPOPE×CPOPE 				a. ( ∈ )⋂( ∈ )⋂( ≮ ) ⇒( ( ) ≥ ( ))⋂( ( ) ≤ ( )) 				b. ( ∈ )⋂( ∈ )⋂( ≮ ) ⇒ ( ) = ( ) 				c. ( ∈ )⋂( ∈ )⋂( ≮ ) 	⇒ ( ) = ( ) 				d. ( ∈ )⋂( ∈ )⋂( ≮ ) 	⇒ ( ) ⊆ ( ) 				e. ( ∈ )⋂( ∈ )⋂( 	→ ) 	⇒ ( ) < ( ) 				f. ( ∈ )⋂( ∈ )⋂( 	→ ) 	⇒ ( ) = ( ) 				g. ( ∈ )⋂( ∈ )⋂( 	→ ) 	⇒ ( ) = ( ) 				h. ( ∈ )⋂( ∈ )⋂( ⊳ ) 	⇒ ( ) < ( ) 				i. ( ∈ )⋂( ∈ )⋂( ⊳ ) 	⇒ ( ) = ( ) 				j. ( ∈ )⋂( ∈ )⋂( ⊳ ) 	⇒ ( ) = ( ) 				k. ( ∈ )⋂( ∈ )⋂( ∥ ) 	⇒ ( ) = ( ) 				l. ( ∈ )⋂( ∈ )⋂( ∥ ) ⇒ ( ( ) ≤ ( ))⋂ ( ( ) ≥ ( )) 
Non-taxonomic relations are main content of event elements reasoning in this paper, 

which can contact context. After studying features of all event types in the fourth level of 
upper event ontology and a large number of cases, a set of event elements reasoning 
rules are proposed for combination of every two event types according to relations 
between events. Table 2 shows twelve event elements reasoning rules for event relations 
of the two Continue_PO_PublicEvent event types(referred to as CPOPE type, namely 
two events existing relations belong to public continue events many people take part in, 
such as "assistance" and "on-site rescue"). Similarly, other combinations also have 
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reasoning rules. In these rules, the P(ei) represents place, and ST(ei) represents start time, 
and ET(ei) represents end time, Sub(ei) represent subject, Obj(ei) represents object.  

4.2 Process of Event Elements Identification 

This paper mainly identify event elements appear in news reports, focusing on identi-
fying and complementing four elements (time, place, subject and object). Segment for 
an article using segmentation tool, and get a set of events from texts using language 
performance of event classes in event ontology, and then extract all named entities from 
this sample, and create a two-dimensional matrix. In this matrix, columns are events; 
rows are event elements; 0 denotes it is not element of the event; 1 denotes place ele-
ment; 2 denotes start time; 3 denotes end time; 4 denotes subject; 5 denotes object. 
Complementing event elements actually update the matrix. Aij denotes a matrix con-
sisting of all the events of an article. 

1 2 3 4 5 6 7 8 9 1 0

1

2

3

4

5

6

7

8

1 2 3 4 5 0 0 0 0 0

1 0 3 4 5 0 0 2 0 0

0 2 3 0 0 0 1 0 4 5

0 0 3 4 5 2 1 0 0 0

1 0 3 4 5 2 0 0 0 0

0 2 3 5 0 0 1 0 4 0

0 2 3 5 0 0 1 0 4 0

1 2 3 4 0 0 0 0 0 5

i j

w w w w w w w w w w

e

e

e

e
A

e

e

e

e

⎡ ⎤
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥= ⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥
⎢ ⎥⎣ ⎦

 

Identification process of event elements are following three steps: data prepro-
cessing, complementing event elements initially according to words position, event 
elements reasoning. 

In data preprocessing stage, first, segment for an article and revise manually; then 
identify event triggers and corresponding event elements using event ontology. In order 
to calculate positional relations between words in subsequent steps, tag number of 
words in sentences using sentence as a unit. 

In initial complementing stage, the distance between event triggers and elements can 
be calculated using paragraph number, sentence number and word number tagged in 
data processing. The nearest words are selected as initial complementing results. For an 
event a of the text, steps of initial complementing event elements are as follows: 

Step 1: Get element word argul from elements words list; confident (e, i) is confi-
dence of the i-th element of the event, which is initialized to 0, then go to step 2; 

Step 2: Calculate confidence of the element: if (e and argu1 locate in the same sen-
tence) confidence= α/|word number of e - word number of augu1|; else if (e and argu1 
locate in the same paragraph) confidence = β/| word number of e - word number of 
augu1|; else confidence = γ/| word number of e - word number of augu1|; then go to step 
3; 

Step 3: If the confidence(e, i) is higher than the previous, it is updated to the confi-
dence; or keep previous confidence and element unchanged, then go to step 4;   

Step 4: Go to step 1, continue to remove event elements from the list until all event 
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elements are taken from the list. 
Here α, β, and γ are used to calculate weight of confidence. Their values ensure that 

value of confidence decreases with increasing distance (in general, the confidence 
which elements and triggers are in a same sentence is larger than one in a different 
sentence). Therefore, values of α, β, γ can be respectively 100, 10 and 1. 

In event elements reasoning stage, initial complementing results in the second stage are 
used to reason elements. First, get elements restrictions of the event through querying the 
upper event class the event belongs to. If an element of some events is default, it is not 
complemented. If subjects of some events are only people, they are complemented by 
named entities. Then use one of two associated events to reason related elements of 
another event through above reasoning rules. The event of the largest confidence is 
selected as a seed event. Input Seed events, and query events existing non-taxonomic 
relation with seed events from event ontology, and then query event types of two events 
associated with every relation, and then determine elements reasoning rules base ac-
cording to event types of the two events and reason related information. 

4.3 Case Study 

The following is a semi-automated tagged news report: ei denotes an event trigger, and li 
denotes place, and ti denotes time, and pi denotes participants (including subject and 
object). 
新快报讯，8月20日早上6点(t1)，阿尔及利亚以东150公里的卜伊拉(l1)发生汽

车炸弹(p1)爆炸(e1)事件，造成11人(p2)死亡(e2)。(According to Xinkuai Express, at 
6:00 am on August 20th, car bomb was exploded 150 kilometers east of Algeria , killing 
11 people dead.) 
当地媒体报道称，包括4名军事人员在内的31人(p3)受伤(e3)。目前(t2)，当地

(l2)正对伤者(p4)进行救治(e4)。(Local media said that 31 people including 4 military 
officers were injured. So far, the wounded has been on treatment in the local.) 

Step 1, complemented elements are shown in table 3 according to words location 
distance, and conf is confidence: 

Step 2, reason related information according to restrictions of event classes in event 
ontology: 

e1 is_a Instant_NonNatureForceEvent=>e1.ST=e1.ET=t1, e1.OBJECT=null 
The above formula shows that event type of e1 mapped to upper event ontology is 

Instant_NonNatureForceEvent. Conclusions can be drawn from above: e1 is an 
InstantEvent, so start time and end time are same; the event describes subject's own 
changes, so there is no object. In step 1, element word p1 is complemented as object of 
e1, which does not meet the restriction Instant_NonNatureForceEvent doesn’t have 
object. So in step 2, object of e1 is revised as empty. 

Table 3. Event elements complementation through words location distance 

Event LOC ST ET SUBJECT OBJECT conf 
e1 l1 t1 t1 p1 p1 291.7 
e2 l1 t1 t1 p2 p2 247.6 
e3 l1 t2 t2 p3 p3 221 
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e4 l2 t2 t2 p4 p4 165 
Similarly, we can draw: 
e2 is_a Instant_NonObject_SinglePersonEvent=> e2.ST=e1.ET=t1, e2.OBJECT=null 
e3 is_a Continue_NonObject_SinglePersonEvent=> e3.OBJECT =null, e3.ET>e3.ST=t1 
e4 is_a Continue_PersonObject_PublicEvent=> e4.OBJECT = 伤者, e4.ET>e4.ST=t2 

And e4.SUBJECT=医疗人员, which is obtained through specific treatment event 
class. 

Step 3, following relations are obtained from querying event ontology: e1 cause e2, e1 
cause e3, e2 concur e3, e3 cause e4.   

e1 is used as seed event. According to event types of e1 and e2, corresponding rea-
soning rules are found from rules base, and then other event elements are reasoned: 

e1 cause e2 =>e1.ST< e2.ST=> e2.ST = e2.ET = t1+; e2 concur e3 =>e2.ST=e3.ST=> 
e3.ST = e3.ET = t1+ 

e3 cause e4 => e3.ST< e4.ST=> e4.ST=t1++(t2=t1++); e3 cause e4 => e3.LOC= e4. 
LOC(l2=l1) => e4. LOC = l1 

Finally, results are shown in table 4. 

Table 4. Results of elements reasoning 

Event LOC ST ET SUBJECT OBJECT 
e1 l1 t1 t1 p1 null 
e2 l1 t1+ t1 p2 null 
e3 l1 t1+ t1++ p3 null 
e4 l1 t1++ t1+++ 医务人员 p4 

 
So if an event itself doesn’t have object element, its object value is null; the happen 

time of event is updated; some default elements are complemented according to event 
ontology; absolute time and place are reasoned from some relative time and place (such 
as "current", "local"). To a certain extent, event elements are complemented. 

5 Experiment and Analysis 

5.1 Experiment 

The experimental data set is Chinese Emergency Corpus (CEC) [11], which contains 
earthquakes, fires, accidents and terrorist attacks five types, a total of 205. Place, sub-
ject, object and time elements are complemented for events of CEC. Experiment is 
divided into two parts. 

Experiment 1: Elements are complemented according to positional relations between 
triggers and any other event elements.  

Experiment 2: Reasoning results are used to complement event elements according 
to reasoning rules proposed in this paper. Based on experiment 1, Experiment 2 is 
divided into two parts: (1) event with the highest confidence and occurring in the first 
paragraph is used as a seed event; (2) event with the highest confidence and occurring 
in other paragraph is used as a seed event. 
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5.2 Analysis of Experiment Results 

In experiment 1, statistic results of random selected 195 events from CEC are shown in 
table 5: 

Table 5. Complemented results of neighboring position elements for different relations 

Element Precision    Recall     F1 measure 
Place 65.8% 62.5% 64.1% 
Time 60.3% 66.6% 63.3% 
Subject 48.5% 72.3% 58.1% 
Object 54.3% 52.7% 53.5% 

 
Just as shown in table 5: recall, precision and F1 values of place and time elements 

have reached more than 60%, which indicates that extraction of the two elements can 
achieve a preliminary desired results using positional relation between triggers and 
elements, but subjects and objects are not. First, because number of subjects and objects 
words in the article appears much more than subject and object themselves, which 
easily interferes with each other in sentences; second, because annotations of subjects 
and objects are not as clear as time and place. Some subjects may be objects of other 
events and vice versa; third, because some events may have many subjects and objects, 
but this method can only complement one of them. 

 

 
Fig. 1. Events distribution with the highest and second highest confidence 

Experiment 1 only uses positional relations between words, but some factors like 
types of events and relations of context are not taken into account. So experiment 2 
updates results of experiment 1 through reasoning rules. Event distributions with the 
highest confidence are shown in figure 1.  

As shown in figure 1, events of the highest and second highest confidence generally 
appear in the first paragraph, or in the second paragraph, and some evenly distribute in 
other paragraphs. These events in the first paragraph are basically core events, but events  
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Table 6. Complement results based on element reasoning for different seed events 

Element 
FirstPara_Event OtherPara_Event 

P R F1 P  R F1 
Place 78.3% 82.3% 80.3% 73.5% 80.7% 76.9%
Time 80.9% 76.2% 78.5% 75.7% 73.6% 74.6%
Subject 69.3% 73.7% 71.4% 68.0% 66.9% 67.4%
Object 70.5% 68.6% 69.5% 65.6% 65.3% 64.5%

 
in other paragraph are almost not. So events with the highest confidence in the first 
paragraph and ones in other paragraph with the highest confidence are selected as seed 
events. Reasoning results of experiment 2 are shown in table 6. 

Just as shown in table 6: P, R and F1 values are improved much more than experi-
ment 1. In complementation of event elements, the interference of positional relations 
between words can be excluded. Identification of subject and object also avoid prob-
lems arising from experimental 1, especially for subject of many events. In addition, in 
the second experiment, events are mapped to event classes of event ontology, which can 
get restrictions of elements and take full account of categories and the default of event 
elements. For example, for some natural disaster events, their subject is nature through 
querying upper event ontology. In general, subject like nature is default, which causes 
that the real subject can’t be obtained by complemented method of word distance in 
experiment 1. Event restrictions obtained from event ontology revise the results of 
experiment 1. For non-default elements, more suitable elements can be selected 
through element restrictions of event classes, which improves experimental effect. In 
selecting seed events, experimental results of the first part (with the highest confidence 
and in the first paragraph) are slightly better than the second part. The experiment 
results above show that event elements can be better identified by using event class 
relations and seed events in the first paragraph can achieve better experimental effect.  

6 Conclusion 

By construction of upper event ontology and event elements reasoning rules set, this 
paper proposed an event elements extraction method. This method reduces the de-
pendence on scale of rules and corpus; Experimental results show that this proposed 
method can effectively improve identification performance of event elements. But 
there still need some improvements: the current accuracy of automatic identification of 
event indicators and event elements can’t reach a more desired degree; the structure of 
event ontology affects the effect of identification; the reasoning rules need to be further 
improved. In our future research, event ontology will be enriched, including enriching 
and optimizing event types, restriction of event classes and reasoning rules of event 
elements. The event information identified can be used in text representation based on 
events, such as construction of text event networks. 
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Dubińska-Magiera, Magda II-297
Durmush, Ahmed II-388
Dutkiewicz, Justyna II-268
Dyk, Michał II-212, II-224
Dziedzic, Grzegorz I-273

Elamvazuthi, Irraivan II-13
ElGibreen, Hebah II-116

Faheem, Muhammad I-239
Felea, Victor I-159
Felea, Violeta I-159
Firoze, Adnan I-398
Fojcik, Marcin II-277
Fourer, Dominique I-13

Gaidamaka, Yuliya II-473
Gajewski, Mariusz II-463
Ganesan, Timothy II-13
Gao, Hongbiao I-593, I-634
Gavrilova, Marina L. II-92
Getta, Janusz R. I-139
Gonczarek, Adam I-377
Gotchev, Atanas II-388



Goto, Yuichi I-593, I-634
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Kozierkiewicz-Hetmańska, Adrianna I-46
Koziol, Wojciech I-87
Koziorowski, Dariusz M. II-268
Krawczyk, Bartosz I-484, I-503, I-526
Krawiec, Piotr II-463
Krejcar, Ondrej II-421
Król, Dariusz I-66
Kruczkowski, Michał II-193
Kryszkiewicz, Marzena II-135
Kuca, Kamil II-440
Kulbacka, Julita II-297
Kulbacki, Marek II-237, II-248

II-277, II-297, II-307
Kuwabara, Kazuhiro I-3

Lahor, Magdalena II-248
Lala, Divesh I-13
Lasota, Tadeusz I-472
Latoszek, Waldemar II-463
Le, Bac I-368
Le, Tuong I-368
Lee, Kwon-Hee II-569
Lee, O-Joun I-430
Lee, Yeuan-Kuen I-603
Lee, Yue-Shi I-603
Legowo, Nilo I-440
Letournel, Geoffrey I-13
Li, Yu II-128
Lin, Ching-Yi I-614
Lin, Min-Huei II-180
Lin, Mu-Hua II-149
Lin, Yuh-Chang II-170
Litvinchev, Igor II-540
Liu, Bin I-23
Liu, Feijing II-577
Liu, Wei II-577

588 Author Index



Lotte, Fabien I-13
Lumentut, Jonathan Samuel II-398
Luong, Ngoc Tu I-127

Machaj, Juraj II-430
Mai, Sinh Dinh I-387
Maleszka, Bernadetta I-107
Marczuk, Paulina I-472
Markowska-Kaczmar, Urszula I-418
Mashinchi, Reza II-421
Mateen, Abdul I-239
Mayadevi, N. II-549
Mercik, Jacek I-284
Michalczuk, Agnieszka II-317
Mielnik, Paweł II-277
Mohammad, Yasser I-13
Mongay Batalla, Jordi II-463
Mróz, Adam I-418
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