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Abstract. Data mining that discovers knowledge from large datasets is more 
and more popular in artificial intelligence. In recent years, the problem of min-
ing erasable patterns (EPs) has been proposed as an interesting variant of  
frequent pattern mining. There are many algorithms for solving effectively the 
problem of mining EPs. However, for very big datasets, the large number of 
EPs takes the large memory usage of the system, and then obstructs users’ using 
the system. Therefore, it is necessary to mine a condensed representation of 
EPs. In this paper, we present the erasable closed patterns (ECPs) concept and 
an effective algorithm for mining ECPs (MECP algorithm). The experimental 
results show that the number of ECPs is much less than that of EPs. Besides, 
the runtime of MECP is better than the naïve approach for mining ECPs.  
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1 Introduction 

Data mining is the process of discovering interesting patterns in large dataset. These 
patterns will be used as the knowledge in the some intelligent systems such as expert 
systems, recommendation systems etc. Many problems in data mining have attracted 
research attention such as association rule mining [1-2, 18-19] and classification  
[6, 13-14]. Pattern mining including frequent pattern mining [7, 11, 16-17, 20], fre-
quent closed pattern mining [15] etc. is an essential task in association rule mining. 
Recently, the problem of mining erasable patterns (EPs) [3-4, 5, 8-10, 12] proposed by 
Deng et al. [4] is an interesting variation of pattern mining. For details, a factory pro-
duces many products created from a number of items. Each product brings an income 
to the factory. A financial resource is required to buy and store all items. However, in a 
financial crisis situation, this factory has not enough money to purchase all necessary 
items as usual. This problem of mining erasable patterns is defined as the following: 
find the patterns which can best be erased so as to minimize the loss to factory’s gain. 
The managers can then utilize the knowledge of these erasable patterns to make a new 
production plan. Currently, there are many algorithms for solving this problem such as 
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META [4], MERIT [3] and MEI [8] algorithms. Deng et al. (2009) proposed META, 
an Apriori-based algorithm, to solve the problem of mining erasable patterns. Howev-
er, the execution time of META is slow because it uses a generate candidate approach 
which is a naïve strategy. MERIT [3] uses the concept of NC_Sets to reduce memory 
usage. Although the use of NC_Sets gives MERIT some advantages over META, there 
are still some disadvantages. First, the weight value of each node code (NC) is stored 
individually even though it can appear in many erasable patterns’ NC_Sets, leading to 
a lot of duplication. Second, it uses a strategy whereby pattern s ’s NC_Set is assumed 
to be a subset of pattern ’s NC_Set if . This leads to high memory consump-
tion and high run time when patterns are combined to create new nodes. MEI [8] uses 
the dPidset structure to quickly determine the information of erasable patterns. Alt-
hough mining time and memory usage are better than those of the above algorithms, 
MEI’s performance for mining erasable patterns can be improved.  

However, in the problem of mining EPs, the number of obtained EPs from these al-
gorithms is so large. Therefore, intelligent systems using EPs as knowledge will be 
difficult situation with the large number of EPs.  In reality, the set of erasable closed 
patterns (ECPs) can represent the set of EPs without losing information. This set does 
not have two or more EPs which have the same gain. They can be used to mine the non-
redundant rules without pruning the redundant rules. Therefore, this paper presents 
ECPs concept and proposes an effective algorithm (MECP algorithm) for mining ECPs. 

The rest of the paper is organized as follows. Section 2 presents basic concepts. 
The definition of ECPs and some theorems for fast mining ECPs are presented in 
Section 3. Section 4 introduces MECP algorithm for mining ECPs and an illustrated 
example of the MECP algorithm’s process. Experimental result is presented in section 
4 to show the effectiveness of MECP algorithm. The paper concluded in section 5. 

2 Basic Concepts 

2.1 Erasable Patterns 

Deng et al. [4] proposed the problem of erasable pattern mining as follows. Let  = 
{i1, i2,…, im} be a set of all items and DB is a product dataset. Each product presented 
in the form of Items, Val, where Items are the items to conduct this product and Val 
is the profit that the factory obtains by selling this product. Table 1 presents an exam-
ple dataset (DBE) which will be used throughout this article. 

Table 1. An example dataset (DBE) 

Product Items Val ($) 
 a, b 1,000 

 a, b, c 200 
 c, e 150 
 b, d, e, f 50 

 d, e 100 
 d, e, f, h 200 
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Definition 1. Given a threshold ξ and a product dataset DB. A pattern X is erasable if: 

 
 (1) 

where: 
-  ∑ . |   .     is gain of patterns X; 
- ∑ .   is total gain of the factory. 

Based on Definition 1, the problem of mining EPs is to find all EPs which have 
gain  less than T × ξ in dataset. 

 
Example 1. We have (e) = P3.Val + P4.Val + P5.Val + P6.Val = 150 + 50 + 100 + 
200 = 500 dollars and T = 1,700 dollars. With ξ = 30%, e is a EPs because (e) = 500 
≤ T × ξ = 510 dollars. 

2.2 dPidset Structure 

Le and Vo [8] proposed the dPidset structure for effectively mining erasable pattern 
as follows. 
 
Definition 2 (pidset). The pidset of a pattern X is denoted as follows: 

  (2) 

where A is an item in pattern X and p(A) is the set of product identifiers which in-
cludes A. 
 
Definition 3 (dPidset). The dPidset of pidsets  and , denoted as 

, is defined as follows: 

 \  (3) 

According to Definition 3, the dPidset of  and  is the product identi-
fiers which only exist on . 

 
Theorem 1. Let  and  be two patterns and  and  be the 
dPidsets of  and , respectively. The dPidset of  is computed as follows: 

 \  (4) 

 
Theorem 2. The gain of  is determined based on that of  as follows: 

 .  (5) 

where  is the gain of XA and Pk.Val is the gain of the product Pk. 
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Example 2. We have  = {3, 4, 5, 6} and  = {2, 3}, so (e) = 500 and (c) 
= 350. We have  = {2} so (ec) = (e) + ∑ .   = 500 + 200 = 
700 dollars. 

3 Erasable Closed Pattern Mining 

3.1 Erasable Closed Patterns 

Similar to the definition of frequent closed patterns [15], an erasable pattern is called 
an erasable closed pattern if none of its supersets has the same gain. For example, 
consider DBE with ξ = 30%, e and edfh are two erasable patterns because (e) = 

(edfh) = 500 ≤ 1700 × 30% = 510 dollars. However, e is not an erasable closed pat-
tern because edfh, one of its supersets, has the same gain as e. 

When combining two elements X and Y in the same equivalence class, the algo-
rithm will check their dPidsets. There are four cases as follows. If dP(XA) = dP(XB) 
then remove XB and replace XA by XA ∪ XB. If dP(XA) ⊂ dP(YB), the algorithm will 
replace XB by XA ∪ YB. Conversely, no element XA or XB can be removed. 

3.2 MECP Algorithm 

Using dPidset concept and its theorems for ECPs, we propose the MECP (Mining 
Erasable Closed Patterns) algorithm for mining ECPs in Fig. 1. 
  
Algorithm 1. MECP algorithm  

Input: product database DB and threshold ξ 
Output: , the set of all ECPs 
1 
 
 

2 
 

3 
 
 

1 
2 
3 
4 
5 
6 

7 
8 

9 
10 

Scan  to determine the total profit of  ( ), 
the index of gain ( ), and erasable 1-patterns with 
their pidsets ( ) 
Sort  by the length of their pidsets in decreasing 
order 
If  has more than one element, the algorithm will 
call Expand_E( ) 
 
Procedure Expand_E( ) 
For i  0 to | | do 
Begin for 
    
 For j  i+1 to | | do 
  dP(ECP) = dP( [j]) \ dP( [i]) 
  If ECP.val <= ξ × T then 
 If dP( [i]) = dP( [j]) then 

 [i] = [i] ∪ [j] 
 Update  
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18 
19 
20 

21 
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23 
24 

 
25 
26 

 
1 
2 
3 
4 
5 
6 
7 

 Remove [j] 
 j-- 
 Else if dP( [i]) ⊂ dP( [j]) then 

 [i] = [i] ∪ [j] 
 Update   
 Else 

 ECP = [i] ∪ [j] 
   ECP 
 End for 
 If Check_Closed_Property( [i]) == true then 
   [i] 
 Add [i] to Hashtable with [i].val as a key 
 If | | > 1 then 
 Sort  by the length of their dPidsets in de-

creasing order 
 Expand_E( ) 
End for 
 
Function Check_Closed_Property(EI) 

Let ECPs ← Hashtable[EI.val] 
If ECPs is not null then 
 For each ECP in ECPs do 
 If EI ⊂ ECP then 
 Return false 
Return true 

Fig. 1. MECP algorithm 

4 Experimental Results 

All experiments presented in this section were performed on a laptop with an Intel 
Core i3-3110M 2.4-GHz CPU and 4 GB of RAM. MEI and MECP algorithms were 
coded in C# and .Net Framework Version 4.5.50709.  

The experiments are conducted on Chess, Mushroom and Connect datasets1. To 
make these datasets look like product datasets, a column was added to store the profit 
of products. To generate values for this column, a function denoted by N(100, 50), for 
which the mean value is 100 and the variance is 50, was created. The features of these 
datasets are shown in Table 2.  

 
 
 
 
 

                                                           
1 Downloaded from http://fimi.cs.helsinki.fi/data/ 
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Table 2. Features of datasets used in experiments 

Dataset2 # of Products # of Items 
Chess 3,196 76 
Mushroom 8,124 120 
Connect 67,557 130 

4.1 The Number of ECPs and EPs 

Table 3 shows the number of ECPs and EPs on Chess, Mushroom and Connect da-
tasets. The number of ECPs is clearly smaller than that of EPs. Therefore, the required 
resource in the intelligent systems is also reduced which make these systems better. 
 

Table 3. The number of ECPs and EPs on experimental datasets 

Dataset Threshold ξ (%) Number of EPs Number of ECPs  

Chess 

10 665 523 
15 3,083 2,082 
20 10,913 6,260 
25 30,815 15,637 

Mushroom 

0.75 1,830 209 
1.0 8,368 549 
1.25 24,537 1,262 
1.5 63,033 2,716 

Connect 

0.75 1,677 1,644 
1.0 5,185 4,892 
1.25 13,625 12,220 
1.5 30,540 25,817 

4.2 The Runtime 

Currently, the problem of mining ECPs is unsolved. To evaluate MECP algorithm, we 
conduct a naïve approach which mines all EPs and then finds ECPs from the obtained 
EPs. This section reports the mining time of MECP algorithm and the naïve approach 
which show in Figs. 2-4. The experimental results show that the mining time of 
MECP algorithm outperforms the naïve approach. 

                                                           
2 These datasets are available at http://sdrv.ms/14eshVm 
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Fig. 2. The mining time of MECP and the naïve approach on Chess dataset 

 

Fig. 3. The mining time of MECP and the naïve approach on Mushroom dataset 

 

Fig. 4. The mining time of MECP and the naïve approach on Connect dataset 

0

0.5

1

1.5

2

2.5

3

3.5

10 15 20 25

MECP

The naïve 
approach

Th
e 

m
in

in
g 

tim
e 

(s
)

ξ

0

1

2

3

4

5

6

7

8

0.75 1 1.25 1.5

MECP

The naïve 
approach

Th
e 

m
in

in
g 

tim
e 

(s
)

ξ

0

1

2

3

4

5

6

7

8

0.75 1 1.25 1.5

MECP

The naïve 
approach

Th
e 

m
in

in
g

tim
e 

(s
)

ξ



 Discovering Erasable Closed Patterns 375 

5 Conclusion and Future Work 

Erasable pattern mining is an interesting problem is introduced in 2009. Up to now, 
there are many algorithms for solving effectively this problem such as META, 
MERIT, dMERIT+ and MEI. However, a small number of EPs is used in intelligent 
systems. Therefore, there is necessary to remove redundant EPs. In this paper, we 
present the erasable closed patterns (ECPs) concept and MECP for mining ECPs. The 
experiment was conducted to compare the numbers of patterns and the mining time. 
The results show that the number of ECPs is much smaller than the number of EPs 
and the mining time of ECPs is better than the naïve approach.  

In future work, some issues related to EPs will be studied, such as mining EPs 
from huge datasets, mining top-rank-k EPs, mining maximal EPs, and mining EPs 
from incremental datasets.  
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