
Springer Series on Fluorescence 15 
Series Editor: Martin Hof

Advanced  
Photon  
Counting

Peter Kapusta
Michael Wahl
Rainer Erdmann Editors

Applications, Methods, Instrumentation



15

Springer Series on Fluorescence
Methods and Applications

Series Editor: Martin Hof



Springer Series on Fluorescence

Series Editor: Martin Hof

Recently Published and Forthcoming Volumes

Advanced Photon Counting

Volume Editors: Peter Kapusta,

Michael Wahl and Rainer Erdmann

Vol. 15, 2015

Far-Field Optical Nanoscopy

Volume Editors: Philip Tinnefeld, Christian

Eggeling and Stefan W. Hell

Vol. 14, 2015

Fluorescent Methods to Study Biological

Membranes

Volume Editors: Y. Mély and G. Duportail
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Aims and Scope

Fluorescence spectroscopy, fluorescence imaging and fluorescent probes are indis-

pensible tools in numerous fields of modern medicine and science, including

molecular biology, biophysics, biochemistry, clinical diagnosis and analytical and

environmental chemistry. Applications stretch from spectroscopy and sensor tech-

nology to microscopy and imaging, to single molecule detection, to the develop-

ment of novel fluorescent probes, and to proteomics and genomics. The Springer
Series on Fluorescence aims at publishing state-of-the-art articles that can serve as

invaluable tools for both practitioners and researchers being active in this highly

interdisciplinary field. The carefully edited collection of papers in each volume will

give continuous inspiration for new research and will point to exciting new trends.
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Preface

Get her excited red or green;

let it depend on what she’s keen.

Quite soon quite radiant she will be seen;

in colours true of her she’ll gleam,

but mind the nanoseconds in between.

For they might tell which way to lean:

perhaps she’s other than you had foreseen.

Although, be patient when you try this scheme;

a single flash that lights the scene

is not enough to get her theme.

In fact, her moods are so extreme

that truly random she might seem.

And yet, if patiently you sift her stream

a pattern of true beauty can be seen.

So sum your count and be serene.

In 1926 the physicist Frithiof Wolfers and the chemist Gilbert N. Lewis coined the

name photon for the quantum of light discovered about 20 years earlier. Even if it

may look a little superficial at first glance, let us note the involvement of chemists

here and elsewhere in the evolution of quantum physics. Indeed, the overwhelming

success of quantum mechanics as a modern scientific theory is rooted not so much

in pure physics but in its inescapably convincing explanatory power for virtually all

aspects of physical chemistry and material science. Modelling atoms and molecules

as quantum mechanical systems undergoing transitions between quantum states,

some of them involving photon absorption and emission, was the key to under-

standing and eventually even exploiting virtually all previously mysterious spec-

troscopic effects. In this sense it is not a surprise that the methods addressed in this

volume are now used more often in chemistry and related fields than in pure

physics. In fact, spectroscopic methods have become indispensible in biochemistry

because light as a probe, suitably applied, can be used in living cells without any

damage to the specimen and without unduly spoiling the functions or processes

vii



under investigation. Even though classic spectroscopy does not require working

with single photons, it turns out very useful that it can be done so. This is the case

when there are only very few molecules involved in the processes of interest, in

particular in the vital processes explored by molecular biology. Even more interest-

ing than classic spectroscopy is the scenario where yet another quantum mechanical

property is used: the lifetime of the excited state. It turns out that the average time a

molecule spends in this state is so specific to that molecule and its environment that

it can be used as a fingerprint of the molecule in addition to its spectrum and/or as a

probe for certain environment parameters. Even though the lifetime of an individual

excited state is completely unpredictable according to quantum mechanics, the

average lifetime is both measurable and meaningful. In practice it can be observed

as the duration of luminescence from an ensemble of molecules excited by a short

flash of light. Going by the observed phenomenon one speaks of fluorescence or

phosphorescence lifetime measurements. In that case the necessary averaging of the

individual excited state lifetimes is achieved implicitly because of the simultaneous

observation of photons from the entire ensemble. The other interesting scenario is

that of averaging the excited state lifetime across multiple cycles of excitation and

photon emission observed on just one molecule. Indeed, by virtue of ergodicity, this

kind of measurement gives the same results as the ensemble measurement. In this

case time-correlated single photon counting (TCSPC) is the method of choice. It

allows luminescence lifetime measurements on single molecules and other isolated

quantum systems. Combining spectral information and, e.g., fluorescence lifetime

one can use this refined “finger print” of the molecules of interest to identify them

even in the presence of significant background. It was largely this idea, combined

with confocal detection, which finally led to the incredible achievements in single

molecule detection, single molecule spectroscopy, and even microscopy by means

of TCSPC. Powerful methods such as the exploitation of Förster resonant energy

transfer (FRET) as a molecular ruler became routine tools for the investigation of

protein folding and interaction when they were made accessible for single mole-

cules along this way.

However, TCSPC is not only useful with single molecules. As we will show in

the first chapters of the present volume, it also helps to achieve better time resolu-

tion with typical detectors, even in ensemble measurements. These technology

related chapters will cover the state of the art of current hardware, hopefully also

convincing the reader that despite the inherent statistical nature of the measure-

ment, modern users can rely on incredibly fast instruments and must not be as

patient as our little old-fashioned opening poem might suggest. Indeed it is mostly

the memory of “oldfashioned” instrumentation that left the impression of slowness

attached to TCSPC. This may be illustrated by personal memories held probably

not only by the editors: “I recall with nostalgia the long nights spent alone in a

dimmed basement lab waiting for collection of at least 1000 counts in the peak by

our beautiful TCSPC monster powered by a 45 kHz flashlamp.” This is the past.

Meanwhile things have changed dramatically, not only because of faster TCSPC

electronics but very much also because of faster (and easier to use) lasers, to which

a chapter in its own will be dedicated. The remainder of the chapters are covering a
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rich eclectic mixture of application topics as well as methodology in experiment

and data analysis. Despite of the importance of life science applications we tried to

embrace a much wider scope, including, e.g., defect centers in diamond as single

photon sources and quantum sensors, as well as optical tomography and super

resolution microscopy. Similarly, on the methodology and instrumentation side, we

aimed to show the interesting new options arising from the combination of appar-

ently distinct methods such as classic TCSPC and fluorescence lifetime with

methods based on intensity fluctuation. Together with the authors, to whom we

express our gratitude here, we hope to provide a volume of both an immediate value

as a current overview of the field and some longer term value as a collection of

reference texts.

Prague, Czech Republic Peter Kapusta

Berlin, Germany Michael Wahl

Rainer Erdmann
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Modern TCSPC Electronics:

Principles and Acquisition Modes

Michael Wahl

Abstract Time-correlated single-photon counting (TCSPC) is an extraordinarily

versatile and sensitive technique. While it was initially used almost only to measure

excited state lifetimes, it can today be used much more flexibly, embracing and

combining experimental methods that in the past required separate instrumentation.

This has become possible by time-tagged event recording and modern time mea-

surement circuitry. This chapter shows how such technologies operate with regard

to electronics, data processing, and applications. Some implementation details will

be exemplified by state-of-the-art TCSPC instruments and a recent software pack-

age for TCSPC data acquisition and analysis.

Keywords Coincidence correlation � Picosecond timing � Single-photon counting �
TCSPC � TDC � Time tagging
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1 Introduction: Fundamentals and History of TCSPC

Time-correlated single-photon counting is an extraordinarily capable and versatile

optical measurement technique. By design and definition it uses only single quanta

of light and provides information on the temporal structure of such light. It therefore

matches the requirements of applications where the light emission of interest is

very weak.

Historically the method was first conceived in nuclear physics [1] and then for a

long time primarily used to analyze the light emitted as fluorescence during the

relaxation of molecules from an optically excited state to a lower energy state [2]. In

simple cases this process can be described by just one value: the “fluorescence

lifetime,” which characterizes the average lifetime of the excited state. The chem-

ical composition, environment, and molecular interaction of the emitter lead to

changes of the fluorescence lifetime, which thereby becomes a valuable key to the

understanding of important processes at the molecular level of biology and

medicine [3].

In order to appreciate the merits of TCSPC, it is very insightful to briefly consider

the straightforward alternative of a simple transient recording of the optical flux, for

instance, by means of a photodiode and an oscilloscope. By way of the photoelectric

effect, the photodiode outputs an electrical current proportional to the incident optical

flux. Provided there is a temporal structure in the optical flux, the same temporal

structure would (in principle) be observable on the oscilloscope screen.

There are two fundamental limitations to this approach. The first and obvious

limitation was already touched upon: when the light levels are low, the quantum

nature of light itself will invalidate the concept of optical flux as a continuously

measurable quantity. Suppose the light under investigation originated from a single

molecule undergoing a radiative transition from an excited state to a lower energy

state. By virtue of quantum mechanical indeterminism, there would be a photon

emitted at some point in time, but a meaningful interpretation of the photon flux

over time within one cycle of excitation and emission would not be possible. The

output of the photodiode (if it were actually sensitive enough to respond to single

photons) would at best be some small blip at the moment of emission and would not

tangibly reflect the temporal structure sought after.

Nevertheless, it is very well possible to perform fluorescence lifetime measure-

ments with analog transient recording if the experiment can be performed with

many molecules simultaneously. This typically involves using solutions containing

many of the target molecules and their simultaneous excitation by a sufficiently

strong light pulse. The many photons subsequently emitted will cause a meaningful

optical flux that can be recorded as a function of time. The result for typical

fluorescent dyes is an exponential drop over time, characterized by the fluorescence

lifetime of that species under the present conditions.

However, there are more issues with analog transient recording. It is well known

that both the photodiode (or any other analog optical receiver) and the oscilloscope

(or any other comparable transient recorder) have a limited bandwidth and a limited
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dynamic range. The upper limit of frequency content such devices can faithfully

carry through is typically on the order of some GHz. Translating this to the time

domain means that rapid changes on the order of sub-nanoseconds can no longer be

faithfully recorded. Considering that many fluorescent molecules of practical inter-

est have fluorescence decay times on the order of less than a nanosecond, analog

recording would be very limiting.

All these issues can be resolved with TCSPC as follows. First of all, a detector

with single-photon sensitivity must be used (see chapter by Bülter [4] and Buller and

Collins [5]). If in the particular experiment there is no inherent limitation due to the

number of simultaneous emitters, one deliberately attenuates the light so that the

detector is unlikely to receive more than one photon at a time. Then, as opposed to

single-shot transient recording, in TCSPC the measurement is conducted over many

cycles of excitation and emission. In each cycle the time between excitation and

emission is measured and the measurements are collected in a histogram [2]. Figure 1

shows the timing scheme and the basic idea of histogramming time differences. By

virtue of ergodicity (which can normally be assumed), the histogram of time differ-

ences shows exactly the temporal structure of the fluorescence intensity decay that is

obtained in the analog case.

Of course it requires a sufficient number of repetitions to fill the histogram to an

extent where the error due to counting statistics becomes negligible. Since the data

is acquired just by counting and the number of repetitions can be chosen very large,

the dynamic range can be made much larger than in analog recording. Even though

the bottom end may be limited by noise (stray light, detector dark counts), it is still

possible to achieve a dynamic range as high as 106 with TCSPC.

Now, having solved the issues of low light intensity and dynamic range, how

does TCSPC solve the issue of detector bandwidth? It may be too bold to claim a

complete solution to this issue, but TCSPC does indeed improve the temporal

resolution limit imposed by the detector by typically an order of magnitude. This

is because in TCSPC, the temporal profile is not extracted directly from the

electrical output signal of the detector; instead, the detector only needs to trigger

electronic timing circuits. This requires that the output pulses of the detector have a

timing-reliable leading edge and sufficient steepness, but it does not require a

certain response width. For virtually all types of detectors, it is easier to achieve

this leading edge timing-reliability than achieving a corresponding bandwidth in

Fig. 1 Basic principle of TCSPC: histogramming of start–stop time differences. Actual timing

figures are for example only
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analog mode [2, 3, 6]. The technical term used to describe this timing-reliability is

the so-called transit time spread. This term is mostly used in the data sheets of

photomultiplier tubes (PMT), but the more general terms “timing uncertainty” or

“jitter” describe the same phenomenon and can be used for similar types of random

timing error introduced by other system components.

One specific issue that arises with some types of detectors, notably PMTs, in

single-photon detection mode is that of fluctuating pulse heights. Due to the quantum

physical nature of the amplification process in such a device, there can be variations

in pulse amplitude (see Bülter [4]). If the timing electronics were triggered just by

putting the detector pulses through a voltage comparator, this fluctuation in amplitude

would result in a timing error. This is commonly solved by means of a constant

fraction discriminator (CFD), which at the same time helps to suppress dark counts

originating mostly from thermal effects in the detector [2, 3, 6].

Obviously the time measurement must meet the same requirements of resolution

and reliability as the detector. In the 1960s/1970s when TCSPC was beginning to

become common practice in fluorescence lifetime measurements, it was not very

easy to perform sub-nanosecond timing [2]. The solution at the time was still the

so-called time-to-amplitude converter (TAC) invented in the 1940s for the mea-

surement of muon lifetimes [7]. A TAC basically consists of a small capacitor that

is charged with a constant current, thereby creating a linearly rising voltage ramp.

By starting the charge integration at the moment of excitation and stopping it at the

moment of photon detection, a voltage that is proportional to the elapsed time is

obtained. The TAC is followed by an analog-to-digital converter (ADC), which

converts this voltage to a digital number that assigns the photon count to a

corresponding histogram bin. Effectively the TAC and ADC represent a high-

resolution stopwatch, which is exactly what classic TCSPC for fluorescence life-

time measurements requires.

Although the combination of a TAC and anADCmeets the requirements for short

fluorescence lifetime measurements, it has some limitations that lead to inconve-

nience, if not even undesirable artifacts in the measurement results. A first limitation

is the very principle of a stopwatch. It must always be used in the prescribed order:

start first, then stop. In other words, negative times cannot be measured. While this

may sound academic, there is a real-world consequence related to this issue. It stems

from the fact that TAC and ADC require a certain time to complete a present

measurement before they can handle a new run. This constitutes a serious problem

when the excitation period is shorter than this dead time of TAC and ADC. With

typical modern laser sources, this is mostly the case. At the same time, due to

Poisson statistics, one must work with photon rates as low as 1 % of the excitation

frequency in order to maintain a reasonable likelihood of receiving only single

photons [2, 3, 6]. What follows is that the TAC would permanently start measure-

ments that never complete, because there is no photon in the present cycle. However,

as dead time exists even in that case, the next start pulse would be missed. This

problem is commonly solved by operating the TAC in reverse start–stop mode, i.e.,

it is started upon a photon event and stopped on the next laser pulse [2, 6]. By means

of cable delay in the detector signal path, one can also stop on the laser pulse that
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caused the photon event. While this works reasonably well, it still constitutes an

inconvenience in experiment and data handling.

A further limitation of a TAC arises from the temperature dependence of the

voltage ramp, leading to the need for temperature control or frequent re-calibration.

Another issue is the limited range of the ADC resulting in a limited time range of the

stopwatch. In order to cover longer spans, the charge current or the capacitor must be

changed. Even when accomplished through software, the need for such adjustments

is often unpleasant, especially during the initial setup of an experiment, when the

required range and offset are not yet known. Another issue of TAC-/ADC-based

TCSPC is the differential nonlinearity (DNL) in the voltage ramp and in the ADC.

The DNL becomes particularly pronounced when one tries to make everything fast,

usually in an attempt to shorten the dead time. Effectively such nonlinearities lead to

nonuniformity of histogram bin widths and consequently to distortions of the

recorded decay shapes. This may average out when long decays are observed, but

it severely spoils attempts at resolving multi-exponential decays with very short

lifetimes. There are technical solutions to such issues based on “dithering,” i.e.,

injecting small voltage shifts on the analog side and subsequent subtraction in the

digital domain, thereby averaging out the nonlinearities [6]. However, such solutions

go along with an additional reduction of the usable range of the ADC and an increase

in timing jitter.

In the next section technical alternatives to picosecond time measurement with

TAC and ADC will be demonstrated.

2 Modern Time Measurement Circuits

Precise time measurement is a frequent requirement in science and technology.

Classic areas of scientific application are nuclear physics, astronomy, and geodesy.

Applications in time-resolved fluorescence spectroscopy became particularly

important in the context of the life sciences. In technology and industrial metrology,

the key applications are in dynamic testing of integrated circuits and high-speed

optical components for data storage and fiber optic telecommunication. Further

applications of picosecond timing are found in laser ranging and depth imaging.

The most common application requirement is a repeated time difference measure-

ment in the sense of the stopwatch introduced in the previous section. The difficulty

lies in the requirement of picosecond resolution. Even though modern digital circuits

can operate at very high clock speeds, as high as some tens of GHz, they are not yet

fast enough to directly count picoseconds (1/1 ps¼ 1 THz). Nevertheless, high-speed

digital circuits are the means of choice for modern time measurement circuits,

typically called time-to-digital converters (TDCs). This is mainly for three reasons:

(1) the option to use crystal clocks, thereby eliminating calibration issues; (2) the

option to obtain and process digital results directly; and (3) compatibility with

modern production processes for cost-efficient monolithic integration.
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There are many variants of TDC implementations, and the literature is vast.

Some good reviews exist and may serve as a starting point for further reading

[8–10]. The simplest solution for a TDC is a digital counter running at the speed of a

fast crystal locked clock. Suitable counter implementations in fast semiconductor

technologies such as SiGe can in principle be operated at clock rates as high as

40 GHz, thereby directly providing time resolutions of 25 ps. However, additional

difficulties arise from small systematic timing errors on individual bits of the

counter or the clock. This leads to differential nonlinearity with its detrimental

effects as outlined earlier. It is therefore important to implement the TDC in such a

way that the individual tick periods can be tuned to precisely equal duration. At the

same time it is worth considering the power consumption of such a circuit. SiGe

logic running at maximum clock speeds is quite power consuming. This leads to

limitations in integration density due to thermal load. Power consumption can be

limited by using lower clock speeds (down to 1 mW per gate at 20 GHz for typical

current SiGe designs), obviously compromising time resolution. However, there is

a solution that simultaneously solves these issues and even allows the time resolu-

tion to be increased beyond the clock period.

The solution is to operate the counter only at a moderate clock speed and to

subdivide each clock period by some means of fine counting or interpolation. A

direct digital way of subdividing the coarse clock periods is by means of tapped

delay lines (Fig. 2).

For very high-resolution TDCs, the delay elements can consist just of regular

metal interconnects appropriately designed into the layout of the integrated circuit.

The issue of DNL due to nonuniform time steps can be solved by making the delay

elements tunable. This is commonly achieved by making them active elements

whose supply voltage is variable. A one-time calibration can then be used to

minimize the DNL. In order to maintain appropriate delay not only within the

individual steps but also in relation to the overall clock and in the presence of

temperature changes, it is advantageous to incorporate the entire delay chain in a

delay-locked loop (DLL) that controls the overall supply voltage of the delay

elements. This is similar to the more widely known concept of a phase-locked

loop (PLL).

Deciding for active delay elements is of course a decision that ties the achievable

time resolution to the capabilities of the chosen semiconductor technology.

Fig. 2 Example of a tapped delay line circuit for high-resolution TDCs

6 M. Wahl



Fortunately, modern high-speed semiconductor technologies permit very short gate

delays. SiGe gates with a propagation delay down to 2 ps have been reported

[11]. In practical circuit designs values down to 4 ps are possible, but cost and

availability may impose further restrictions so that gate delays of 10. 20 ps are still

found in practice. In order to leave some headroom for delay tuning and production

tolerances, the TDC is typically designed for a lower target resolution, e.g., 25 ps

[12]. Such a TDC does not provide as high a resolution as can be obtained with a

TAC, but it has important benefits such as crystal stability, direct and high-speed

digital interfacing, virtually unlimited time range, very low DNL, and a very short

dead time. Given that the detector’s resolution is usually more limiting, this

trade-off is very reasonable in many cases.

If a TDC with even higher resolution is required, it is currently still necessary to

revert to analog interpolation techniques. There are many such techniques, but the

core concept is very similar to that of a TAC. For instance, one can sample a voltage

that changes linearly within the clock period. While linear voltage changes are easy

to deal with on the data processing side, they can be difficult to create and sample

without introducing DNL. An alternative is sinusoidal voltages (synchronous with

the clock), which can be made spectrally pure, so that the DNL can be kept very

small. Of course the inherent nonlinearity must then be corrected with more

involved data processing. In any case, TDCs with analog interpolation can provide

resolutions down to a picosecond while maintaining some key benefits of a TDC,

namely, crystal stability, unlimited time span, and multi-stop capability.

It is the crystal locking and the unlimited time span of TDCs, together with their

easily achievable multi-stop and multichannel capability, that permit an entirely

different approach to TCSPC, namely, abandoning the simple stopwatch concept.

In the next section we explore some applications where this is of tremendous benefit.

3 Applications Beyond Fluorescence Lifetime

Classic TCSPC basically collects photon arrival times, but with an immediate data

reduction to one figure of interest: the delay between excitation and emission. It is

then interesting to note that there are several other experimental methods involving

photon arrival time measurements such as fluorescence correlation spectroscopy

(FCS) and dynamic light scattering (DLS). Both are photon correlation techniques

providing information about mobility, size, shape, and flexibility of small particles

as well as offering insight to the interactions between the particles and their

environments. For FCS it is fair to say that it is at least equally as important in

the life sciences as fluorescence lifetime spectroscopy as it facilitates (among other

things) extremely sensitive binding assays using minute amounts of material

[13, 14]. The basic concept is to observe a small confocal volume containing

diffusing molecules and to perform an autocorrelation on the trace of photon

density over time. The autocorrelation curve provides information on mobility
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(thereby on size and binding) as well as (under controlled volume conditions)

information on concentration (see Dertinger and Rüttinger [15]).

Even though for standard FCS the photon arrival times need not be measured at

the same high resolution as in fluorescence lifetime measurements, it is clear that a

unified instrument could be used for both methods if the raw photon arrival timing

was fully available for further processing. Indeed it is common practice to perform

FCS and DLS with hardware correlators that also implicitly carry out an early data

reduction.While in the past there was good reason to opt for such early data reduction

(usually regarding hardware performance), it is now very well possible to try and be

much more general. As it turns out, not only can the cost of separate instruments be

saved, but combinations of classical TCSPC and FCS can be implemented that open

up powerful new dimensions of sensitive detection and analysis.

One of the most impressive results of such a combination of classical TCSPC

and FCS is fluorescence lifetime correlation spectroscopy (FLCS). The term was

coined several years after the original paper which called the method “time-

resolved fluorescence correlation spectroscopy” [16]. At first glance FLCS could

be described as a means of filtering photon events by fluorescence lifetime of the

decay that produced them. This allows different molecular species to be separated

in one single FCS experiment with one single laser and one detector, provided they

differ in fluorescence lifetime. This is of extraordinary value as it turns out to be

experimentally difficult to obtain the same result by means of differences in

excitation/emission wavelength. However, in order to appreciate FLCS fully, it is

better to look at its mathematical foundation more closely (see Böhmer et al. [16]

and Dertinger and Rüttinger [15]). It can then be seen that the “filtering” is more

correctly to be understood as a weighting that lets a given photon contribute more or

less to the correlation function according to predetermined lifetime-dependent

orthogonal weight vectors. This more general explanation makes it easier to see

why FLCS can not only distinguish different molecular species but also species

from background and detector afterpulsing [17].

Recently a further generalization of the FLCS principle was proposed by the

group of Seidel and termed filtered FCS (fFCS) [18, 19]. It combines the statistical

filtering approach developed originally in FLCS with multiparameter fluorescence

detection [20].

Further very powerful methods derived from FLCS by Tahara and coworkers

termed lifetime-weighted FCS [21] and 2D FLCS [22] are presented in full detail in

the chapter by Ishii et al. [23].

While much of this book is focused on the applications of TCSPC for the life

sciences, it should not be ignored that the foundation of everything covered here is

after all quantum physics. In basic quantum physics research, there are numerous other

applications that versatile TCSPC electronics can (and should) target just as well.

The most important technique in this realm is coincidence correlation. For

instance, when an experiment is conducted to determine if the observed system

actually is a single quantum system, then it is typically done by coincidence

correlation of photons received from that system by two separate detectors

(see chapter Grußmayer and Herten [24]). If there is really only one single quantum
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emitter, then the two detectors should never receive photons at the same time. This

applies to single molecules in the life sciences as much as it does to single defect

centers in diamonds or single quantum dots. In their simplest form such coincidence

correlations can be performed by the classical stopwatch type of TCSPC electron-

ics. However, as the stopwatch concept can always only relate two immediately

successive photons, this provides only an approximation of the true correlation

function that would consider all photons.
Similarly, modern quantum physics research is aimed at hot and advanced topics

such as quantum communication, quantum teleportation, and quantum computing,

where capturing coincidences frequently involves more than two detectors. In

addition, further trigger conditions often need to be captured for heralded photon

events or synchronization in quantum communication.

It is time-tagged TCSPC with its removal of early data reduction that enables

powerful techniques for the life sciences, such as FLCS, as well as the most versatile

approaches for coincidence correlation as required in fundamental quantum physics.

The next section is aimed at concepts and hardware designs for time-tagged TCSPC.

4 Time-Tagged TCSPC

Supposing for a moment that a perfect instrument could be designed that captures

and maintains all photon timing information required to perform the various

methods from fluorescence lifetime measurement, FCS, and all their possible

combinations like FLCS, as well as generalized coincidence correlation, what

would it have to look like?

It must be considered that such a device would need picosecond resolution in

order to capture the fluorescence lifetime as in classic TCSPC. It must also capture

intensity variations over time at lower resolution (typically microseconds) in order

to perform FCS. The latter forbids classical histogramming unless sequences of

many histograms are formed, each with microsecond collection time. This would

lead to huge amounts of data and would still not permit photon-by-photon calcu-

lations as required for FLCS or full-blown coincidence correlation.

The most general answer to these requirements is a form of data collection called

“time tagging” or “list mode” which has been around for quite some time in high

energy physics. The resulting raw data is a list of detected photon arrival times on

which subsequently any kind of analysis can be performed in order to implement

the various analytical methods.

For a perfect instrument we go one step further and include in the list of captured

events also the moments of laser excitation (sync events) in order to implement

classic TCSPC lifetime measurements. Furthermore, the perfect instrument should

provide inputs for more than one detector so that multiple picosecond coincidence

correlations and FCS cross-correlations can be performed. The time tags or “time

stamps” for all of the recorded input events are derived from a common clock,

which now would be like a “picosecond wall clock” instead of a stopwatch. The list
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of event times would be streamed continuously into a sufficiently fast host com-

puter where the analysis of interest can then be carried out. This could even be done

in real time in order to facilitate immediate visualization and experiment control. At

the same time the raw data can be stored so that further analysis can be performed

any time later. Figure 3 shows a conceptual sketch of the proposed “perfect” time-

tagging TCSPC instrument.

Once stopwatches (and in particular the TAC) are no longer involved, one more

inconvenience very well known to experimenters can be discarded: the necessity to

change cable delays or optical path lengths in order to shift the time differences of

interest into the narrow time window of conventional data acquisition. As all time

differences obtained from the clock readings in Fig. 3 can now be obtained by plain

arithmetics from the raw data, it is straightforward to introduce any arbitrary offset

in that calculation, thereby replacing cable delays. The beauty of this concept is that

these offsets can be positive as well as negative. Indeed, when using the acquisition

scheme of Fig. 3, it is no longer forbidden to calculate (and so effectively measure)

even negative time differences.

The only reason why the “perfect instrument” was kept somewhat hypothetical up

to this point is that there are some constraints to what can be done with real-world

hardware. Of course we use TDCs to realize the instrument. By virtue of high

resolution, crystal clock, and inherent multi-stop capability, they nicely meet a

large part of the requirements established above. The requirement of handling

multiple input channels can be met by building a truly multichannel TDC

(one clock plus counter and multiple readout registers) or by running multiple

single-channel TDCs from a common clock. The common clock is essential because

only then the individual timing records are meaningfully related in subsequent cross-

channel data analysis.

Fig. 3 Concept sketch of an idealized time-tagging TCSPC instrument
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The real-world limitations come into play with dead time. When striving for

high resolution of, e.g., 1 ps, we must currently accept a TDC dead time of 80 ns,

and for 25 ps resolution, we have about 25 ns dead time [12, 25]. However, this

limitation is not really only one of the TCSPC electronics. Even if there were no

TDC dead time, all real-world photon detectors would also impose a dead time.

Even the fastest detector would not be able to produce an electrical output signal

where the voltage or current rise and fall infinitely fast between individual events.

Fortunately it can be arranged that this is of little impact in relevant applications. By

providing strictly independent TDC input channels for all detectors, we can ensure

that dead time never acts across channels. Cross-correlations can therefore be done

without any limitations all the way down to zero lag time. This is fundamentally

different from TCSPC with detector multiplexing [6, 26], where individual chan-

nels can blind each other due to shared dead time.

While the conceptual sketch shown in Fig. 3 actually works well for coincidence

correlation and FCS, dead time is also an issue when sync signals from fast lasers

(some tens of MHz) must be handled. At a (quite common) laser rate of 80 MHz,

sync pulses would arrive separated in time by only 12.5 ns. Clearly, with a dead

time of 25 or 80 ns, these events would not be continuously captured.

Given that the instrument strives to cover different subsets of applications, each

with their own special requirements, it is reasonable to implement different modes

of operation. This is quite feasible in practice since much of the functionality of

advanced TCSPC instruments is implemented with field-programmable gate arrays

(FPGA). This allows reconfiguration at run time at virtually no extra cost.

The first category of applications which needs to be covered is those using only

photon detectors and no sync pulses from a laser, i.e., coincidence correlation and

FCS. In this case there are no dead time issues, and the instrument can be operated

close to the sketch shown in Fig. 3. This mode of operation is called T2 mode.1 In

the following some implementation details for this mode of operation shall be

examined using a recent instrument as an example [25].

The HydraHarp 400 multichannel TCSPC system uses multiple synchronized

TDCs providing a resolution of 1ps with a dead time of 80 ns. This permits a

theoretical throughput of 1/80 ns¼ 12.5 Mcps per channel. In T2 mode all timing

inputs of the device are functionally identical. There is no dedication of any input

channel to a sync signal from a laser. All inputs can be used to connect photon

detectors. The events from all channels are recorded independently and treated

equally. In each case an event record is generated that holds information about the

channel where it came from and the arrival time of the event with respect to the

overall measurement start. The timing is recorded with the highest resolution the

hardware supports (1 ps). Each T2 mode event record consists of 32 bits. This

number may appear somewhat arbitrary, but it is the best choice given that modern

computers operate efficiently with 32 bit data and bus throughput is limited. In the

1 This naming convention appears a little arbitrary because it has evolved historically. See the

related footnote on T3 mode for the original historical meaning.
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case of the HydraHarp 400, we use 6 bits for the channel number and 25 bits for the

time tag. Obviously, this limited number of time tag bits can cover only a limited

time span. However, if the time tag overflows, a special overflow record is inserted

in the data stream, so that upon processing of the data stream, a theoretically infinite

time span can be covered at full resolution. This concept may be understood like the

combination of a clock and a calendar. Even though the clock has an “overrun”

every 24 h, we can use it together with a calendar to calculate time spans of any

duration, way beyond 24 h.

The event records produced by the TDCs are queued in a FIFO (first in, first out)

buffer in the TCSPC hardware, capable of holding up to two million event records.

Such a FIFO buffer may be regarded as a “queue” like a waiting line where new

customers arrive at largely unpredictable times. The objective is to “serve” them in

their original order of arrival and to make sure none gets dropped. The FIFO buffer

input is therefore designed to be fast enough to accept records at the full speed of

the TDCs. Consequently, even during an intense burst of photons, no events will be

dropped in processing. The FIFO buffer output is continuously read by the host PC,

thereby making room for freshly arriving events. Even if the average read rate of the

host PC is limited, bursts with much higher rates can be recorded for some time.

Only if the average input rate over a long period of time exceeds the readout speed

of the PC a FIFO buffer overrun can occur. In case of a FIFO buffer overrun, the

measurement must be aborted because data integrity cannot be maintained. How-

ever, due to the high bandwidth of USB 3.0, a sustained average count rate of

40 Mcps is possible on a modern PC. This is an enormous progress over the first

time-tagging TCSPC electronics of the 1990s where sustained throughput was

typically less than 1 Mcps.

For maximum throughput, T2 mode data streams are normally written directly to

disk, without preview other than count rate and progress display. However, as we

will show in Sect. 6, it is also possible to analyze incoming data “on the fly.”

The other category of applications that needs to be covered is those requiring

photon timing with respect to the excitation moments, e.g., classic fluorescence

lifetime measurements or their advanced derivatives as in FLCS. In the case of

modern lasers with high repetition rates, there are dead time issues and the instru-

ment cannot be operated exactly like in the idealized sketch of Fig. 3. This is where

we must resort to T3 mode.2

2As outlined in the footnote on T2 mode, this nomenclature is somewhat arbitrary and only

explicable in historical context. The abbreviation T3 stems from T3R which in turn stands for

time-tagged-time-resolved (TTTR). This was essentially an ad hoc term to adequately describe our

first implementation of early time-tagged TCSPC by an extension of the classical stopwatch

scheme by a lower-resolution time tag [27]. The idea was originally conceived for the purpose

of single molecule detection in capillary flow [28] but had not been widely recognized then. Other

early implementers of the concept (Becker & Hickl GmbH, unpublished at the time) and related

publications [29] referred to it only from a specialized application or implementation perspective,

using the terms burst-integrated fluorescence lifetime (BIFL) or FIFO mode. Today it is more

common to speak of TTTR or time tagging as the overall method with T2 and T3 modes as its

variants. T3 mode was called T3 mode because it is close to the historical T3R scheme.
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In T3 mode one timing input is dedicated to a periodic sync signal, typically

from a laser. As far as the experimental setup is concerned, this is similar to

histogramming in classical TCSPC. The main objective of T3 mode is to allow

high sync rates from mode-locked lasers (up to 150 MHz) which could not be

handled in T2 mode due to dead time and bus throughput limits. Accommodating

the high sync rates in T3 mode is achieved as follows: first, a divider is employed

immediately at the sync input. This reduces the sync rate so that the channel dead

time is no longer a problem. Given the periodicity of the sync pulses, the events

removed by the divider can later be reconstructed in data processing. The remaining

problem is now that even with a divider of, e.g., 16, the resulting data rate is still too

high for collecting all individual sync events like ordinary T2 mode events.

Considering that sync events are not of primary interest, the solution that

T3 mode provides is to record them only if they gave rise to a photon event on

any of the photon input channels. The event records are then composed of two

timing figures: (1) the start–stop timing difference between the photon event and the

last sync event and (2) the arrival time of the event pair on the overall experiment

time scale (the time tag). In recent TCSPC devices, the latter is obtained by simply

counting sync pulses. From the T3 mode event records, it is therefore possible to

precisely determine which sync period a photon event belongs to. Since the sync

period is also known precisely, this actually allows the arrival time of each photon

with respect to the overall experiment time to be reconstructed, which is effectively

what was expected of the ideal instrument. Figure 4 shows the event recording

scheme of T3 mode.

T3 mode event records of the HydraHarp 400 also consist of 32 bits each. There

are 6 bits for the channel number, 15 bits for the start–stop time, and 10 bits for the

sync counter (time tag). Like in T2 mode, when the counter overflows, an overflow

record is inserted in the data stream, so that upon processing of the data stream, any

time span can be recovered, as explained previously with the “clock plus calendar”

metaphor. The 15 bits for the start–stop time difference cover a time span of

32,768�R, where R is the chosen resolution. At the highest possible resolution

of 1 ps, this results in a classic TCSPC time span of 32 ns. If the time difference

Fig. 4 Concept of time-tagged TCSPC in T3 mode
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between the photon and the last sync event is larger, the photon event cannot be

recorded. However, by choosing a suitable sync rate and a compatible resolution R,

it is always possible to reasonably accommodate all relevant experiment scenarios.

R can be chosen as the native resolution of the TDC (1 ps) or any larger resolution

resulting from repeated multiplications by two.

Dead time in T3 mode is the same as in T2 mode (80 ns typ. for this particular

instrument). Within each photon channel, autocorrelations can be calculated mean-

ingfully only starting from lag times larger than the dead time, which is perfectly

sufficient for classic FCS. Across channels, dead time does not affect the correlation

so that meaningful results can be obtained at the full resolution, all the way down to

zero lag time.

Exactly as in T2 mode, the event records are queued in a FIFO buffer so that no

events will be dropped, except those lost in the dead time of the TDC anyhow. As in

T2mode, a sustained average count rate of 40Mcps is possible. This total transfer rate

must be shared by the detector channels; the rate of sync events does not matter. For

all practically relevant photon detection applications, this throughput is more than

sufficient.

For maximum throughput at data collection time and maximum flexibility at

data analysis time, T3 mode data streams are normally written directly to disk.

However, as outlined previously, Sect. 6 will show that it is possible to analyze

incoming data “on the fly” for preview and immediate experiment optimization.

It should be noted that the HydraHarp 400 was chosen only for example here.

There are other recent devices that provide T2 and T3 modes, e.g., with 25 ps

resolution and 25 ns dead time in the form of a plug-in card for PCs with PCIe

interface [12]. There are also hardware designs where the trade-off between reso-

lution and dead time was pushed further toward shorter dead time, allowing

effectively zero dead time at 1 ns resolution [30]. Most of the TAC-based electron-

ics of Becker & Hickl GmbH are also supporting time-tagged TCSPC, although not

supporting T2 mode and lacking independent input channels [6].

5 TCSPC Imaging and Multidimensional Techniques

Time-tagged TCSPC with multiple independent detector channels has the potential

to be used for many interesting multidimensional techniques. For instance, different

color filters can be used in front of multiple detectors to perform wavelength-

dependent measurements. Similarly one can use differently oriented polarizers

and perform polarization anisotropy measurements. Apart from the “data dimen-

sions” created by additional detectors, other forms of dimensions can be explored

by using the temporal patterns of photon arrival at different time scales as outlined

in Sect. 3. Finally it is desirable to explore spatial dimensions and employ tech-

niques such as fluorescence lifetime imaging.

When it comes to imaging a first thought is usually to use a camera. However,

single-photon sensitivity together with large dynamic range, picosecond timing

accuracy, and sufficient spatial resolution is currently hard, if not impossible to
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achieve simultaneously with any kind of camera. Reasonable time resolutions can

be achieved with time gating [31], but this causes losses of fluorescence photons. It

is therefore quite adequate to try and use the well-established techniques of TCSPC

with point detectors and simply scan across the area or volume of interest.

In order to capture the spatial origin of photons in the time-tagged scheme

introduced in Sect. 4, an extended concept was invented as follows [32]. In addition

to the detector inputs, the TCSPC hardware is augmented by a few extra “marker”

inputs that can capture external events quite similar to photon events. A scan stage

and associated controller that can emit TTL pulses at the beginning and/or end of a

frame, a line, and/or a pixel is then chosen. The TTL pulses are fed to the “marker

inputs” of the time-tagging electronics where they get captured as part of the stream

of photon and laser events. As the scan has a well-defined temporal structure, each

recorded photon can be precisely assigned to its pixel or voxel of origin, and

thereby images of fluorescence intensity, fluorescence lifetime, polarization, and

whatever else could be thought of can be reconstructed.

Since the position markers do not usually require extreme accuracy, the marker

inputs do not require picosecond resolution and can be designed to be fairly simple.

Typically the T3 mode is employed and the marker events are captured at the

resolution of the time tags (usually corresponding to the sync rate). Figure 5 shows

the event recording scheme of T3 mode extended for imaging with markers.

Based on this concept it was possible to build a very successful time-resolved

confocal microscope for FLIM and single-molecule spectroscopy with sample scan-

ning by a piezo stage [32]. Using the same core technology, it is also possible to

upgrade commercial laser scanning microscopes with beam scanning for FLIM [33].

It should be noted that FLIM with time-tagged recording is hugely more flexible

than immediate histogramming in the limited onboard memory of the TCSPC

Fig. 5 Concept of time-tagged TCSPC in T3 mode extended with marker signals, e.g., for FLIM.

The numbers next to square boxes represent examples
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hardware. The latter suffers severe restrictions in image size and/or TCSPC histo-

gram resolution and cannot be used for much more than FLIM or intensity imaging.

With time tagging on modern PCs virtually, all memory restrictions are lifted, and

with state-of-the-art TCSPC hardware interfacing via USB 3.0, throughput limita-

tions are no longer an issue. Even real-time analysis and preview can be accom-

plished, as will be shown in the next section.

6 Real-Time Analysis of Time-Tagged TCSPC Data

The ability of an instrument to provide a real-time preview of the measurement

results, or at least to give some information on the quality of the data, can be very

important when experiments are complicated and lengthy or expensive to perform.

Efforts to implement such real-time analysis and preview are therefore part of the

R&D activities toward better TCSPC instrumentation in the sense of the “ideal

instrument” outlined in Sect. 4. As the time-tagged photon event data is typically

collected on PCs with ever-increasing speed, it comes naturally to use the PC’s
computing power and flexibility for real-time analysis and preview.

When time-tagged data is analyzed (be it in real time or off-line), it is necessary

to first of all correct the time tags for overflows of the limited time span each record

can carry. This is done by expanding the time tags in computer memory to a

sufficiently large number of bits (typically 64) so that overflows can no longer

occur. The incoming data stream must be parsed for overflow records, and the

expanded time tags are incremented by the rollover constant (typically given by two

to the power of time tag bits in the original record) each time such an overflow

record is detected. The expanded data is what then can be used to perform

application-specific real-time analysis or preview.

One first and obvious type of real-time preview is that of classical TCSPC, i.e., the

histogram of start–stop time differences for fluorescence lifetime measurements. The

data processing is in this case quite simple and does not require much processing

power. When the data is collected in T2 mode, all that is required is the parsing of the

data for an excitation (sync) event and then, for all subsequent photon events, calcu-

lating the time difference to the sync event, and this difference must be placed in a

histogram. When the next sync event is found in the data stream, the process repeats.

If the data is recorded in T3 mode, TCSPC histogramming becomes even simpler,

as the differences are readily delivered in the T3 records and overflow correction is

not necessary. All that is required then is histogramming. This is in fact how classical

TCSPC histogramming is implemented in a very recent TCSPC instrument

[12]. While in the past it was common practice to implement TCSPC histogramming

in hardware, it is now possible to rely on the speed of modern computers. In

particular, when the bus speed is very high, as with PCI express, there is no risk of

losing data due to the overhead of real-time processing.

Another relatively simple but useful type of preview is a trace of photon density

over time. It is typically used to adjust the optics of a photon counting system for

optimum focus, detector alignment, etc. In order to implement this type of real-time

16 M. Wahl



analysis, one must count photon events over fixed intervals of time (typically a fewms

each) and display the counts over time as a sliding window on the screen. In order to

maintain proper synchronization, it is important to derive the boundaries of the

integration bins from the time tags and not from the relatively asynchronous time

base of the PC.

A much more challenging type of real-time analysis is required for FCS. Calcu-

lating the correlation function is computationally quite expensive. The correlation

algorithm must therefore be implemented very efficiently. A first step toward doing

so is to exploit the discrete nature of the photon events rather than trying to correlate

density functions. In the simplest sense the correlation of a stream of photon event

timings may be regarded (and actually be implemented) as histogramming of inter-

photon time distances [34, 35]. This is relatively easy in off-line analysis because the

data of all photon events are simultaneously available, even if they need to be

retrieved from hard disk. In real-time processing of a time-tagged data stream, this

is typically not the case because the data is just arriving and overflow correction still

needs to be applied. In order to cover a long time span of lag times while keeping the

computational load low, a multiple-tau scheme similar to that originally conceived

for fast hardware correlators [36] is used. Furthermore, processing speed can signif-

icantly be improved if the data is kept in the CPU cache (as much as this is possible).

A fast correlation algorithm that optimizes this is implemented in the operating

software of PicoQuant’s current TCSPC instruments [37].

When cross-correlations of independent detector channels are to be calculated in

real time, it is crucial for throughput to receive the data as a single, temporally

ordered data stream. This can only be achieved by appropriate hardware design

[25]. If the hardware consists of individual streams of photon records arriving, e.g.,

from separate TCSPC plug-in cards in a PC, then the arrival of data at the software

level is massively decorrelated due to unpredictable hardware and software delays

influencing the individual streams. It is then necessary to realign the data in

software which costs valuable CPU time. If the individual time-tagging electronics

capturing the detector channels are not synchronized to the same crystal clock, the

entire cross-channel analysis can be severely corrupted by relative clock drift.

An extended set of real-time analysis and preview methods for the instruments

discussed in the foregoing sections is provided by a dedicated software package

(SymPhoTime 64, PicoQuant). In addition to the methods mentioned so far, it

provides preview for FLIM measurements. In order to achieve high throughput in

real time, the software avoids full-fledged fitting of decay models. Instead, it

employs a fast algorithm inspired by the idea that at least for mono-exponential

decays and ideal instrument response, the fluorescence lifetime can be directly

extracted from the barycenter of the decay [38, 39]. The implementation is briefly

as follows: The arrival time of photons with respect to the excitation time (sync) is

averaged within each image pixel. The photon arrival time for barycenter calcula-

tion can be taken with respect to the barycenter of the IRF (when available) or (as an

approximation) with respect to the 50 %-point of the rising edge of the recorded

decay. The advantage is that the time-tagged data does not need to be histogrammed

for each pixel. The summation and averaging for the barycenter calculation can be
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updated as the photon records come streaming in and can be renormalized regularly

as the averages improve or the display is updated.

For estimates of the real-time performance of the various preview types on a

recent computer (Intel Core I7 2700k, 3.5GHz, 32 Gbyte RAM), consider Table 1.

It shows the approximate photon rates up to which the preview can be used without

disturbing sustained data collection to disk.

The implementation details permitting this kind of throughput in SymPhoTime are

too complicated to be presented here in detail, but a few concepts should be outlined:

a first key concept is a strict “zero copy” approach. This means that photon record data

is never copied in memory. Only pointers to buffer memory are passed between the

individual software layers, all the way down to the hardware driver. FIFO ring buffers

in PC memory are used to deal with the inevitable unpredictability in the operating

system’s task switching. A second valuable concept is that of “pseudo-pixels.”

A pseudo-pixel is a virtual pixel that in the case of actual imaging corresponds to

one or more image pixels or, in the case of single point time trace measurements, to

one or more data points in a time trace. Each photon record is assigned to such a

pseudo-pixel. The benefit is that real-time analysis can be performed by the same

routines in each case and in the same way as in off-line analysis. For efficiency in

repeated analysis, each pseudo-pixel carries a marker bit that signals whether the

pixel has changed, i.e., if there were photons added. This is very valuable in fast scans

with LSMs where usually only a few pixels actually change from one frame to the

next. In off-line analysis it has the benefit that different types of analysis can be

performed in sequence without having to re-parse the entire stream of photon records.

Finally it should of course be mentioned that the software makes use of the

multiple processor cores modern CPUs provide. This is achieved by a multi-

threaded design. One thread handles time-critical hardware handling, a second

thread handles the graphical user interface, and a variable number of further threads

are used to perform the processing of multiple pseudo-pixels in real time.

7 Outlook

TDC-based TCSPC electronics are likely to benefit from the ongoing improvements

in high-speed integrated circuit technology. Particularly the SiGe technology used in

present instruments is currently making rapid progress toward smaller structures,

Table 1 Types of real-time preview and their throughput in a recent software package for

collection and analysis of time-tagged TCSPC data in time-resolved fluorescence microscopy

applications

Preview analysis type Throughput limit

TCSPC histogramming (point) Only TCSPC hardware limits

Intensity time trace (point) Only TCSPC hardware limits

FCS correlations (point) ~1 Mcps

Fast FLIM (image) ~5 Mcps
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lower power consumption, and higher speed. For the near future time resolutions

down to 10 ps can be expected with SiGe TDCs that will probably consume even less

power than now. Similarly, TDCs in CMOS technology are going to improve in

throughput so that they may reach performance levels of faster technologies while

taking advantage of low-cost production and low-power consumption.

Furthermore, time-tagged TCSPC electronics will benefit from the progress in

FPGA technology. This will provide higher throughput and permit more parallel

channels. The direct implementation of TDC structures in FPGA (which is already

possible now) will quite likely reach levels of performance that can be used for

some applications where cost savings are more important than ultimate time

resolution and DNL.

At the data analysis side, the trend toward parallelization in microprocessor

architectures can be used to speed up real-time processing. Faster PCs with more

cores and improved vector processing units will therefore lead to immediate

performance gain.

Given the flexibility of time-tagged photon data collection, it can be expected that

new ideas for experiments and analysis algorithms will quickly be implemented on

such platforms as soon as they emerge.
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Single-Photon Counting Detectors

for the Visible Range Between

300 and 1,000 nm

Andreas Bülter

Abstract Single-photon counting in the visible spectral range has become a standard

method for many applications today, ranging from fluorescence spectroscopy to

single-molecule detection and quantum optics. One of the key components for

every setup is single-photon sensitive detectors. Unfortunately a detector with “ulti-

mate” features, i.e., high detection efficiency at a large wavelength range, high

temporal resolution, and low dark counts, does not exist. For most of the applications,

it is therefore necessary to choose a detector based on the most crucial parameters for

the targeted application.

This chapter provides an overview about the typically used single-pixel detec-

tors for photon counting in the visible range. It provides information about the key

parameters such as detection efficiency, dark counts and timing resolution that

principally allow to choose the best suited detector for a targeted application.

Keywords Hybrid-PMT � MCP � PMT � Single photon � SPAD
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1 General Introduction

Detectors are core components in every setup based on photon counting. For the

spectral range between approx. 300 and 1,000 nm, there are essentially two detector

classes available: detectors based on the external photoelectric effect such as

photomultiplier tubes, microchannel plate photomultipliers, or hybrid photomultiplier

tubes or detectors based on the internal photoelectric effect such as single-photon

avalanche diodes. When comparing detectors in order to find the most suited model

for the targeted application, there are five key parameters that must be considered:

1. Sensitivity – no detector covers the complete spectral range from 300 to 1,000 nm

with a uniform sensitivity. It is therefore necessary to look at the sensitivity of each

detector at the targeted detection wavelength (range). The sensitivity is usually

expressed as a “quantum efficiency” or “detection efficiency,” given in percent.

This value essentially corresponds to the probability that a photon is converted into

a measurable electrical pulse.

2. Dark counts – dark counts refer to output pulses generated “inside” the detector

in the absence of light. Dark counts are emitted at random times and expressed in

counts per second (cps). They add a baseline (or offset) to all photon counting

measurements and cannot be avoided or removed. It is therefore advisable to

choose a detector with a dark count rate much lower than the expected signal

rate. Otherwise the effective usable signal count rate might be reduced due to a

competition between dark counts and “real” photon counts.

3. Afterpulsing – afterpulsing refers to additional, artificial output signals that are

not related to a photon detection event but correlated to a previous detection

event. In time-resolved measurements, afterpulses are visible as additional

signal peaks at a defined temporal spacing to the main signal. Afterpulses are
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generated “inside” the detector and cannot be avoided or removed. Afterpulsing

is usually expressed as a percentage that expresses the probability that one

detected photon creates an afterpulsing event. In many applications afterpulsing

is not a big problem as it can be treated (or ignored) in the data analysis or by

using a suited optical setup (e.g., by using two detectors for a cross-correlation

analysis). Nonetheless, an afterpulsing probability as low as possible is

recommended to minimize the efforts necessary to correct for this effect.

4. Timing resolution – for time-resolved applications, the internal temporal reso-

lution (the “jitter”) of the detector is a crucial parameter. The better the timing

resolution, i.e., the lower the full width at half maximum (FHWM) of the

detector response, the better the overall temporal resolution of the complete

setup. Note that this is not the width of the electrical output pulses but the

histogram of time differences between photon arrival and electrical output.

5. Size of the active area – this is a geometrical factor that needs to be considered

when designing the optical setup. Detectors based on the external photoelectric

effect usually have active areas of several mm, whereas detectors based on the

internal photoelectric effect only have active areas in the range between 20 and

200 μm. In the latter case, the optical setup must be designed in way that allows

to couple the collected light from the sample effectively on the small active area

(e.g., by means of optical fibers or using a confocal setup)

In the following sections, the currently commercially available and typically used

detector types for the visible range (photomultiplier tubes, microchannel plate

photomultiplier tubes, hybrid photomultiplier tubes, and single-photon avalanche

diodes) will be described and discussed with respect to these five key parameters.

Other detectors which are also suited for photon counting in the visible range such as

superconducting nanowires or transition edge sensors are covered in more detail in

the next chapter as they are typically used for photon counting in the infrared.

2 Photomultiplier Tubes (PMTs)

2.1 General Description

Photomultiplier tubes (PMTs) are the most established detectors for single-photon

counting. The first PMT was already demonstrated in the mid-1930s, after intensive

studies of the photoelectric effect and secondary emission multipliers (dynodes) [1].

A PMT is basically a vacuum tube that includes three core components

(see Fig. 1):

1. A photocathode in which photons are converted to electrons by the photoelectric

effect and emitted into the vacuum. Depending on the material of the photo-

cathode, PMTs can be effective for detection of light at varying wavelengths.
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The most common photocathodes for the visible spectral range are of bialkali,

multialkali, GaAs, or GaAsP type.

2. A dynode stage where the electrons are multiplied by means of secondary

electron emission. There are a variety of dynode types available, and each type

exhibits different gain, time response, uniformity, and secondary electron col-

lection efficiency depending on the structure and the number of stages. Briefly,

once an electron is emitted from the photocathode, it is accelerated toward the

first positively charged dynode. The electron collides with the dynode and

releases further electrons, which are then accelerated toward the next dynode,

where they collide and release even more electrons. Each successive dynode in

the PMT is charged to a higher positive potential than the preceding one, which

thus results in an amplification as the increasing number of electrons collide with

later dynodes. The amplification of electrons is very effective and typically leads

to multiplication factors in the range of 106–107.

3. An anode, which collects the multiplied secondary electrons emitted from the

last dynode.

The dynode stages typically require operating voltages in the order of 1 kV. This,

along with the necessary design of the multiple dynode stages, made PMTs rather

large and bulky detectors in the past. In the recent years, however, PMTs have been

successfully miniaturized and are now available as small compact units that even

include the necessary high-voltage power supply [2, 3]).

Over a certain range of light intensity, PMTs are analog devices, i.e., they output a

current, which is proportional to the light level on the photocathode. At high light

intensity, the output pulses of individually amplified photoelectrons overlap and can

no longer be detected as individual pulses. Due to the varying pulse amplitude and

pulse width as well as the underlying Poisson statistics, it is very difficult to define an

upper count rate limit where this happens. Only at very low light intensities the PMT

Fig. 1 Basic principle of a photomultiplier tube. Photons are converted to electrons by the

photoelectric effect. The electrons are multiplied in a dynode chain and finally collected by an

anode to provide an electrical output signal
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outputs individual, well-separated pulses that can be amplified and further processed

by photon counting electronics.

The output pulses of a PMT never show a constant amplitude due to fluctuations

in the amplification process of the dynodes. These fluctuations will effectively lead

to a timing jitter of the order of the pulse rise time in time-resolved measurements,

unless the PMT is connected through a constant fraction discriminator to the photon

counting electronics (see Fig. 2).

2.2 Detection Efficiency

The detection efficiency of a PMT is determined by the photocathode material

(see Fig. 3). Bialkali types are sensitive in the range between approx. 230 and

700 nm. They are most efficient at wavelengths below 500 nm, where they can reach

detection efficiencies up to 40 % (“ultra-bialkali”). PMTs based on multialkali

photocathodes generally cover larger spectral ranges from approx. 230 to 920 nm

but have a lower detection efficiency that reaches values around 15 % between

400 and 700 nm. PMTs based on GaAs and GaAsP photocathodes are sensitive in

the spectral range between 300 and 890 nm. Compared to multialkali photocath-

odes, the GaAsP features a higher detection efficiency reaching up to 40 % at

600 nm.

Fig. 2 PMT output pulses

show fluctuating pulse

amplitudes due to

fluctuations in the

amplification process of the

dynodes. Combined with a

simple level trigger

threshold, this leads to a

timing jitter in time-

resolved measurements
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2.3 Dark Counts and Afterpulsing

Dark counts or dark current of a PMT refers to a small amount of current flow even

when operated in a completely dark state. The most prominent cause of dark current

in a PMT is thermionic emission current from the photocathode or the dynodes

[1]. The magnitude of this effect depends on the photocathode material as well as on

the temperature. Bialkali photocathodes generally show a much lower thermionic

emission than multialkali, GaAs, or GaAsP photocathodes and therefore have

correspondingly low dark counts. Typical values are less than 50 cps for bialkali

PMTs and can be as high as 10,000 cps for multialkali PMTs. The amount of

thermionic emission can be strongly reduced by lowering the operation tempera-

ture, which is the reason why especially multialkali, GaAs, or GaAsP PMTs are

usually operated in a Peltier-cooled housing. When cooled, the dark counts of these

detectors reach values around 1,000 cps, which is small compared to typical count

rates in photon counting setups of 105 cps.

Afterpulsing in PMTs is visible by additional peaks several nanoseconds after

the main pulse (see Fig. 4). This afterpulsing signal is mainly caused by positive

ions which are generated by the ionization of residual gases in the PMT [1]. These

positive ions return to the photocathode and produce additional photoelectrons,

resulting in afterpulsing. The influence of afterpulsing in PMTs can be strongly

reduced by a constant, strong illumination (e.g., 48 h at 3� 106 cps). This strong

illumination essentially ionizes most of the residual gases that get trapped at the
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Fig. 3 The detection efficiency of a PMT is determined by the photocathode material. The plot

shows typical examples for bialkali [3], multialkali [3], and GaAsP [2] photocathodes
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photocathode. However, once the PMT is switched off, some gases diffuse back

into the photomultiplier tube. As a consequence, afterpulsing can again be visible if

a PMT has not been used for longer times.

A second common feature of the timing response profile of a PMT is an

additional peak a few nanoseconds after the main peak with an amplitude around

2 orders of magnitude lower (see Fig. 4). This peak is caused by elastic scattering of

the photoelectrons from the first dynode [1]. It is usually no problem in photon

counting experiments due to its low amplitude and because it is independent from

the detection wavelength and can therefore be treated in the data analysis

procedure.

2.4 Timing Resolution

The timing resolution of a PMT in a photon counting setup is determined by the

so-called transit time spread (TTS). The TTS is a measure of the different transit

times of the photoelectrons on their way from the photocathode through the

dynodes. The major source of the different transit times is the photocathode. As

the photoelectrons are emitted at the photocathode at random locations, with

random velocities, and in random directions, the time they need to reach the first

dynode is slightly different for each photoelectron. This finally leads to different

transit times for each photoelectron, which is measurable as the FWHM of the

timing response. Modern, compact PMTs based on bialkali or multialkali photo-

cathodes reach TTS values around 140 ps (FWHM) (see Fig. 4), whereas GaAsP

PMTs usually have a higher TTS around 200–350 ps (FWHM) [2].

C

Fig. 4 Afterpulsing in

PMTs is visible in the

timing response profiles by

additional peaks several

nanoseconds after the main

pulse. The influence of

afterpulsing can be strongly

reduced by a constant,

intense illumination
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2.5 Geometrical Factors

The active area of a PMT is determined by the size of the photocathode. Typical

values are between 5 and 8 mm in diameter. This large active area makes the PMT

suitable for more or less all optical setups used in photon counting experiments.

PMTs are typically used in setups where the light is collected from a larger volume,

such as mm-sized cuvettes in fluorescence spectrometers or tissue surface in diffuse

optical imaging (see Grosenick [4]). For similar reasons PMTs are also ideal

detectors for confocal scanning microscopes in a non-descanned detection scheme.

As the dark count rate is roughly proportional to the active area of the detector, it

might be advisable especially for GaAs and GaAsP cathodes to check if PMTs with

a smaller active area are available.

3 Microchannel Plate Photomultipliers Tubes

(MCP-PMT or MCP)

3.1 General Description

Microchannel plate photomultiplier tubes (MCP) can be considered as a 2-dimensional

array of devices that work at similar principles like the PMT [1]. AnMCP is assembled

from a large number of glass capillaries (channels) with an internal diameter between

approx. 6 and 20 μm. The inner wall of these capillaries is coated with a photoemissive

material and biased at each end, so that it acts as a continuous dynode.When a primary

photoelectron impinges on the innerwall of a channel, secondary electrons are emitted,

which again collide with the inner wall to release even more electrons, resulting an

exponential multiplication of the electron flux (see Fig. 5). MCPs require rather high

operating voltages on the order of 3 kV. Their gain is, however, lower than that of

conventional PMTs. MCPs can easily be damaged by overload, which is why the

Fig. 5 Schematic structure of an MCP. An MCP is assembled from a large number of glass

capillaries (channels), whose inner wall is coated with a photoemissive material and biased at each

end, so that it acts as a continuous dynode. Photoelectron impinges on the inner wall of a channel

lead to emission of secondary electrons, resulting an exponential multiplication of the electron flux
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manufacturers usually suggest to limit the maximum count rate to less than 20,000 cps

[5]. It is, however, still possible to use MCPs at higher count rates up to, e.g.,

200,000 cps, but it is then recommend to illuminate the full active area of the detector

and not to focus the light to a few channels only. Otherwise, since each channel needs a

certain time (μs to ms) to be recharged, the count rate the device can deliver is limited

by channel saturation.

A second problem is the limited lifetime when used at high count rate, due to

degradation of the microchannels under the influence of the flux of electrons.

Similar to PMTs, the output pulse of an MCP has fluctuating pulse heights and

therefore needs to be connected through a constant fraction discriminator for time-

resolved photon counting measurements.

3.2 Detection Efficiency

MCPs essentially use the same cathode material as PMTs, i.e., they are available

based on standard bialkali, multialkali, GaAs, or GaAsP photocathodes (see Fig. 6).

The different cathodes cover spectral ranges from approx. 160 to 910 nm with

detection efficiencies reaching 15 % at 400 nm for bialkali and multialkali photo-

cathodes, which is lower than for conventional PMTs. MCPs based on GaAsP

photocathodes reach up 40 % efficiency around 500 nm [5, 6].
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Fig. 6 The detection efficiency of an MCP is determined by the photocathode material. The plot

shows typical examples for multialkali [4], GaAsP, and GaAs [5] photocathodes
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3.3 Dark Counts and Afterpulsing

The dark counts of MCPs are similar to conventional PMTs. Typical values are less

than 50 cps for bialkali MCPs and can be as high as 10,000 cps for multialkali or

GaAsP MCPs. When cooled, the dark counts of these detectors usually reach values

around 1,000 cps, which is, however, still low compared to typical count rates in

photon counting setups of 105 cps. Afterpulsing is usually not observed in MCPs.

3.4 Timing Resolution

Due to the small diameter of the glass capillaries of only a few micrometers and the

resulting low transit time spread, MCPs have a very good timing resolution that can

reach values down to 25 ps (FWHM) for the bialkali or multialkali types and less

than 150 ps (FWHM) for the GaAs and down to 60 ps (FWHM) for the GaAsP

photocathodes. MCPs are therefore the detectors of choice for applications that

require a very high temporal resolution.

3.5 Geometrical Factors

The active area of an MCP is determined by the size of the photocathode. Typical

values are around 10 mm in diameter, which is even larger than conventional

PMTs. This large active area makes the MCP therefore suitable for more or less

all optical setups used in photon counting experiments. Their inherent problem with

saturation and damage by overload is, however, limiting their usage. Consequently,

MCPs are typically used in setups that allow the precise control of signal intensity,

e.g., in fluorescence lifetime spectrometers. In scanning microscopy or other setups

that have a strongly fluctuating signal rate, MCPs are usually not chosen.

4 Hybrid PMTs

4.1 General Description

A hybrid PMT is a photomultiplier tube that incorporates a silicon avalanche photo-

diode in an evacuated electron tube. When light strikes the photocathode, photoelec-

trons are emitted and then accelerated by a high-intensity electric field of a few

kilovolts applied to the photocathode. The photoelectrons are then “bombarded” onto

the silicon avalanche photodiode where they create electron-hole pairs according to

the energy of the photoelectron (see Fig. 7). These carriers are then further amplified
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by the linear gain of the avalanche diode. The total gain of a hybrid PMT is on the

order of 105 and thus lower than the gain of PMTs orMCPs but still large enough to be

combined with suited preamplifiers for photon counting applications. Similar to

PMTs, the output pulse of a hybrid PMT has fluctuating pulse heights and therefore

needs to be connected through a constant fraction discriminator for time-resolved

photon counting measurements.

Bare hybrid PMTs are not easy to handle as they require an operating voltage of

8 kV and an extremely good shielding and low-noise amplification to deal with the

small amplitude of the single-photon pulses [7]. They also require a carefully

designed integrated cooling system that controls the temperature of the APD to

avoid fluctuations in the gain and dark counts. Nonetheless, complete detector

modules based on the hybrid PMT are available today [8] that integrate the necessary

high-voltage power supply, temperature stabilization, and preamplification.

4.2 Detection Efficiency

Hybrid PMTs essentially use the same cathode material as PMTs and are currently

available based on bialkali, GaAs, or GaAsP photocathodes. The different cathodes

cover spectral ranges from approx. 220 to 890 nm with detection efficiencies

reaching up 30 % efficiency around 400 nm for the bialkali cathodes and even up

to 40 % at 500 nm for the GaAsP cathodes [7, 8] (see Fig. 8).

4.3 Dark Counts and Afterpulsing

The dark counts of hybrid PMTs are similar to conventional PMTs. Typical values

range from less than 100 cps for bialkali hybrid PMTs to approx. 1,000 cps for

GaAs or GaAsP photocathodes.

One of the most striking features of the hybrid PMT is the virtual absence of

afterpulsing. Afterpulsing in single-photon detectors is usually due to two reasons –

either, as in PMTs, caused by ionization of residual gas molecules by the electrons

traveling through the dynode system or, as in single-photon avalanche diodes,

Fig. 7 Schematic of a

hybrid PMT. When light

hits the photocathode,

photoelectrons are emitted

and then “bombarded”

onto the silicon avalanche

photodiode (APD)
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resulting from trapped carriers of the previous avalanche breakdown. Both causes

have no influence in hybrid PMTs because only single electrons are traveling in the

vacuum and because the APD works in linear mode, which causes no avalanche

breakdown.

4.4 Timing Resolution

The high acceleration of the photoelectrons by the 8 kV acceleration voltage leads

to a very low transit time spread. Hybrid PMTs therefore generally feature a very

good timing resolution that can be as fast as 50 ps (FWHM) for the bialkali types

and<120 ps (FWHM) or<160 ps (FWHM) for the GaAsP and GaAs photocathode

types. Moreover, the timing response of a hybrid PMT is very clean, without

significant tails, bumps, or secondary peaks.

4.5 Geometrical Factors

The active area of a hybrid PMT is determined by the size of the photocathode.

Typical values are between 3 and 5 mm in diameter. This large active area makes

the hybrid PMT suitable for more or less all optical setups used in photon counting

experiments. Due to their fast timing response, the good detection efficiency and the

[%
]

Fig. 8 The detection efficiency of a hybrid PMT is determined by the photocathode material.

The plot shows typical examples for multialkali GaAs and GaAsP photocathodes [7, 8]
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absence of afterpulsing, hybrid PMTs are now becoming the “standard” detector for

many photon counting experiments, ranging from classical spectroscopy on bulk

material to imaging and correlation spectroscopy in microscopy applications [9].

5 Single-Photon Avalanche Diodes (SPAD)

5.1 General Description

In contrast to photomultiplier tubes, which are based on the external photoelectric

effect, i.e., the generation of photoelectrons through a photocathode, avalanche

photodiodes are based on the internal photoelectric effect, i.e., the generation of

photoelectrons inside the device. An avalanche photodiode is a device formed by a

junction between a semiconductor with an excess of holes (p-type) and a semicon-

ductor with an excess of carriers (n-type). Diffusion at the junction leads to a region

depleted of free carriers. When a voltage is applied so that the n-type semiconductor

is at a higher potential than the p-type semiconductor, the junction is said to be

reverse biased, creating an effective voltage gradient in the semiconductor. A drifting

electron created, e.g., by the absorption of a single photon, is accelerated along the

gradient and can gain enough kinetic energy to knock an electron out of its bound

state on collision with an atom. This electron is then again accelerated in the electric

field and can also create additional free electrons by collision with atoms, resulting

finally in an avalanche of carriers. If the applied electric field across the device is

sufficiently high, above the so-called breakdown voltage, single-photon-generated

carriers can trigger a self-sustaining avalanche. When operated in this so-called

“Geiger” mode, the device is called a single-photon avalanche diode (SPAD) [10].

The avalanche leads to a rise of the current to a macroscopic constant level within

less than a nanosecond, which can then be easily detected by suited electronics. If the

primary carrier is photogenerated, the leading edge of the avalanche pulse marks the

arrival time of the detected photon with picosecond time jitter. The avalanche current

will keep flowing as long as the applied voltage is kept above the breakdown voltage.

In this stage absorption of additional photons will not lead to any change in the signal

output, making the device useless. It is therefore necessary to stop the self-sustained

avalanche and reset the detector to be able to detect the next photon. This process of

resetting is called “quenching” of the avalanche.

The process of quenching involves detecting of the leading edge of the avalanche,

then generating a closely time-correlated electrical pulse that reduces the bias voltage

below the breakdown level and finally restoring the voltage to the operating level

above the breakdown voltage. There are essentially three principle realizations of

quenching circuits for SPADs: passive, active, and gated quenching. The latter is only

used for SPADs that are sensitive in the infrared (see Buller and Collins [11]).
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In passive quenching a high impedance resistor, connected in series to the

SPAD, limits the current flow and effectively leads to the breakdown of the voltage

at the diode and thus quenches the avalanche (see Fig. 9) [12]. An additional

capacitor is usually included to generate a detectable output pulse. Passive

quenching circuits have a slow recovery time (dead time) in the microsecond

range in which no further photon detection events can be registered. This long

dead time limits the maximum count rate to some hundred kHz. SPADs with

passive quenching circuits are therefore usually not employed in current photon

counting setups.

In active quenching, the operation voltage is actively switched below the break-

down voltage, once the beginning of the avalanche has been detected by a dedicated

sensing circuit (see Fig. 10). This switching must happen within a few nanoseconds in

order to avoid damage to the SPAD. The operation voltage is then kept below the

breakdown voltage for a certain time in order to remove remaining carriers from the

avalanche region. This process typically takes some tens of nanoseconds and

Fig. 9 In passive

quenching, a high

impedance resistor,

connected in series to the

SPAD, limits the current

flow and effectively

quenches the avalanche

Fig. 10 In active

quenching, the operation

voltage is actively switched

below the breakdown

voltage, once the beginning

of the avalanche has been

detected by a dedicated

sensing circuit. The

operating voltage is then

switched back above the

breakdown voltage after a

certain (dead) time
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corresponds to the dead time of the SPAD. SPADs with active quenching therefore

permit photon detection rates up to several MHz and are thus commonly used in

photon counting setups today.

SPADs for the visible range are based on silicon. There are two main types of

Si-SPADs architecture available today: thick [13–15] and thin-junction devices

[16, 17]. The main difference between these two designs is the thickness of the

depletion region in which photon absorption takes place. Thick-junction SPADs

usually feature a depletion region of a few tens of μm, whereas thin-junction

SPADs only have a few μm thickness.

5.2 Detection Efficiency

SPADs based on silicon can generally be used in the spectral range between 400 and

1,100 nm. Their detection efficiency varies not only with detection wavelength but

also depends on the type of SPAD. Thin-junction SPADs typically have a lower

detection efficiency than thick-junction devices, simply because the depletion region

(absorption region) is smaller. Their maximum efficiency typically reaches values

around 50 % in the blue/green spectral range around 500 nm falling to approx. 5 % at

1,000 nm. Thick devices on the other hand often reach detection efficiencies of more

than 70 % in the red spectral range around 700 nm falling to approx. 15 % at

1,000 nm (see Fig. 11).

D
[%

]

Fig. 11 Typical detection efficiency of a thick-junction SPAD [8] and a thin-junction SPAD [9]
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5.3 Dark Counts and Afterpulsing

The dark count rate of an SPAD depends on the size of the active area as well as the

chip temperature. Generally speaking, the dark count rate increases with size of the

active area and decreases with the chip temperature. Typical values for a cooled

device with 100 μm active area are <250 cps, whereas modules with 20 μm active

area can reach <5 cps. Thick-junction cooled Si-SPADs usually have dark counts

of<250 cps, but as the dark count rate strongly depends on the characteristics of the

individual APD, it is also possible to get modules with <20 cps.

Afterpulsing is a common feature of SPADs, caused by impurities and crystal

defects which act as “carrier traps.” During each avalanche pulse, a few avalanche

carriers can be trapped and are subsequently released after increasing the voltage

again above the breakdown voltage. The released carriers can then re-trigger the

avalanche, thereby generating correlated afterpulses [18]. The overall, measurable

afterpulsing probability of a SPAD decreases exponentially after the quenching

process. It can therefore be lowered by increasing the dead time of the SPAD,

which, however, also reduces the maximum count rate of the device. Typical

afterpulsing probabilities for commercially available (actively quenched)

Si-SPADs are <1 % at dead times around 50–70 ns.

An often underestimated feature of SPADs is the so-called afterglow or break-

down flash [19]. This term describes the fact that Si-SPADs emit broadband light

during the avalanche process. This light is emitted isotropically from the sensor and

usually covers a spectral range between approx. 700 and 1,000 nm with varying

intensities. Especially in coincidence correlation measurements using a Hanbury-

Brown-Twiss (HBT) setup, the afterglow can lead to problems as the light emitted

by one SPAD can be detected by the second SPAD. This results in a characteristic

double-peak structure in the measurement result. Afterglow cannot be avoided. It is

only possible to minimize the influence on the measurement data by, e.g., temporal

delay and spectral or spatial filtering.

5.4 Timing Resolution

Thin-junction SPADs have been demonstrated to achieve timing resolutions down

to 20 ps [20]. Mainstream commercial solutions feature timing resolutions down to

50 ps for wavelengths >500 nm. At lower detection wavelengths, the timing

uncertainty increases and can reach values around 200–300 ps. This increase is

caused by the SPAD structure – blue and UV light is not absorbed in the depletion

region but near the silicon surface. The generated carriers therefore have to diffuse

to the depletion region first to start the avalanche, which increases the timing jitter.

The pulse shape of thin-junction SPADs is also very characteristic – it is a narrow

peak with a small FHWM, followed by a long “diffusion tail” with much lower

amplitude (see Fig. 12). The diffusion tail is due to carriers photogenerated in
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neutral regions near the depletion region that walk around by diffusion and even-

tually reach the edge of the depletion layer, where they are finally accelerated by the

electric field. At 1/10th of the maximum, the FWHM of the tail can be as great as

20 times the value of the peak. The timing resolution of thin-junction SPADs is

usually not dependent on the signal rate.

Thick-junction devices generally exhibit a timing resolution between 300 and

800 ps. The best timing resolution is obtained in the red spectral range above

600 nm and signal rates below 106 cps. At higher signal rates, the temporal response

width of the thick-junction SPAD increases and can, in the worst case, reach twice

the value at low signal rates. In early commercial products, this rate dependency has

to some extent been due to the readout electronics and was reduced in more recent

designs [14].

The wavelength-dependent timing resolution of SPADs, the so-called color

shift, can be a problem in, e.g., fluorescence lifetime-based applications, where it

is often necessary to use reconvolution techniques in the analysis to correct for the

finite resolution of the measurement instrument [21]. This resolution includes the

influence from the detector and consequently depends on the wavelength due to the

color shift of the detector. It would therefore be necessary to characterize the

so-called instrument response function (IRF) of a setup at the same wavelength as

the fluorescence. This can be realized by, e.g., using samples with ultrafast fluo-

rescence decays in the same spectral range as the analyzed sample instead of the

typically employed scattering media recorded at the excitation wavelength.
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Fig. 12 Thin-junction SPADs have a wavelength-dependent timing response, which can be as fast

as 50 ps for wavelengths>500 nm. Thick-junction SPADs do also show a dependence of the pulse

profile from the detection wavelength, but the change is less pronounced. The plot shows the pulse

profile of a thick-junction SPAD at 670 nm (red, dash-dot) and the response of thin-junction

SPADs at 670 nm (black, dotted) and at 405 nm (blue, solid)
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5.5 Geometrical Factors

The active area of an SPAD is much smaller than that of a PMT. Commercial thick-

junction SPADs usually have active areas in the order of 150 μm, whereas thin-

junction SPADs currently have active areas between 20 and 100 μm. This small

active area requires a suited optical setup that allows to focus the collected

fluorescence on the active area. Over-illumination of the active area will lead to

signal loss and, in case of thick-junction SPADs, also to a decrease of the overall

detection efficiency and timing resolution. SPADs are therefore usually used along

with confocal microscope setup or in all-fiber setups. For the same reason, they are

not suited to be used in fluorescence spectrometers, where the light is collected from

a large area.

Due to their high detection efficiency, SPADs are usually used in all single-

molecule-based applications such as fluorescence correlation spectroscopy or

coincidence correlation (see Dertinger and Rüttinger [22] and Grußmayer and

Herten [23]).

6 Summary

There are essentially five different detector types available today for photon

counting in the spectral range between approx. 300 and 1,000 nm. Unfortunately

there is no detector with “ultimate” combination of features available, i.e., high

Table 1 Overview about typical key parameters of the discussed detector types

Max. detection

efficiency

Timing

resolution

(FWHM)

(ps)

Active

sensor

area

Max.

useful

count rate

Dark

counts/s

PMT (ultra-bialkali) 42 % @ 380 nm <150 8 mm 10 MHz <50

PMT (multialkali) 15 % @ 500 nm <150 8 mm 10 MHz <1,500

PMT (GaAsP) 40 % @ 600 nm 250–350 5 mm 10 MHz < 400

Hybrid PMT

(GaAsP)

46 % @ 500 nm <120 3 mm 2 MHz <700

Hybrid PMT (GaAs) 18 % @ 650 nm <160 3 mm 1 MHz < 1,000

Hybrid PMT

(bialkali)

30 % @ 350 nm <50 6 mm 1 MHz < 100

MCP-PMT (bialkali) 20 % @ 450 nm <25 11 mm 20 kHz <50

MCP-PMT

(multialkali)

20 % @ 450 nm <25 11 mm 20 kHz <500

MCP-PMT (GaAs) 15 % @ 700 nm <150 11 mm 20 kHz <3,000

Si-SPAD (thick

junction)

75 % @ 670 nm 300–800 150 μm 1 MHz <20 to

<250

Si-SPAD (thin

junction)

50 % @ 520 nm <50–300 100 μm 10 MHz <25 to

<250
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detection efficiency at a large wavelength range, large active area, high temporal

resolution, and low dark counts and afterpulsing. It is therefore necessary to choose

a detector based on the most crucial parameters for the targeted application. If the

experiment is expected to yield very few photons, then the detection efficiency is

the most important parameter. In case of time-resolved photon counting applica-

tions, the temporal resolution is of course one of the crucial parameters.

Table 1 briefly summarizes the typical main characteristics of the discussed

detector types and can be used as a guide to select a suited detector. Note that the

table only lists typical values.
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Single-Photon Detectors for Infrared

Wavelengths in the Range 1–1.7 μm

Gerald S. Buller and Robert J. Collins

Abstract The ongoing progress of scientific research in areas such as quantum

communications, low-light level laser ranging, and material science (to name but a

few) has led to increased interest in the detection of single photons in the wave-

length range 1–1.7 μm. Several technologies have been used to detect photons with

wavelengths in this range – each with different characteristic parameters that affect

their suitability for specific applications. This chapter will provide a review of

progress in the development of detectors for use in this spectral region and will

highlight some notable results.
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1 Introduction

This chapter will consider the detection of single photons with wavelengths in the

range between 1 and 1.7 μm (energies between 1.24 and 0.73 eV). This spectral

region of wavelengths is used for a variety of different applications and is of

particular interest to the telecommunications industry as the silica-based optical

fiber wave guide employed for high bandwidth communications exhibit low loss at

wavelengths around 1.3 and 1.55 μm (energies of 0.95 and 0.8 eV). The optical

pulses used to transmit telecommunications signals contain multiple photons and

typically employ linear-mode operation semiconductor photodiode detectors,

where the detector output is linearly proportional to the incident optical signal

[1]. These optical fibers are often installed in regions of limited accessibility, and it

is important to have a means to characterize the fiber from factory to installation.

Optical time-domain reflectometery (OTDR) provides this mechanism by permit-

ting nondestructive measurements of the loss and length of the optical fibers.

Although OTDR systems based on multiphoton detectors offer sufficient sensitivity

for many applications, approaches operating with single-photon detection technol-

ogies offer the prospect of more efficient and cost-effective systems [2].

Single-photon detection is critical to the use of quantum key distribution, a

technology which uses quantum mechanics to guarantee verifiably secure commu-

nication of a cryptographic key between two parties [3]. A full and detailed

discussion of quantum key distribution is beyond the scope of this work, and the

curious reader is directed to the excellent work on quantum information edited by

Bouwmeester, Ekert, and Zeilinger [3]. To maximize range of transmission, it is

important that quantum key distribution systems are compatible with the widely

deployed telecommunications optical fiber network, which usually necessitates

employing photon sources which emit at wavelengths close to 1.3 or 1.55 μm [4]

– hence, high-efficiency single-photon detectors operating at these wavelengths are

desirable. The precise operating characteristics of the single-photon detectors play

an important role in the rate of the key exchange process, and small changes in the

performance of the detectors can affect the final secure information exchange rate

to a surprising extent [5].

Applications of single-photon detectors in the 1–1.7 μm wavelength region are

not limited to optical fiber-related technologies. For example, low-power, eye-safe

photon-counting laser ranging and depth imaging can also benefit from the usage of

such detectors. Here, the time-of-flight approach is used to estimate the distance

from a source to a remote object by emitting a bright optical pulse and measuring

the round-trip time for the photons to be scattered off the object and returned to a

single-photon detector. A more detailed discussion of the operation of such systems

can be found in the review work of Buller et al. [6]. Operation of such a system, for

example, in outdoor environments, leads to challenges such as with atmospheric

attenuation [7], unwanted photons from additional sources such as the solar back-

ground [6], and, ideally, an extremely low probability of causing injury from stray

laser radiation [8]. Low-photon-number pulses at wavelengths around 1.3 μm offer
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distinct advantages in these situations as they correspond to a region of the

spectrum where there are comparatively few solar-generated photons [9] and

offer improved eye-safety thresholds [8].

Additionally, such detectors would be capable of detecting photons with wave-

lengths that lie in certain atmospheric transmission windows [7], as well as infrared

gas absorption features, notably those of the so-called greenhouse gases such as

CO2 and NO2. In order to provide valuable data for studies of the environment, the

measurement and monitoring of the levels of these gases in the atmosphere have

fuelled the development of sensitive, high bandwidth detectors for use at these

wavelengths [10].

Just as single-photon detection can play a role in monitoring large-scale systems,

so it can also be used in the monitoring of microscopic biological systems. Most

techniques introduce a fluorophore which bonds to a cell or molecule of interest.

These fluorophores commonly emit at a lower wavelength, typically well below

1 μm, which is compatible with single-photon detectors described in the preceding

chapter [11]. However, one important example of near-infrared fluorescence is

singlet oxygen (1O2), which fluoresces at a wavelength of 1,270 nm, beyond the

detection range of Si-SPAD detectors. Singlet oxygen is an excited state of the

oxygen molecule and an important intermediate in many biological and physiolog-

ical processes [12]. The efficient direct measurement of fluorescence lifetimes of
1O2 at λ ~ 1,270 nm is therefore of interest to the biophotonics field [13].

With so many potential applications for single-photon detection in this spectral

region, there is a drive to develop efficient, low-noise single-photon detectors that

are sensitive to these wavelengths [14]. As mentioned in the chapter by Bülter [15],

many photon detectors will generate spurious events without incident photons,

known as dark events or dark counts. The precise cause of these dark counts

depends on the type of detector and the exact operating parameters, but one

common cause is thermal excitation of carriers [16]. Here we briefly reintroduce

the concept of noise-equivalent power (NEP), which is defined as the signal power

required to attain a unity signal-to-noise ratio within a one-second integration time

[17] and given by:

NEP ¼ hc

λη

ffiffiffiffiffiffiffiffiffi

2ND

p

ð1Þ

where h is Planck’s constant (6.62606957� 10�34 m2 kgs�1), c is the speed of light
in vacuum (299792458 ms�1), λ is the wavelength of the incident photon, ND is the

dark count rate, and η is the detection efficiency which is the probability that the

incident photon generates a measureable current pulse. It can be easily seen that

lower values of the NEP are more desirable [17], and relevant examples will be

provided throughout this chapter. To provide a reference point for later compari-

sons, a typical commercially available thick junction silicon SPAD [18], of the type

described in the chapter by Bülter [15], has an NEP of approximately

1.7� 10�17 WHz�½ at a wavelength of 550 nm and 4.7� 10�17 WHz�½ at a

wavelength of 850 nm [14].
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One further important factor in many applications of single-photon detectors is

the timing jitter – a measure of the degree of variation in time of the leading edge of

the output electrical pulse. There will be a statistical deviation in the individual

measurements of timing jitter, and it is often quoted as the full width at half-

maximum (FWHM) of a histogram of the distribution, although full width at

tenth-maximum (FW10M) and full width at hundredth-maximum (FW100M) are

also sometimes used [5].

Another useful aspect of single-photon detector performance is the dead time or

“recovery time” which is the time period after an incident photon during which the

detector is unable to register further incident photons. The exact cause of the dead

time is dependent on the type and configuration of photon detector used and is often

primarily due to the additional circuits used to bias, gate, or quench the detector as

opposed to the actual detector mechanism itself. The dead time will provide an

upper limit on the measurable photon count rate at the detectors.

2 Photomultiplier Tubes (PMTs)

Photomultiplier tubes, or PMTs, were probably the first form of infrared single-

photon detector that was widely utilized in a number of applications [19], and PMTs

for use in the visible wavelengths were covered in detail in the chapter by Bülter

[15]. We will not restate the means by which these devices detect single photons but

instead will examine how they may be used in the wavelength band 1–1.7 μm.

InGaAs photocathodes have shown promise for detection of photons in this wave-

length band, but the commercially available detectors must be cooled to approxi-

mately 200 K to reduce the effects of dark counts. While the detection efficiencies

of PMTs do not show a strong dependence on the wavelength of the incident

photons, they are typically low in comparison to other single-photon detectors

[20]. Furthermore, PMTs frequently exhibit long timing jitters of the order of

1 ns, mainly due to the spread in transit times of electrons from photocathode to

anode [21]. Most of the dark counts are typically induced by thermionic emission in

the photocathode and can be significantly reduced by lowering the operating

temperature [22]. However, PMTs also suffer from the deleterious effects of

afterpulsing, where multiplication events cause an excited state which later decays,

initiating a further avalanche event long after the initial event. The afterpulsing in

PMTs is most likely due to ion feedback caused by the ionization of residual gases

in the PMT or by luminescence of the dynode material and the glass of the tube

[23]. While it cannot be completely eliminated, the effect of afterpulsing depends

on the gain of the PMT and may be reduced by decreasing the operating voltage of

the PMT and using a preamplifier with a correspondingly higher gain [22].

Figure 1 shows how the quantum efficiency of two PMTs from Hamamatsu

Photonics varies with wavelength [20]. The R5509 – 43 PMT has an InP/InGaAsP

photocathode, while the photocathode of the R5509 – 73 is InP/InGaAs. Otherwise

the two PMTS are identical. It can be seen from Fig. 1 that using the InGaAs
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photocathode extends the operating wavelength of the PMT from around 1.4 μm to

approximately 1.7 μm with a typical detection efficiency of 1 % and a mean of

0.5 % over the entire 1–1.7 μm range. However, the R5509 – 73 exhibits 1.6� 105

dark counts per second, ten times the dark count rate of the lower wavelength

R5509 – 43 model. The NEP of the R5509 – 43 model at a wavelength of 1.35 μm is

6.7� 10�15 WHz�½, while that of the R5509 – 73 model at the same wavelength is

8.7� 10�15 WHz�½. InGaAs is also used in the design of SPAD detectors for the

λ ~ 1550 nm region.

3 InGaAs/InP Single-Photon Avalanche Diodes (SPADs)

At present, the most established approach for near-room temperature single-photon

detection at wavelengths in the range 1–1.7 μm InGaAs/InP based single-photon

avalanche diodes (SPADs). As has been discussed in the chapter by Bülter [15], a

SPAD is an avalanche photodiode (APD) operated in Geiger mode – that is to say

the APD is biased above avalanche breakdown and the presence of a single electron

(or hole) in the multiplication region can initiate a self-sustaining current. Such

devices are digital in operation; the output will be either zero or a well-defined

voltage level. The amplitude of the output voltage pulse is independent of the

number of incident photons. The operation of SPADs for use at shorter wavelengths

was discussed in the chapter by Bülter [15], and some similarities in operating

principles apply for detectors used at the wavelengths considered in this chapter.

Figure 2 shows a schematic of a cross section through a planar geometry InGaAs/

InP SPAD [24]. Here photons are absorbed in a narrow bandgap InGaAs layer

causing photogenerated holes to drift into the relatively higher field InP multipli-

cation layer. InGaAs and InP have a large mismatch in their bandgap energies (0.75

and 1.27 eV, respectively, at room temperature), and this leads to a valence band

Fig. 1 A plot of the dependence of quantum efficiency on wavelength of two Hamamatsu

photomultiplier tubes (PMTs) at a temperature of 193 K. The R5509 – 43 PMT has an

InP/InGaAsP photocathode while the photocathode of the R5509 – 73 is InP/InGaAs. Apart

from the photocathode, the PMTs are identical (Data courtesy of Hamamatsu Photonics UK

Limited [20])

Single-Photon Detectors for Infrared Wavelengths in the Range 1–1.7 μm 47



discontinuity which results in a barrier to hole drift into the multiplication region.

This can lead to hole recombination at the interface between the two materials,

resulting in reduced detection efficiency. This issue can be addressed by the growth

of intermediate bandgap InGaAsP layers (thickness typically 100 nm) between the

other two materials to smooth the gradient in valence band energies [26].

Early work was carried out using a linear-mode InGaAs/InP avalanche photo-

diode biased in Geiger mode and cryogenically cooled to 77 K. This gave an NEP of

1� 10�16 WHz�½ at a wavelength of 1.55 μm [27] and later improved to NEP of

4� 10�17 WHz�½ at the same wavelength and temperature using lower dark

current devices [28]. A greater understanding of the field-assisted tunneling in the

InP has led to the introduction of longer InP multiplication regions and, conse-

quently, improved detection efficiencies [29].

One major drawback of InGaAs/InP SPADs is the comparatively high

afterpulsing rate [30]. As discussed previously with photomultipliers, afterpulsing

is the generation of additional detector events after an initial avalanche.

Afterpulsing in SPADs is caused when an avalanche current causes mid-bandgap

trap states in the material to be filled. These traps then release the carriers at a later

time, contributing to the overall dark (i.e., non-photogenerated) count rate. These

deep-level traps are typically caused by impurities in the materials or dislocations

of the crystal lattice [31], and the characteristic trap lifetime increases with reduced

temperature. The trap release time is typically long compared to the time between

expected photon events or the source repetition frequency, and if this is the case,

then the afterpulsing will be manifested as an increase in the background level,

reducing the sensitivity of the detector.

There has been a significant quantity of work focused on the study of the

afterpulsing phenomenon, and there have been many advances in understanding

and reducing the effect [32]. It has been reported that there is evidence that the traps

responsible for afterpulsing can be found in the InP layers [24] and focused research

into the elimination of these traps will lead to a reduction in dark count rates and a

Fig. 2 A schematic of a

cross section through a

planar InGaAs/InP – single-

photon avalanche diode

(SPAD). The incident

photon enters the device

through the p-type zinc

diffusion region. A top

contact is made to the

central Zn-diffused region

and a lower contract to the

substrate [24]. The guard

ring [25] is also formed by

Zn diffusion
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corresponding improvement in photon-counting rates. In 2012, Itzler et al. showed

that there was no physical significance to the detrapping time that could be

extracted from the, then canonical, exponential fitting of the decay of the afterpulse

probability with time [32]. Instead, they proposed a simpler power law dependence

(although also postulated that there may be other mathematical solutions) which

suggested that there was a higher density of slower release traps.

The simplest approach to mitigating the effects of afterpulsing is to force the

SPAD to be inactive by biasing it below breakdown for a “hold-off” time that is

sufficiently long to allow all trapped carriers to be released and swept from the

multiplication region without the possibility of triggering afterpulses. However,

imposing long hold-off times limits the rate at which photons can be detected, and

selection of the duration of the hold-off time is a trade-off between afterpulse

suppression and maximum possible count rate. However, it is possible to combine

a hold-off time with electrical gating to permit efficient operation [33], as will be

described later. There are three main forms of simple quenching applied to detec-

tors: passive, active, and gated. Passive quenching and active quenching have been

described in the chapter by Bülter [15], and these techniques have also been used

with the detectors described in this section. A passive quenching circuit, shown in

schematic form in Fig. 3, is simply a high-impedance load connected in series to the

SPAD [35]. Passive quenching circuits can have a slow recovery time in which no

further photon detection events can be registered (a dead time), reducing the

maximum count rate possible. Although it is possible to reduce both the load

resistance and internal capacitance of the diode and thereby minimize the dead

time, even at small values of RL (�500 kΩ) and internal capacitance (�1 pF), the

dead time can be up to� 1 μs [35].
Due to the comparative simplicity of the approach, passive quenching has been

successfully applied to InGaAs/InP SPADs in many applications [36, 37]. Passive

quenching with an active reset was used by Liu et al. in 2008 in a demonstration

which also varied the hold-off time over the range 0–8 μs [38]. For an excess

voltage of 2 V and operating temperature of 230 K, the NEP at a wavelength of

Fig. 3 An example of a

circuit used in passive

quenching. When the

avalanche photodiode

(APD) is biased above the

breakdown voltage by VA,

an electron–hole pair can

generate a self-sustaining

avalanche. The avalanche

discharges through the high

resistance of RL and the

voltage VA decreases. The

point AR denotes where one

end of the FET would be

connected when active reset

is utilized [34]; see text
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1.31 μm was estimated by Liu et al. to be 8� 10�17 WHz�½. Active reset inserts a

field-effect transistor (FET – a fast voltage switch) between the ground and the

point between the SPAD cathode and ballast resistor RL marked with AR in Fig. 3

[34]. The switch’s default inactive state is to be open and RL is selected to be

sufficiently large that passive quenching will be guaranteed. Once the avalanche has

been quenched, a comparator senses the avalanche pulse and closes the switch for a

short duration to recharge the diode and stray capacitance. The switch is closed for a

time that is very slightly longer than the time taken by the quenching transition, and

the hold-off delay is applied between the completion of the quenching process and

the reopening of the switch.

In 2008 Warburton et al. demonstrated a passively quenched room temperature

InGaAs/InP SPAD [39] by using a low excess bias approach to minimize avalanche

current and permit entirely free-running operation (i.e., without the assistance of

electrical gating). At room temperature (295 K), the NEP of this device was

9.70� 10�15 WHz�½ which reduced to 6.57� 10�17 WHz�½ at 170 K, both

measured when using a 100 kΩ reverse biasing resistor [39].

Active quenching [40] has been applied to many SPAD systems [41, 42]. In this

approach the hold-off time after quenching is determined by the duration of the

output pulse from the comparator and is equal to the duration of the avalanche

pulse. The dead time associated with this technique is the sum of the avalanche and

hold-off durations (approximately twice the duration of the propagation delay in the

feedback loop) and can be of the order of a few nanoseconds – permitting photon

detection rates of the order of MHz.

In 2009, Zhang et al. demonstrated an approach to active quenching based

around an application-specific integrated circuit (ASIC) fabricated using 0.8 μm
CMOS [43]. Utilizing this active quenching ASIC approach, they were able to

achieve NEPs in the range 2.92� 10�16 WHz�½ to 4.77� 10�16 WHz�½ at a

wavelength of 1.55 μm and an operating temperature of 223 K. Operating under

the same conditions but using a more conventional external circuit active gating

scheme [27], the same detector demonstrated an NEP of between 2.96� 10�16

WHz�½ and 4.26� 10�16 WHz�½ [43].

The effects of afterpulsing can be reduced by electrically gating the detector,

only raising the bias voltage above breakdown when an incident photon is expected.

This means that between gates, the traps can empty without triggering further

avalanche pulses. Some form of gated quenching is used in most applications of

InGaAs/InP SPADs. However, the relatively high afterpulse probability and long

trap lifetimes mean that only low gating rates are possible using simple gating

techniques (i.e., gate periods of 10’s of ns duration), typically in the range of

1–100 kHz [44]. Adaptations of this approach have been applied to quantum key

distribution since the arrival times of the photons at the detectors can be predicted

due to the known length of the transmission medium and the bias voltage level

raised and lowered accordingly [45].

Simple gating techniques can have limitations in applications such as time-of-

flight-ranging, where the aim is to measure unknown distances, and hence, the

arrival time of the returned photon is necessarily difficult to estimate. An approach
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that has been used successfully is to use a relatively high-frequency gate (i.e.,

>50 MHz), but a long hold-off time of, typically, milliseconds after each which can

yield impressive results [33].

The obvious limitations of some of the early gating techniques motivated

researchers to develop new quenching approaches. High-clock-rate single-photon

detection relies on the detection of weak avalanches [46]; however, the weak

avalanches can be difficult to detect in gated mode due to the capacitive response

of the APD to the gating signal [47]. One approach to the removal of the capacitive

response is termed “sine gating” which, as the name suggests, applies a sinusoidal

electrical gate to the SPAD [48]. An example of the operation of sine gating is

shown in Fig. 4. The resistance of the APD, which is considerably greater than R0,

serves to attenuate the gate signal. If an avalanche is not triggered within a gating

period, then only the attenuated single frequency input sinusoidal gating signal is

output by the circuit. If an avalanche occurs during the gating period, then an output

electronic avalanche pulse is mixed with the gating signal. Since the avalanche

pulse is composed of many frequencies, it can easily be separated from the single

frequency gating signal by using a narrow bandwidth elimination filter centered on

the gating frequency ωg. Selecting an extremely narrow bandwidth elimination

filter and perfectly matching the impedance of the circuits mean that it is possible to

transfer nearly all of the energy from the avalanche signals and achieve the

maximum electrical signal-to-noise ratio [43].

Sinusoidal gating has the advantage that it permits high gating periods of several

100’s of MHz (and even as high as the GHz regime [49]) although actual maximum

detector count rates are still limited by other detector artifacts and therefore are

Fig. 4 A schematic of the “sine gating” approach [48]
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lower. In 2011, Liang et al. demonstrated a 1 GHz sinusoidally gated InGaAs/InP

SPAD with an NEP of 1.36� 10�16 WHz�½ for a wavelength of 1.55 μm and an

operating temperature of 248 K [50]. This detector was then demonstrated at short

range in a time-of-flight laser ranging system [51]. Meanwhile in 2012, Walenta

et al. demonstrated a 1.25 GHz sinusoidally gated InGaAs/InP SPAD with an NEP

of 5.36� 10�17 WHz�½ in a quantum key distribution system [49].

Sine gating relies on filtering the single frequency periodicity of the gating signal

to remove the capacitive response of the APD to the gating signal. Another

approach, known as “self-differencing,” operates by subtracting a delayed copy

of an arbitrarily shaped periodic gated signal from the output signal [52] with any

avalanche signal being much more evident after the subtraction process. Like sine

gating, self-differencing can be employed at high gating signal frequencies of the

order of 100’s of MHz and beyond. In 2010 Yuan et al. demonstrated a InGaAs

SPAD operating at gating repetition frequency of 2 GHz with NEPs of between

1.0� 10�15 WHz�½ and 6.3� 10�16 WHz�½ (depending on the DC bias) at a

wavelength of 1.55 μm [46].

Self-differencing circuits may also be used with InGaAs/InP SPADs to produce

photon number resolving detectors [53]. The current is measured shortly after the

onset of avalanche build-up, and due to the self-differencing approach, it is possible

to resolve avalanche currents over ten times lower in amplitude than is normally

achievable with conventional gating techniques for Geiger-mode devices. The peak

voltage of the output signal varies with input photon number, and it is possible to

use a measurement of the amplitude of the output voltage to determine the incident

photon number [54].

One further approach to the reduction of afterpulsing in InGaAs/InP SPADs is

negative feedback [55]. A thin film resistor is monolithically integrated directly

onto the surface of the device, thereby reducing the parasitic effects [56]. In an ideal

case this means that the total number of charges in the device during the avalanche

process is determined only by the diode depletion capacitance and the excess bias.

Fewer charges in the device during avalanche mean that there is a lower probability

that a trap state will be filled to later cause an afterpulse.

Some photon-counting applications, such as imaging, can greatly benefit from

arrayed SPAD detectors [57, 58]. InGaAs-based single-photon detector arrays have

been commercialized by two companies, Princeton Lightwave [57] and Spectrolab

[58], who have packaged them into convenient camera systems. In each case, the

detector plane consists of a thermoelectrically cooled 32 pixel� 32 pixel Geiger-

mode InGaAs/InP SPAD and GaP microlens array, flip-chip bonded to a silicon

CMOS integrated readout circuit. The Princeton Lightwave implementation comes

in two versions: one which detects photons with wavelengths in the range 0.91–

1.14 μm (with absorption in InGaAsP) and one which is sensitive to wavelengths

between 0.92 and 1.62 μm (with an InGaAs absorber). The shorter wavelength

model exhibits a typical NEP of 1.07� 10�16 WHz�½ for a wavelength of

1.064 μm, while the longer wavelength model exhibits a typical NEP of

1.16� 10�16 WHz�½ for a wavelength of 1.55 μm. Both models have a fill factor
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of 75 % and typical dark count rates of 20 kHz and are capable of operating at frame

rates of 74, 142 and 186 kHz.

Although the reduction of afterpulsing and dark count rates remains a significant

challenge, SPADs based on InGaAs/InP are still the most promising candidate for

near-room temperature single-photon detection at wavelengths around 1.55 μm.

They have been successfully used in a number of different applications from time-

of-flight laser ranging [51] to high-performance demonstrations of quantum key

distribution [59].

4 Silicon-Germanium (SiGe) Single-Photon Avalanche

Diodes (SPADs)

Ge exhibits good absorption properties at room temperature for wavelengths up to

approximately 1.6 μm and has been considered as a material for SPAD detectors.

Initially, studies were made of the performance of commercially available linear

multiplication germanium avalanche photodiodes operated in Geiger mode. These

detectors offered gated single-photon detection efficiencies of around 10 % and

timing jitter of less than 100 ps. However, they also exhibited high dark count rates

in the high-field narrow-gap Ge multiplication layer and high afterpulsing rates

[60]. A typical value of NEP obtained from these measurements for a wavelength of

1.3 μm was 7.5� 10�16 WHz�½ at temperature of 77 K.

Another area of interest was the use of Si multiplication layers used in conjunc-

tion with absorbing layers containing Ge. However, the lattice mismatch between

Si and Ge makes epitaxial growth of high-quality Ge-on-Si difficult. In the 1980s

progress was made in the development of strained-layer silicon/silicon germanium

(Si/SiGe) on silicon linear-mode avalanche diodes. An early avalanche photodiode

detector structure was a wave guide with the core formed from a strained-layer

GexSi1-x/Si superlattice in a sandwich structure between lower refractive index Si

cladding layers. Due to interband electron transitions, the absorption of the infrared

radiation takes place in the core superlattice region, while the cladding layers

collect the photogenerated carriers [61]. The strain in the superlattice resulted in

a redshift in the absorption of the material relative to unstrained bulk SiGe so that

the detector was able to operate in the wavelength range 1.3–1.55 μm [62].

The first SPAD grown using a similar approach was demonstrated by Loudon

et al. in 2002 [63]. These devices were grown with strained SiGe/Si layers and

Si/Si0.7Ge0.3 multiple quantum-well material as an absorber [64], as shown in

Fig. 5. To prevent relaxation of the layer, the overall thickness of the layers

containing Ge was limited to only 300 nm, and this led to low levels of absorption

at wavelengths of 1,300 nm and above. The devices exhibited an improvement in

the maximum detection efficiency of ~0.013 % at a wavelength of 1.21 μm, a

30-fold increase when compared to all-Si control samples. While the efficiency

improvement at longer wavelengths was notable, the low detection efficiency can
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be primarily traced to the lack of Ge in the absorber layer. This work led to the

conclusion that the absorption at λ ~ 1,550 nm needed to be significantly increased

and should be composed of thick (i.e., >1 μm) layer of Ge, grown adjacent to the

larger gap Si multiplication layer. However, due to the large lattice mismatch of

4.2 %, the direct epitaxial growth of high-quality Ge-on-Si is highly problematic

due to the high density of dislocations formed at the hetero-interface. One solution

was to grow a thin Ge seed layer (25–100 nm thick) on top of the Si substrate at a

low temperature of between 620 and 675 K. This buffer layer will typically have

between 108 and 109 cm�2 threading dislocations [65]. Following the buffer layer, a

thick layer of Ge is grown at a higher temperature (approximately 920 K) before the

thermal annealing over several cycles (at a temperature between 1,270 and

1,370 K). This annealing process can reduce the threading dislocations to around

106–10�7 cm�2 [65]. Following the refinement of the seed layer approach to Ge

absorption layer/Si multiplication layer SPADs, there have been several experi-

mental demonstrations of this structure. In 2013, Warburton et al. demonstrated the

lowest reported (to date) noise-equivalent power for a thick Ge-on-Si SPAD at

1� 10�14 WHz�½ at a wavelength of 1.31 μm [66]. The structure of this device is

shown in Fig. 6. At an operating temperature of 100 K, the dark count rate of this

device was approximately 6 mega-counts per second and the detection efficiency

4 %. The paper also reported a low afterpulsing level compared with III–V-based

SPADs

Fig. 5 A cross section through the 120 μm diameter circular mesa structure of a strained silicon-

germanium (SiGe) multiple quantum-well layer single-photon avalanche diode (SPAD) [63]. The

Ge0.1 marker was used as an etch stop during the fabrication process, and the p-type doping spike

created a high-field region in the avalanche layer
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5 Quantum Dot-Based Detectors

The avalanche gain process is the primary cause of spurious counts (unwanted

“noise”) in the avalanche photodiodes [67]. Various methods are under examina-

tions which seek to reduce this contribution. One approach that has shown promise

is the use of quantum dots. A quantum dot is a nanometer-dimensioned structure

which confines electrons in all three dimensions leading to a quantization of the

available energy transitions for carriers similar to that of a single atom [68]. One

way that this can be achieved is to form an island of low bandgap semiconductor

material surrounded by higher bandgap material. The physics of quantum dots is a

wide-ranging field of research, and a detailed analysis is beyond the scope of this

chapter. The curious reader is directed to the work edited by Peter Michler [69] for

more details.

In 2007 a single-photon detector based on an AlAs/In0.53Ga0.47As/AlAs double-

barrier resonant tunneling diode containing a layer of self-assembled InAs quantum

dots grown on an InP substrate was presented, and this is shown in schematic form

in Fig. 7. This device demonstrated an internal efficiency of 6.3 % [71]. This

detector sensed a change in the resonant tunneling current through the structure

which was caused by a single photoexcited carrier being captured in a quantum dot.

The tunneling current in a resonant tunneling device exhibits a strong sensitivity to

the energetic alignment of the electrons and the confined level between the double

barriers. As the detection mechanism does not rely on an avalanche process, it is

believed that the afterpulsing rates of such detectors should consistently be lower

than in SPAD detectors.

The detection efficiency and dark count rate of the devices depend on the size

and density of the quantum dots [72]. Several different approaches exist for the

growth of quantum dots, and the current process of choice for many applications is

self-assembly [73].

Self-assembly is a spontaneous formation process that relies on a slight

mismatch in the lattice parameters of two different semiconductor materials

Fig. 6 A cross section

through the 25 μm diameter

circular mesa structure of a

germanium on silicon

(Ge-on-Si) single-photon

avalanche diode (SPAD)

[66]. The Ni/Al layer forms

the top contacts and Si3N4

is used for passivation and

insulation
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(heterostructures) with the same crystal axis [74]. Strain is induced by the small

mismatch in lattice parameters, and after a critical number of layers have been

deposited, nanometer scale islands of semiconductor spontaneously form to relieve

the stress. These islands form the quantum dots. The strain energy is reduced by the

formation of quantum dots, but the surface energy increases, and the dot formation

is the process of an equilibrium forming between these two competing energies.

This means that achieving fine control over the exact size and position of the

quantum dots is challenging.

Generally, it can be shown that reducing the size and density of the quantum dots

typically reduces the dark count rate. Molecular beam epitaxy (MBE) permits some

level of control over the density of the dots, for example, by reducing the deposition

time (and hence layer thickness), and by altering the physical geometry of the

sample during growth, a density gradient can be achieved across the sample surface

[75]. Reducing the dot size also lowers the detection efficiency, and the choice of

size and density is a balancing act between the desired detection efficiency and dark

noise.

6 Superconducting Transition Edge Sensors

All of the single-photon detectors examined so far in this chapter have been based

on semiconductor technologies. Other possible technologies can also be utilized for

the detection of single photons, such as superconductors. Superconductors are

materials which exhibit zero electrical resistance and are therefore able to maintain

the flow of an electrical current without a voltage drop [76]. The development and

analysis of superconductors is a fascinating topic, and the reader is directed to the

review work edited by Bennemann and Ketterson for a more detailed analysis [77].

Fig. 7 A staggered cross

section through the square

mesa structure of an InAs

quantum dot single-photon

detector [70]. The cross

section has been staggered

to better illustrate the

structure of the device
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Since the first superconductor, mercury (Hg), was identified in 1911 [78], there

has been a drive to identify further materials which exhibit this useful property.

There is one further feature of all the superconductors that have been identified so

far in the published literature in that they all require cooling to cryogenic (or near-

cryogenic) temperatures – for example, mercury only superconducts at tempera-

tures lower than 4.2 K [79]. The temperature below which a material becomes a

superconductor is called the critical temperature and is commonly denoted by TC.
This dependence of superconductivity on temperature can be exploited to produce a

single-photon detector. Although photons typically have very low individual ener-

gies, the additional heat induced on a correctly configured suitable superconductor

can be enough to briefly raise the temperature of the device above TC and generate a
measurable voltage pulse [80]. Naturally, such superconductors need to exhibit a

sharply transitioning dependence of superconductivity on temperature.

Transition edge sensors are a form of superconducting single-photon detector

based around an extremely sensitive calorimeter [81]. A common transition edge

sensor single-photon detector calorimeter design, such as that shown in Fig. 8,

features an absorber, which increases in temperature with incident energy of the

desired type; a thermometer, which measures this increase in temperature; and a

weak link to a thermal heat sink, so that the absorber may slowly cool to the original

temperature [82]. To operate a superconducting transition edge sensor, the photon

absorber is cooled to a temperature which is below the critical temperature and a

bias voltage applied so that the absorber is heated to a temperature where the small

heat increase of an incident photon generating a photoelectron will result in a large

change in the resistance. The increase in the temperature of the photon absorber

results in an increase in the resistance of the device, which leads to a further

increase in temperature. The change in resistance is measurable using external

circuitry and is used to indicate the detection of single photons.

Fig. 8 A schematic of a possible tungsten (W) transition edge sensor (TES) arrangement with

both TES and absorber composed of W. The silicon-nitride (Si3N4) membrane acts as the weak

thermal coupling to the silicon (Si) substrate which serves as the thermal heat sink. The Si

substrate is patterned into a waffle-like pattern with angled faces on the vertical holes to provide

a weak thermal heat sink. Electrical connections to the TES are not shown (this design is based on

that presented by Iyomoto et al. [82])
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Single-photon detectors based on transition edge sensors are often manufactured

from tungsten as it exhibits the required sharp transition from superconducting to

nonsuperconducting with varying temperatures. It is possible to use tungsten

patterned onto silicon substrates as both photon absorber and thermometer. An

absorbed photon results in an increase in the tungsten’s temperature, leading to an

increase in the resistance and drop in the Joule power dissipated. There is a

relatively weak coupling between the electron and phonon systems at the operating

temperatures of such a detector. When the tungsten heats up, only a small amount of

the excess heat is lost through thermal conduction to the substrate. The change in

current caused by the change in resistance is measured with a superconducting

quantum interference device (SQUID) array [83]. SQUIDs are highly sensitive

magnetometers based on superconducting loops with Josephson junctions that can

be used to measure very weak magnetic fields.

Tungsten-based transition edge sensors can detect a wide spectrum of wave-

lengths from at least 0.35 to 1.55 μm [80]. They also have low dark count rates,

typically around 10 counts per second. The detection efficiency of such detectors in

the spectrum of wavelengths considered in this chapter can be as high as 95 % in

gated mode operation at a wavelength of 1,556 nm [84] in a resonant cavity

configuration. However, they have poor timing attributes with an approximately

1 μs FWHM timing jitter and a thermal recovery time of around 800 ns to 1 μs. As
the superconducting transition temperature of the tungsten films is around 100 mK,

the devices must be cooled using an adiabatic demagnetization refrigerator [85].

In addition, these detectors are capable of photon number resolving, that is to say

that they are capable of indicating (to a certain extent) the number of photons in an

incident pulse [84]. The previously described 95 % efficient detector of Lita

et al. was capable of resolving up to seven photons in a pulse.

7 Superconducting Nanowires

As the name suggests, these detectors are formed using superconducting nanowires,

typically fabricated with a width of approximately 100 nm [86]. The wire is biased

with a current which is just below the critical current and maintained at a temper-

ature below the critical temperature. An incident photon generates a localized hot

spot which increases the temperature in a small region above the critical temper-

ature. The hot spot develops and grows, constraining the supercurrent in the areas

surrounding the hot spot near the edges of the wire. The current density in the edges

of the wire has then become so great that it exceeds the critical current density, and

a nonsuperconducting stripe is created across the nanowire [87]. This results in the

output of a measurable voltage pulse that can be amplified and recorded. This

process typically occurs on far shorter timescales than the reset of a semiconductor

avalanche diode single-photon detector by present quenching technologies [88].

The first superconducting nanowire-based single-photon detector was demon-

strated in 1991 by Gol’tsman et al. [89]. This early device consisted of a series of
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ten 0.15 nm thick NbN wires stripes of width 0.7 μm and length 100 μm spaced by

1.3 μm from adjacent wires and connected in parallel on a 0.38 nm thick sapphire

substrate and gave a detectivity of 1010 W�1 cm Hz�½. The low detection efficien-

cies of these early designs could be attributed to the low fill factor of this geometry.

The use of individual long straight wires meant that photons had to be directly

incident on the relatively narrow wire in order to be registered. While increasing the

area of the detector by increasing the width of the wire may seem like an obvious

route to take, the small scale of the hot spot formed by an incident photon means

that the wire width cannot be increased indefinitely. Therefore, the wire is typically

arranged in a large area meander line [90], as shown in Fig. 9, shaping the detector

profile to be more consistent with focused optical beams. Furthermore, it has been

indicated that thinner films typically offer higher detection efficiencies since the

diameter of the hot spot generated by an incident photon is inversely dependent on

the thickness so that limitations on the uniformity of the NbN stripe are eased [90].

There has been an ongoing drive to improve the detection efficiency of

superconducting nanowire detectors. The interaction length between the incident

photons and the detector can be increased by means of an integrated wave guide

[91]. This has the effect of increasing the probability that a photon will be absorbed

by the nanowire and, hence, the detection efficiency [86]. Additionally, integrated

wave guides offer the prospect of more efficient coupling to other wave guide-based

optical circuits in, for example, quantum information applications. One of the most

commonly used materials for SNSPDs has been NbN [92]; however, other materials

are being investigated.

The detection efficiency of a SNSPD depends on the absorption of incident

photons in the meander wire (the probability of which increases with the thickness)

and the probability that an absorbed photon induces the formation of a resistive

state in the nanowire (which increases with decreasing cross-sectional area).

Fig. 9 A schematic of a superconducting nanowire single-photon detector (SNSPD) arranged in a

meander line [90]. An incident photon is only detected if it strikes the superconducting nanowire.

The width of the superconducting wire cannot be increased indefinitely due to the limitations of the

detection mechanism. The meander arrangement ensures that that the area of superconductor is

increased without adversely affecting the detection process [86]
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Therefore, a thicker NbN film needs to be patterned with a thinner wire to increase

the detection efficiency. The superconducting properties of polycrystalline NbN

depend on the crystal phase of the films and are affected by crystal defects which

limit the choice of growth substrates, the achievable designs, and the yield of

devices. Other superconducting materials, such as WSi, are homogenously disor-

dered and therefore offer the prospect of nanowires that are more robust against

structural defects, permitting the fabrication of devices on a wider range of sub-

strates. A further advantage of using WSi with respect to NbN is that WSi has a

smaller superconducting band energy leading to higher sensitivity at longer wave-

lengths. By developing a W0.75Si0.25 nanowire detector on a Si substrate [93], a

team from the National Institute of Standards and Technology (NIST) has achieved

93 % detection efficiency at a wavelength of 1.55 μm with a dark count rate of

1 s�1, leading to an NEP of 1.9� 10�19 WHz�½.

The detection efficiency of nanowire detectors can also be enhanced by placing

the nanowire in an optical resonant cavity [94]. One approach is to form a cavity of

this type by using an external mirror and the surface of the substrate on which the

detector was grown [95]. In 2006 Rosfjord et al. demonstrated a detection efficiency

of 57 % for a 100 nm wide and 4 nm thick NbN wire in cavity formed from the

substrate and an external Ti/Au mirror, at a wavelength of 1.55 μm and an operating

temperature of 1.8 K [95]. In 2010, Tanner et al. demonstrated an NbTiN SNSPD

grown on an SiO2 buffer layer which formed a cavity with the polished end of the

input optical fiber, leading to an NEP of 2.9� 10�17 WHz�½ at a wavelength of

1.31 μm [96]. A detection efficiency of up to 90 % can theoretically be reached for a

20 nm wide and 10 nm thick NbN-based SNSPD at a wavelength of 1.55 μm, as

shown by simulations conducted by Marsili et al. [97].

Cavity-enhanced SNSPDs have been successfully utilized in several recent

experiments requiring efficient single-photon detection at wavelengths above

1 μm. In 2013 an NbTiN SNSPD in a resonant cavity geometry with an NEP of

3.2� 10�17 WHz�½ at a wavelength of 1.56 μm was employed in a low-optical-

power 50 MHz clock rate kilometer range time-of-flight laser ranging system

[98]. Also in 2013 a cavity-enhanced NbTiN SNSPD was used to detect 1O2

luminescence at a wavelength of 1270 nm and an NEP of 8.6� 10�18 WHz�½, a

20-fold improvement over the PMTs previously employed [99]. A 10.7 GHz clock

rate quantum key distribution system based on a twin element SNSPD was

presented by Dauler et al. in 2010 and achieved a sifted bit rate of 4 Mbits�1

[100]. The single detector consisted of two nanowire meander elements, each

having a detection efficiency of 31� 3 % at a wavelength of 1.55 μm, arranged

such that each element comprised a half circle of diameter 7 μm.

Increasingly, there has been research into the development of arrayed

superconducting nanowire detectors. Arranging the detectors in such a configura-

tion can offer a large active area, improved spatial resolution [101], and “pseudo”

photon number resolution that only resolve individual photons if they are incident

on separate nanowires.

In 2007 Smirnov et al. reported one of the earliest SNSPD arrays, a 4 pixel NbN

detector array arranged in 2� 2 grid [102]. Each single detector pixel was a

10� 10 μm square containing a 100 nm to 120 nm wide meander wire with a
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60–70 % fill factor and a wire thickness of 4 nm. Although the dark count rate and

detection efficiency of this device varied with driving current and operating tem-

perature, the best quantum efficiency was 32 % for a wavelength of 1.3 μm, an

operating temperature of 1.8 k, and a bias current of ~25 μA. The reported dark

count rate was 0.1 s�1, leading to an NEP of 2.1� 10�19 WHz�½.

In 2014 Miki et al. demonstrated a 64 pixel NbTiN superconducting nanowire

array. The array was composed of an 8� 8 grid of 5� 5 μmmeander lines arranged

with a spacing of 3.4 μm to cover an area of 63� 63 μm. Each individual nanowire

detector was 5 nm thick and formed into wires 100 nm wide with 100 nm spacing

across the 5� 5 μm square. It is difficult to quote an NEP for this device as one

complete module since each pixel exhibited an individual dependence of detection

efficiency on bias current and the dark count rate was not quoted. If we consider a

median bias current of 13.5 μA, then it was calculated by Miki et al. that 60 of the

64 pixels themselves had detection efficiency above 90 % before system losses

were taken into account.

The low temperature required for operation of these single-photon detectors

(typically an absolute maximum in the region 10–20 K and usually far lower of the

order of a few Kelvin) means that these detectors require cryogenic cooling to

operate. These systems can either be bulky systems operating using liquid cryogens

(such as liquid helium) or somewhat more compact systems using cryogen-free

refrigerator systems.

8 Upconversion to Higher Photon Energies

One possible way of detecting single photons in the 1–1.7 μm range is to convert

them into photons with energies compatible with detectors designed for shorter

wavelengths, such as those described in the preceding chapter of this book. This can

be achieved by means of a process called parametric upconversion – the conversion

of light with one wavelength into light with a shorter wavelength (higher energy) by

means of sum frequency generation when incident with a strong pump beam in a

crystal of a quadratic nonlinear medium. The conservation of energy and momen-

tum states that the output photon must have an energy which is equal to the sum of

the input photon and pump, that is to say:

EOutput ¼ EInput þ EPump,

or υOutput ¼ υInput þ υPump,

or
1

λOutput
¼ 1

λInput
þ 1

λPump

;
ð2Þ

where E denotes energy, υ frequency, and λ wavelength. A more rigorous

mathematical analysis of the process may be found in Chap. 5 of [103].

Such an approach does not have a unity probability of converting the input

photons into lower wavelength output photons. The process of upconversion has

issues of photons from the pump beam being transmitted through the crystal to the
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detector or unconverted input photons passing through the crystal to the detectors. It

is possible to spectrally separate these undesired photons from the upconverted

photons by the use of narrow wavelength band-pass filters, although physical

imperfections mean that the transmission of photons of the converted wavelength

will also be reduced. It may be possible to change the wavelength of the pump so

that it corresponds to a spectral region where the single-photon detector has low

detection efficiency. However, changes to the pump wavelength result in changes to

the wavelength output to the single-photon detectors, as outlined in Eq. (2), and

these may be sufficient to also move the output photon wavelength into a region

where the detectors have low efficiency.

In 2004, Albota andWong demonstrated the conversion of incident photons with

a wavelength of 1,548 μm into photons with a wavelength of 631 nm by means of a

periodically poled lithium niobate (PPLN) crystal and a pump of wavelength

1,064 μm delivered from a Nd:YAG laser, as shown in Fig. 10. These shorter

wavelength photons were then detected using a silicon SPAD. The silicon absorp-

tion edge occurs at a wavelength of 1.1 μm so the upconverted photon must have a

shorter wavelength than this limit. The conversion efficiency could be altered by

changing the pump power, with higher pump powers typically giving higher

conversion efficiencies but also higher background counts from stray pump pho-

tons. For a pump power of approximately 22 W, they achieved a detection effi-

ciency of approximately 20 % and a background count rate of around 4.85� 105

counts per second. The required phase-matching conditions meant that the phase-

matching bandwidth was 0.3 nm for the weak input beam, a restriction we shall

address later.

Fig. 10 A possible scheme for upconversion of photons with a wavelength of 1.55 μm into

photons with a wavelength of 631 nm which are suitable for detection using silicon single-photon

avalanche diodes (Si-SPADs). The Input and Pump are made coaxial by a dichroic beam

combining mirror that only reflects the pump wavelength of 1060 nm. Conversion from the higher

wavelength to the lower takes place in the nonlinear crystal (e.g. periodically poled lithium

niobate). The spatial and spectral filter serve to ensure that only the 631 nm wavelength photons

are incident on the Si-SPAD (this scheme is based on that reported by Albota et al. in 2004 [104])
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In 2013, Shentu et al. published a system detecting 1.55 μm wavelength light

with an overall detection efficiency of 15 % and a noise count rate of 25 s�1 for a

58 mW pump or a detection efficiency of 28.6 % and a noise count rate of 100 s�1

for a 20 mW pump [105]. This detector was also integrated into an upconversion

infrared spectrometer with a quoted NEP of 6.3� 10�18 WHz�½.

The nonlinear conversion process means that upconversion systems typically

have a narrow acceptance bandwidth at the input, as mentioned earlier. Although

there is some scope for temperature tuning of the crystal, this is a slow process and

the accuracy of the wavelength selection depends on the accuracy and stability of

the temperature selection. In 2008, Thew et al. demonstrated a tunable

upconversion system which offered a tenfold increase in the detectable bandwidth

[106]. This system employed a pump composed of a fiber-coupled 980 nm wave-

length laser diode with an external cavity formed from a fiber Bragg grating.

Physically stretching the fiber resulted in a change in the length of the cavity and

hence the pump laser wavelength. Since the accepted input signal wavelength is

determined by the pump wavelength and the quasiphase-matching condition of the

nonlinear crystal, an alteration in the pump wavelength means that the accepted

input signal wavelength also changes. Practical physical limitations of the system

meant that Thew et al. were unable to select from a full spectral band of input

wavelengths and had to choose from a series of discrete wavebands [106].

9 Conclusions

In this chapter we have provided a summary of the evolution and current status of

single-photon detectors for use in the wavelength range 1–1.7 μm. A summary of

the main technologies and selected examples of applications have been presented.

The impetus of existing applications for efficient and convenient detectors of

photon in this wavelength band has driven the development of such detectors.

Efficient detection of photons with wavelengths of approximately 1.55 μm is

important for applications requiring compatibility with the existing telecommuni-

cations optical fiber infrastructure, as well as providing a low loss and low solar

background window for free-space optical communication and photon-counting

laser ranging and depth imaging.

Perhaps the most promising candidate for room temperature single-photon

detectors at these wavelengths at present is InGaAs/InP SPADs. Work in

Ge-based devices has shown promise but is currently at a low level of technical

maturity compared with InGaAs/InP SPADs. Low-temperature superconducting

detectors, particularly nanowires, show exciting potential for numerous application

areas were the additional cooling is not a disadvantage. As new single-photon

detector technologies are developed and existing approaches are refined, new

application areas will be identified that require different operating parameters,

further driving the development and refinement of single-photon detectors for use

at these wavelengths.
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Modern Pulsed Diode Laser Sources

for Time-Correlated Photon Counting

Thomas Schönau, Sina Riecke, Andreas Bülter, and Kristian Lauritsen

Abstract Time-correlated single-photon counting applications require pulsed

excitation sources at various wavelengths from the UV to the IR that feature a

short pulse width (usually picoseconds or femtoseconds) as well as repetition rates

in the kilohertz to megahertz range. The repetition rate should ideally be tunable in

order to adapt the pulse period to the required measurement window. In the blue,

red, and IR spectral range, such pulses with energies of up to 100 pJ can be readily

provided by single gain-switched laser diodes which can be housed in compact and

robust packages. Laser pulses in the UV or green-yellow spectral range are,

however, not directly accessible and require more elaborate setups that are based

on power amplification and frequency conversion. An alternative excitation source

that has also become popular in the recent years is the supercontinuum laser as it

gives direct access to a broad wavelength spectrum that spans from the blue to

the IR.

This chapter provides an overview about the fundamental aspects and parame-

ters of pulsed diode lasers as well as a short introduction into pulsed LEDs and

supercontinuum lasers that are usually used for time-correlated single-photon

counting applications.
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1 Introduction

When Theodore Maiman demonstrated the first laser in 1960, the device was

famously called “a solution looking for a problem” by his assistant Irnee

D’Haenens [1]. Since then, lasers have been developed at a multitude of wave-

lengths and power levels, and plenty of applications have been found, each requir-

ing specific laser parameters. Often, the improvements of laser sources and

applications have gone hand in hand, and the development of tailored light sources

is an important direction of industrial and academic research even today.

One important application in the context of photon counting applications is the

measurement of the fluorescence lifetime of a sample [2, 3]. In this method, a

picosecond pulsed laser is used to excite fluorescence in, e.g., biological samples or

semiconductors. In combination with a fast and sensitive single-photon counting

system [4], this allows the measurement of the fluorescence decay lifetime, which is

typically on the order of a few nanoseconds to some microseconds. For many

fluorophores, this lifetime depends on the properties of the molecule’s environment,

such as pH value or Ca2+ concentration [5], and can thus be used to study sample

properties or environmental influences.

For optimum fluorescence lifetime measurements, the excitation laser pulse has

to be much shorter than the fluorescence decay time, typically below 200 ps, while

the pulse intervals have to be much larger. In order to adjust the repetition rate to

different lifetimes and to avoid damaging the sample by excessive illumination,

variable excitation pulse repetition rates in the megahertz range are preferred [3].

For advanced methods, like pulse-interleaved excitation [5–7], even freely

triggerable excitation pulses are needed. Required pulse energies are usually

between 1 and 50 pJ.

Since the fluorescence has to be detected in the intervals between the excitation

pulses, preferably no light should be emitted by the excitation laser between the two

laser pulses. A high extinction ratio of typically above 40 dB (four orders of

magnitude between pulse peak and signal level between pulses, already after
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approximately one nanosecond later than peak position) is usually required to

generate a suitable signal-to-noise ratio using common detectors [8, 9].

Laser pulses meeting these specifications can be readily provided by several

laser types. The most common are gain-switched diode lasers, pulsed LEDs,

supercontinuum lasers, and Ti:sapphire lasers. A detailed description of Ti:sapphire

lasers is, however, beyond the scope of this chapter due to the many different

technical realization schemes and resulting parameters of this laser type [10].

2 Diode Lasers

2.1 Introduction

Since the demonstration of the first laser diode consisting of a p-n monojunction in

1962 [11], semiconductor optoelectronics have advanced enormously. The first

laser diodes had very low efficiency and were limited to pulsed operation at

cryogenic temperatures due to heat dissipation problems. Today, modern diode

lasers have the smallest size (only a few cubic millimeters including housing),

highest efficiency (above 50%), and longest lifetime of all lasers.

In a semiconductor laser, optical gain is generated by recombination of electrons

in the conduction band with holes in the valence band. All laser diodes therefore

consist of direct bandgap semiconductors in order to enable efficient recombina-

tion. Positive gain develops in an active region, where there is a large occupation

probability for both the electrons in the conduction band and the holes in the

valence band.

The active region of modern laser diodes typically has a quantum well

(QW) structure [12] (Fig. 1, left image). It contains very thin layers of a

low-bandgap material enclosed by large-bandgap barriers. These quantum wells

are able to capture both electrons and holes with good spatial overlap, which

increases the laser efficiency. Moreover, the quantum wells are so thin that the

momentum of electrons and holes becomes quantized in the direction perpendicular

to the quantum well layer. This leads to a change in the density of states, which

again increases laser efficiency.

2.2 Optical Confinement and Resonator Design

A functioning laser needs high gain as well as optical feedback and a good overlap

between the optical mode and the active medium. In a monolithic laser diode,

sufficient reflectivity (R� 30%) can simply be provided by the cleaved facets of the

semiconductor device which act as resonator mirrors. In modern high-power laser

diodes, however, the facet reflectivity is typically optimized using dielectric
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coatings with a high reflectivity at the rear facet and a low reflectivity (down to 1%)

at the front facet. Furthermore, the facets are passivated to protect them from optical

damage and degradation [13]. This setup with two plane parallel resonator mirrors

is called a Fabry-Pérot (FP) resonator [14].

A waveguide which supports only a single lateral mode is usually implemented

via a ridge waveguide [14] (Fig. 1, right image). Even though the ridge trenches

typically do not cut into the vertical waveguide, they influence the evanescent

waves. The presence or absence of a semiconductor material above the waveguide

alters the effective refractive index inside the waveguide, leading to lateral con-

finement. This allows for diffraction-limited beam quality which is required for

efficient fiber coupling and small focus sizes. However, the optical mode is not

perfectly circular and it exhibits different divergence angles in horizontal and

vertical direction. Nevertheless, coupling efficiencies into single-mode optical

fibers of 30–50% can be achieved, depending on laser diode type and nominal

wavelength.

The continuous-wave output power of ridge waveguide laser diodes is limited to

below 1 W. Higher average power level leads to increased risk of damaging the

output facet, and also internal heating may degrade the semiconductor material.

2.3 Gain Switching

Time-correlated single-photon applications, especially in the life sciences, usually

require pulsed excitation with a duration of less than 200 ps and a pulse energy of

around 1–50 pJ. In order to adjust the pulse interval to the required measurement

Fig. 1 Triple-quantum-well laser diode. Left image: band structure. Right image: refractive index
profile, lateral confinement is provided by a ridge waveguide
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window or for interleaving of excitation pulses at different wavelengths, pulses are

required on demand and at variable repetition rates in the kilohertz to megahertz

range. Such pulses can be readily generated by gain switching of single ridge

waveguide laser diodes.

When a laser diode is disturbed during operation, for example, by a change

in pump power, its output power does not transit smoothly to the new steady

state. Instead, the laser exhibits relaxation oscillations and damped oscillations of

the output power and the inversion density, leading to the new steady-state value

[15, 16]. Particularly, pronounced relaxation oscillations appear when the pump

power is suddenly switched on (Fig. 2a).

In gain switching, the overshoot of the optical power during the first relaxation

oscillation is exploited for the generation of short optical pulses. For this, the pump

power is quickly switched off after the first optical relaxation peak has been emitted

(Fig. 2b). This yields a single optical pulse whose peak power can be many times

higher than the laser’s steady-state output power.
If the pump pulse amplitude is increased, the first relaxation oscillation is

followed by a characteristic optical afterpulse, as the output power follows the

remainder of the pump pulse (Figs. 2c and 3). In order to obtain both a symmetric

optical pulse shape and a high peak power, short pump pulses are required [16].

Within the single-pulse regime, an increased pump pulse amplitude not only leads

to a higher optical peak power but also to a decreased optical pulse duration [18].

Gain switching is particularly popular for diode lasers, where sub-nanosecond

current pulses are required for pumping. In order to implement variable repetition

rates between single shot and the upper megahertz range, single-current pulses can

be generated by dedicated electrical circuits [15, 16]. Gain switching does not

require any special resonator setup, and in principle, any laser diode can be used

for gain switching. However, in reality, only carefully designed diodes yield

sufficient pulse performance.

a b c

Fig. 2 Simulation of a gain-switched diode laser. In gain switching, the overshoot of the optical

power during the first relaxation oscillation is exploited for the generation of short optical pulses.

a) constant current supply with sudden onset creating optical relaxation oscillations b) tailored

current pulse to create single optical pulse c) laser pulse exhibiting strong after pulse due to high

current amplitude

Modern Pulsed Diode Laser Sources for Time-Correlated Photon Counting 75



Today, gain-switched diode lasers can be provided in a broad wavelength range

spanning from 375 up to 2,000 nm [17] with the notable exception of the yellow-

green gap between 530 and 630 nm, where still no direct emitting laser diodes are

available. These pulsed lasers emit pulses at variable repetition rates between single

shot and 80 MHz or even 100 MHz with pulse energies up to a few 10 pJ, which

correspond to average power levels of a few milliwatts at repetition rates in the

megahertz range. The pulse widths achievable with gain-switched diode lasers are

well below 100 ps and can even be as short as 40 ps for selected laser diodes. The

spectral width of the laser output is typically in the range of 2–10 nm (FWHM). Due

to the principle of gain switching, i.e., “pulses on demand,” pulsed diode lasers can

be freely triggered by external signals. This special feature makes these lasers

especially suited for more complex excitation scenarios in which, for example,

several laser wavelengths have to be combined in a single setup and pulsed in a

defined sequence. This is useful for, e.g., pulsed-interleaved multicolor Förster

resonance energy transfer (FRET) [19] or time-of-flight applications [20]. Even

the combination of several interleaved laser wavelengths and burst pulse patterns is

possible and is exploited in, e.g., diffuse optical imaging experiments [21]. Conse-

quently, gain-switched diode lasers are the most suited excitation sources for many

photon counting-based applications.

2.4 Frequency Conversion

Laser diodes in the green-yellow gap between 530 and 630 nm or below 375 nm are

still not available today, although these wavelengths are of high interest for, e.g.,

spectroscopy of fluorescent proteins [22], NV defect centers in diamond [23], or

spectroscopy of natural amino acids [24]. In order to gain access to this wavelength

range, different schemes have been devised based on laser diode technology. The

Fig. 3 Measured pulse

shapes of typical gain-

switched diode lasers [17]

as a function of driving

current. Pulse width

(FWHM) of the first peak,

i.e., the first relaxation

oscillation at the highest

driving current is 48 ps

(405 nm) and 76 ps

(640 nm). The optical after

pulse at high driving

currents is clearly visible
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method of choice is harmonic generation or sum-frequency generation in a

nonlinear crystal. As a fundamental laser source, this requires high-power infrared

picosecond pulses with a narrow spectral line width of no larger than 200 pm and a

peak power of at least several watts.

2.4.1 Narrow-Bandwidth Lasers

The generation of spectrally narrowband picosecond pulses is more challenging

than the generation of narrowband continuous light. The selection of a single

spectral mode is typically implemented via an optical grating providing

wavelength-selective feedback according to the Bragg condition [25].

In a distributed Bragg-reflector (DBR) laser [26], the grating is separate from the

gain section and acts as a passive resonator mirror (Fig. 4, left). In a distributed

feedback (DFB) laser [25], the Bragg grating covers the whole resonator length and

consequently needs to be electrically pumped (Fig. 4, right). The Bragg grating

therefore needs to be overgrown epitaxially in order to achieve a smooth surface for

metalization.

Even when using a DFB or DBR laser for gain switching, the reliable generation

of pulses with high peak power and a narrow spectral width requires a careful

choice of the operation and diode parameters. For example, a change in device

temperature leads to a spectral shift of the material gain spectrum relative to the

Bragg wavelength. If these are not well matched, the laser may have a single-mode

spectrum under continuous operation, but in gain-switching mode, the high-power

relaxation peak comprises multiple longitudinal modes. This is an example of mode

competition, which leads to single-mode emission only after several hundred

picoseconds. This situation is clearly unsuitable for frequency conversion.

2.4.2 Power Amplification

A standard gain-switched diode laser emits peak power levels of a few hundred

milliwatts, which is too low to be used for efficient frequency conversion. It is

therefore necessary to further amplify the direct output of a gain-switched diode to a

peak power of at least several watts before frequency conversion. This is typically

realized in a master oscillator-power amplifier (MOPA) setup [27, 28] (Fig. 5). The

general principle of such setups is that a population inversion is created in an

Fig. 4 Spectrally narrow

diode lasers are typically

implemented via an optical

grating providing

wavelength-selective

feedback according to the

Bragg condition
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amplifier medium by electrical or optical pumping, and the stored energy is released

when the seed pulse passes through the amplifier and stimulates emission at the

seed laser wavelength. Many of such setups work at a fixed repetition rate, deter-

mined by the layout of the pulsed master oscillator or pulse-picking components. If,

however, gain-switched diode lasers are used as a seed, freely triggerable pulsed

source can be realized, providing pulses on demand from single shot up to mega-

hertz. Different approaches exist to amplify gain-switched pulses by at least 10 dB.

Popular choices for near-infrared wavelengths are semiconductor optical amplifiers

(SOA) and rare-earth-doped fiber amplifiers. Each has a characteristic set of

advantages.

The main strength of SOAs is their excellent suitability for miniaturization and

the possibility to engineer the gain spectrum for amplification of arbitrary wave-

lengths between 920 and 1,180 nm. Laser chip and SOA can be combined in very

compact single housings, making them applicable for, e.g., integration as a seed

laser or for direct frequency conversion. The amplified pulse energy is also inde-

pendent of the repetition rate in the megahertz range, due to a low inversion lifetime

[29]. The beam quality emitted by high-power tapered amplifiers is, however,

typically not diffraction limited and they are very prone to spurious amplifier lasing

if feedback is not carefully suppressed [29, 30].

Rare-earth-doped fiber amplifiers made from single-mode fibers, on the other

hand, intrinsically generate diffraction-limited beams. Their long excited state

lifetime (e.g., ~0.8 ms for Yb3+ [31]) also supports low repetition rates and

CW-pumping schemes without excessive generation of amplified spontaneous

emission. Even amplification of bursts with pulses triggered at some 10 MHz and

modulated in the medium kilohertz regime can be realized. The availability of

various fiber-coupled components, also in polarization-maintaining design, sup-

ports an alignment- and maintenance-free setup of the entire laser scheme. The

initial temporal pulse shape is generally not changed by the amplification process

due to the high saturation energy of doped fiber [32].

In a core-pumped setup, seed and pump wavelengths are combined in a wave-

length division multiplexer (WDM) and coupled into the core of the ytterbium-

Fig. 5 General scheme of a monolithic multistage fiber amplifier in a master oscillator-power

amplifier setup. Given pulse energy and peak power levels correspond to MHz repetition rate range

and sub-100 ps amplifier, which is typical for Raman or supercontinuum generation. Doped fiber:

type of rare-earth ion dopands define spectral absorption properties (ytterbium ~1 μm, erbium

~1.5 μm, thulium ~2 μm, etc.)
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doped fiber. In such a design, amplified spontaneous emission may be a problem as

it adds a CW background noise, covering a much broader optical spectrum.

Optimization of the amplifier for given seed power levels and desired amplification

factor is therefore needed and leads to typically 3–4 orders of magnitude higher

signal power than noise power levels.

In order to achieve higher output powers, cladding-pumped fiber amplifiers can

be used. Here, the pump light is not coupled into the fiber core but into the cladding.

This enables the use of more powerful pump diodes and also provides for a more

gradual absorption of the pump light. Increased core size reduces the power density

and consequently minimizes unwanted nonlinear effects and degradation such as

photo-darkening [33].

The combination of several amplifier stages even allows the management of

amplified spontaneous emission and the efficient usage of the available pump

power. With such a multistage setup, infrared picosecond pulses with peak powers

above 100 kW have been generated starting from a milliwatt gain-switched diode

laser [34].

At a certain pulse energy, however, nonlinear effects start to change the spectral

and temporal shape of the laser output. This limits the performance of high-power

systems but can also be purposely exploited for Raman gain [35] or supercontinuum

generation [36].

2.4.3 Frequency Conversion

Nonlinear frequency conversion strongly depends on the peak power and good

spatial and temporal overlap of the fundamental radiation [37, 38]. Among others,

second-harmonic generation (SHG), third-harmonic generation (THG), fourth-

harmonic generation (FHG), sum/difference frequency generation (SFG/DFG),

and Raman conversion are the most common. All processes require an adequate

nonlinear medium such as crystals or special optical fibers [39, 40].

Conversion efficiency depends on polarization state and spectral bandwidth of

the fundamental wave. Both the fundamental and the second-harmonic wave have

to travel through the crystal at the same velocity to maximize the conversion

efficiency. This can be achieved in anisotropic crystals by taking advantage of

birefringence, where the refractive index is not only a function of wavelength but

also depends on the propagation direction through the crystal (critical or noncritical

phase matching) [39]. Another method, known as quasi-phase matching, utilizes a

crystal engineered to have periodic changes of the sign of the nonlinear suscepti-

bility. Typical examples are PPLN (periodically poled lithium niobate) or PPKTP

(periodically poled potassium titanyl phosphate) crystals. This offers some advan-

tages over regular phase matching such as high tolerance for beam pointing angle

and the fact that it can be embedded in a waveguide structure. The latter becomes
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advantageous for low-peak-power signal conversion as the light remains confined

at high power density over the entire crystal length.

Another important aspect is the temporal and spatial cleanup effect of the

conversion process on the pulses. For low conversion efficiency, the second-

harmonic signal power is proportional to the squared fundamental power. This

leads to a certain pulse shortening and suppression of background radiation such as

amplified spontaneous emission.

Additionally, only one fundamental polarization is converted, resulting in a

highly polarized second-harmonic beam. Any instability of the polarization of the

infrared beam, however, translates into significant fluctuations of the second-

harmonic power at the output. The use of polarization-maintaining fiber architec-

ture is therefore crucial.

For semiconductor-based amplification and second-harmonic generation of

picosecond pulses at 531 nm, pulse energies of 250 pJ have been reached at variable

repetition rates [41]. Compact integrations of seed, SOA, and second-harmonic

stage into one small module are also already available at 532, 561, and 594 nm [42].

Although these modules were initially mainly designed for continuous operation,

gain-switching performance was demonstrated with pulse energies up to 10 pJ [17].

Fiber-based amplification, on the other hand, yields much higher pulse energies

in the nanojoule range, but the pulse energy typically decreases at high repetition

rates [43].

Using the aforementioned setups and processes, it is possible today to regularly

provide ultraviolet (266, 355 nm), green (531 nm), and yellow/orange

(560, 590 nm) picosecond pulsed diode lasers with variable repetition rates and

average powers that can reach up to 200 mW at 80 MHz repetition rate (depending

on wavelength) along with external triggering capabilities based on gain-switched

diode seed lasers [17, 44].

3 Sub-nanosecond Pulsed LED

An alternative to using pulsed diode lasers as excitation sources in photon counting

experiments is the employment of pulsed LEDs [45]. As LEDs usually do not have

a resonant cavity like laser diodes, the effect of relaxation oscillation cannot be used

for the generation of picosecond pulses. Instead, the optical output follows almost

linearly the carrier density and thus depends on the pulse shape of the electrical

pump pulse. The minimal achievable pulse width is therefore physically limited to a

few hundred picoseconds. On the other hand, no multiple oscillations, as shown by

gain-switched diode lasers, occur at higher power. When changing the pulse energy

of a LED, the pulse broadens at most by a factor of two, and the pulse shape remains

more or less identical (Fig. 6).
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The most important difference between pulsed LEDs and pulsed diode lasers is

the fact that the emission of the LEDs is divergent, not coherent, not polarized, and

also nonuniform in its intensity distribution. Depending on the LED used, different

beam shapes can be seen ranging from near round to elliptical. Fiber coupling into

single-mode or multimode optical fibers has therefore only very low efficiency – a

notable exception is large-area fibers such as liquid light guides. However, for

short-range interactions in, e.g., compact time-resolved fluorescence lifetime spec-

trometer, pulsed LEDs are very useful excitation sources.

Contrary to diode lasers, LEDs offer direct emission at various wavelengths in

the visible up to 600 nm and even in the ultraviolet range down to 245 nm and are

therefore the only available compact pulsed light source in this spectral range. Their

spectral emission profile is broader than for pulsed diode lasers with typical values

between 20 and 50 nm.

Pulsed LEDs can emit picosecond pulses with a full width at half maximum

(FWHM) of less than one nanosecond at repetition rates from single shot up to

several 10 MHz [46]. The achievable pulse energies of the LEDs depend on the

wavelength and are usually in the range around 1–2 pJ, which corresponds to

average output powers up to 80 μW at 40 MHz repetition rate. This may seem

low but still allows for, e.g., fluorescence lifetime measurements of diluted samples

(Fig. 7).

Fig. 6 Pulse shape of two pulsed LEDs at different driving currents. Left graph shows a pulsed

LED at 450 nm, right graph a LED operating at 280 nm [46]. The pulse shape is more or less

independent from the driving current
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4 Supercontinuum Generation

Visible picosecond pulsed diode lasers and LEDs are suited for many applications

in a wide variety of fields. They are, however, not available at every possible

wavelength, even when considering frequency conversion techniques. An alterna-

tive laser source that spans the entire visible and near-infrared spectral range has

made strong advances in the past – the supercontinuum laser.

A supercontinuum can be generated from the interaction of high-peak-power

laser radiation interacting with a strongly nonlinear medium. A common approach

is based on launching a pulsed laser into a special optical fiber waveguide. In order

to enhance the efficiency of the supercontinuum generation, the propagation area of

the waveguide needs to be small and the dispersion properties be tailored. This can

be achieved with so-called photonic crystal fibers (PCF) [48]. The high peak power

of the fundamental laser pulse gives rise to multiple nonlinear effects, e.g., Raman

generation, four-wave mixing (FWM), and self-phase modulation (SPM). Since the

dispersion properties of the PCF allow a long interaction length without too much

temporal broadening, the optical spectrum is broadened towards both sides of the

launched fundamental wavelength. A spectrum emitted by a supercontinuum laser

Fig. 7 Fluorescence decay of a 10 μM aqueous NATA (N-acetyl-L-tryptophanamide) solution

excited with a LED at 280 nm operated at 2.5 MHz [46] using a fluorescence lifetime spectrometer

[47]. The example shows the instrument response function (IRF, red), the decay (blue), and the

fitted single exponential curve (black). The fitted lifetime is 2.88 ns and the reduced

chi-square¼ 1.065. The quality of the results can be also judged by the residual distribution

plotted at the bottom
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depends on various parameters, such as fiber design and pulse parameters, and can

stretch from below 420 nm up to more than 2 μm (Fig. 8) [49–51].

Most supercontinuum lasers are based on a mode-locked fiber cavity as seed

laser with subsequent amplification. This has the benefit of having direct access to

stable narrowband infrared pulses with pulse widths of a few picoseconds at

repetition rates in the megahertz range. On the other hand, the repetition rate cannot

be adjusted and therefore requires pulse picking for lower repetition rates and lacks

the ability to be synchronized with other sources.

Another approach which yields lower repetition rates in the kilohertz regime is

based on Q-switched seed lasers [52]. So-called microchip laser is suitable to

deliver several kilowatts of peak power and 4–6 orders of magnitude higher pulse

energies than from mode locking of fiber cavities or laser diodes. This eliminates

the need for multiple amplification stages to reach a sufficient power level for

supercontinuum generation. However, pulse jitter quality and repetition ranges do

not favor applications in time-correlated single-photon counting.

A third approach is the use of gain-switched diode lasers as a seed that allows to

build a freely triggerable supercontinuum laser in the megahertz range. Similar to

mode-locked seed lasers, a multistage amplifier is added before launching the high-

peak-power pulses into the PCF for the spectral broadening. For highest conve-

nience, most available sources use rare-earth-doped fiber for amplification. This

ensures a high quality of the fundamental mode and, in case of a continuously

spliced setup, a highly environmentally stable setup.

Fig. 8 Example of a supercontinuum spectrum generated from an amplified gain-switched diode

laser at 1,064 nm as seed laser [49]
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Special consideration is needed for subsequent optical filtering of the

supercontinuum. Single-photon counting applications require often a high out-of-

band rejection in order to achieve the maximum signal-to-noise ratio. Different

concepts of filters are based on the use of acoustic optical tunable filters (AOTF),

tunable dielectric bandpass filters, or diffraction-based monochromator setups.

Each filter concept features different advantages. For quick scanning or

multichannel filtering, the AOTF technology is preferred. Tunable dielectric filters

show unmatched extinction ratios for out-of-band suppression and low transmission

loss, while monochromators deliver the narrowest linewidth among the other

concepts.

Current supercontinuum lasers generate average power densities of the white

light, i.e., after the PCF, of a few milliwatt per nanometer with either collimated

free space output or directly from a polarization-maintaining single-mode fiber. The

pulse width and pulse shapes depend on the pulse width of the seed source and the

length of the PCF as the PCF leads to a wavelength-dependent pulse broadening.

For gain-switched seed sources, the laser pulses can thus be as broad as 200 ps

[49]. Still, such pulses allow to resolve fast processes, e.g., fluorescence lifetimes

well below 100 ps using numerical reconvolution analysis (Fig. 9).

τ

Fig. 9 Fluorescence decay of erythrosin B in water, excited at 532 nm using a supercontinuum

laser [49] and a fluorescence lifetime spectrometer [47]. Although the laser pulse shape is slightly

distorted as revealed by the instrument response function (IRF), it is possible to recover the

literature value for the lifetime of erythrosin B of 89� 3 ps [53] using numerical reconvolution

analysis
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5 Summary

Gain-switched diode lasers have become the most commonly used excitation

sources for time-correlated single-photon counting applications since they offer

moderate pulse energies in the pJ range combined with freely adjustable repetition

rates from single shot up to 100 MHz. The lasers are particularly compact and

economical, allowing to build multiwavelength laser systems for reasonable cost

and with unmatched trigger features. In combination with power amplification and

frequency conversion techniques, diode laser-based systems are today available in a

broad wavelength range, from the ultraviolet to the infrared.

Pulsed LEDs are an alternative excitation source for applications that do not rely

on typical laser properties such as coherence or small divergence. Their output

power is also much lower compared to gain-switched diode lasers, but still suitable

for many photon counting-based applications.

An alternative laser source that spans the entire visible and near-infrared spectral

range is the supercontinuum laser. Different concepts in the design with respect to

the seed laser source or the spectral filtering of the supercontinuum are available

and allow to select the most suited model with respect to the targeted application.
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Advanced FCS: An Introduction

to Fluorescence Lifetime Correlation

Spectroscopy and Dual-Focus FCS

Thomas Dertinger and Steffen Rüttinger

Abstract This chapter focuses on two advanced fluorescence correlation spectros-

copy (FCS) methods; fluorescence lifetime correlation spectroscopy (FLCS) and

dual-focus FCS (2fFCS). We decided to put our focus on a detailed discussion of

these two – and in our eyes well-merited – advanced methods, rather than giving an

overview over the broad variety of advanced FCS methods that would consequently

lack detail and leave the reader rather uneducated on all these methods. For this

reason we had to exclude some candidates that would very well deserve the same

amount of attention as the methods that we chose to focus on. Amongst these

candidates camera-FCS, Bayes-FCS, and scanning-FCS are to be kept on the radar

for sure.

The great benefit of FLCS is that it provides a general tool that allows filtering

for sub-populations, afterpulsing-artifacts, background effects, and basically any-

thing that can be distinguished by its fluorescence lifetime. Complementarily,

2fFCS has brought a new level of accuracy to the table that has been previously

reached only by complementary methods such as for example pulsed-field

gradient NMR.
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1 Standard FCS

To lay the theoretical basis for FLCS and 2fFCS the general concept of fluorescence

correlation spectroscopy (FCS) will be introduced. FCS is based on the evaluation

of recorded fluorescence signal fluctuations.

In a typical FCS microscope setup, a laser beam is focused tightly in a so-called

focal volume. Confocality in detection is achieved by either a pinhole in the

detection path or by two or more photon excitation (see the chapter by Eggeling et

al., [1] this volume). Thus, the detection of fluorescence is restricted to a very small

volume in the order of femtoliters. A fluorescent probe that for example diffuses into

the focal volume will be excited and will therefore emit fluorescence photons that

are subsequently recorded by the detector and the detection electronics. If the

concentration is low enough, the entering and exiting of fluorescent probes into or

out of the detection volume will give rise to fluctuations centered on an average

fluorescence signal. The typical optical signal is very weak, as it results from

individual molecules and therefore single-photon counting is the method of choice.

It is obvious that the average signal typically increases if the concentration of

fluorophores is increased, but at the same time the magnitude of the fluctuations

relative to the average signal strength will decrease. Thus, it is intuitively clear that

FCS has a maximum concentration regime within it is still applicable before the

method breaks down due to the lack of sufficiently strong fluctuations. Typical

concentration regimes for FCS measurements comprise picomolar concentrations

and reach up to the sub-micromolar concentration regime. More precisely speaking

it is not the concentration but the total number of fluorophores which defines these

limits. Using modern detection methods allows to adapt also the excitation volume

(e.g., STED-FCS, see the chapter by Eggeling et al., [1] this volume) this range can

be extended by almost three orders of magnitude towards higher concentrations.

The temporal resolution of FCS can cover processes up to the time the probe

needs to diffuse through the focal volume which typically takes place in the

millisecond time regime. The lower time limit is simply given by (apart from the

electronic and detector capabilities) the quantum nature of a fluorescent molecule,

i.e., by the timescale of the fundamental process of excitation and subsequent
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emission of a fluorescence photon, that it is the pico to nanosecond regime. FCS

therefore covers up to nine orders of magnitude in the temporal domain!

The correlation function in essence comprises information about the probability

to detect a photon at some time τ from the same molecule if there has been a photon

detected from this molecule at time 0. As many molecular processes are reflected by

the photon emission statistics of the molecule, fundamental photo-physical pro-

cesses can be discovered that otherwise would remain hidden. At the very short

timescales antibunching can be observed as a dip in the correlation curve (see the

chapter by Grußmayer et al., [2] this volume). This dip has its origin in the fact that

once a molecule has emitted a photon, it is unlikely that it will emit another photon

just a few picoseconds later, as it might still be in its ground state or if already in the

excited state again, it has most likely not undergone spontaneous emission

(i.e., fluorescence) yet, as this process usually takes place in the nanosecond time

regime. Analogously, within each timescale characteristic processes might be

observed that are connected to the molecule’s physics such as photo-physical

dynamics, like triplet state dynamics, or physical, like rotational diffusion. If the

experiment is designed properly it might provide us with an interpretation, e.g.,

from a change of said photo-physics. Apart from photo-physics the diffusional part

of the FCS curve is of interest, as it might be used for binding studies (diffusion

coefficient changes as a binding or unbinding event happens), for estimating the

hydrodynamic radius of a probe or the viscosity of the surrounding medium.

Correlation is an averaging process that is defined for steady state systems.

Therefore, even though the signal of single molecules is crucial to induce the

fluctuations, a correlation curve is not providing information about a specific

molecule, but only on the ensemble average.

Until very recently recording and processing a correlation function from the

picosecond up to the millisecond regime was a very elaborate if not impossible task

(as the electronics did not provide the capability to do so). Nowadays it is straight-

forward to calculate the complete correlation curve using new data acquisition

principles [3, 4] (Fig. 1).

Correlation is a very powerful tool as there is only very minor hypothesis

necessary to validly perform this process. Firstly, there is the steady state assump-

tion that will in most cases remain valid, particularly if there is only minor photo-

bleaching present. Secondly, the system has been ergodic which means that the

particular time when the experiment is performed should not influence the systems

behavior/experiments outcome. Other than that, there is no assumption to be made.

Of course in a specific experiment other assumptions might be made about the

sample composition etc. but this is merely for subsequent interpretation of the

results.

Besides estimating the diffusion coefficient, or photo-physical properties of the

probe, the concentration might be extracted from an FCS experiment. Also, many

experiments have been conducted on the estimation on reaction rates.

Advanced FCS: An Introduction to Fluorescence Lifetime Correlation. . . 91



Typical challenges for performing an FCS experiment are listed in the following:

• provision of a stable laser source, as fluctuations stemming from varying laser

illumination will affect the outcome of the experiment.

• the sample has to be reasonably well defined at the correct concentration regime.

• brightness scales non-linearly, such that bright molecules might outweigh the

dim molecules – that is particularly problematic when dealing with aggregates.

There are drawbacks and limitations to the FCS approach mainly in terms of

interpretation of a recorded FCS curve. In the following we name the two most

common and problematic issues, besides the need for a reasonably bright probe.

• Technical artifacts stemming from uncorrelated noise, afterpulsing of the detec-

tors or so-called bleedthrough do have an often non-negligible impact on the

shape of the FCS curve.

• In order to quantitatively evaluate an FCS curve it is crucial to have perfect

control and knowledge over the underlying detection volume, more precisely the

molecule detection function (MDF), as the MDF acts like an internal ruler for an

FCS experiment and furthermore bleaching and optical saturation has to be

avoided.

Solving the above-mentioned drawbacks is one of the reasons why FLCS

(uncorrelated noise) and 2fFCS (well defined internal ruler) experience increased

attention in the community.

Fig. 1 Correlation curve covering the full temporal spectrum from picoseconds to milliseconds.

At very short timescales (nanosecond time regime) the correlation curve increases as the proba-

bility increases to detect a photon from the same molecule after a photon has been detected at time

zero. In the sub-millisecond time regime (0.1 ms) a prominent decay of the correlation curve can

be observed. This decay is due to the fact that the molecule diffuses out of the detection volume on

average after approx. 0.1 ms and therefore the probability of detecting a photon at later times is

decreasing
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2 Fluorescence Lifetime Correlation Spectroscopy

Fluorescence lifetime correlation spectroscopy (FLCS) was first proposed in 2002

[3]. FLCS establishes the fluorescence lifetime analogon to wavelength filtering and

enables the separation of components by their different lifetime signatures.

While conventionally the number of detectors has to be equal to the number of

fluorescent species in order to resolve them based on their fluorescence emission

spectrum, in FLCS a single detector suffices. The filtering in FLCS is done during

the downstream data processing (calculation of the respective correlation curve) by

separating different species based on their fluorescence lifetime.

2.1 Method

FLCS combines traditional FCS with time-correlated single-photon counting

(TCSPC). It therefore relies on pulsed excitation.

The data obtained from a typical FLCS experiment consists of a stream of

photon records where each record contains (1) an identifier of the detector;

(2) the time elapsed since the start of the experiment with at least microsecond

precision; (3) the time elapsed since the prior laser pulse. These pieces of informa-

tion are recorded for every detected photon and will be assigned to a routing

marker, a time-tag and nanosecond delay (ns-delay), respectively.

Separation of species exhibiting differing fluorescence behavior is performed by

weighting each detected photon with a statistical weighting function during the

calculation of the FLCS correlation function. The weighting function associates

weights to the photons particularly having values different than one (as one corre-

sponds to a non-weighted photon), such that in the further processing, these photons

have a varying impact on the resulting correlation curves depending on their

associated weight. The detailed mathematical treatment can be found in [3, 5]

and a recipe for the implementation in software is available in [6].

In the following we will elaborate the mathematical background only cursory in

order to establish a basic understanding of the method.

The above-mentioned ns-delay (between the exciting laser pulse and the

resulting fluorescence photon) is usually described by the channel number j of the
TCSPC board/electronics used for the detection. If for example the interval of two

laser pulses is 50 ns (20 MHz repetition rate) and this interval is digitized into 1,000

TCSPC channels the bin-width or TCSPC resolution would be 50 ps.

If all recorded photons are sorted into a histogram according to their channel

number j we obtain the fluorescence decay histogram of the sample.

If the sample now containsM different decay components they can be indexed as

k¼ 1. . .M and the histogram count Ij of the jth channel can be expressed as a linear

combination of the individual decay patterns p
ðkÞ
j
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Ij ¼
XM
k¼1

w kð Þp kð Þ
j ð1Þ

where w(k) denotes the number of photons contributed by the respective component

k. The decay pattern p
ðkÞ
j of component k can be obtained by measuring the

fluorescence decay of the individual components separately or by mathematically

decomposing the total intensity decay Ij into a sum of mono- or multi-exponential

decays if assumptions for the decays of the individual components can be made.

The correlation function used in FLCS:

G kð Þ τð Þ ¼
X

j
f
kð Þ
j Ij tð Þ �

X
j
f
kð Þ
j Ij tþ τð Þ

D E
X

j
f
kð Þ
j Ij tð Þ2

D E ð2Þ

strongly resembles the standard auto-correlation function,

G τð Þ ¼ I tð ÞI tþ τð Þh i
I tð Þh i2 ð3Þ

but with the addition of the filter functions f
ðkÞ
j . The filter functions are calculated by

inverting a matrix containing the total intensity decay Ij and the individual decay

patterns p
ðkÞ
j . As mentioned above, a detailed derivation of the mathematical

formalism is published in [6, 7]. While in FLCS photons with different ns-delays

contribute according to the weighting function f
ðkÞ
j of the particular component, and

in standard FCS every photon contributes equally to the correlation, i.e., in standard

FCS f
ðkÞ
j equals one. In FLCS a single photon contributes to the correlation of the

k-th component with a certain weight depending on the photon’s TCSPC channel

number j. This enables FLCS to calculate individual correlation functions for the

mixture.

The weighting functions can interestingly take values larger than one, and they

can even be negative. Nevertheless the sum of all filter functions always equals one

for every channel number j.

X
j

f
kð Þ
j ¼ 1 ð4Þ

meaning that the number of photons is preserved.
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2.2 Applications

2.2.1 Afterpulsing and Background Removal

Since FCS requires to resolve fluctuations in the fluorescence intensity caused by

single molecules entering or leaving the confocal volume, highly sensitive detectors

are a prerequisite for a successful FCS experiment.

Until the advent of so-called hybrid (Hamamatsu Photonics K.K.) the only type

of detector offering the detection efficiency necessary to successfully perform FCS

experiments has been the Single Photon counting Avalanche Diode (SPAD).

While having very high detection efficiency, SPADs adversely show an artifact

called afterpulsing. After the detection of a photon leading to an electrical ava-

lanche of charge carriers in the diode, there is a certain probability (usually 1–10%)

for the SPAD to generate another so-called afterpulse, not caused by the detection

of a photon but by the release of charge carriers, that have not been wiped out by the

avalanche but have been trapped in the chip. The release of these trapped charge

carriers resulting in the afterpulse happens on a μs timescale after the original

photon detection event. This of course poses a problem for FCS. Since the two

emitted electrical signals (photon detection event and afterpulse) are correlated they

will show up in the auto-correlation curve and thus complicate its analysis.

Afterpulses however are not visible in cross-correlation curves since afterpulses

of two detectors are naturally not correlated to each other. Therefore in order to

omit the afterpulse artifact instead of calculating the auto-correlation of the photon

stream of a single detector the cross-correlation between two detectors receiving

equal parts of the signal is typically calculated.

This of course makes it necessary to employ two detectors even for auto-

correlation experiments.

Although the afterpulses of two detectors are not correlated to each other and

therefore do not show up in the cross-correlation curve, they still influence the

cross-correlation since they contribute to the uncorrelated background signal (the

afterpulses of both detectors are still there, but are processed such that they are not

anymore correlated). The uncorrelated background signal in turn causes a reduction

in the amplitude of the correlation curve and therefore leads to an apparently higher

concentration. This is due to the fact that the correlation curve is normalized with

the squared average count-rate no matter whether the recorded counts stem from

correlated photons or not.

With FLCS this drawback can be rectified. As mentioned above, the afterpulse is

correlated to a photon detection event on a microsecond timescale. On the fluores-

cence lifetime timescale (ns) however it shows no distinct characteristic but man-

ifests itself only as an increased background in the TCSPC histogram (i.e., as

equally distributed counts in all histogram bins). Therefore the “lifetime” patterns

of fluorescence signal and afterpulsing are easily distinguishable. This is a quite

remarkable finding as it implies that using FLCS not only artifacts caused by

afterpulses can be taken care of, but also background counts caused by dark counts
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of the detectors and even room light can be (and in fact is) treated in the exact same

way!

Figure 2, left panel, shows in the upper part the TCSPC decay of Atto-488. Two

contributions are considered: Fluorescence and afterpulsing/background. The latter

manifests as a flat line at the background level. The contribution from fluorescence

corresponds to the background-subtracted TCSPC curve depicted in the upper part

of the left panel of Fig. 2, and the lower part of the left panel of Fig. 2 depicts the

FLCS weighting curves derived from the two mentioned patterns. It is obvious from

the left panel of Fig. 2, that where the probability that a detected photon originated

from fluorescence (around 3 ns) is high, the filter curve for the fluorescence takes a

relatively high value and the filter curve for background takes a relatively low

value. The sum of both curves equals one at any time.

In the right panel of Fig. 2 the standard FCS curve is compared to the FLCS-

filtered auto-correlation curve. Clearly the afterpulsing artifact responsible for the

rising component in the beginning of the FCS curve is absent in the FLCS curve.

From the comparison it becomes also evident that regarding the afterpulsing simply

ignoring the early part (sub μs) of a standard auto-correlation curve does not

overcome the afterpulsing effect. The amplitude of the conventional FCS curve is

lower because of the uncorrelated background.

This becomes even more apparent once the distribution of uncorrelated back-

ground increases as showcased in the following section.

Rüttinger et al. [8] shows how FLCS is able to not only suppress the afterpulsing

artifact in auto-correlation curves but also correctly measure concentrations as low

as 2 pM (Fig. 3). Figure 3 left panel also highlights the strong influence uncorrelated

background can have on the amplitude of the auto-correlation function. In case the

uncorrelated background would not have been corrected for, the error in the

concentration estimate would be fourfold.

Fig. 2 Left panel: TCSPC histogram of Atto-488 in aqueous buffer with the resulting weighting

functions for the fluorescence decay (red) and uncorrelated background counts (black). Right
panel: Comparison between the standard FCS curve (red) and the FLCS curve (black). It can be

seen that the afterpulsing of the detector, that causes a triplet-like increase of the standard FCS

curve in the microsecond time regime is completely eliminated by FLCS. Furthermore the

amplitude of the standard FCS curve is slightly lower than the amplitude of the FLCS curve, as

the uncorrelated background has been accounted for in FLCS
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2.2.2 Removal of Scattering (and Afterpulsing, Dark Counts,

and Residual Room Light)

Another important source of uncorrelated background is scattered laser light hitting

the detectors. Usually this is avoided by choosing appropriate detection filters.

However in some cases the Raman scattering band of the solvent falls right into

the fluorescence detection window of the reporter molecule. Even though Raman

scattering has a very low yield, the excess of solvent molecules compared to the

fluorescent molecules within the detection volume compensates easily for the

difference in yield. Figure 3 shows an example of a 10 pM Atto-655 solution that

is processed by either conventional methods or by FLCS. Decomposing the mea-

sured decay curve yields that the measured signal can be attributed to 11% scattered

excitation and 45% dark counts, room light, and afterpulses. Only 44% of the

photons show the fluorescence pattern.

Figure 4 is nicely suited to detail the steps involved in the calculation of an FCLS

correlation curve as shown in Fig. 3. The first step is the collection of TCSPC decay

patterns that we expect to be part of the signal during the experiment. For this

sample consisting of Atto-655 solved in water we expect five contributions:

(1) fluorescence, (2) scattered excitation light, (3) afterpulsing, (4) detector dark

counts, and (5) residual room light.

Components (3)–(5) are entirely random events on the typical (nanosecond)

TCSPC timescale. They are evenly distributed over all bins of the histogram; their

common pattern is a flat line.

Fig. 3 Atto-655 in aqueous buffer. Left panel: Correlation functions for a 10 pM Atto-655

solution. Conventional processing of the photon stream using only one detector results in a strong

afterpulsing contribution (black). Using two detectors and cross-correlating the incoming photon

stream avoids the afterpulsing artifact (red), but only the FLCS approach (blue) recovers the true
amplitude of the FCS curve while suppressing the afterpulsing artifact as well. Right panel:
Concentration series of Atto-655. Dependence of recovered particle number on prepared concen-

tration. Red squares: FLCS result of two independent dilution series. Black triangles: conventional
two-detector cross-correlation analysis with (downward pointing triangles) and without (upward
pointing triangles) background correction. The red curve is a linear fit in this log–log plot
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The scattering pattern is well approximated by the background-subtracted his-

togram of the instrument response function (IRF). One gets the IRF ideally by

measuring the fluorescence decay of a sample with a lifetime much smaller than the

time resolution of the instrument.

Finally, the pure fluorescence pattern can be obtained by measuring a higher

concentrated solution of the same dye. For example, in a decay curve of a 100 nM

ATTO-655 solution, the scattering contribution is entirely negligible. Of course, the

background level is subtracted again. If the assumptions are correct, the total

TCSPC histogram for any ATTO-655 concentration should be a linear combination

of three patterns.

As a quick test and a means of improving the patterns, a simple iterative

algorithm is used to reconstruct the measured TCSPC histogram. The optimizer

varies only the amplitudes and determines the occasional small time shifts of the
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Fig. 4 TCSPC decomposition into patterns and FLCS filter functions for 10 pM Atto-655

solution. Three distinct patterns are identified in the measured TCSPC histogram: pure fluores-

cence (red), scattering (green), and the sum of afterpulsing, dark counts, and residual room light

(gray). The fluorescence pattern is a background-subtracted TCSPC histogram of a 100 nM Atto-

655 solution. The scattering pattern was recorded putting a mirror on top of the objective and

replacing the detection bandpass filter with an OD3 filter. The third pattern is a horizontal line at

the average background level of the TCSPC histogram. The middle panel shows the calculated

FLCS filters for these signal components. The bottom panel shows the weighted residuals of the

decomposition
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normalized patterns. A representative result is shown in Fig. 4. The residuals in the

bottom panel indicate that the decomposition is correct, i.e., the reconstructed

histogram is virtually the same as the measured.

FLCS filter functions for the identified components are calculated from these

patterns and total TCSPC histogram via a matrix pseudo-inversion [5, 6].

Comparison of patterns with the corresponding FLCS filters (middle panel of

Fig. 4) clarifies the meaning of weighting. An event has the largest positive weight

when the probability of registering it is high, and other events are unlikely at the

same time. As an example, detection of a scattered excitation photon is most likely

at early times. This is reflected in the filter function for this component by weights

greater than one for ns-delays around the onset of the excitation pulse. Slightly

later, fluorescence photons start to prevail. The weighting factor provided by the

filter for scattering therefore decreases, whereas events with the same ns-delay

receive higher weights via the fluorescence filter. A flat TCSPC pattern means

ns-delay independent detection probability. However, the shape of the

corresponding filter function reflects the time dependent likelihood of other possi-

ble (photon) events. It needs to be stressed that the sum of all three weighting

factors always equals one at any ns-delay. This means that all events are equivalent,

none is discarded, but a single event contribution is specifically distributed between

the signal components.

The blue curve depicted in Fig. 3 was obtained using the filter curve for pure

Atto-655 fluorescence (red curve in the middle panel of Fig. 4) for the software

auto-correlation [4] of all events. This is the FLCS-filtered auto-correlation curve,

providing the expected particle number.

2.2.3 Separation of Different Species

Besides proof-of-principle experiments demonstrating the separation of Cy5 and

Atto-655 diffusion in a single detector setup [8] FLCS has been used to study metal-

fluorophore interactions in solution [9]. Here the fivefold reduction of the fluores-

cence lifetime of Cy5-DNA-Ag particles as compared to free Cy5-DNA could be

exploited to analyze either construct separately, even though the brightness differ-

ence of the different constructs was more than tenfold!

2.2.4 Single Detector Cross-Correlation

Besides bleedthrough between different color channels resulting in an artificial,

false cross-correlation a major problem of conventional cross-correlation experi-

ments is the inherently differently shaped and sized detection and excitation

volumes for the two spectrally different correlation channels. Furthermore the

confocal volumes for different wavelengths never fully overlap due to always

present chromatic aberrations even of high-end optics used in confocal
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microscopes. The offset between the excitation and detection volumes in two color

FCS experiments (exc. at 470 and 640 nm) is typically between 50 and 120 nm.

Employing FLCS on the other hand enables the realization of cross-correlation

experiments using only one laser for the excitation and reporter fluorophores with

similar or identical emission spectra. Therefore the two resulting excitation and

detection volumes will be identical.

This has recently been used to resolve protein interactions in live cells [10]. In

these experiments the reporter fluorophores are not distinguishable by wavelength

but only by fluorescence lifetime.

The field of applications of FLCS is very broad which can be seen for example in

recent studies that focused on probing the photoluminescence properties of gold

nanoclusters [11] or the determination for accurate nanoparticle sizes [12].

An excellent review that extends beyond the scope of this book chapter on the

topic of FLCS can be found in [13]. An extensive review that focuses on the

application of FCS and FLCS on lipid bilayers can be found in [14].

3 Dual-Focus FCS

As the popularity of FCS increased, results of an FCS experiment were interpreted

more and more quantitatively (rather than qualitatively), as in theory concentration

and diffusion coefficients should be readily available by fitting the data

appropriately.

However it soon became apparent that this approach had major pitfalls. Some of

these pitfalls were due to the models used to extract the quantitative and in

particular absolute data, being too simple, i.e. they made too many assumptions

that did not necessarily hold true (e.g., assuming an oversimplified shape of the

laser focus). On the other hand, providing a more accurate model usually leads to

many free fitting parameters that prevent a stable convergence of the fitting

procedure.

A closer look on the underlying physics principles reveals why standard FCS

might not straightforwardly be used for extracting quantitative values such as the

diffusion coefficient.

As for extracting absolute values from an FCS experiment, a description of the

so-called molecule detection function (MDF) is necessary. The MDF describes the

entirety of detection or excitation probabilities of the measurement system, includ-

ing the optics, aberrations as well as molecular photo-physical parameters that

might influence these probabilities.

In conventional FCS evaluation models the shape of the MDF is a crucial input

parameter and conventionally a 2D/3D Gaussian MDF model is applied:
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wherein x, y, z denote the spatial coordinates, ωxy the variance of the Gaussian

probability distribution along the lateral direction (i.e., orthogonally to the optical

axis), and ωz the variance along the axial direction (i.e., along the optical axis). The

beauty of this approach is that the resulting formulas for the correlation function can

be solved analytically and a closed expression for the correlation function can be

found [15]:
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wherein G(τ) is the second-order auto-correlation function for a certain time lag τ,
N corresponds to the average number of fluorescent particles within the MDF

volume, and D corresponds to the diffusion coefficient of the fluorescent particle.

The terms of this expression can be assigned to certain properties of the measure-

ment and persuasively invite to extract the fitted value for, e.g., the diffusion

coefficient.

However, as it turned out, photo-physics of the probe, a refractive index

mismatch between the immersion objective and the solution the probe is immersed

in, optical aberrations, such as astigmatism etc. all affect the apparent shape of the

MDF (Fig. 5). That this is not an academic discussion, i.e., the effect is not

negligible on the final result, has been shown by [17].

The reason for these deviations has their origin not only in the shape, but also in

the size of the MDF, as all the above listed sources for artifacts do increase the size

of the apparent MDF. The effect on the measurement is that the assumed shape and

size of the MDF, Gaussian model or not, is usually chosen too small and the true

shape and size of the MDF cannot be extracted without a considerable number of

control measurements. However, as the size and shape of the MDF is used to

conclude from a fitted diffusion time to a diffusion coefficient the result might be

error prone. In other words, in standard FCS the MDF acts as an internal nanometric

ruler. If the ruler however changes its scale in a near uncontrollable manner, it is

obviously problematic to conclude on quantitative values.

Most difficult to handle in this regard will be the influence of the photo-physical

properties of the probe. Let’s consider for example optical saturation of the probe.

With optical saturation one refers to the situation where the probe is excited so

strong/often, that an increase of excitation intensity will not lead to a proportionally

increased number of photons emitted from the probe, as it is not capable to absorb

and emit more than a certain number of photons at a time.

In an experiment increasing the excitation power though will usually lead to an

increased number of photons. This however is owed to the increased excitation rate

of photons at the outer regions of the MDF, where the excitation rate still follows
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linearly with the local excitation intensity (non-saturating regime), whereas in the

inner region of the MDF the probe might be already saturated and the number of

emitted photons remains constant there. The effect of optical saturation is shown in

Fig. 6. It can be seen that the volume of the MDF increases dramatically, and the

change of shape deviates more and more from an ideally shaped MDF.

This effect is so difficult to handle because there is no straightforward measure

for saturation of the probe in an experiment. The experiment therefore should be set

up such that optical saturation is not happening, i.e., using low laser power. Often

Fig. 5 Left: The effect of optical saturation on the underlying MDF of an FCS experiment. On the

very left the ideal shape of an MDF is shown that upon saturation changes its shape and size. Right:
Here the transition from an ideal MDF is shown when there is a refractive index mismatch between

objective immersion medium and the measurement solution. The MDF dramatically increases its

size and shape. Figure with permission of and adapted from [16]

Fig. 6 Effect of optical saturation on the shape of the MDF and the resulting FCS curves. The

inset shows how the diffusion coefficient obtained from the measured FCS curves deviates from

the true diffusion coefficient as optical saturation increases. Figure reprinted with permission of

[16]
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however the lab practices are the opposite; high excitation power shortens the

acquisition time, improves the signal to noise ratio, and is therefore considered

favorable.

Analogously to optical saturation, a refractive index mismatch, optical aberra-

tions of the microscope system such astigmatism, etc. influence the outcome of an

FCS experiment.

In dual-focus FCS or two-focus FCS (2fFCS), this problem has been solved to a

great extent.

3.1 Principle

The basic idea behind 2fFCS is to introduce an external ruler into the experiment – a

ruler that is not changing its scale and that leaves the measurement procedure

essentially unchanged.

This external ruler is introduced by placing two instead of one MDFs (or laser

foci) of the same wavelength next to each other, wherein said two MDFs are shifted

only a few hundred nanometers with respect to each other such that the MDFs are

still overlapping. The distance between the two MDFs remains widely unchanged

by a change of the size and shape of the MDFs as their respective axes along the

optical axis of the microscope are unaffected by any aberrations. Therefore this

introduced lateral distance is a perfect ruler.

A second ingredient to 2fFCS is a more accurate description of the MDF for the

fitting procedure, featuring only two fitting parameters, ensuring proper and stable

convergence of the fit procedure. The interested reader might refer to e.g. [18] for

further details. Figure 7 shows a comparison between the Gaussian and the new

MDF model.

As a result of this approach, it could be shown that diffusion coefficients

estimated with 2fFCS are precise within a margin of 2% [18].

For the moment let’s take a step back and have a closer look on the external ruler
and its realization.

By the introduction of the external ruler, the measurement procedure is modified

to a scheme that basically measures how long the probe needs to diffuse from one

MDF to the other, rather than measuring the time the probe needs to diffuse through

one MDF as in conventional FCS.

As the likelihood to detect the probe in one MDF and subsequently in the other

MDF drops dramatically the further the MDFs are placed apart, it becomes obvious,

why the MDFs should overlap as otherwise the measurement time becomes

undesirably long.

As for the overlapping MDFs the question inevitably arises how the readout of

the photons is facilitated so that the detected photons are assigned to the correct

MDF as there is no information about the spatial origin in a confocal spot mea-

surement available.
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3.2 Experimental Setup

The solution is to use the well-known pulsed-interleaved excitation (PIE) scheme

[19], such that the excitation of the probe happens alternatingly in the first MDF or

the second MDF. The experimental 2fFCS setup that is best suited for this task is

based on a conventional, confocal epi-fluorescence microscope (schematically

shown in Fig. 8). Two collimated lasers of the same wavelength are employed,

wherein these laser emit linearly polarized laser light and are arranged such that the

polarization of the laser light is orthogonal to each other. These two laser beams are

combined with a certain time delay with respect to each other via, e.g., a polariza-

tion sensitive optical fiber, so that at the output of said fiber, a train of laser light

pulses can be observed wherein the polarization of this train of laser light pulses is

changing alternatingly with each pulse.

In order to generate now two laterally shifted MDFs from this train of laser light

pulses, a so-called Normarski prism [20] is arranged in front of the objective of the

microscope. These prisms are conventionally employed in differential interference

contrast (DIC) microscopy. The Normarski prism introduces a small angle to the

laser light depending on its polarization. This angle is subsequently translated by

the objective into two laterally shifted MDFs that light up alternatingly.

The read-out is facilitated by conventional time-resolved confocal detection

schemes used for FCS.

Downstream data processing is such that a fluorescence decay histogram

(or TCSPC histogram) is generated, which essentially contains the timing of both

laser pulses and the detected photons subsequent to such a laser pulse (Fig. 9).

As the time-resolved data stream now contains information on the arrival time of

a photon with respect to the laser pulse, it is straightforward to assign the photon to

the laser pulse/MDF that caused the emission of this photon. Using this arrange-

ment it is possible to translate the spatial information (in which MDF the photon has

Fig. 7 Comparison between the Gaussian MDF model and the model used for two-focus FCS

measurements. (a) Ideal MDF, (b) Gaussian-shaped MDF, and (c) the new MDF model as

proposed in [18]
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been generated) to time domain information, facilitating the assignment of the

detected photons to the correct laser pulse/MDF.

In order to extract a diffusion coefficient, two auto-correlation curves are

calculated (one for each MDF) and a cross-correlation curve (cross-correlating

the photons of the one MDF with the other).

As the distance between the two MDFs is known (it can be for example

established by a reference measurement of a substance with a known diffusion

coefficient), a global fitting procedure that fits the auto-correlation and cross-

correlation curves simultaneously (Fig. 9) will yield very precise information

about the diffusion coefficient – almost completely independent of the

abovementioned sources of artifacts.

For 2fFCS the detection pinhole of the system has to be larger than in most

confocal systems, as it has to accommodate the larger detection volume that results

Fig. 8 Schematic microscope setup suited for 2fFCS. Two pulsed-interleaved lasers of identical

wavelength, but with orthogonally polarized light beams, are combined by, e.g., a polarizing

beamsplitter. Subsequently the light is coupled in a polarization preserving waveguide, therefore

essentially creating a single laser source at its output that exhibits alternating polarization. Said

laser light is then guided towards a DIC prism that deflects the laser light depending on its

polarization at a small, predefined angle. The microscope objective translates this angle into a

distance in the sample space, crating two laser foci at a predefined distance. Detection is facilitated

with a conventional detection path, but with time-correlated and resolved detection. Figure taken

with permission from [16]
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from the shifted foci. Therefore the signal to noise ratio is slightly worse than in

other systems. Furthermore the focusing of the laser is done in a slightly

sub-apertured way so that the resulting excitation volumes are slightly larger than

in a diffraction limited focusing approach, as the introduced MDF model is suited

best for a sub-apertured focusing regime.

3.3 Example

The above-mentioned optical saturation is no longer influencing the apparent value

of the diffusion coefficient. In Fig. 10 the well-known dye Cy5 has been investi-

gated. Cy5 shows a strong optical saturation behavior as it exhibits a light driven

cis–trans isomerization wherein one form is non-fluorescent [22]. Once in the

non-fluorescent state, the molecule does not emit any more photons until it relaxes

back (typically within microseconds) to the ground state. These non-fluorescent

states strongly promote optical saturation. As most probes do exhibit at least one

comparably long-lived non-fluorescent state, such as for example a triplet state,

optical saturation has to be a concern for almost all probes.

Furthermore and also very importantly, a refractive index mismatch does not

affect the outcome of the 2fFCS experiment [18]. In general most optical aberra-

tions will not affect the quality of an 2fFCS experiment with regard to its estimated

diffusion coefficient. This is especially important if one considers temperature

studies, where the solvent, due to the change in temperature, changes the refractive

index. Such temperature studies are often performed such that also the microscope

objective is heated/cooled as otherwise the objective being in contact with the

measurement chamber (via the immersion liquid) might act as a heating/cooling

Fig. 9 Downstream processing of the acquired photon stream. Left panel: The photons are

assigned to the laser pulse that induced their emission by time-correlated single-photon counting

in a TCSPC histogram. Right panel: Depending on the arrival time with respect to the laser pulse

the photons are processed such that for each laser an auto-correlation curve (blue and green line)
and also the cross-correlation curve (red line) between the two laser foci is calculated. These three
curves are then fitted simultaneously. The fitting procedure involves the more accurate

two-parameter MDF model. From the known distance between the laser foci the absolute diffusion

coefficient can be extracted from the fit
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source itself. Heating or cooling the objective on the other hand might affect the

optics of said objective, leading to aberrations that in a conventional FCS experi-

ment might lead to an erroneous estimation of the diffusion coefficient – applying

2fFCS this is no longer the case.

3.4 Other Implementations

It is worth noting that other implementations of 2fFCS have been developed, that

specifically aim to avoid equipment that is particularly cost intensive, as for

example the need for two pulsed lasers, time-correlated picosecond electronics,

or the need for pulsed lasers at all. An appealing alternative in this regard has been

demonstrated by the use of electro-optical modulators for rotating the polarization

of a single laser source. Here however, a greatly different data evaluation process is

Fig. 10 Comparison between FCS and 2fFCS measurements. The apparent change of the

diffusion coefficient under increasing saturating illumination conditions has been investigated.

The total laser excitation power per focus is shown on the x-axis. Points with error bars are the

results of 2fFCS, using ten measurements for each point to determine a standard deviation of the

diffusion coefficient. Solid horizontal line (black) shows the average value of all 2fFCS measure-

ments (blue). Lower intensity-dependent curve refers to the results of conventional FCS (red),
using the extrapolated zero-intensity value as reference. The dotted line is an extrapolation of the

determined power dependence towards zero power. It can be seen that under saturating conditions

the resulting diffusion coefficient remains stable in 2fFCS experiments whereas in the conven-

tional FCS approach the diffusion coefficient apparently becomes slower as saturation increases

[21]. Figure adapted with permission from [21]
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needed and the downstream data processing is quite time consuming [23]. Despite

these drawbacks this is most likely the most economic implementation of 2fFCS.

Another example exploits the high rotational speed of a resonant electro-optical

modulator that, with 20 MHz, is fast enough for turning the excitation of a pulsed

laser within its pulsing period (few nanoseconds). This approach can further be

extended to use a cw-laser [24]. Again, this approach as well needs a specific

downstream data evaluation process, namely employing the so-called filtered FCS

approach [25].

So far the concept of 2fFCS has been analyzed extensively in theory but also in

experiment and applied to numerous applications, mainly for estimating the diffu-

sion coefficient of a system, but also for e.g. flow velocity measurements

[26]. Recently 2fFCS has been used to study protein adhesion to nanoparticles

[27] as well as complex hydrogels [28], to name a few.

2fFCS is the preferred choice for state of the art diffusion measurements.

However as the equipment for such a 2fFCS measurement is more advanced and

therefore more costly than for conventional FCS setups, the budget of some labs

might not allow the setup of a 2fFCS instrument. Furthermore, up to now there is

neither commercial nor free/shareware for downstream data processing of the

recorded data available that would facilitate adoption of this method much more

rapidly (though some labs do provide code upon inquiry).

The interested reader might refer to [16] for a more detailed review of 2fFCS.
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Lifetime-Weighted FCS and 2D FLCS:

Advanced Application of Time-Tagged

TCSPC

Kunihiko Ishii, Takuhiro Otosu, and Tahei Tahara

Abstract Time-tagged TCSPC (time-correlated single photon counting) is a spe-

cial acquisition mode of TCSPC with which one determines not only the excitation-

emission delay time of detected photons but also their arrival times measured from

the start of the experiment. Time-tagged TCSPC enables us to examine slow

fluctuation of fluorescence lifetimes, which is particularly important in the study

of heterogeneous or fluctuating systems at the single-molecule level. In this chapter,

we describe recent development of new methods using time-tagged TCSPC, aiming

at showing their high potential in studying dynamics of complex systems. We

depict two closely related methods based on fluorescence correlation spectroscopy

(FCS), i.e., lifetime-weighted FCS and two-dimensional fluorescence lifetime cor-

relation spectroscopy (2D FLCS). These methods enable us to quantify fluores-

cence lifetime fluctuations on the microsecond timescale. Showing examples

including the study of a biological macromolecule, we demonstrate the usefulness

of these two methods in real applications. In addition, we present another applica-

tion of time-tagged TCSPC, which analyzes photon interval time for characterizing

timing instability of photon detectors.

Keywords Biological macromolecules � Fluorescence correlation spectroscopy �
Fluorescence lifetime � Microsecond dynamics � Time-tagged TCSPC
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1 Introduction

Time-correlated single photon counting (TCSPC) is a sensitive method for the

measurement of fluorescence lifetime with a time resolution of tens to hundreds

of picoseconds. A typical TCSPC setup consists of a pulsed excitation source, a

photon detector having a short response time, and an electronic circuit which can

precisely determine the delay time between the excitation pulse and the photon

signal in the unit of TCSPC channel number (“microtime,” Fig. 1). After accumu-

lating sufficient number of fluorescence photons, a fluorescence decay curve is built

as a histogram of the obtained microtimes. The characteristic fluorescence lifetime

of the sample molecule is evaluated from the fluorescence decay curve, typically by

fitting analysis using exponential functions.

In ordinary TCSPC experiments, only the microtimes of detected photons are

recorded for building the ensemble-averaged histogram, while information of the

temporal fluctuation of the microtime in a slower timescale (microseconds to

seconds) is discarded. On the other hand, in time-tagged TCSPC [1], one keeps a

record of the absolute arrival time of individual photons measured from the start of

the experiment (“time tag” or “macrotime,” Fig. 1). Combined use of the microtime

and macrotime information facilitates simultaneous measurements of fluorescence

lifetime and fluorescence intensity fluctuations. Moreover, this acquisition mode of

fluorescence photons allows us to analyze the correlation of the microtime and

macrotime, which in fact provides information about the fluctuation of fluorescence

lifetimes on the microsecond to second timescale. Such fluctuation of the fluores-

cence lifetime is essential in fluorescence measurements at the single-molecule

level, where the fluctuation is caused by conformational dynamics of the molecule.

In order to access rich information contained in the fluctuation of fluorescence

lifetimes in single-molecule experiments, a reliable, convenient, and versatile

method for analyzing time-tagged TCSPC data is critically important.

To date, several methods have been reported to analyze time-tagged TCSPC

data. For example, burst-integrated fluorescence lifetime (BIFL) [2] and fluores-

cence intensity and lifetime distribution analysis (FILDA) [3] are single-molecule-

based techniques with which one examines distribution of fluorescence lifetimes by

evaluating the mean fluorescence lifetime in short binning windows and analyzing

its statistics. These methods can be used to detect distribution of the fluorescence

lifetime in static multi-component systems. However, they are not suitable for
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dynamic systems that involve rapid lifetime fluctuations, because the time binning

limits the time resolution to the bin width.

Fluorescence correlation spectroscopy (FCS) based techniques treat time-tagged

TCSPC data with a binning-free (photon-by-photon) manner [4]. Therefore, they

allow us to study fluorescence lifetime fluctuations with a time resolution down to

tens of nanoseconds. Fluorescence lifetime correlation spectroscopy (FLCS) [5–8]

is a useful technique when one has information about the fluorescence decay of

each species in advance. In this case, FLCS utilizes the microtime information of

each detected photon to infer the source of the photon, i.e., the species from which

the photon is emitted. By comparing the observed microtimes with the fluorescence

decay curve of each species (reference), FLCS can determine the auto- and cross-

correlations of relevant species in a species-selective manner. Nevertheless, FLCS

is not applicable in case that we do not have information about the fluorescence

lifetime of the component. Therefore, one needs a new “reference-free” method for

studying conformational dynamics of macromolecules where unknown intermedi-

ate states may appear.

In this chapter, we describe our recent effort to develop reference-free methods

to study conformational dynamics of macromolecules using time-tagged TCSPC.

Lifetime-weighted FCS [9] is a simple reference-free method to detect inhomoge-

neity in the sample through fluorescence lifetime fluctuations. This method is used

for finding inhomogeneity in the sample and/or for “the first examination” of the

timescale of the conformational dynamics of macromolecules. Two-dimensional

fluorescence lifetime correlation spectroscopy (2D FLCS) [10–12] is a recently

developed versatile reference-free method which analyzes time-tagged TCSPC data

by building two-dimensional correlation maps. 2D FLCS is particularly useful for

investigating complex dynamics of unknown systems in a visually comprehensible

Fig. 1 Schematic description of a time-tagged TCSPC data. For each detected photon, microtime

(t) and macrotime (T ) are measured with the TCSPC module. Photon data is a combined list of

microtimes and macrotimes of detected photons sorted with the macrotime values
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manner. At last, we describe another type of application of time-tagged TCSPC. It

is shown that the photon interval analysis on the time-tagged TCSPC data can solve

a long-standing problem of timing instability of photon detectors [13].

2 Lifetime-Weighted Fluorescence Correlation

Spectroscopy

Usually, FCS experiments are performed by observing the correlation function of

time-dependent fluorescence intensity, I(T) [14]:

GI ΔTð Þ ¼ I Tð ÞI T þ ΔTð Þh i
I Tð Þh i2 ; ð1Þ

where ΔT is the correlation lag time and angle brackets denote ensemble averaging.

This quantity is evaluated photon-by-photon using time-tagged photon data as

GI ΔTð Þ ¼

XN
p¼1

XN
q¼1

1 ΔT � ΔΔT=2 < Tq � Tp < ΔT þ ΔΔT=2
0 otherwise

�

N2T�2
max � Tmax � ΔTð Þ � ΔΔT : ð2Þ

Here, Tp(q) is the macrotime of p(q)-th photon, N is the total number of detected

photons,ΔΔT is an arbitrary window size, and Tmax is the measurement time. In this

definition, one searches for all possible pairings of photons in the time-tagged

TCSPC data which satisfy the condition that the time lag between the pair is ΔT
(Fig. 2a). The denominator of Eq. (2) is the normalization factor that is chosen such

that GI(ΔT ) becomes unity when there is no intensity correlation. GI(ΔT ) charac-
terizes the fluctuations of fluorescence intensity.

If one incorporates the microtime data obtained by time-tagged TCSPC to FCS,

one can investigate fluorescence lifetime fluctuations. The simplest way is to

replace “1” in the numerator of Eq. (2) with the product of microtimes (t) of

photons p and q (Fig. 2a) [9]:

GL ΔTð Þ ¼

XN
p¼1

XN
q¼1

tptq ΔT � ΔΔT=2 < Tq � Tp < ΔT þ ΔΔT=2
0 otherwise

�

t2N2T�2
max � Tmax � ΔTð Þ � ΔΔT ; ð3Þ

where t ¼
XN

p¼1
tp=N is the ensemble-averaged mean fluorescence lifetime.

Equation (3) is equivalent to
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GL ΔTð Þ ¼ t Tð ÞI Tð Þt T þ ΔTð ÞI T þ ΔTð Þh i
t Tð ÞI Tð Þh i2 ; ð4Þ

where t(T) is the fluorescence lifetime at the macroscopic time T. The right-hand

side of this equation can be interpreted as the correlation function of the “lifetime-

weighted” fluorescence intensity. Note that, although it may seem counterintuitive,

Eq. (3) is not the correlation function of the fluorescence lifetime itself, i.e., ht(T )t(T
+ΔT)i/ht(T)i2. The intensity factor I(T ) appears in Eq. (4) because the photon-by-

photon evaluation of a correlation function is inevitably influenced by the fluctua-

tion of fluorescence intensity. Therefore, more photons are sampled from the time

region where the fluorescence intensity is higher.

For separating the lifetime fluctuation from the intensity fluctuation, one can

employ the ratio of the lifetime-weighted fluorescence correlation (Eq. (3)) to the

ordinary intensity correlation (Eq. (2)) [9],

R ΔTð Þ ¼ GL ΔTð Þ � 1

GI ΔTð Þ � 1
: ð5Þ

By canceling the correlation amplitude due to intensity fluctuations as Eq. (5), one

can examine the extent and timescale of the fluctuation of the fluorescence lifetime.

If the system is homogeneous, R(ΔT ) becomes unity; In contrast, if the system

consists of multiple species having different fluorescence lifetimes, R(ΔT ) takes a
value deviated from unity. A dynamic process such as conformational dynamics

usually induces an interconversion between species having different fluorescence

lifetimes, and hence it causes a change of R(ΔT). Importantly, as long as there is no

Fig. 2 (a) Correlation calculation from time-tagged TCSPC data. Photon pairs with the interval of

ΔT are looked up in the photon data and their occurrences are counted. In the lifetime-weighted

FCS, the counting is weighted with the product of corresponding microtimes. (b) The result of

lifetime-weighted FCS measurements of a DNA hairpin. Top: correlation ratio defined in Eq. (5).

The arrow indicates a transition of the correlation ratio. Bottom: ordinary fluorescence intensity

correlation
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variation in the diffusion behavior of the molecules in the sample, R(ΔT ) defined as
Eq. (5) is free from the diffusion effect and reports only intramolecular dynamics

that causes fluctuations of the fluorescence lifetime. This feature is particularly

important when one studies conformational dynamics of macromolecules in the

micro to millisecond time region.

Figure 2b shows the R(ΔT ) curve of a single-stranded DNA forming a hairpin

structure (6-FAM-50-TTTAACC(T)18GGTT-30-TAMRA) [12]. The DNA sample is

labeled with two fluorophores that constitute a Förster resonance energy transfer

(FRET) pair. The FRET efficiency from the donor (FAM) to the acceptor

(TAMRA) increases drastically upon formation of the hairpin structure. Therefore,

one can study the formation-dissociation dynamics of the DNA hairpin through

monitoring the FRET efficiency. The FRET efficiency, E, is represented by the

fluorescence lifetime of the donor, τD, as

E ¼ 1� τD
τD0

; ð6Þ

where τD
0 is the intrinsic fluorescence lifetime of the donor in the absence of an

acceptor. Therefore, the fluctuation of τD, which is quantified as R(ΔT ) of the donor
fluorescence, can be used to detect dynamics of the DNA hairpin formation. In

Fig. 2b, the R(ΔT ) curve of the DNA hairpin clearly shows a transition at

ΔT ~ 100 μs. This is a clear evidence of a dynamics on this timescale which changes

the fluorescence lifetime of FAM. In other words, a dynamics that changes the DNA

structure is unambiguously detected by lifetime-weighted FCS. It is noteworthy that

even though the transition is undoubtedly observed in R(ΔT ), the corresponding

signature is not apparent in the raw correlation curve (GI(ΔT); Fig. 2b) because of
coexisting dynamic signals originating from the diffusion and triplet formation.

To summarize, the lifetime-weighted FCS is a simple reference-free application

of time-tagged TCSPC data which can be used for detecting inhomogeneity in the

sample and the relaxation dynamics of the inhomogeneity through R(ΔT ). This
method is advantageous over traditional FCS for detecting the dynamics of biolog-

ical macromolecules. Nevertheless, the lifetime-weighted FCS does not provide

detailed knowledge about the system. Specifically, it does not tell about the number

of independent species, the fluorescence lifetime of them, and the species involved

in the observed dynamics. The next task is to elucidate these details by carefully

examining time-tagged TCSPC data, as described in the next section.

3 Two-Dimensional Fluorescence Lifetime Correlation

Spectroscopy (2D FLCS)

3.1 Constructing Two-Dimensional Correlation Map

Time-tagged TCSPC data consists of lists of the microtimes and macrotimes of

detected photons (Fig. 1). In order to thoroughly investigate the correlation pattern
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contained in the time-tagged data, one should avoid any loss of information in the

analytical process. The best way is to individually evaluate the correlation function

for all possible combinations of microtime values, {t(i), t( j)} [10–12, 15]. In other

words, one should use the following form of a correlation function to fully utilize

the microtime information in time-tagged data:

Mij ΔTð Þ ¼ I T; t ið Þ
� �

I T þ ΔT; t jð Þ� �� �

¼

XN
p¼1

XN
q¼1

δtpt ið Þδtqt jð Þ ΔT � ΔΔT=2 < Tq � Tp < ΔT þ ΔΔT=2
0 otherwise

�

Tmax � ΔTð Þ � ΔΔT

: ð7Þ

I(T; t(i)) is the fluorescence intensity detected by ith TCSPC channel at macroscopic

time T, and δkl is the Kronecker delta function. For example, if we set i¼ 1 and

j¼ 2, Eq. (7) becomes the (unnormalized) cross-correlation function between the

fluorescence intensities detected at the first and the second TCSPC channels. By

gathering allMij(ΔT ) values for various {i, j} combinations together, one obtains a

two-dimensional matrix of correlation data,M(ΔT ). Note that if one sums up all the

elements ofM(ΔT), one obtains the ordinary (unnormalized) fluorescence intensity

correlation, i.e., ∑ i∑ jMij(ΔT )¼hI(T )I(T +ΔT )i.
In practice, computation of M(ΔT) is done as follows (Fig. 3).

1. An arbitrary timescale of interest and a window size are chosen (ΔT and ΔΔT).
2. A two-dimensional array of memory space is prepared for storingM(ΔT). The

size of this array is the square of the number of TCSPC channels, e.g.,

256� 256. M(ΔT ) is initialized by setting zero at all elements of this array.

Fig. 3 Schematic illustration of the procedure for building a two-dimensional correlation map.

Here, the correlation timescale (ΔT ) and the window size (ΔΔT ) are set at 100 and 10, respec-

tively. The first part (left) represents steps 3–7 and the second part (center) represents steps 8–9
(see main text)
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3. The macrotime and microtime of the first photon in the time-tagged TCSPC

data (T1, t1) are examined and stored in buffer memory.

4. The macrotime table is scanned to pick up photons that have macrotime values

between T1 +ΔT�ΔΔT/2 and T1 +ΔT +ΔΔT/2.
5. If a matching photon is found, its microtime is read (tm).
6. The {t1, tm} element of M(ΔT ) is incremented by 1.

7. Steps 4–6 are repeated to find all matching photons.

8. Step 3 is repeated for the second photon. Its macrotime and microtime (T2, t2)
are examined and stored in buffer memory.

9. Steps 4–7 are repeated for T2 and t2.
10. Steps 8 and 9 are repeated for the rest of photons.

Sometimes FCS experiments are performed in the cross-correlation configura-

tion using two independent detectors in order to avoid artifact due to the

afterpulsing effect of the detector [16]. In that case, photons examined in step

3 (or step 8) and in step 4 should be those from different detectors.

Roughly speaking, the physical meaning of the obtained two-dimensional matrix

M(ΔT ) can be interpreted as follows.

• Elements ofM(ΔT ) of small t(i), t( j) values mainly reflect the autocorrelation of

short lifetime species.

• Elements of M(ΔT ) of large t(i), t( j ) values mainly reflect the autocorrelation of

long lifetime species.

• Elements of M(ΔT) of small t(i) and large t( j) values mainly reflect the cross-

correlation between short lifetime species and long lifetime species.

Importantly, M(ΔT ) preserves the full information of two-point correlations

obtainable from a set of the time-tagged TCSPC data. Therefore, any other analyses

of time-tagged TCSPC data can be reinterpreted using M(ΔT ). Such reinterpreta-

tion provides a coherent overview of the existing methods, which can lead us to

further development of a new analysis. For example, FLCS developed by Enderlein

and coworkers [5–8] can be understood in the framework of M(ΔT ) as follows. In
FLCS, it is assumed that the complete prior knowledge of the fluorescence decay

components is available. Then, an observed two-dimensional correlation matrix

M(ΔT ) is expected to be a sum of auto- and cross-correlations of the known decay

curves:

Mij ΔTð Þ ¼
X
k, l

gkl ΔTð ÞIk t ið Þ
� �

Il t jð Þ
� �

: ð8Þ

Here, Ik(l )(t) is the decay curve of species k(l ) and gkl(ΔT ) is the correlation

between species k and l at lag time ΔT. FLCS analysis [5–8] is mathematically

equivalent to the least mean square fitting of the observedM(ΔT) using Eq. (8), i.e.,
the fitting using combinations of Ik(t) and Il(t) to determine unknown gkl(ΔT )’s.
This interpretation of FLCS using a 2D matrix makes it clear that a new analysis is

necessary for more general case where one does not have any prior knowledge of
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the fluorescence decay components. In such cases, one should simultaneously

determine Ik(t), Il(t), and gkl(ΔT) from the observedM(ΔT ) without any references.
In the following, we describe how to achieve this reference-free analysis ofM(ΔT),
which is the core of 2D FLCS [10–12].

3.2 Background Subtraction

First, one needs to note that a correlation signal obtained in FCS is always

accompanied with uncorrelated background due to photon pairs emitted by differ-

ent molecules that coexist in the observation volume. Emissive background signals,

such as solvent Raman scattering, also contribute to the uncorrelated background.

One can separate the information of the correlated photons from the uncorrelated

background by using M(ΔT ) evaluated at a very long ΔT [10].

After a sufficiently long lag time, the correlation vanishes because of diffusion.

Therefore, the {i, j}-th element ofM(ΔT) at a long lag time becomes the product of

the ith and jth points of the ensemble-averaged fluorescence decay curve:

M unc
ij ¼ I t ið Þ

� �
I t jð Þ
� �

: ð9Þ

One can obtain the correlated part of M(ΔT ) by subtracting this uncorrelated part:

M cor
ij ΔTð Þ ¼ Mij ΔTð Þ �M unc

ij : ð10Þ

Mcor(ΔT ) does not contain any contributions from different molecules or

uncorrelated backgrounds, because these contributions do not fluctuate in a corre-

lated manner. It means that this separation of the correlated part enables us to treat

Mcor(ΔT ) as if it is built from a strict single-molecule experiment under an ideal

condition, i.e., infinitesimally low concentration and no background scattering.

Figure 4 demonstrates the effect of subtraction of uncorrelated background

[12]. The sample is a mixture of two fluorescent dyes, Cy3 and TMR (tetramethyl-

rhodamine). Figure 4a shows the fluorescence decay curves of Cy3, TMR, and their

mixture. The fluorescence lifetime of Cy3 is 0.18 ns and that of TMR is 2.4 ns. The

fluorescence of the mixture solution shows a biexponential decay which corre-

sponds to a sum of the TMR and Cy3 decay curves. Figure 4b is the 2D map of the

uncorrelated background, Munc, and Fig. 4c shows that of the correlated part,

M
cor(ΔT ), at ΔT¼ 10–100 μs. A clear difference is seen between the shapes of

these 2D maps. Namely, the correlated part lacks sharp ridges along the time-zero

lines which are, in contrast, obvious in the uncorrelated part. These ridges represent

the cross-correlation between the short lifetime component (Cy3) and the long

lifetime component (TMR), so that their absence in the correlated part indicates

that the cross-correlation between these components is zero. This cross-correlation

should naturally be zero, because the sample is just a mixture of two independent
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dyes. This consistency proves that the uncorrelated background is properly

subtracted in this analysis. Thus, the correlated part can be regarded as an equiv-

alent of the sum of the single-molecule correlation signals of TMR and Cy3.

3.3 Inverse Laplace Transform and Decomposition
into Multiple Species

The next step is decomposition of Mcor(ΔT ) [11, 12]. When a sample consists of

multiple species,Mcor(ΔT ) becomes the sum of contributions from these species. In

such cases, one can decompose Mcor(ΔT ) into each contribution as follows to

identify each species and to study their interconversion:

Fig. 4 (a) Fluorescence decay curves of two fluorescent dyes (TMR and Cy3) and their mixture

measured with the TCSPC method. (b, c) 2D correlation maps of the uncorrelated part (b) and the

correlated part at ΔT¼ 10–100 μs (c) built from time-tagged TCSPC data of the mixture solution.

Note that ridges are clearly visible in (b)
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M cor
ij ΔTð Þ ¼

X
k, l

g cor
kl ΔTð ÞIk t ið Þ

� �
Il t jð Þ
� �

: ð11Þ

Here, gkl
cor(ΔT ) is the correlated part of the species-specific correlation function

between k and l. If no exchange reaction occurs between different species, the

corresponding cross-correlation (gkl
cor(ΔT ), k 6¼l ) becomes zero. On the other hand,

if a reaction exchanging two species k and l takes place, gkl
cor(ΔT ) starts appearing

on the timescale of the reaction.

In practice, however, the decomposition of Mcor(ΔT ) using Eq. (11) is not easy

because the separation of fluorescence decay curves of different species in

Mcor(ΔT ) is not straightforward when reference data (i.e., the functional forms of

Ii(t)’s) are not available. This complexity is reduced by considering the fluorescence

lifetime of each species instead of the fluorescence decay curve. In general, one can

represent the fluorescence decay curve of a certain species by using continuously

distributed fluorescence lifetime, τ, and corresponding amplitude, a(τ):

I tð Þ ¼
ð1
0

a τð Þexp �t=τð Þdτ: ð12Þ

Then, one can rewrite Mcor(ΔT) as,

M cor
ij ΔTð Þ ¼

X
k, l

g cor
kl ΔTð Þ

ð1
0

ak τ0ð Þexp �t ið Þ=τ0
� �

dτ0
ð1
0

al τ
00ð Þexp �t jð Þ=τ00

� �
dτ00

¼
ð1
0

ð1
0

eMτ0τ00 ΔTð Þexp �t ið Þ=τ0
� �

exp �t jð Þ=τ00
� �

dτ0dτ00;

ð13Þ

where we introduced a two-dimensional lifetime correlation map:

eMτ0τ00 ΔTð Þ ¼
X
k, l

g cor
kl ΔTð Þak τ0ð Þal τ00ð Þ: ð14Þ

a(τ) has well-separated peak(s) when each species has a well-defined fluorescence

lifetime. It is also expected that eM ΔTð Þ shows a clear peak pattern in a

two-dimensional map which directly represents auto- and cross-correlations of

the species in the sample. Therefore, eM ΔTð Þ is much more suitable for intuitively

interpreting the whole kinetics on the species basis. The conversion from I(t) to a(τ)
is formally equivalent to inverse Laplace transform (ILT) and the conversion

Mcor(ΔT ) ! eM ΔTð Þ corresponds to two-dimensional ILT. Usually one needs a

special procedure to perform ILT because it is known that ILT is numerically

unstable. MEM (maximum entropy method) is sometimes employed for

suppressing the numerical instability [17, 18]. As described in detail in a published

paper [12], a MEM approach is used for this 2D ILT problem and eM ΔTð Þ is

obtained from Mcor(ΔT ) in 2D FLCS.
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The above-described procedure for obtaining eM ΔTð Þ realizes 2D FLCS. The

cross-correlation between different species (gkl
cor(ΔT ), k 6¼l ) appears in eM ΔTð Þ

map as an off-diagonal peak between two different lifetimes representing the

species k and l (Eq. (14)). Therefore, by examining the ΔT-dependence of the

intensity of off-diagonal peaks, one can trace the temporal evolution of gkl
cor(ΔT),

which represents the equilibration process between the two species (k and l ).
Figure 5 shows an illustrative example of 2D FLCS [11]. Here, in order to

exemplify the 2D FLCS analysis using well-defined parameters, a synthetic photon

data was generated by kinetic Monte Carlo simulation. We assumed a two-state

reaction model between states A and B with the forward rate constant kf and the

backward rate constant kb, where kf¼ kb¼ (100 μs)�1. The fluorescence lifetimes of

the states A and B were set at 1 and 5 ns, respectively. Figure 5a shows Mcor(ΔT)
constructed from the simulated photon data for different lag times. One can see that

the shape of the 2D correlation pattern changes with ΔT, which are also evident in

the slices of the 2D maps at different microtime values (Fig. 5a, bottom). This

change reflects the interconversion between A and B which occurs duringΔT. It can

Fig. 5 2D FLCS applied to the synthetic photon data generated by kinetic Monte Carlo simula-

tion. (a) The correlated part of the 2D map (Mcor(ΔT )) at ΔT¼ 0–10 μs (left), 40–60 μs (center),
and 200–220 μs (right). The slices of these maps integrated over the colored rectangle regions are

shown in the bottom with corresponding colors. (b) The converted 2D lifetime maps (fM ΔTð Þ) at
ΔT¼ 0–10 μs (left), 40–60 μs (center), and 200–220 μs (right)
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be more clearly visualized by using 2D ILT that converts M
cor(ΔT ) to eM ΔTð Þ

(Fig. 5b). In the converted 2D lifetime maps, one can clearly see isolated diagonal

peaks, which correspond to the A (τ¼ 1 ns) and B states (τ¼ 5 ns). Absence of the

cross peaks between these two states at the shortest lag time (ΔT¼ 0–10 μs) is a
clear evidence of independence of these states. Subsequent gradual rise of the cross

peaks reflects transformation between the two states, which accords with the

adopted reaction model. This result exhibits that, by comparing 2D lifetime maps

at different ΔT, one can visualize the equilibration process between different

species and determine its time constant in a species-specific manner.

3.4 Application: DNA Dynamics

Next, we show an application of 2D FLCS to the hairpin-forming DNA molecule

that was examined in the previous section by lifetime-weighted FCS (Fig. 2)

[12]. Here, in order to clarify the dynamics of DNA hairpin observed atΔT ~ 100 μs,
Mcor(ΔT ) is built for three time regions encompassing this timescale (Fig. 6a).

These Mcor(ΔT) exhibit ΔT-dependent change. However, in contrast to the previ-

ous example, the change ofMcor(ΔT) is not very obvious and hence it is difficult to
obtain physical insight directly from this 2D map. In this case, the conversion from

Mcor(ΔT ) to eM ΔTð Þ by 2D ILT is very effective (Fig. 6b). In the 2D ILT analysis

using MEM, we assumed three independent components that coexist in the sample.

For these three components, MEM determined the fluorescence lifetime distribu-

tion, ak(τ), and the auto- and cross-correlations, gkl
cor(ΔT ) (Eqs. (13, 14)). The

analysis was simultaneously performed on the three 2D maps shown in Fig. 6a,

which enabled us to obtain a common set of ak(τ) that is independent of ΔT (global

analysis). The obtained ak(τ)’s (k¼ 1–3) is shown in Fig. 6c. The observed peaks ineM ΔTð Þ in the shortest ΔT (Fig. 6b) correspond to the autocorrelation peaks of these

three components. (Note that some components exhibit multi-exponential decays

due to fast structural fluctuation, so that cross peaks appear in autocorrelation of

these species.) Very importantly, one can find growth of new cross peaks in the

second and third panels of Fig. 6b, as indicated by arrows. These cross peaks

represent the origin of the ~100 μs dynamics of the DNA hairpin observed by the

lifetime-weighted FCS (Fig. 2), and they correspond to the cross-correlation

between the second (k¼ 2) and the third (k¼ 3) components in Fig. 6c. Based on

the fluorescence decay measurements on control samples, the second and the third

components were assigned to the open form and the closed form, respectively,

whereas it was found that the first (k¼ 1) component was due to the DNA molecule

lacking an active acceptor dye [12]. Therefore, the observed dynamics is attributed

to the interconversion between the open form and the closed form. On the other

hand, any cross peaks between the first component and others are not observed. It is

consistent with that the first component stems from a species without an active

acceptor and hence its fluorescence lifetime does not change with the lag time ΔT.
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Figure 7 summarizes the dynamics of the DNA hairpin concluded from this

experiment. The dynamics of the hairpin DNA can be described by a two-state

model between the open and closed forms, and the acceptor-inactive DNA coexists

in the sample. The 2D FLCS was proven to be useful to obtain the species-specific

correlation that can separate multiple species such as the open form, the closed

form, and even inactive molecules in the sample, without any prior knowledge

about each species.

Fig. 6 2D FLCS of a DNA hairpin. (a) The correlated part of the 2D map (Mcor(ΔT )) at ΔT¼ 10–

30 μs (left), 30–100 μs (center), and 100–200 μs (right). (b) The converted 2D lifetime map (fM
ΔTð Þ) at ΔT¼ 10–30 μs (left), 30–100 μs (center), and 100–200 μs (right). (c) Three independent
components (ak(τ), k¼ 1–3) that are extracted in the analysis. Their auto- and cross-correlations

comprises 2D lifetime maps in (b)
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4 Photon Interval Analysis

So far, we have discussed how to quantify fluctuations of fluorescence lifetime

using time-tagged TCSPC through two newly developed methods, i.e., lifetime-

weighted FCS and 2D FLCS. In this section, we turn our attention to another way of

using time-tagged TCSPC data, focusing on its local property. Instead of collecting

every photon pairs found with a fixed time interval, we consider only photon pairs

directly neighboring in the photon table, and examine the relationship between their

microtimes and the time interval (Fig. 8a). Photon interval distribution is sometimes

investigated by using the Hanbury Brown and Twiss setup [19] to study nanosecond

photon correlations [20, 21], utilizing the definite relationship between the photon

interval distribution and the intensity correlation function. Here, we present an

application of photon interval analysis that incorporates microtime information, and

show its usefulness for analyzing the timing instability problem of photon

detectors [13].

Single photon avalanche photodiode (SPAD) is a photon detector commonly

used in TCSPC experiments, particularly in single-molecule fluorescence lifetime

measurements and fluorescence lifetime imaging (FLIM). A well-known drawback

of SPADs is the counting-rate dependence of the shape and peak position of the

instrument response function (IRF), which hampers accurate determination of the

fluorescence lifetime. It has been claimed that this counting-rate dependence arises

from the quenching circuit in SPADs [22]. In the following, this problem is

analyzed by using the IRF data measured by time-tagged TCSPC, and an efficient

calibration method is given [13].

Fig. 7 A schematic picture

of the dynamics of a DNA

hairpin observed by 2D

FLCS. Green and orange
circles represent the donor
(FAM) and acceptor

(TAMRA) dyes,

respectively. The closed

form (bottom left) and the

open form (bottom right)
are equilibrated in ~100 μs,
whereas an acceptor-

inactive species (top) also
exists in the sample solution
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Figure 8b shows the counting-rate dependence of the IRF of a SPAD. These

curves are obtained by building the microtime histogram of scattered photons of

laser pulses with various intensities. The data clearly shows that the time profile of

IRF drastically changes with the counting rate. To examine this timing instability in

more detail, all the detected photons are classified according to the time interval

with respect to the preceding photon using their macrotime information (Fig. 8a):

ΔTp ¼ Tp � Tp�1: ð15Þ

ΔT-dependent IRF is evaluated by collecting photons that have common ΔT values

(Fig. 8c). The peak position of the IRF shows a monotonous shift with ΔT, whereas
the shape is mostly preserved. This implies that the counting-rate dependence

observed in Fig. 8b is essentially due to ΔT-dependent timing shift. The ΔT-
dependent peak position of IRF was measured at various counting rates and is

plotted in Fig. 8d. It is clearly seen that the data measured with different counting

rates overlap with each other and follow the same trend. This result leads us to

conclude that the time interval, ΔT, rather than the mean counting rate, is the factor

that determines the timing instability.

If one analyzes the ΔT-dependence of the mean delay time (Fig. 8d) in more

detail, one may further obtain some insight into the underlying physics that causes

the timing instability. However, even without going into the detail of the

Fig. 8 Photon interval analysis of time-tagged TCSPC data. (a) Definition of the photon interval

of pth photon. (b) Counting-rate dependence of the IRF obtained with a SPAD. (c) IRF curves

reconstructed from photons of selected ΔT values. They demonstrate ΔT-dependence of the IRF.
(d) ΔT-dependence of the peak position of the IRF measured at various counting rates.

(e) Counting-rate dependence of the IRF after calibration
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mechanism, one can use this ΔT-dependence for calibrating the counting-rate

dependent timing shift [13]. Actually, the calibration curve is obtainable by fitting

the ΔT-dependent peak position of IRF (Fig. 8d) with an appropriate function. We

used the Hill equation to fit the observed data (Fig. 8d, solid line). The microtime of

any photons detected with the same detector can be calibrated using the same

calibration curve. Figure 8e shows the calibrated IRF curves at various counting

rates. The effect of the calibration is obvious, i.e., the shape and position of IRF

become almost independent of the counting rate. This calibration allows us to

obtain the best achievable time resolution in TCSPC experiments, particularly in

applications such as FLIM where the counting rate largely fluctuates.

5 Concluding Remarks

In this chapter, we described two methods using time-tagged TCSPC, which have

been recently developed to derive as much information as possible from the photon

data collected. We note that these methods do not require any modification of the

optical (microscopy) setup of a standard TCSPC, because they are purely numerical

algorithms. However, these methods can extract information that is usually hidden

under seemingly random fluctuations. Even though the structure of time-tagged

TCSPC data is rather simple, we believe that the obtainable knowledge from the

data has not been fully exploited yet. Therefore, there exist vast possibilities to

extend the usage of time-tagged TCSPC for various applications.
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8. Kapusta P, Macháň R, Benda A, Hof M (2012) Fluorescence lifetime correlation spectroscopy

(FLCS): concepts, applications and outlook. Int J Mol Sci 13:12890–12910

Lifetime-Weighted FCS and 2D FLCS: Advanced Application of Time-Tagged TCSPC 127



9. Ishii K, Tahara T (2010) Resolving inhomogeneity using lifetime-weighted fluorescence

correlation spectroscopy. J Phys Chem B 114:12383–12391

10. Ishii K, Tahara T (2012) Extracting decay curves of the correlated fluorescence photons

measured in fluorescence correlation spectroscopy. Chem Phys Lett 519–520:130–133

11. Ishii K, Tahara T (2013) Two-dimensional fluorescence lifetime correlation spectroscopy.

1. Principle. J Phys Chem B 117:11414–11422

12. Ishii K, Tahara T (2013) Two-dimensional fluorescence lifetime correlation spectroscopy.

2. Application. J Phys Chem B 117:11423–11432

13. Otosu T, Ishii K, Tahara T (2013) Note: simple calibration of the counting-rate dependence of

the timing shift of single photon avalanche diodes by photon interval analysis. Rev Sci Instrum

84:036105

14. Lakowicz JR (2006) Principles of fluorescence spectroscopy, 3rd edn. Springer, New York

15. Yang H, Xie XS (2002) Statistical approaches for probing single-molecule dynamics photon-

by-photon. Chem Phys 284:423–437

16. Burstyn HC, Sengers JV (1983) Time dependence of critical concentration fluctuations in a

binary liquid. Phys Rev A 27:1071–1085

17. Livesey AK, Brochon JC (1987) Analyzing the distribution of decay constants in pulse-

fluorimetry using the maximum entropy method. Biophys J 52:693–706

18. Brochon JC (1994) Maximum entropy method of data analysis in time-resolved spectroscopy.

Methods Enzymol 240:262–311

19. Hanbury Brown R, Twiss RQ (1956) Correlation between photons in two coherent beams of

light. Nature 177:27–29

20. Berglund AJ, Doherty AC, Mabuchi H (2002) Photon statistics and dynamics of fluorescence

resonance energy transfer. Phys Rev Lett 89:068101

21. Nettels D, Gopich IV, Hoffmann A, Schuler B (2007) Ultrafast dynamics of protein collapse

from single-molecule photon statistics. Proc Natl Acad Sci U S A 104:2655–2660

22. Rech I, Labanca I, Ghioni M, Cova S (2006) Modified single photon counting modules for

optimal timing performance. Rev Sci Instrum 77:033104

128 K. Ishii et al.



MFD-PIE and PIE-FI: Ways to Extract More

Information with TCSPC

Anders Barth*, Lena Voith von Voithenberg*, and Don C. Lamb

Abstract Pulsed interleaved excitation (PIE) is the method of fast alternation of

pulsed lasers for quasi-simultaneous observation of fluorophores with different

spectral properties. PIE was originally introduced to enable artifact-free fluores-

cence cross-correlation measurements, while first experiments with alternating

laser excitation (ALEX) used the dual excitation of donor and acceptor for

single-pair F€orster resonance energy transfer (spFRET). In this article, we will

review the benefit of PIE for spFRET experiments with multiparameter fluores-

cence detection (MFD). The direct probing of the acceptor fluorophore in PIE

increases the robustness of the quantitative MFD analysis and extends it to even

more parameters.

Recently, PIE has been combined with commonly used fluorescence fluctuation

imaging techniques such as raster image correlation spectroscopy (RICS) and the

number and brightness analysis (N&B). We highlight how PIE improves these

methods, and how artifacts in the analysis can be avoided. Similar to PIE-FCS,

quantitative cross-correlation raster image correlation spectroscopy (ccRICS) is

greatly simplified. Additionally, the lifetime information can be used to further

increase the contrast and sensitivity of the method with raster lifetime image

correlation spectroscopy (RLICS).
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1 Pulsed Interleaved Excitation

In the mid-2000s, methods for the quasi-simultaneous excitation of multiple

fluorophores have been developed. Alternating laser excitation (ALEX) was first

introduced as an alternation of lasers by electro-optical modulators on the micro-

second timescale [1, 2]. By use of pulsed lasers, the alternation of excitation is

extended to the nanosecond timescale, termed pulsed interleaved excitation (PIE).

In combination with time-correlated single photon counting (TCSPC), additional

information on fluorescence lifetimes of the fluorophores is available [3–5]. Origi-

nally introduced for fluorescence correlation spectroscopy (FCS), PIE can improve

the quantitative analysis of almost any multi-color fluorescence method by specif-

ically filtering misguided emission from the more blue-shifted fluorophore into the

detection channel of the red-shifted fluorophore (crosstalk or spectral bleed-

through) and excitation of the more red-shifted fluorophore by the excitation laser

of the blue-shifted fluorophore.
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1.1 How PIE Works

In PIE, multiple picosecond pulsed lasers with a typical repetition rate of 1–50 MHz

are alternated using an optical or electronic delay (Fig. 1a, b) [6]. The time-delay

has to be chosen according to the fluorescence decay of the detected fluorophores
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Fig. 1 Schematic illustration of a dual-color confocal microscope with PIE. (a) Excitation scheme

of pulsed lasers using PIE on a dual-color microscope. A green and a red laser repeatedly excite the

sample with picosecond laser pulses, which are alternated on the nanosecond timescale. Pulses are

delayed with respect to each other electronically or optically. (b) Microtime histograms of four

detection channels observable by the use of PIE. FGG: Green detection after green excitation pulse.

The microtime histogram shows the fluorescence decay of the green fluorophore. The green

fluorophores is not excited by laser light of lower frequency (green detection after red excitation

pulse, FRG ¼ 0). FRR: Red detection after red excitation pulse shows the fluorescence decay of the

red fluorophore. FGR: Fluorescence detected in the red channel after green excitation combines

crosstalk of the green sample into the red channel, direct excitation of the red fluorophore by the

green laser, and FRET emission of the red fluorophore. (c) Schematic of a confocal microscope

with polarized dual-color excitation using pulsed lasers. The lasers are combined by a dichroic

mirror (DM) and focused into the sample by the objective. Fluorescence is collected and focused

through a confocal pinhole (P). It is then separated by a polarizing beam splitter (PBS) into parallel
and orthogonal polarized light and split further according to wavelength by dichroic mirrors. An

emission filter (EF) blocks scattered laser light before the fluorescence is focused onto avalanche

photodiodes (APD). For each photon, the TCSPC electronic registers the arrival time with respect

to the start of the measurement (macrotime), the arrival time after the last laser pulse (microtime),

and the detection channel
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(Sect. 2.2). In a different approach, Olofsson and Margeat [7] have recently realized

PIE with a single white-light laser.

When combining alternating excitation with TCSPC electronics, the emission of

different fluorophores can not only be separated spectrally, but also temporally with

respect to the excitation source. Each photon is characterized by its detection

channel, macrotime (the time relative to the start of the experiment), and microtime

(the time between the master clock that controls laser excitation and detection of the

photon). For two-color excitation, the result is a total of four PIE channels that can

be constructed from the microtime histograms (Fig. 1b). The green channel after

green excitation FGG exclusively contains photons originating from the green

fluorophore. Likewise, the red channel after red excitation FRR contains only

photons from the red fluorophore. The green channel after red excitation FRG is

generally empty, since emission filters block fluorescence of longer wavelength and

direct excitation of the more blue-shifted fluorophore by the red laser is negligible.

In the red channel after green excitation FGR, crosstalk from the green fluorophore,

signal from the red fluorophore due to direct excitation by the green laser, and

FRET-sensitized acceptor emission are combined. The crucial advantage of PIE is

that these contributions to the total red signal are separated from the pure signal of

the red fluorophore after red excitation.

2 Multiparameter Fluorescence Detection with PIE

The detection of fluorescence from single molecules requires high sensitivity, low

background, and a confined observation volume. In solution-based burst analysis

experiments, this is achieved by combining the femtoliter-sized focal volume of a

confocal microscope with picomolar concentrations of analytes. High laser powers

and detectors with single molecule sensitivity ensure that sufficient signal is

detected from individual molecules diffusing through the focus.

Eggeling et al. [8] introduced multiparameter fluorescence detection (MFD) in

2001 with a confocal epi-illuminated microscope, which allowed simultaneous

detection of intensity, anisotropy, lifetime, and spectral range of individual mole-

cules. The knowledge about these parameters greatly increases the robustness of the

single-pair F€orster resonance energy transfer (spFRET) analysis and extends the

available parameter space to include additional properties of the fluorophore and

molecule of interest. The combination of MFD with PIE (MFD-PIE) further

increases the information by direct probing of the acceptor fluorophore [4, 9]. As

spFRET experiments are one of the primary applications of MFD-PIE, we will give

a short overview of spFRET before discussing details of data collection and

analysis.
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2.1 Primer on F€orster Resonance Energy Transfer

Combining F€orster resonance energy transfer (FRET) with single-molecule spec-

troscopy (single-pair FRET) composes a versatile tool to gain information on

conformational states and dynamic transitions of single molecules by observation

of the interfluorophore distance. In contrast to ensemble measurements, detailed

information about the heterogeneity of the system is accessible, and experimental

artifacts such as incomplete labeling can be sorted out on the basis of single

molecules.

In FRET, the energy of an excited donor fluorophore is transferred radiation-less

to an acceptor fluorophore in close proximity via dipole-dipole interactions. The

FRET efficiency is defined as the fraction of donor excitations that result in energy

transfer to the acceptor. It can be expressed as the ratio of the rate of energy transfer

(kFRET) to the sum of all radiative (kf) and non-radiative (knr, kFRET, . . .) rates that
depopulate the excited state of the donor [10]:

E ¼ kFRET
kFRET þ kf þ knr þ . . .

:

The rate of energy transfer, and thus the FRET efficiency, depends on the sixth

power of the distance between the fluorophores:

E ¼ 1

1þ R
R0

� �6;

where the F€orster radius R0 is given by:

R0 m½ � ¼ 9,000 � ln10 � κ2 � ϕD 0ð Þ � J
128 � π5 � n4 � NA

 !1=6

:

The F€orster radius depends on the refractive index of the sample n, the quantum

yield of the donor ϕD(0), the overlap integral J of the donor emission and the

acceptor absorption spectra, and the relative orientation of the donor and acceptor

dipoles described by κ2. When the rotation of the dyes is unhindered, complete

averaging of the orientation yields a κ2 value of 2/3rds.
The FRET efficiency can either be calculated from the photon counts after donor

excitation, or from the decrease of the fluorescence lifetime of the donor

fluorophore caused by the FRET-induced quenching:

E ¼ FA

FD þ FA

¼ 1� τDA
τD 0ð Þ

;
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where FD/A is the number of photons in the donor or acceptor channel, and τDA and

τD(0) are the fluorescence lifetimes of the donor in the presence and in the absence of

the acceptor, respectively.

A semi-quantitative FRET indicator, or proximity ratio, can be calculated based

on the raw photon counts in the donor and the acceptor detection channel after

donor excitation:

EPR ¼ FDA

FDD þ FDA

:

To obtain accurate FRET efficiencies, the red signal after green excitation has to be

corrected for spectral crosstalk of the donor in the acceptor channel (β) and direct

excitation of the acceptor by the green laser (α). In addition, the parameter γ, which
accounts for relative differences in the detection efficiency and quantum yield of

the two fluorophores needs to be determined:

γ ¼ ϕAη
λemA

A

ϕDη
λemD

D

;

where ϕD/A is the quantum yield of the donor and acceptor, respectively, and

ηλemA

A =ηλemD

D is the ratio of the detection efficiencies. The corrected FRET effi-

ciency is thus given by:

E ¼ FDA � αFAA � βFDD

FDA � αFAA � βFDD þ γFDD

:

2.2 Instrumentation

A typical confocal microscope for MFD-PIE experiments combines picosecond

pulsed excitation lasers that are synchronized by TCSPC hardware and interleaved

by optical or electrical delay (Fig. 1c). The repetition rate of the lasers should be

chosen as high as possible to maximize the excitation rate while still allowing the

full decay of the fluorescence signal to avoid temporal crosstalk. A repetition rate of

the lasers of 27 MHz opens an interval of approximately 18 ns for the photon

detection of different fluorophores. With fluorescence lifetimes in the range of 1.5–

4 ns for commonly used dyes, this ensures detection of over 99% of the fluorescence

decay.

In our setup, the lasers are combined by a single-mode fiber and focused into the

sample by a water immersion objective. Fluorescence is collected by the same

objective, focused through a pinhole and separated with respect to polarization and

wavelength by a polarizing beam splitter and dichroic mirrors, respectively. Emis-

sion filters are used to block scattered laser light. Photons are detected using

avalanche photodiodes and recorded using TCSPC cards. Thereby, the detection

channel, the micro-, and the macrotime are recorded for each photon.
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2.3 Selection of Bursts

2.3.1 Burst Search Algorithm

To distinguish bursts of fluorescence from the constant background signal, we

employ an all-photon burst search as introduced by Nir et al. [11]. The algorithm

uses a sliding time window to estimate the local count rate around every photon.

The respective photon belongs to a burst when this value exceeds a given threshold.

Bursts with more than a given minimum number of photons are considered for

further analysis. The parameters can be tuned as needed. A shorter time window

will result in a more accurate detection of the edges of bursts, but leads to an

increase in the uncertainty of the estimated local count rate, which may artificially

split bursts. If the time window is large, a significant amount of adjacent back-

ground signal may be falsely included into the burst. Generally, we use a time

window of 500 μs and a minimum photon count of ten, thus requiring a local count

rate of at least 20 kHz.

2.3.2 Stoichiometry

The information on stoichiometry obtained by the application of PIE offers the

option to distinguish molecules labeled with the donor–acceptor dye pair from

singly labeled molecules or molecules that do not have photoactive fluorophores.

The stoichiometry is defined as the ratio of signal after green excitation to the

total signal detected during a burst:

SPR ¼ FGG þ FGR

FGG þ FGR þ FRR

:

Although separation of different populations can be achieved using SPR, the

corrected stoichiometry can often be helpful in determining correction factors

from the single-labeled populations:

S ¼ FGR � αFRR � βFGG þ γFGG

FGR � αFRR � βFGG þ γFGG þ FRR

:

Donor–acceptor dual-labeled molecules correspond to an intermediate stoichiom-

etry whose value depends on the relative laser powers and absorption probabilities

of the fluorophores, while donor-only molecules have a stoichiometry of ~1 and

acceptor-only labeled ones a stoichiometry of ~0 [1]. A two-dimensional plot of

FRET efficiency and stoichiometry values can therefore aid in the distinction of

dual-labeled molecules and avoid the effect of incomplete labeling by the selective

choice of dual-colored bursts (Fig. 2).
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Fig. 2 Selection of double-labeled molecules after an all-photon burst search. Two-dimensional

histograms of stoichiometry and TGG+GR� TRR as a function of FRET efficiency for double-

labeled DNAs with different FRET efficiencies. (a) A histogram of stoichiometry versus FRET

efficiency of all bursts after an APBS search shows a population of donor-only (S ~ 1), acceptor-
only (S ~ 0), and dual-labeled molecules (intermediate S). Trailing between donor-only and

double-labeled populations is due to photobleaching of the acceptor and multi-molecule events.

(b) Upper panel: Schematic intensity time traces of the fluorescence signal in the green and red

detection channels for a burst with photobleaching. Photobleaching events can be detected using
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2.3.3 Determination of Correction Factors

One advantage of MFD-PIE is that the correction factors for spectral crosstalk,

direct excitation, and detection efficiencies can be extracted from subpopulations in

the experiment itself [9]. The correction factor for spectral crosstalk can be calcu-

lated from the population labeled with donor-only:

β ¼ E
Donly

PR

1� E
Donly

PR

:

The acceptor-only subpopulation of a measurement can be used to determine the

correction factor for direct excitation α:

α ¼ S
Aonly

PR

1� S
Aonly

PR

:

The parameter for relative detection efficiency γ can be extracted from a linear fit of

several FRET populations in a plot of efficiency versus the inverse of the stoichi-

ometry from the slope Σ and the intercept Ω [12]:

γ ¼ Ω� 1

Ωþ Σ � 1
:

Alternatively, with the lifetime information available, a comparison of FRET

efficiencies determined from photon counts with those determined from the fluo-

rescence lifetime can be used to determine the value for γ (Sect. 2.4.2).

⁄�

Fig. 2 (continued) the mean macrotime in a burst intensity trace. Distinction of photobleaching of

the acceptor from dynamic changes in FRET efficiency is possible using the macrotime informa-

tion TGG+GR� TRR obtained by PIE. Lower panel: A histogram of TGG+GR� TRR versus FRET

efficiency. Bursts can be selected according to the difference of mean macroscopic photon arrival

time after donor excitation and mean macroscopic arrival time after acceptor excitation to remove

molecules, in which the acceptor photobleached during their residence time in the detection

volume. (c) Histograms of stoichiometry versus FRET efficiency as in panel a. Upper panel:
Histogram after selection of molecules with |TGG+GR� TRR|< 0.2 ms as shown in panel b shows a

decrease in trailing between the donor-only and double-labeled populations. Middle panel:
Histogram after additional burst selection using stoichiometry values from 0.2< S< 0.8. Lower
panel: Histogram of bursts extracted with dual channel burst search (DCBS). Only molecules

emitting photons in both spectrally different detection channels are chosen by the burst search

algorithm
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2.3.4 Removal of Artifacts Caused by Bleaching, Blinking,

and Multi-Molecule Events

In burst analysis experiments, artifacts can be caused when the acceptor undergoes

photobleaching or blinking during the dwell time in the focus, or if multiple

molecules reside in the focus simultaneously. When the acceptor molecule is

transiently inactive during a burst, both the efficiency and stoichiometry are shifted

towards the donor-only population, which is observable as streaking between the

populations in the two-dimensional histogram of stoichiometry versus efficiency

(Fig. 2a). Likewise, for multi-molecule events, an average value of the involved

species is observed. In MFD-PIE, both events can be identified based on the

difference in macroscopic photon arrival time after donor excitation and the mean

macroscopic arrival time after acceptor excitation: TGG+GR� TRR. For molecules in

which the acceptor undergoes photobleaching during the time in the detection

volume, the mean arrival time after acceptor excitation is reduced compared to

the mean arrival after donor excitation (Fig. 2b). By application of a threshold to |

TGG+GR� TRR|, these molecules can be excluded from further analysis (Fig. 2b, c)

[9]. Similarly, the difference in the mean arrival time between the donor and FRET

channel (TGG� TGR) is sensitive to dynamic interconversion between FRET states.

The great advantage of PIE or ALEX is that photobleaching can be filtered

independently from conformational dynamics.

2.3.5 Dual Channel Burst Search

In a different approach, burst selection can already be performed early during the

process of the burst search using the dual-channel burst search (DCBS) algorithm

[11]. By performing all-photon burst searches on the photon streams after donor and

acceptor excitation separately, donor-only and acceptor-only molecules can be

filtered preemptively. Additionally, in the case of photobleaching, the event is not

discarded completely, but the time in which both fluorophores were active is kept

for analysis. The criteria for the burst search in the individual channels have to be

adjusted according to their brightness. Once the correction factors have been

determined, DCBS offers a fast alternative for the selection of bursts. For a

comparison of the selection methods, see Fig. 2c.

2.4 Advanced Parameters

Once single-molecule bursts have been selected and the number of photons

detected in the different channels from the individual bursts determined, a number

of additional parameters can be analyzed from the MFD-PIE data.
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2.4.1 Fluorescence Anisotropy

With polarized excitation and detection, it is possible to measure the steady-state

anisotropy of a single molecule during a burst (Fig. 3a). Excitation of the

fluorophore is most probable when its absorption dipole is collinear with the

Fig. 3 Two-dimensional histograms including lifetime information derived from MFD-PIE

experiments with dual-labeled DNA. (a) A histogram of acceptor anisotropy versus acceptor

lifetime for a mixture of double-labeled DNA-Atto532-Atto647N and free Atto655 fluorophores.

The unbound dye has a different fluorescence lifetime and shows different rotational mobility as

described by the Perrin equations with different values for ρ (dashed lines). (b) A histogram of

FRET efficiency versus donor lifetime for double-labeled molecules. The dashed line corresponds
to the theoretical FRET curve expected for static populations. Two populations of DNA with

different FRET efficiencies were found to lie on this curve. (c) The histogram of FRET efficiency

versus acceptor lifetime after acceptor excitation shows no significant quenching of the acceptor

fluorophore. (d) A schematic plot describing the effects of donor and acceptor fluorophore

quenching on the determined FRET efficiency and donor lifetime. The static FRET curve is

shown as a dashed line
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polarization of the incident light. If the orientation of the fluorophore changes

during its lifetime, the degree of polarization of the emitted light is reduced.

From the intensities of the signal in the parallel and perpendicular detection

channels, the fluorescence anisotropy is calculated by:

r ¼ GFk � F⊥

1� 3k2ð ÞGFk þ 2� 3k1ð ÞF⊥
;

whereG is the correction factor for the different detection efficiencies in the parallel

and perpendicular channels, and k1 and k2 are correction factors accounting for

polarization mixing caused by the objective lens [13]. The fluorescence anisotropy

provides information about the rotational mobility and hence the size of the

molecule. The relationship of the steady-state anisotropy as a function of fluores-

cence lifetime, τ, is described by the Perrin equation:

r τð Þ ¼ r0
1þ τ

ρ

;

where r0 is the fundamental anisotropy of the fluorophore and ρ is the rotational

correlation time.

Figure 3a shows fits to the Perrin equation for free and DNA-bound dye. How

appropriate the assumption of κ2¼ 2/3 is, which is correct for complete averaging

of the fluorophore orientations, can be investigated in MFD-PIE experiments by

examination of the anisotropy of both the donor and acceptor fluorophores.

Additionally, the time-resolved anisotropy decays available with PIE can be

used to extract information about different components that contribute to the

mobility of the fluorophores such as the motion of the dye itself and the rotation

of the molecule to which it is attached.

2.4.2 Fluorescence Lifetime

By applying pulsed excitation, the fluorescence lifetimes of the donor and the

acceptor molecules are accessible (Fig. 3). The lifetime is determined by assuming

a single-exponential decay of the fluorescence intensity convoluted with the instru-

ment response function. As the number of photons detected from a single molecule

is limited, it is not possible to fit more complex models to the fluorescence lifetime

data. The quality of the fit is judged by a maximum likelihood estimator [9, 14],

which is known to return the intensity-weighted average of the fluorescence life-

time. In the absence of dynamics, the FRET efficiency is related to the fluorescence

lifetime of the donor by:

Estatic ¼ 1� τD
τD 0ð Þ

:
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Bursts from molecules in a static FRET configuration will always fall on this line,

whereas photophysical artifacts or dynamic transitions will show systematic devi-

ations from the “static FRET line” (Fig. 3b, d). Generally, the static FRET line is

described by an empirical third-order polynomial due to the flexibility of the linkers

used to attach the fluorophore to the molecule of interest [15].

Quenching of Fluorophores

Deviations from the static FRET line will occur when fluorophores are quenched

due, for example, to a change in the environment. When quenching of the donor

occurs, the fluorescence lifetime of the donor decreases while the intensity derived

FRET efficiency remains essentially unchanged, leading to a lateral shift in the

two-dimensional plot of E versus τD. For acceptor quenching, the lifetime of the

donor is unaffected but the FRET efficiency determined from intensity decreases

(Fig. 3d). Acceptor quenching is directly observable in MFD-PIE experiments by

the decrease in acceptor fluorescence lifetime after direct excitation.

As an illustration, we discuss a MFD-PIE measurement on the RNA-bound form

of the spliceosomal subunit U2AF65 (Fig. 4). Clearly, different conformational

states are visible. Calculation of the uncorrected FRET efficiency and stoichiometry

allows for the selection of dual-labeled molecules (Fig. 4a). Comparison of the

fluorescence lifetime of the acceptor for different FRET states indicates quenching

of the fluorophore for the lower FRET species due to binding of the RNA (Fig. 4b).

These quenching effects of the acceptor fluorophore can be easily identified and

corrected for by application of a population-dependent correction factor γ (Fig. 4c),
illustrating the advantages of combining PIE with MFD.

Conformational Dynamics

In addition to photophysical effects, deviations from the static FRET line can result

from conformational dynamics. Consider a molecule interconverting between mul-

tiple FRET states during diffusion through the focus. The FRET efficiency calcu-

lated from photon counts will be the time-averaged value of the different FRET

efficiencies. However, as only a single average lifetime can be determined for an

individual burst, the donor lifetime will be intensity-averaged. The brightness of the

donor fluorophore is higher for the low FRET states, biasing the lifetime towards

longer values [15]. Hence, deviations from the static FRET curve indicate the

presence of dynamic behavior. To extract quantitative information regarding the

dynamics, further analysis is required (Sect. 2.5).

MFD-PIE and PIE-FI: Ways to Extract More Information with TCSPC 141



The dynamic FRET curve for a two-state FRET system is given by:

Edyn ¼ 1� τ1τ2

τD 0ð Þ τ1 þ τ2 � τh if
� � ;

where τ1 and τ2 are the respective lifetimes of the FRET states and τD(0) is the

fluorescence lifetime of the donor-only population.

Fig. 4 A MFD-PIE analysis showing acceptor quenching on measurements of the spliceosomal

cofactor U2AF65 labeled with Atto532 and Alexa647. (a) The histogram of proximity ratios of

stoichiometry versus FRET efficiency shows the effect of acceptor quenching for different FRET

populations. (b) The histogram of FRET efficiency versus acceptor lifetime displays the effects of

quenching on the fluorescence lifetime of the acceptor. (c) The histogram from panel a after

application of the correction factor γ¼ 0.4 for the low FRET population and γ¼ 0.5 for both

populations with higher FRET efficiency. (d) A histogram of FRET efficiency versus donor

lifetime after application of all correction factors. Conformational dynamics of the protein

between two FRET states is observed by the divergence of the data from the static FRET line

(dashed line). A dynamic description of the conformational motion is possible (black line)
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When the transitions between the states are much faster than the dwell time in

the observation volume, the FRET efficiency is averaged and a single population is

visible, which lies on the dynamic FRET curve. When the dynamics occur on a

much slower timescale than the passage time of the particle through the detection

volume, only two subpopulations with static FRET efficiencies will be detected.

However, a single transition occurring during diffusion through the focus is suffi-

cient to shift the burst to the “dynamic FRET line.” Hence, even for slow dynamics,

a dynamic bridge between the two static populations will be observable provided a

significant number of molecules underwent at least one transition during the

transit time.

Conformational dynamics can be observed in the discussed RNA-bound

U2AF65 sample. After applying the appropriate corrections (Sect. 2.3.3), the

efficiency as a function of donor lifetime displays the deviation of bursts from the

theoretically predicted static FRET curve (Fig. 4d). The intermediate population

between a high FRET and a low FRET state can be described by a dynamic FRET

model. As the high and low FRET states as well as the intermediate population are

all observable in the FRET efficiency versus donor-lifetime plot, interconversion

between the two FRET states must occur on a similar timescale to the passage time

through the detection volume.

2.5 Further Analyses

The data obtained using MFD-PIE can be further analyzed. The FRET efficiency

histogram is broadened both due to biologically relevant heterogeneity of the

sample and shot-noise caused by the limited photon counts detected in the exper-

iment. The photon distribution analysis (PDA) offers a detailed quantitative anal-

ysis of the width of the distribution of FRET efficiencies [16], making it possible to

separate the width of the underlying distance distribution from statistical noise.

Dynamic interconversion between different FRET states can also be quantified by

PDA [15]. Another approach to quantify the dynamics of fluctuations in FRET

efficiency is to use a correlation analysis. Recently, the concept of lifetime-filtered

FCS (FLCS, see also Sect. 3.5) [17] has been extended to exploit all information

available in MFD (filtered FCS) [18]. With MFD-PIE, it is possible to generate

highly specific filters for the observed species based on the different microtime

patterns in all available channels, accounting for differences in lifetime, anisotropy,

stoichiometry, and FRET efficiency simultaneously. From the resulting species-

correlation functions, the kinetics of the system can be accurately quantified.

2.6 Increasing the Number of Photons

Ultimately, the number of photons detected from individual molecules in burst

analysis measurements limits the analysis. Besides using the best possible detectors
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and optics, fluorophores with good photophysical properties and relatively high

excitation powers, the photon yield can be increased by prolonging the observation

time. This can be achieved by various approaches. Immobilization of particles on the

surface results in observation times that are only limited by the photostability of the

fluorophores. However, surface attachment can influence the properties of the mole-

cule significantly. In solution, the diffusion can be slowed down by increasing the

viscosity of the surrounding medium, which may likewise affect the dynamics one

wishes to measure. More elegantly, molecules can be encapsulated in lipid vesicles.

Provided the molecules do not interact with the lipid bilayer, the effective diffusion of

the molecules can be slowed down without influencing their function [19]. This is

visualized in Fig. 5a, where the burst duration of molecules diffusing freely in solution

is compared to molecules encapsulated in lipid vesicles. A similar approach for

increasing the observation time while avoiding attachment of the molecule to the

surface is confinement of molecules within aqueous nanodroplets in oil [20].

Since most information for spFRET measurements is contained in the photons

after green excitation, the excitation cycle can be tuned to increase the time spent

exciting the donor fluorophore. Duty-cycle optimized ALEX has been performed

by Zarrabi et al. [21] and can be implemented for pulsed lasers with TCSCP

electronics. An example of a duty-cycle optimized excitation scheme for dual-

color FRET experiments is shown in Fig. 5b.

2.7 Summary and Outlook for MFD-PIE

The combination of MFDwith PIE increases the robustness of the single-pair FRET

analysis. Direct probing of the acceptor offers an additional dimension for

Fig. 5 Advances to increase the number of detected photons. (a) Comparison of a MFD-PIE

experiment with U2AF65 diffusing freely in solution and encapsulated in 200 nm-sized lipid

vesicles. The duration of fluorescence bursts (outer graph) and the total number of collected

photons (inset) increases with the slower diffusion of the liposomes. (b) Example of a duty-

optimized pulse sequence for a dual-color PIE microscope
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separation of single- and dual-labeled species. Fluorophore-related artifacts can be

excluded from the analysis by careful analysis of the lifetime and the anisotropy of

both dyes. Furthermore, photophysical effects such as photobleaching or blinking

can be distinguished from dynamic FRET changes.

When measuring FRET systems with more than two fluorophores, the imple-

mentation of ALEX or PIE becomes essential for a complete quantitative descrip-

tion. For a system consisting of a blue, a green, and a red fluorophore, excitation of

the blue fluorophore will only yield two independent signal ratios, which is insuf-

ficient to disentangle the three FRET efficiencies. Additional excitation of the green

fluorophore is needed to extract distance-related FRET efficiencies from the exper-

iment. Studies of multi-color FRET systems based on μsALEX [22–24] have been

successful in extracting quantitative distance information. With the additional

information available from PIE, we are optimistic that multi-color MFD-PIE will

be an excellent tool for quantifying three- or four-color FRET systems [25]. For

multi-color FRET experiments, the optimization of the pulse cycle will be of

special importance.

3 Pulsed Interleaved Excitation Fluctuation Imaging

3.1 Introduction

In the toolbox of fluorescence fluctuation spectroscopy (FFS) techniques, the most

prominent method is FCS [26, 27]. In FCS, intensity fluctuations in the small probe

volume of a confocal microscope are analyzed, providing quantitative information

about the concentration, diffusion properties, and interaction of analytes. Over the

last years, FFS methods have found a broad application in the biophysical sciences.

One of the implementations of FFS that is of particular interest for measurements in

live cells is image correlation spectroscopy (ICS), which extracts quantitative

information from fluctuations in an image. ICS methods include techniques such

as spatio-temporal image correlation spectroscopy (STICS) [28], raster image

correlation spectroscopy (RICS) [29], and the number and brightness method

(N&B) [30]. Unfortunately, the two-color extensions of these methods suffer

from spectral crosstalk between the detection channels, which leads to residual

cross-correlation. Hence, careful control measurements are necessary and a quan-

titative analysis challenging.

The combination of PIE with these methods (pulsed interleaved excitation

fluctuation imaging, PIE-FI) elegantly eliminates crosstalk from the analysis by

interleaving the excitation pulses [31]. In this section, we will discuss the RICS

method, which can extract diffusion coefficients and concentrations of fast diffus-

ing molecules from the combined spatio-temporal information available in confocal

laser scanning microscopy (CLSM) and how it can be combined with PIE. Addi-

tionally, the lifetime information available with PIE can be further exploited to
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perform lifetime-weighted RICS (RLICS). The same image data collected for the

RICS analysis can also be used for N&B analysis when the appropriate corrections

for the dead time of the TCPSC system are applied.

3.2 Basic Theory of Raster Image Correlation Spectroscopy

In CLSM, spatial information about the sample is obtained by performing consec-

utive line scans to build up an image (Fig. 6a). Due to the nature of the scanning,

Fig. 6 The basics of RICS. (a) The principle of raster scanning: consecutive line scans are

performed to create an image of the sample. δr represents the pixel size. (b) An average macrotime

image of Venus FP freely diffusing in solution. (c–d) Average spatial ACF of the data in (b)

plotted in 2D (c) and 3D (d). (e) Fit of the data in panel (d) to the model ACF function. Residuals

of the fit are shown in the upper panel. (f) ξ- and ψ-cross sections of the ACF and fit for

visualization. The quality of the fitted residuals is shown in the upper panel. (g–h) Apparent
diffusion coefficient (g) and molecular brightness (h) of Venus FP as a function of laser power for

both RICS and point-FCS measurements
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both spatial and temporal information are contained in the rastered image. Pixels

within an image series are not only separated in space, but also carry temporal

information depending on the pixel dwell time, the line time, and the frame time.

Thus, raster scanning covers a large dynamic range for the measurement of diffu-

sion ranging from microseconds to seconds.

RICS is based on the frame-wise spatial correlation function defined as:

Gij ξ;ψ ; fð Þ ¼ Ii x; y; fð ÞIj xþ ξ,yþ ψ , fð Þ� �
XY

Ii x; y; fð Þh iXY Ij x; y; fð Þ� �
XY

� 1;

where Ii(x, y, f ) is the intensity of the pixel at position x, y in channel i, f is the frame

number and ξ and ψ are the spatial lag in x- and y-dimension given in pixels, and

angle brackets denote averaging over the whole image. When i¼ j, Gii is the

autocorrelation function for channel i; when i 6¼ j, Gij is the cross-correlation

function.

The correlation can be interpreted as the probability of detecting the same

molecule at spatial lag coordinates ξdr and ψdr and with a temporal lag time

ξτp +ψτl. The decay of the correlation depends on the diffusion properties of the

fluorophores as well as the scan parameters.

For a given image series, all frame-wise correlation functions are averaged to

improve the signal-to-noise ratio:

Gij ξ;ψð Þ ¼ Gij ξ;ψ ; fð Þ� �
f
:

The average intensity image of a solution of the fluorescent protein Venus is shown

in Fig. 6b. From the image series, the average autocorrelation function is calculated

and can be depicted in either two-dimensions (Fig. 6c) or in three-dimensions

(Fig. 6d).

A fast Fourier-transform algorithm is used for calculating the correlation func-

tions [32]. Assuming a three-dimensional Gaussian point-spread function (PSF), an

analytical form of the ACF for freely diffusing particles can be derived [33]:

GRICS,D ξ;ψð Þ ¼ γ

N
1þ 4D τpξþ τlψ

� �
ω2
r

� 	�1

� 1þ 4D τpξþ τlψ
� �

ω2
z

� 	�1
2

exp � δr2 ξ2 þ ψ2
� �

ω2
r þ 4D τpξþ τlψ

� �
 !

;

where γ is the geometrical factor (2�
3
2 for a three-dimensional Gaussian PSF) [34],

N is the average number of molecules in the PSF, D is the diffusion coefficient, τp is
the pixel dwell time, τl is the line time, ωr and ωz are the radial and axial dimensions

of the PSF, and δr is the pixel size. Additionally, a blinking term can be added to the

model function:
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GRICS ξ;ψð Þ ¼ 1þ Fb

1� Fb

exp
τpξþ τlψ

τb

� 	
 �
GRICS,D ξ;ψð Þ;

where Fb and τb are the fractional amplitude and the relaxation time of the blinking

process. This is particularly necessary when fluorescent protein (FP) labels are

used, as is the case for most cellular measurements.

The autocorrelation function for Venus fluorescent protein freely diffusing in

solution is shown in a two-dimensional and three-dimensional representation in

Fig. 6c, d respectively. The fit to the autocorrelation function is shown in 3D in

Fig. 6e where the residuals are displayed in the upper panel. For better visualization,

it is often useful to plot the data and the respective fit as one-dimensional slices

along the two lag coordinates as depicted in Fig. 6f.

3.3 Comparison of FCS and RICS

FCS and RICS measurements measure the same information: the diffusion coeffi-

cient and the concentration of the molecule of interest. In addition, the molecular

brightness ε at the center of the PSF [34–36] can be determined by dividing the

average count rate by the average particle number in the observation volume N:

ε kHz½ � ¼ Ih i kHz½ �
N

:

One significant advantage of RICS is that blinking and photobleaching of fluores-

cent proteins is reduced due to the short exposition time while scanning, which

makes RICS the preferred method to quantify diffusion within cells when the area

of interest if fairly homogeneous [37, 38].

To demonstrate the advantages of RICS over point-FCS, the apparent diffusion

coefficient and molecular brightness was determined for Venus FP freely diffusing

in buffer as a function of laser power. Diffusion coefficients were much more stable

when measured with RICS, especially at high laser powers, and even more so when

a highly viscous buffer was used to mimic cellular diffusion (Fig. 6g). Additionally,

a higher molecular brightness could be achieved with RICS (Fig. 6h). However, as

the parameters obtained using RICS are averaged over the sampled region, there are

instances where the superior spatial resolution of point-FCS is advantageous. This

is the case when the spatial resolution is important or when the distribution of

organelles within the cell is highly heterogeneous.
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3.4 What PIE Brings to RICS

Multi-color FCS and RICS measurements can elucidate molecular interactions

using a cross-correlation analysis [39]. However, a quantitative analysis is difficult

since spectral crosstalk affects the amplitude of both the red ACF and the CCF,

resulting in a positive cross-correlation amplitude even in the absence of interac-

tions. By interleaving the excitation pulses of the different fluorophores on the

nanosecond timescale, a quantitative and straightforward cross-correlation analysis

is possible (Fig. 7a–b).

a b

c d

Fig. 7 PIE-RICS. (a) Microtime histograms from a measurement of a cell expressing both eGFP

and mCherry FPs. The different PIE channels used for the correlation analysis are highlighted in

gray. (b) Images of cells constructed from photons detected in the PIE channels indicated by the

arrows. (c-d) One-dimensional slices through the ACFs and CCFs with respect to the spatial

coordinates ξ and ψ determined from the different PIE channels and fits for a cell expressing eGFP

and mCherry diffusing independently in the cytosol (c) and for a cell expressing a tandem

construct of eGFP-mCherry (d). The influence of spectral crosstalk and FRET can be observed

by the different amplitudes of the various correlation functions observable depending on which

photons are correlated
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Artifact-free cross-correlation amplitudes can be recovered with PIE even in the

presence of significant crosstalk and FRET between the fluorophores. For a cell

expressing both eGFP and mCherry diffusing independently in the cytosol (Fig. 7c),

a false-positive cross-correlation amplitude is observed when PIE is not used

(FGR+RR). The cross-correlation vanishes when crosstalk is excluded from the

analysis by using only the PIE channels FGG and FRR. For a tandem construct of

eGFP-mCherry (Fig. 7d), a significant cross-correlation amplitude GGG�RR is

observed, confirming the co-diffusion of both proteins. However, in the absence

of PIE, a quantitative analysis is difficult because the amplitude is dependent on

both the FRET efficiency and the degree of labeling. Provided there is no significant

direct excitation of the red fluorophore with green excitation (i.e. direct excitation),

PIE can be used to perform quantitative correlation experiments in the presence of

FRET (even with PIE, it is not possible to distinguish FRET from direct excitation).

When all photons originating from the green fluorophore after green excitation are

combined (FGG+GR), the FRET-related decrease in brightness of the green

fluorophore is compensated by the increase of brightness of the red fluorophore in

the FGR PIE channel. In this case, the amplitude of the cross-correlation function is

what it would have been in the absence of FRET:

G GGþGRð Þ�RR 0; 0ð Þ ¼ NGR

NGT
NRT

;

where NGT
, NRT

, and NGR are the total number of green, red, and double-labeled

molecules in the confocal volume, respectively.

When there is significant amount of crosstalk from the green fluorophore into the

red detection channel, the amplitude of the red ACF is distorted. In essence, there

are two species in the red channel with different molecular brightnesses contribut-

ing to the correlation function. With PIE, crosstalk can be completely avoided by

only using the FRR PIE channel, thus recovering the artifact-free amplitude:

GRR 0; 0ð Þ ¼ 1

NRT

:

The influence of crosstalk on the amplitude of the red autocorrelation function can

be observed in cellular experiments where eGFP and mCherry are simultaneously

expressed (Fig. 7c). The amplitude of the red ACF increases significantly when

crosstalk is removed, allowing the correct concentration of mCherry to be

determined.

Similar problems arise for the amplitude of the green ACF when the system

undergoes FRET. As the labeling efficiency of photoactive acceptor molecules is

never 100%, two species contribute to the autocorrelation function in the green

channel, the donor-only molecules, and donor molecules that undergo FRET.

Assuming that the FRET-lowered brightness in the FGG channel is compensated

by the FRET-increased brightness in the FGR channel, addition of the two detection

channels after green excitation leads to identical brightnesses for the donor-only
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and FRETing species. Hence, an accurate concentration of the green fluorophore

can be obtained directly from the FGG+GR channel:

GGGþGR 0; 0ð Þ ¼ 1

NGT

:

For the tandem construct of eGFP-mCherry, a clear deviation of the amplitude of

GGG from the amplitude of the artifact-free correlation function GGG+GR is

observed because of FRET (Fig. 7d).

By rearranging the above equations, it becomes possible using PIE to straight-

forwardly quantify molecular interactions from the amplitudes of the various

correlation functions:

NGR ¼ G GGþGRð Þ�RR 0; 0ð Þ
GGGþGR 0; 0ð ÞGRR 0; 0ð Þ :

3.5 Raster Lifetime Image Correlation Spectroscopy

To take advantage of the fluorescence lifetime information offered with PIE, we

combined fluorescence lifetime correlation spectroscopy (FLCS) with RICS

[17]. In FLCS, filters based on the contributions of different species to the fluores-

cence decay histogram are generated from the microtime patterns of the individual

species. These filters can be interpreted as a measure for the probability that a

photon detected at a specific microtime belongs to the respective species. By

weighting the individual photons based on their microscopic arrival times, the

correlation functions of the different contributions can be separated. In raster

lifetime image correlation spectroscopy (RLICS), the same principle holds. Each

photon in a pixel of the macrotime image is weighted, based on its microscopic

arrival time, by the respective filter value. The weighted pixel intensity is then used

to calculate species-correlation functions. Since this procedure can generate

weighted pixel intensities close to zero, or even equal to zero, which would distort

the amplitude of the ACF, the pixel intensities are scaled prior to calculation of the

correlation function:

I x; y; fð Þscaled ¼ I x; y; fð Þ þmin Ið Þ;

where min(I) is the lowest pixel intensity in the image series. Then, the autocorre-

lation function is determined and rescaled to its original amplitude [40],

G ξ;ψð Þ ¼ Ih iXYF þmin Ið Þ
Ih iXYF

� 	2

Gscaled ξ;ψð Þ;

where IXYF is the mean pixel intensity of the whole image series.
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RLICS can be used to enhance the capabilities of RICS in multiple ways. One

possibility is to use RLICS to increase the sensitivity of concentration measure-

ments at low concentrations, where laser and Raman scattering distort the ampli-

tude of the ACF. Another possibility is to use the lifetime information to produce a

species-ACF and species-CCF (as in filtered-FCS [18]), making it possible to

analyze multiple species with different lifetimes simultaneously and to quantify

their interactions.

To demonstrate the capabilities of RLICS, we measured a dilution series of

Atto488 in water, ranging from 100 nM to 6.1 pM. With decreasing concentration,

the contribution of uncorrelated noise (Raman scattering, laser reflections, detector

dark counts, background light) or correlated noise (detector afterpulsing) to the

microtime histogram increases (Fig. 8a). The contribution of uncorrelated noise

systematically lowers the amplitude of the ACF, leading to distortion of the

determined concentration below 1 nM. By constructing lifetime-weighting filters

based on the microtime patterns of the noise and the fluorescence decay (Fig. 8b),

the noise contribution can be filtered out. The range in which accurate concentra-

tions can be determined is hereby extended to picomolar concentrations (Fig. 8c).

The deviation at low concentration is most likely related to dilution artifacts.

The ability to separate species based on their lifetime with RLICS is demon-

strated by in cellulo measurements on an eGFP-mCherry tandem construct. The

fluorescence lifetime of eGFP in the absence of FRET was determined to be 2.59 ns,

Fig. 8 RLICS. (a) Microtime histograms of Atto488 in solution at concentrations of 100 nM

(top), 0.195 nM (middle) and 0.006 nM (bottom). (b) Lifetime-weighting filters calculated from a

pure sample of Atto488 and for scattered laser light. (c) Measured concentration determined from

the amplitude of the RICS ACF versus the theoretical concentration for a dilution series deter-

mined with and without lifetime filtering. (d) Microtime patterns of the instrument response

function (IRF) and calculated fluorescence decays of unquenched (2.59 ns) and FRET-quenched

(1.17 ns) eGFP convoluted with the IRF. (e) Lifetime-weighting filters for the donor-only and the

FRET-quenched species. (f) GGG�RR(ξ, 0) correlation functions without filters (triangles), filtered
for the FRET species (circles), and filtered for the non-FRET species (squares)
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while the FRET-quenched eGFP in the heterodimer shows a lifetime of 1.17 ns.

Lifetime-weighted filters were constructed based on the calculated fluorescence

decays of the two species (Fig. 8d–e). The cross-correlation function GGG�RR(ξ,ψ)
was calculated from the weighted macrotime images. When the FGG PIE channel is

weighted for the FRET-quenched species, the cross-correlation amplitude between

the FRET-quenched species and direct excitation of mCherry increases compared

to the amplitude when no weighting was performed. Likewise, the cross-correlation

amplitude decreases when FGG is weighted for the lifetime of the unquenched

eGFP. However, the cross-correlation amplitude did not decrease to zero, indicat-

ing that the filters were not perfect. This is due, at least in part, to the fact that the

filters were only approximated. The fluorescence decay of eGFP is

multiexponential and a single-exponential filter is not sufficient. In addition, it

may be that the difference in fluorescence lifetime of a factor of two between the

two species is not sufficient to completely separate the contributions of the different

correlation functions for the given data quality. However, the proper trend is

observed demonstrating that a species-correlation analysis is possible with RLICS.

3.6 Number and Brightness Analysis with PIE

The number and brightness analysis (N&B) is a complementary method to analyze

the intensity fluctuations in an image series. It is based on the moment analysis of

intensity fluctuations of a single pixel through time. With N&B, it is possible to

extract the average number of molecules n(x, y) and their brightness ε(x, y) in each

pixel (x, y) [30]:

n x; yð Þ ¼ k x; y; fð Þh if 2
σ2 x; yð Þ � k x; y; fð Þh if

;

ε x; yð Þ ¼ σ2 x; yð Þ � k x; y; fð Þh if
k x; y; fð Þh if

:

Here, hki is the mean number of counts and σ2 is the variance of the pixel intensity
over the whole image series.

For a proper N&B analysis, the temporal pixel variance has to be accurately

determined. In this case, the use of TCSPC electronics for PIE is a disadvantage.

The relatively high dead time of the electronics leads to photon loss at high count

rates and thus an underestimation of the variance even at low count rates [41]. For-

tunately, dead-time correction can be applied to recover correct pixel intensities

[42]:
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IC x; y; fð Þ ¼ IM x; y; fð Þ
1� IM x; y; fð Þτdeadτp

;

where IC(x, y, f ) is the corrected pixel count and IM(x, y, f ) is the measured pixel

count, τdead is the dead time of the detector and electronics, and τp is the pixel dwell
time. The effect of a 100 ns dead time, as determined for our TCSPC setup, on the

distribution of pixel counts at a count rate of ~75 kHz is shown in Fig. 9a. When

correcting for the 100 ns dead time of our electronics, a constant molecular

brightness for Atto488 freely diffusing in solution is observed independent of

concentration (Fig. 9b). The deviation at low concentrations is related to dilution

artifacts as noted before.

Recent technological developments succeeded in further lowering the dead time

of TCSPC systems. With TCSPC cards available with dead times of 25 ns or less,

the limiting factor becomes the dead time of the detectors rather than the TCSPC

electronics [43].

3.7 Summary and Outlook for PIE-FI

We showed that PIE significantly enhances the capabilities of RICS and enables

straightforward quantitative cross-correlation analysis even when the system

undergoes FRET. The combination of RICS with FLCS adds a new dimension to

RICS by including the lifetime information into the analysis. Additionally, the

lifetime information that comes with PIE-FI can be used for simultaneous fluores-

cence lifetime imaging (FLIM). The two-color cross-correlation analysis presented

here is easily extended to multi-color imaging as well. This is possible even when

Fig. 9 N&B analysis using TCSPC detection. (a) Photon counting histograms of pixel counts for

Atto488 in solution before (gray) and after (black) dead-time correction at an average count rate of

~75 kHz. (b) The determined brightness of Atto488 in solution at different concentrations without

correction and corrected assuming different dead times of the detection electronics. The correction

for a dead time of 100 ns yields the best results for intensities above ~3 kHz, as expected for our

electronics
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the emission spectra are highly overlapping, as is usually the case due to the limited

choice of fluorescent proteins available. Lastly, it has to be stressed that any raster-

scanning microscope, even commercial systems, is easily upgraded to perform

PIE-FI, as long as the scanning and detection modules can be synchronized

[6]. Software to analyze PIE-MFD and PIE-FI data is available upon request.
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Photon Antibunching in Single Molecule

Fluorescence Spectroscopy

Kristin S. Grußmayer and Dirk-Peter Herten

Abstract Single molecule fluorescence spectroscopy (SMFS) opened an important

pathway for studying properties of individual quantum systems under ambient

conditions. One such fundamental characteristic is based on the fact that single

emitters can only emit single photons. This leads to the phenomenon of

antibunching, that is, the probability for detecting multiple photons approaches

zero for decreasing detection time windows shorter than the excited state lifetime.

In the last decade photon antibunching has regained interest by many researchers in

the field of SMFS for two main reasons. First, the observation of antibunching by

measuring photon correlations could easily be transferred to become the only direct

proof that a single fluorescing molecule is observed. This is crucial for quantum

information processing, quantum cryptography, and metrology. Second, its char-

acteristic photon statistics could be exploited for estimating the number of inde-

pendently emitting molecules with a confocal fluorescence microscope. Recent

applications aim at understanding mechanisms of energy transfer in multichro-

mophoric molecules and photo-systems and at quantifying copy numbers in protein

complexes. This chapter highlights different methods to measure photon anti-

bunching in SMFS experiments. Aside from technical aspects we will consider

the fundamental theories that are used for data analysis. Each methodological

approach is then followed by a section illustrating the respective applications of

photon antibunching.
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1 Introduction

The particle-wave dualism raised by modern quantum mechanics offers two fun-

damentally different perspectives on describing light and its interactions with

matter [1]. The perspective taken by the observer determines which properties

become relevant and thereby the effects that can be observed. Usually, the wave

nature of light is used to describe phenomena such as interference and polarization.

In contrast, when light is sensed as a stream of individual particles, i.e., photons,

another interesting phenomenon arises in their temporal distribution which depends

on the fundamental nature of the light source. Coherent light sources such as perfect

single-mode lasers have constant beam intensity. The naive observer would expect

to encounter a series of individual photons with regular time intervals between them

when the photon stream is sampled at high time resolution. However, even for

shorter and shorter time intervals the occurrence of one or multiple photons is

arbitrary. In other words, the incident light beam displays random, statistical

fluctuations in its photon flux and it can be shown that the photon number distri-

bution follows Poisson statistics. Other classical light sources with time-varying

intensity such as that of a discharge lamp will have super-poissonian photon

number distributions, meaning that the variance in photon numbers is higher than

for a Poisson distribution with the same mean [2]. The reason why any of the above

light sources emit photons with irregular spacing in time is simply because they

consist of multiple equivalent but independent emitters. Because emission from an

electronically excited state of each of the independent emitters is stochastic in

nature, we observe this statistical distribution of photons in time. This was proven

experimentally for the first time by Hanbury Brown and Twiss already in 1956 [3]

and is known as the HBT-effect, although the original experiment was controver-

sially discussed for some time thereafter [4]. Hanbury Brown and Twiss investi-

gated the coherence of a light beam by measuring the second-order correlation

function, i.e., the intensity autocorrelation function G(2)(τ). It is interesting to know
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that this important finding was a side effect of their search for a method to

determine the diameter of stars [5]. Temporally coherent light sources with constant

intensity show a flat autocorrelation function with G(2)(τ)¼ 1. It can be easily

shown that classical light sources with variations in intensity over time have

G(2)(0)� 1. This means that it is more likely to detect subsequent photons at short

time intervals than at longer ones, indicating that photons occur in bunches [2].

This chapter is interested just in the opposite which is the so-called photon

antibunching, a purely quantum mechanical effect. As we will discuss below, this

phenomenon enables us to determine the number of emitters contributing to a ray of

light. Antibunching means that there is always a finite temporal separation between

photons. This effect will never occur if multiple independent emitters contribute.

The emitters must either be entangled, which is studied in quantum optics, or there

is only a single emitter present, which is what we assume for the remainder of this

article. The consequence of photon antibunching is that for short inter-photon time

intervals the temporal intensity autocorrelation approaches zero since it is propor-

tional to the probability for detecting two photons within said time interval.

Simplified, a singular two-state quantum system undergoing a transition like the

spontaneous emission of fluorescence can never emit two photons at the same time.

Thus, regular fluorophores emit light as a series of individual entities. The first

experimental proof of such behavior has been given by Kimble et al. in 1977 [6] and

was previously predicted by Kimble and Mandel [7] and independently by Walls

and Carmichael [8] just the year before.

As mentioned above, it is frequently discussed in this context that photons

emitted by a single fluorescent dye molecule come more equally spaced than,

e.g., photons emitted by a coherent or even a thermal light source. The regularity

of that inter-photon spacing can be statistically characterized and one usually finds

that such singular quantum systems give rise to a photon number distribution

narrower than a Poisson distribution. Although these effects frequently coincide it

has been shown that photon antibunching can occur without obeying a

sub-poissonian photon number distribution [9].

Over the last decade photon antibunching has been rediscovered by many

researchers in the field of single molecule fluorescence spectroscopy (SMFS) for

two main reasons. First, the HBT-type experiment could easily be transferred to

become the only direct proof that a single molecule is observed using fluorescence

microscopy [10] and, second, it could be further developed for estimating the

number of independently emitting molecules with a confocal fluorescence micro-

scope [11–14]. Photon antibunching is nowadays frequently applied in SMFS [15,

16]. Recent topics are studies of energy transfer in multichromophoric molecules

[11, 14, 17, 18] and photo-systems [19, 20] as well as quantification of proteins in

biology [21, 22].

In line with this and more recent developments, this article will explain the

different methods to measure photon antibunching in SMFS experiments in the

order of their appearance. Aside from technical aspects the fundamental theories

will be explained that are used for data analysis. Each methodological approach is

then followed by section covering its applications in SMFS.
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2 Photon Antibunching as Proof for Single Molecule

Fluorescence

As briefly outlined before, single fluorophores and ensembles of multiple indepen-

dent emitters display significant differences in their characteristic fluorescence

emission. These differences may be exploited to identify isolated independent

emitters. Single molecules have a defined absorption and emission dipole moment,

thus polarization dependent excitation and detection of fluorescence gives valuable

insights. Also, spectral fluctuations do not occur in ensemble measurements. The

observation of discrete events in the intensity transient on the millisecond to

seconds timescale, such as blinking and single-step photobleaching, is as well an

indicator for single emitters. Yet another striking characteristic of the temporal

distribution of photons from a single fluorophore is that, on the shorter nanosecond

timescale, they arrive with almost regular gaps between them leading to the

mentioned sub-poissonian distribution. This can be readily explained in the sim-

plified picture of an isolated two-state quantum system. A single molecule that is

prepared in the ground state can be excited by, e.g., laser light. It then resides in the

excited state, on average for the excited state lifetime, until it returns to the ground

state by emission of a photon. Subsequently, the molecule may undergo the next

excitation–emission cycle. It is evident that photons can only be emitted one at a

time within this process. In other words, the probability to observe a photon after

the detection of a previous one vanishes as the time interval between the photon-

pair approaches zero. This purely quantum mechanical phenomenon is called

photon antibunching. It was first explored in SMFS using continuous wave

(CW) excitation which is covered in the following section before we turn to more

efficient pulsed detection schemes that were developed thereafter.

3 Photon Antibunching Measurements with Continuous

Wave Laser Excitation

Photon antibunching can be detected by measuring photon correlations, i.e., the

conditional probability of detecting a photon at time tþ τ after the detection of first
photon at time t. This is traditionally investigated using CW-laser excitation in a

confocal microscope with the detected light split onto two single photon sensitive

detectors (see Fig. 1). Time-correlated single photon-counting (TCSPC) electronics

or fast photon-counting cards are used to measure the time between successively

detected photons at the two detectors. This detection scheme is referred to as

HBT-interferometer.

A typical configuration to determine photon antibunching in a fluorescence

signal, i.e., to measure the intensity autocorrelation function at short (ns) lag

times, uses a regular confocal microscope scheme for excitation of the sample

(see Fig. 1). A CW-laser is focused to a diffraction limited spot and the fluorescence
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from the sample is collected by the same objective as used for illumination. The

laser light is separated from fluorescence photons by a dichroic mirror (DM). A

notch filter (NF) or a longpass filter is used to further suppress photons at the

wavelength of the laser. Additionally, a bandpass filter (BP) may be used to further

narrow the detection wavelength range if the probe is of sufficient brightness. The

detection path is then equally divided by a 50:50 non-polarizing beamsplitter to

form a classical HBT-interferometer with two single photon sensitive detectors [23,

24], e.g., avalanche photo diodes or photo multiplier tubes [4]. In some experi-

ments, a dichroic mirror is used instead of a beamsplitter to divide the photon

detection channels spectrally. Two detectors are needed because the dead time of

the detectors (~50 ns) is larger than the typical fluorescence lifetime of small

organic fluorophores that sets the timescale of the experiments. Formerly and still

widely applied, the time lag between two subsequently detected photons was

measured by using one of the detectors as “start”-signal and the second as

“stop”-signal for a TCSPC board. Signals from one of the detectors are commonly

delayed to enable the detection of “negative” photon-pair delay times. In this case,

the first photon is detected in the “stop”-channel rather than in the “start”-channel.

Nowadays, arrival times of individual photons can directly be measured either by

TCSPC with picoseconds or by fast photon-counting cards with multiple input

channels with nanoseconds time resolution [25]. Typically, many photons (~105)

need to be recorded until the histogram of the inter-photon arrival time delay is built

up with sufficient statistics. Photon antibunching is reflected by a vanishing prob-

ability to detect photon pairs when the lag time approaches zero. Since APDs

operated in the Geiger mode are likely to emit an infrared photon for every photon

they detect, it is advisable to use either shortpass filters (SP) or adequate BP filters

Fig. 1 Microscope setup used for photon antibunching measurements with continuous wave laser

excitation. Confocal microscope with CW excitation and HBT-interferometer detection scheme;

fluorescence photons are split 50:50 towards two avalanche photon diodes (APDs) by a

non-polarizing beam splitter (BS). Time-correlated single photon-counting (TCSPC) with one

“start”- and one “stop”-channel allows the determination of the histogram of inter-photon arrival

times. DM dichroic mirror, BP bandpass filter, SP shortpass filter, L lens
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in front of each detector. This prevents a premature false “stop” signal due to such

an infrared photon traveling to the other detector before the real second photon of

the pair arrives [15]. The result of the HBT-interferometer observations is a

histogram of inter-photon arrival time delays. This measurement constitutes a

good approximation of the intensity autocorrelation function G(2)(τ) [see Eq. (1)]

in case of overall low photon detection probabilities [10]. As described above,

photon antibunching manifests as a dip in the second-order correlation function at

short lag times. In an ideal experiment G(2)(0)¼ 0 holds for single molecules. The

magnitude of the dip is diminished the more molecules there are in the confocal

volume and the higher the number of background photons.

The normalized photon correlations can be expressed as follows:

G 2ð Þ τð Þ ¼ n1 tð Þn2 tþ τð Þh i
n1 tð Þh i n2 tþ τð Þh i ¼

I1 tð ÞI2 tþ τð Þh i
I1 tð Þh i I2 tþ τð Þh i ¼

I tð ÞI tþ τð Þh i
I tð Þh i2 ð1Þ

Here, nm is the number of photon counts observed at detector m. The number of

registered counts is proportional to the intensity Im. We assume that the average

intensity is not time dependent and treat both APDs as equal detectors. Furthermore,

we consider the case of N identical, uncorrelated emitters, with the emission intensity

i independent of the position in the laser focus and we neglect background photons.

I tð Þh i ¼ N ih i ð2Þ

I tð ÞI tþ τð Þh i ¼
XN
j¼1

ij tð Þ
XN
k¼1

ik tþ τð Þ
* +

¼ N2 � N
� �

ih i2 þ N i tð Þi tþ τð Þh i ð3Þ

Taken together, the normalized second-order correlation function is described

by the number of molecules N and by the conditional probability of a molecule

emitting a photon at time t (preparing the emitter in the ground state g), being
re-excited and emitting a second photon at time tþ τ.

G 2ð Þ τð Þ ¼ N N � 1ð Þ
N2

þ 1

N

p tð Þp tþ τð Þh i
p tð Þh i2 ð4Þ

For the simplified picture of an immobile two-state emitter, this conditional

probability can be calculated considering the rate equations for excitation and

emission and the initial conditions. More detailed derivations of the intensity

correlation function for the general case of diffusing molecules with more than

two states can be found, e.g., in [10, 21, 26]. For short timescales, the initial rise of

G(2)(τ) due to photon antibunching [Eq. (5)] is recovered.

G 2ð Þ τð Þ ¼ 1� 1

N
e�

τ
Tj j ð5Þ
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T ¼ 1

kex þ ks
ð6Þ

The width of the antibunching dip depends on the excitation pump rate kex and
on the rate of spontaneous emission ks. Fitting the experimentally obtained histo-

gram of inter-photon arrival time delays with Eq. (5) estimates these photophysical

parameters and the number of molecules in the confocal volume. In practice, the

contrast of the antibunching dip is lowered by uncorrelated coincidences with

background photons. To achieve good antibunching measurements, the microscope

detection efficiency should be optimized to avoid loss of signal photons; substrates

should be of high purity and appropriate filters should be used to suppress Rayleigh

scattered laser light and Raman scattered light from the sample.

3.1 Early Applications of Photon Antibunching in SMFS

Photon antibunching of fluorescent molecules was first observed at low tempera-

tures for single dye molecules trapped in a solid by [10]. The researchers investi-

gated pentacene in a crystal host of p-terphenyl. Crystal platelets were mounted in

an optical cryostat at T¼ 1.5 K in the focus of a CW-laser with λ¼ 593.4 nm.

Fluorescence was separated by a LP filter and the histogram of inter-photon arrival

time delays was measured with a HBT array with two photomultipliers as “start”-

and “stop”-channels over the timespan of ~1 h. The antibunching dip for short lag

times as an indicator for single molecules can be seen in Fig. 2. The background due

to Raman scattering of the embedding p-terphenyl molecules leads to an increased

deviation of N(τ) (unnormalized G(2)(τ)) from zero in Fig. 2a–c with increasing

laser power. Correspondingly, the width of the antibunching dip is decreasing. For

the highest laser power (Fig. 2c), the correlation function shows Rabi oscillations

which are damped out for the other measurements.

Initial photon antibunching measurements with CW excitation of fluorescent

molecules at room temperature were conducted on a surface in air [27], in solution

[28, 29], in a crystalline host [30], and in a thin polymer film [31]. Figure 3 displays

a histogram of the inter-photon arrival time delays for (a) an ensemble of Rhoda-

mine 6G (R6G) molecules and (b) single R6G molecules immobilized on a silica

surface exposed to air. Patrick Ambrose et al. [27] accumulated coincidence

measurements from many points on the surfaces to obtain enough events for

reconstructing the photon correlations. This experiment also used a HBT array

with two APDs as “start”- and “stop”-channels. Even though excitation with

514.5 nm CW-laser light was modulated by an AOTF to prevent exposure during

the detector dead time, studies with single molecules were not possible due to

premature photobleaching. The antibunching dip at a lag time of zero indicates that

mostly single molecules contributed to the histogram in (b) and is lacking in the

measurements of an ensemble of ~200 molecules in (a). The overall shape of the
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shown histograms can be explained by the autocorrelation of the modulated laser

excitation. The dip in (b) is consistent with a model for single molecules using the

photophysical parameters of R6G obtained in other experiments.

A serious limitation of CW excitation is that antibunching measurements gen-

erally cannot be performed with single organic molecules under ambient conditions

due to the limited amount of fluorescence photons available from a single molecule

before photodestruction. Photobleaching of single molecules is inhibited, e.g., at

low temperature or when they are protected from reactive oxygen species in a solid

or a polymer matrix [27, 28]. More recently, a system of reducing and oxidizing

agents in combination with enzymatic oxygen scavenging was shown to signifi-

cantly prolong the lifespan of organic dyes in aqueous buffer [32].

Fig. 2 Histogram of inter-

photon arrival time delays

for a single pentacene

molecule embedded in a

crystal of p-terphenyl: The
antibunching dip can be

seen for lag times

approaching zero. Laser

excitation at λ¼ 593.4 nm

with increasing laser power

corresponding to Rabi

frequencies Ω of (a)

11.2 MHz, (b) 26.2 MHz,

and (c) 68.9 MHz. The solid
lines are fits to the data with

Ω¼ (a) 1–10 MHz, (b)

25.5 MHz, and (c)

71.3 MHz. Reprinted with

permission from Basché

et al. [10]. Copyright 1992

by The American Physical

Society

166 K.S. Grußmayer and D.-P. Herten



Photon antibunching measurements were also used to prove single photon

emission of single bleaching resistant quantum dots [33–35] and nitrogen-vacancy

centers in diamond [36, 37]. These two types of emitters along with regular organic

fluorophores in a matrix play an important role in fabricating single photon turnstile

devices that deliver photons on demand. Different approaches use, e.g., optical [38–

41], electrical [42, 43], or electron beam excitation [44] to trigger the emission of

single photons. The generation of pure single photon states is important for quan-

tum information processing [45–47], secure communication through quantum

cryptography [48, 49], and for quantum metrology [50].

3.2 Counting of Independent Fluorescence Emitters Using
CW Excitation

Most of the above mentioned experiments use the antibunching signature to

confirm the existence of single emitters. They also model the photon correlation

function with the expression for G(2)(τ) in Eq. (5) to learn about the photophysical

rate constants accessible through the fit. Since the dip amplitude is antiproportional

to the number of independent emitters N, antibunching measurements can also be

Fig. 3 Histogram of inter-

photon arrival time delays

of Rhodamine 6G on

borosilicate glass. A field of

view of 10� 10 μm2 was

imaged with a pixel dwell

time of 20 ms using

modulated laser excitation

at λ¼ 514.5 nm; peak

intensity and coverage in (a)
30 W/cm2 and ~1011 R6G/

cm2 and (b) 60� 103 W/

cm2 and ~108 R6G/cm2. (a)
Coincidences accumulated

directly from a scan of a

surface, (b) coincidences
accumulated from ~300

individual molecules on six

different surfaces.

Reprinted with permission

from Patrick Ambrose

et al. [27]. Copyright 1997

by Elsevier
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used to count the number of constituents in a molecular complex. For example, Hui

et al. [51] quantified the number of color centers in nanodiamonds and found that

the concentration of nitrogen-vacancy centers could be increased even further to

enhance the brightness of the particles. Hollars et al. [11] investigated how the

chain conformation affects the photophysical properties of multichromophoric

conjugated polymers. They determined the average number of independent emitters

to be close to two (N¼ 2.4) when single molecules of poly[2-methoxy,5-(2-ethyl-

hexyloxy)-p-phenylene-vinylene] (MEH-PPV) were spincast on glass from a tolu-

ene solution. In contrast, processing in chloroform leads to many active emitters in

a single chain and no dip is apparent in the antibunching histogram. This means that

efficient intra-molecular energy transfer to only two or three chromophoric units

takes place in the former experiment. Together with other spectroscopic measure-

ments, Hollars et al. concluded that MEH-PPV adopts a tightly folded structure

promoting chromophore interaction in toluene, whereas the polymer chain is more

relaxed in the polar solvent chloroform. Kumar et al. [18] soon after demonstrated

the presence of single emissive sites in single, z-oriented cyano-substituted

polyphenylene vinylene (CN-PPV) chains with many chromophoric units when

processed in toluene. These measurements were possible because of the much

increased photostability of CN-PPV over MEH-PPV. Biological multichro-

mophoric systems were also investigated by photon correlation measurements.

B-Phycoerythrin (B-PE), a highly fluorescent phycobiliprotein found in the light

harvesting structures of red algae and cyanobacteria, contains 34 bilin chromo-

phores. Wu et al. [20] imaged many single B-PE molecules in solution and found

that they behave as a single quantum system. With nearest-neighbor bilin distances

ranging from 1.9 to 3.5 nm in the crystal structure of B-PE, efficient intra-molecular

energy transfer explains the observations [52].

All of the initial photon antibunching experiments were performed with contin-

uous wave laser excitations using the “start”–“stop” channel recordings described

above. However, a severe limitation of CW excitation is that under ambient

conditions the photon statistics from single (probe) molecules are generally not

sufficient to build a proper histogram of inter-photon arrival time delays before

photobleaching. Unless photobleaching is prevented by, e.g., measurements at

cryo-temperatures [10] or by using ultra-stable chromophores such as quantum

dots [33, 34, 39], thus, antibunching can only be characterized by measuring photon

statistics from many molecules. Therefore, CW antibunching experiments yield

average properties of an ensemble of molecules. The main reason for insufficient

statistics is that photon emission upon CW excitation occurs randomly and this

leads to a loss of photons that cannot be detected due to the dead time of the

detectors. As well, the two-detector arrangement requires an arbitrary, but fixed

assignment of “start”- and “stop”-channels. In addition to missing coincident events

where both photons of a pair are directed towards the same APD (50%), events

where the first photon arrives at the “stop”-channel outside of the electronically

imposed delay window mentioned above are not registered. Also, if the

“start”-channel is triggered, any further photons directed towards it will be ignored
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until the electronics is reset, which leads to a loss of genuine photon pairs. Modern

time tagged electronics alleviate these problems [25].

4 Photon Antibunching Measurements with Pulsed Laser

Excitation

In the previous section, we introduced the measurement of photon antibunching

under CW-laser illumination. More effective measurements of photon pairs in

terms of photon statistics can be made with pulsed excitation sources. Typically,

picoseconds laser pulse widths (�100 ps) are chosen to excite the molecules only

once within a single laser pulse [53]. Instead of random photon emission events,

photons then arrive within predefined excitation cycles delayed by the fluorescence

lifetime. If the laser repetition rate is sufficiently low, no photons are missed during

the dead time of the detector and TCSPC electronics. Also, molecules undergo less

excitation–emission cycles per time interval which leads to prolonged photochem-

ical stability. Photon antibunching experiments with pulsed laser excitation may be

performed with the same setup as described for continuous wave except for the

excitation (see Fig. 4a). Common setups use inverse TCSPC where the “start”

signal is provided by the detectors while the “stop” signal comes from the laser

sync, i.e., the timing of the laser pulses, as a reference. For each photon, the arrival

time after the beginning of data acquisition (macrotime) is recorded with nanosec-

ond resolution and the time between photon detection and the next laser pulse

(microtime) with picosecond resolution along with an ID identifying the detector.

In case of routed TCSPC electronics, the TCSPC card introduces a detection dead

time between channels (~100 ns) because the router just serves to identify the input

channels which are processed by the same TCSPC unit. To prevent missing

multiple closely spaced detection events (mDE) at two APDs in one laser cycle, a

signal delay is introduced for one of the detectors. This TCSPC scheme leads to

even fewer missed events as compared to measurements with pulsed laser excita-

tion and assignment of the two detectors to fixed “start”- and “stop”-channels.

As explained above, molecules undergo less excitation cycles per time interval

and remain fluorescent for longer times with pulsed laser excitation. This finally

enables collecting sufficient statistics for antibunching measurements of single

molecules [12, 38]. It was first demonstrated by Lounis and Moerner [38] who

used a single molecule as a source for single photons. They measured with a HBT

array and conventional “start”–“stop” TCSPC electronics. Instead of the continuous

distribution of inter-photon arrival time delays obtained with CW excitation, the

histogram now displays peaks that are equally spaced according to the laser

repetition rate with a shape reflecting the fluorescence lifetime of the fluorophore

(see Fig. 4b). The peak around lag time zero corresponds to photon pairs registered

within the same excitation cycle whereas the satellite peaks stem from photon pairs

originating from different laser cycles. The single molecule antibunching signature
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still corresponds to vanishing photon correlations at and around a lag time of zero,

i.e., the central peak is suppressed.

In measurements with inverse TCSPC, photon antibunching can be quantified

through data post-processing by either calculating the inter-photon arrival time

delay histogram or by using a cross-correlation algorithm with the signals from the

two detectors. In addition to the coincidence ratio, i.e., the ratio of coincidence

counts in the central peak Nc over the mean count in the lateral peaks Nl as a

measure for antibunching, several photophysical parameters such as fluorescence

intensity and fluorescence lifetime can be monitored simultaneously for single

molecules and even transients thereof may be recorded [12, 13]. Indeed, picosecond

time resolution is not necessary to determine the number of independently emitting

fluorophores. The macrotime suffices to determine in which laser cycle the photon

was detected. In turn, the photon pairs can be sorted into the discrete peaks of the

inter-photon arrival time histogram, disregarding the spread of the peaks due to the

uncertainty of photon emission around the fluorescence lifetime (see below and

[13]).

Further refined single photon-counting electronics provide fully independent

input channels with picosecond resolution eliminating the dead time between

channels. This allows a direct computation of the intensity autocorrelation function

Fig. 4 Microscope setup used for photon antibunching measurements with pulsed laser excitation

and modeled inter-photon time histogram. (a) Confocal microscope with pulsed excitation and

HBT-interferometer detection scheme; fluorescence photons are split 50:50 towards two ava-

lanche photon diodes (APDs) by a non-polarizing beam splitter (BS). Time-correlated single

photon-counting (TCSPC) with one “start”- and one “stop”-channel allows the determination of

the histogram of inter-photon arrival times. DM dichroic mirror, BP bandpass filter, SP shortpass

filter, L lens. (b) Modeled inter-photon time histogram. The black line indicates photon correla-

tions for a single molecule with continuous wave laser excitation. The gray line represents pulsed
laser excitation with a repetition rate of 10 MHz. The excitation at defined points in time (every

100 ns) is reflected by distinct peaks with a width influenced by the fluorescence lifetime
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down to picosecond lag times. However, a dead time on the order of 100 ns due to

detector and electronics remains for the respective channels [54–57].

A possible problem for antibunching measurements leading to erroneous events

when recording all photons from the detectors lies in the so-called APD

afterpulsing. For APDs, there is a certain probability of generating an additional

secondary signal output after detection of a photon without detecting another

photon. This is due to the signal amplification process inherent to APDs; the

likelihood of such events depends on the photodiode material and decays rapidly

with time [23, 24]. Afterpulsing can be effectively eliminated by using photon pairs

from different detectors and appropriate delays between the detectors.

As for measurements with CW-laser excitation, pulsed laser excitation

antibunching experiments can be used to estimate the number of independent

emitters. The relationship between the coincidence ratio Nc=Nl and the number of

molecules in the focus can be readily derived, e.g., by combinatorics. Again, we

take into account N identical, uncorrelated fluorescent molecules, with the emission

independent of the position in the laser focus and neglect background photons. For

an ideal 50:50 beamsplitter and a setup with an overall photon detection probability

of p, the likelihood to detect one photon at one of the detectors is 0.5p. In any laser

cycle two photons can be detected when molecules i and j emit at the same time,

except for the case i¼ j which describes the same single molecule. The probability

to obtain a photon pair at the two APDs from the same laser pulse Pc is described by

all possible combinations of photon detections from different molecules.

Pc ¼
XN
i¼1

XN
j¼1, j6¼i

0:5pð Þ2 ð7Þ

The probability to detect consecutive photon pairs in different laser cycles can be

calculated similarly, allowing for i¼ j.

Pl ¼
XN
i¼1

XN
j¼1

0:5pð Þ2 ð8Þ

The coincidence ratio is then simply the ratio of the two probabilities [Eq. (9)].

For a single molecule Nc=Nl ¼ 0, for two molecules Nc=Nl ¼ 0:5 and for three

molecules Nc=Nl ¼ 0:67. Again, corrections have to be applied to account for

uncorrelated coincidences with background photons when reliable fluorophore

number estimates are to be made.

Nc

Nl

¼ Pc

Pl

¼ N N � 1ð Þ0:25p2
N20:25p2

¼ 1� 1

N
ð9Þ
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A single TCSPC card can be used to record the absolute arrival time in terms of

the time after the beginning of the experiment (macrotime, ns time resolution) and

the time between photon detection and the subsequent laser pulse (microtime,

picoseconds time resolution) as well as the channel number [13]. This is achieved

using the two channels connected to the APDs as “start”- and the laser sync as

“stop” signals and was synchronized with image acquisition. These electronics

make antibunching measurements even more efficient because the artificial

“start”–“stop”-channel assignment to APDs can be omitted. We have shown that

from a stream of photon transients the total fluorescence intensities, the fractional

intensity F2 at one of the APDs, the fluorescence lifetime, the number of coincident

counts in the central peak, and the coincidence ratio can be recovered. We then used

this multiparameter approach to investigate DNA samples with two Cy5

fluorophores at single molecule densities on a glass coverslip. The HBT array

used a dichroic mirror to split the emission at λ� 570 nm (~50:50). The fractional

intensity measurement enabled the observation of spectral fluctuations of the

fluorophores. Figure 5 shows an example transient with initially two Cy5 dyes

that subsequently photobleach. The decrease in the coincidence ratio from

0.39� 0.06 to 0.14� 0.04 at ~1 s unequivocally proves that the stepwise decrease

Fig. 5 Multiparameter fluorescence acquisition for a Cy5-DNA-Cy5 construct. (a) Total inten-

sity, (b) fractional intensity F2, (c) fluorescence lifetime τf, (d) coincidence counts Nc, (e)

coincidence ratio Nc=Nl of a single probe excited with a 10 MHz 635 nm laser at 4 kW/cm2, (f)

the fluorescence decay before and after photobleaching indicated by the arrow in (a), (g), and (h)

are the respective inter-photon arrival time delay histograms with a resolution of the recorded

macrotime corresponding to a coincidence ratio of 0.39� 0.06 and later 0.14� 0.04. Reprinted

with permission from Weston et al. [13]. Copyright 2002 American Chemical Society
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in the intensity is not just a fluctuation in the emission intensity of a single Cy5

molecule, but a decrease in fluorophore number from two to one. The pre- and

postbleach photon pair arrival time delay histograms are shown in Fig. 5g, h,

respectively. The fractional intensity and the fluorescence lifetime fluctuate

throughout the transient as commonly observed. Any variation of the fractional

intensity away from 0.5 as well as unequal detection probabilities of the two APDs

and background coincidences leads to deviations from the 1� 1/N dependency of

the coincidence ratio.

Variations in coincidence measurements were investigated in a similar manner

using DNA-hairpin probes with one, two, or three fluorescent dyes [58]. These

experiments demonstrate the potential of photon antibunching methods to investi-

gate molecular complexes and processes in life science on the single molecule

level.

4.1 Counting Independent Emitters in Experiments

Later, Fore and coworkers [22] applied photon antibunching to determine the

number of apolipoprotein A-I (apo A-I) molecules that are bound to high density

lipoprotein (HDL) particles. Apo A-I plays a central role in the structure and

metabolism of HDL particles which in turn carry out cholesterol transport. In

their study they reconstituted HDL particles with a single cysteine mutant of apo

A-I that was site specifically labeled with one Alexa647 dye and lipid vesicles.

Photon correlations were recorded for diffusing particles using a HBT array with

APDs and recording the arrival time of each photon. They concluded that there are

two apo A-I per rHDL particles and validated biochemical experiments with their

investigations in this more natural environment. Fore et al. [22] also obtained

number estimates with the photon-counting histogram (PCH) method that analyzes

fluctuations in fluorescence intensity [59]. PCH confirmed the photon antibunching

measurements but requires a singly labeled control sample to work.

When photon statistics are used to count the number of monomers in a complex,

care has to be taken to avoid energy transfer between the fluorophores that are used

for labeling. For example, Sánchez-Mosteiro et al. [19] found that DsRed tetramers

appear mostly as single emitters which may be explained by efficient energy

transfer of the chromophores in nanometer proximity. Another extensive study of

well known diffusing molecules revealed fluorophore numbers as presumed only

for some of the systems under investigation [21]. Antibunching measurements with

single dyes, fluorescent proteins (EGFP), and dye labeled oligomer hybridization

probes returned one, two, or three labels per complex according to expectations. In

contrast, EGFP-tagged ligand gated ion channels P2X1 (homotrimer) and α1 gly-

cine receptor (homopentamer) appeared on average as complexes of 2.51� 0.09

and 2.06� 0.06 monomers. In addition to excitonic coupling among adjacent EGFP

labels, incomplete fluorescent protein maturation and instability of the oligomeric

complexes could be reasons for lower number estimates.
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Photon antibunching measurements can distinguish between active, independent

emitters, and molecules that are present in a complex but do not directly contribute

to fluorescence emission as already mentioned earlier. This ability of coincidence

analysis is widely used to investigate energy transfer in single molecules of

engineered multichromophoric systems [60–66] and in model systems of conju-

gated polymers [15, 17].

5 Measuring Extended Photon Statistics with Pulsed Laser

Excitation

As discussed above, the degree of antibunching can be used to estimate the number

of active, independent emitters. In previously mentioned experiments, the occur-

rence of photon pairs and their temporal distribution were measured using two

detectors in a HBT array with continuous wave or pulsed laser excitation. However,

as the number of emitters increases the amplitude of the intensity autocorrelation

function at zero lag time (CW-laser) or the central peak (pulsed laser), which are the

respective measures for antibunching, quickly approach the value at large lag times

(CW-laser) or that of the lateral peaks (pulsed laser) which is the limiting case for

an infinite number of emitters. The theoretical signature for N emitters in a

HBT-type interferometer is proportional to 1� 1/N (see Fig. 6a). In practice, this

function quickly saturates already for three or four emitters making its use for

estimating the number of molecules very limiting.

Over the past years we could both theoretically and experimentally show that

this limit can be overcome when also photon triples and quadruples are taken into

Fig. 6 Observable photon statistics for two and four detector pulsed laser antibunching measure-

ments. (a) The theoretically expected coincidence ratio Nc=Nl in dependence of the number of

emitters N for an ideal two-detector setup. (b) The probability distributions P4(N; p; i) for

i simultaneous multiple detection events (mDE) (i¼ 0 solid, 1 dotted, 2 dashed, 3 long dashed,
4 dashed/dotted) in dependence of the number of emitters N for an ideal four detector setup.

Adapted from Ta et al. [67]
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account. The measurement of three or four coincident photons can easily be

achieved by splitting the emitted fluorescence onto four equivalent detectors

using the pulsed excitation scheme [56, 67]. The experiments are realized similar

as with pulsed laser excitation only that the HBT-interferometer is extended with

three 50:50 beamsplitters (see Fig. 7). Again, a laser with picosecond pulse width is

used to prevent multiple excitations of single molecules. The laser repetition rate is

kept low such that all molecules that are excited return to the ground state and that

the TCSPC system is ready to register new photons in the following excitation

cycle. This scheme guarantees that each fluorescent label in the laser focus emits at

most one photon per excitation cycle. By using state of the art TCSPC electronics

with four synchronized, independent channels, the train of photons with the abso-

lute arrival time is registered for each detector independently. The four detector

setup now allows computation of the four channel correlation function and the

determination of up to four multiple detection events (mDE), i.e., the number of

photons detected in one laser cycle. Still, events may be missed if a photon reaches

an APD during the signal processing dead time; in general, only one photon may be

detected per APD and laser cycle. It should be noted that the detection efficiency of

the four detector setup for coincident photon pairs in one laser cycle is 1.5 times

higher than for the two-detector setup (see below). To determine the frequency of

mDE for counting emitters by their photon statistics and disregarding the fluores-

cence lifetime information, again only the macrotime is required. In fact, simple

and cost effective photon counter cards are sufficient that only determine the

number of photons detected in a laser cycle.

Fig. 7 Microscope setup used for photon antibunching measurements with pulsed laser excitation

with an extended HBT-like interferometer. Confocal microscope with pulsed laser excitation;

fluorescence photons are split 50:50 twice towards four avalanche photon diodes (APDs) by a

non-polarizing beam splitter. TCSPC with four synchronized, independent channels registers the

absolute arrival time of the photons at each APD. DM dichroic mirror, BP bandpass filter, SP
shortpass filter, L lens
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5.1 Theory and First Experimental Realization

The extended HBT-type interferometer no longer measures inter-photon arrival

times to do photon-pair correlation but the statistics of photons simultaneously

registered by different detectors (mDE – multiple detection events) to expand the

counting range of photon antibunching experiments [67]. The experimental condi-

tions are similar as for conventional coincidence analysis with pulsed laser excita-

tion. The occurrence of mDE thus carries the information that more than one

emitter is present.

For statistical analysis we model the full mDE probability Pm(N, p; i). Again, we
assume an idealized experiment with 50:50 beamsplitters and consider

N independently emitting fluorophores. Furthermore, we presume the average

photon detection probability per laser pulse and label p of the microscope setup

[short: detection probability p, see Eq. (11)] to be the same for all emitters.

m denotes the number of detectors (here, m¼ 4) and i is the number of mDE. The

model considers the stochastic processes of excitation, emission, and detection of

photons including the geometry of the detection path. It is important to note that we

take into account the detection dead time, i.e., per laser cycle only one photon is

detected in one channel although multiple photons may be approaching the same

detector. The mDE probability can be constructed from a multinomial distribution.

The first part of the recursive formula described in Eq. (10) is the probability for

i detection events and the second part is the sum of all probabilities for less than� i
detection events.

The number of independent emitters N and their detection probability p is then

estimated by non-linear regression of the model Pm(n, p; i) to the mDE data

accumulated for a certain number of laser cycles with a standard Levenberg–

Marquardt algorithm. It is worth mentioning that only four of the mDE probability

distributions of the four detector model are independent from one another. How-

ever, it is more convenient to assume that all five probability distributions (12)–(16)

are independent which can be justified by the small covariance values <10�3.

Pm n, p; ið Þ ¼ m
i

� �
1� m� i

m

� �
p

� �n

�
Xi�1

k>0

i
k

� �
m
k

� � Pm n, p; kð Þ

2
664

3
775 ð10Þ

p ¼ Ilaser
f rephν

σabsQfηdet ¼
εMB

f rep
ð11Þ

The detection probability p depends on the photon flux, i.e., the average laser

intensity Ilaser divided by the photon energy hν, the laser repetition frequency frep,
the absorption cross-section σabs, and the overall detection efficiency of the micro-

scope setup ηdet. The molecular brightness εMB is calculated by multiplication of the

detection probability p with the laser repetition frequency. The probability to

176 K.S. Grußmayer and D.-P. Herten



observe i simultaneous photons for the m¼ 4 four detector setup can be expressed

explicitly by Eqs. (12)–(16):

P4 n, p; i ¼ 0ð Þ ¼ 1� pð Þn ð12Þ

P4 n, p; i ¼ 1ð Þ ¼ 4 1� 3

4
p

� �n

� 4 1� pð Þn ð13Þ

P4 n, p; i ¼ 2ð Þ ¼ 6 1� 1

2
p

� �n

� 12 1� 3

4
p

� �n

þ 6 1� pð Þn ð14Þ

P4 n, p; i¼3ð Þ¼ 4 1�1

4
p

� �n

�12 1�1

2
p

� �n

þ12 1�3

4
p

� �n

�4 1�pð Þn ð15Þ

P4 n, p; i¼4ð Þ¼ 1�4 1�1

4
p

� �n

þ6 1�1

2
p

� �n

�4 1�3

4
p

� �n

� 1�pð Þn ð16Þ

The mDE probability P4(N, p; i) is shown in Fig. 6b for detection probabilities

that are typical in experiments with organic dyes. The expressions above can be

approximated for small Np	1 by Eq. (17).

P4 N, p; 1 � i � 4ð ÞeYi�1

k¼0

N � kð Þ pi ð17Þ

Significant three and four photon detections only occur only for higher numbers

of bright fluorophores. The four detector setup collects the same number of one

photon detection events as a two-detector setup in the approximation for small Np,
given that the fluorophores and the setup detection efficiency η remain unchanged.

Yet, the four detector setup collects 1.5 times more two photon detection events

P4(N, p; i¼ 2)¼ 1.5 P2(N, p; i¼ 2). Moreover, the maximum photon count rate of

four independent detection channels is twice that of two channels. Four channels

enable us to collect photons from a higher number of fluorophores without saturat-

ing the APDs and data acquisition cards in a short time.

This new approach, which we termed counting by photon statistics (CoPS), is

only of advantage if it can estimate a low number of molecules with higher

precision or if the range of number estimation is significantly extended as compared

to previously described methods with two detectors. Therefore, we were first

interested in its limits which we tested with Monte-Carlo simulations [67]. We

simulated the number of multiple photon detection events on a parameter set of

p¼ 2.5� 10�3 and N¼ 1–50. It is noteworthy that the value of p was estimated

from real data to be as close to the experiment as possible. The target APD of each

photon from every fluorophore is determined by generating a random number.
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Multiple-photon-detection events are recorded and summarized until a certain

number of average photons ntot per molecule are acquired. We varied ntot¼
1–4� 104, corresponding to 4–16� 106 laser cycles, which roughly reflects single

molecule experiments under standard conditions. However, with the use of stabi-

lizing buffer systems such as ROXS [32], photon yields from single molecules

before photobleaching can be even higher.

As can be seen in Fig. 8a, the estimated number of emitters NCoPS increases

linearly with the simulated number of emitters Nsim and there are no significant

differences among the three simulated photon yields. However, the higher number

of accumulated photons leads to a decrease in the relative standard deviation of the

number estimations from 20–30% to 10–15% down to 5–8% for ntot¼ 1–4� 104,

respectively (see Fig. 8b). These simulations put into perspective that counting the

number of independent emitters by analysis of photon statistics with four detectors

is feasible even in larger molecular assemblies. Encouraged by these results, we set

out to test the CoPS approach in experiments.

For our first experiments, we chose a double-stranded DNA probe labeled with

up to five fluorescent Atto647N dyes. The probe is formed by a long fluorophore-

and biotin-labeled single strand consisting of four repeats (termed REP4) and by

short fluorophore-labeled oligonucleotides (termed REP0), up to four of which may

hybridize to REP4. High affinity biotin–streptavidin binding is used to immobilize

the hybridization probe at a single molecule density on a glass surface that is coated

with bovine serum albumin (BSA) doped with biotinylated BSA (see Fig. 9a). To

enhance photostability and brightness of the dyes we used a photostabilizing ROXS

buffer and enzymatic oxygen depletion during the experiment, for details see

[56]. For calibration of CoPS number estimates against bleaching step analysis

(BS), we selected individual probe molecules and recorded the intensity transient

until complete photobleaching to background photon level (8 kW/cm2 laser

Fig. 8 Simulations of multiple-photon-detection events for different number of average detected

photons per molecule with subsequent CoPS estimation. ntot¼ 10,000 black squares; 20,000 open
circles; 40,000 open triangles. (a) The number of estimated independent emitters NCoPS versus the

number of simulated emitters Nsim. (b) The corresponding relative standard deviation in depen-

dence of the number of simulated emitters. Adapted from Ta et al. [67]
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excitation at 635 nm and with a repetition rate of 10 MHz). A new photon-counting

system was used for data acquisition with the extended four APD HBT array

[54–57].

For each fluorescence transient, we manually selected intensity levels with

subsequent bleaching steps and accumulated the mDE (see Fig. 9b). To account

for realistic experimental conditions, mDE due to random coincidences of

Fig. 9 Counting by photon statistics (CoPS) of up to five fluorophores on a DNA sample.

Measurements with 8 kW/cm2 laser excitation at 635 nm and a repetition rate of 10 MHz. (a)

DNA hybridization probe with one labeled strand with four repeats (termed REP4) and up to four

complementary, short fluorophore-labeled oligonucleotides (termed REP0) immobilized on a BSA

coated glass surface via biotin (blue)–streptavidin (green) binding, (b) normalized mDE for a

typical fluorescent transient accumulated from the intensity levels indicated in the inset, T1

squares; T2 circles; T3 triangles (c) estimated label numbers NCoPS plotted against the number

of bleaching steps NBS from experiments with 188 independent time intervals between bleaching

steps of imaged DNA hybridization probes, (d) time-resolved CoPS number estimates using a

sliding analysis window of 1.5 s follow the intensity decay of the fluorescence transient with

almost constant estimated detection probability p. Adapted from Ta et al. [56]
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background photons with signal photons have to be considered. Since the detection

probability of background photons from scattering in the sample and electronic

noise is on the order of pb¼ 0.1–5� 10�4, the occurrence of more than one

background photon can be neglected. Background photons in the photon probability

distribution are thus modeled as an additional dim fluorophore with a fixed detec-

tion probability pb that is estimated from experimental data [56]. Equation (10) is

then modified to give Eq. (18).

Pm, b N, p;ið Þ¼ m
i

� �
1� m� i

m

� �
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1� m� i
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� �
pb
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We tested the reliability of the method by correlating the label number estimates

NCoPS for 188 respective regions of constant intensity with the number of following

bleaching steps NBS. Figure 9c shows that CoPS slightly overestimates the label

numbers as compared to bleaching step analysis. Possible reasons are that the

background photons were underestimated or that bleaching step analysis slightly

underestimates the label numbers by missing rapid bleaching events. The relative

standard deviation of NCoPS is on the order of 20% which is consistent with the

simulations shown above. Time-resolved CoPS analysis returns number estimates

that correlate with the stepwise decrease in intensity even when analysis periods are

shortened to 1.5 s (see Fig. 9d). The respective estimated detection probability

remains relatively constant throughout the whole transient. The average count rate

per label in these experiments was ~13 kHz corresponding to a detection probability

p�1.3�10�3.

Both, the simulations as well as experimental validation have shown that

quantification of fluorescent samples with CoPS is feasible and thus becomes

interesting for applications in the life sciences. The formation of molecular clusters

of higher order is an important mechanistic component in many hierarchically

organized processes. Especially in cells, biological functions are often regulated

by the assembly of single proteins into homo- or heterooligomers of defined protein

numbers [68]. Malfunctions that lead to diseases can be caused by unwanted or

uncontrolled aggregation [69]. To approach this research area we first wanted to

experimentally validate counting of higher fluorophore numbers and determine the

precision of the method which is described in the next section. We also applied

CoPS for the investigation of the label number of different fluorescent markers that

are frequently used to label proteins in cells.
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5.2 Experimental Characterization of CoPS with Application
to DNA Origami and Fluorescent Markers

We used DNA Origami [70] with 6–36 Atto647N dyes to experimentally charac-

terize CoPS with higher fluorescent label numbers. Figure 10a shows a scheme of

the rectangular 70 � 100 nm sub-optical resolution folded DNA constructs. Dyes

and other small tags can be incorporated at defined positions via modification of

respective DNA strands. We immobilized and imaged the single DNA Origami

structures much as described before on BSA coated glass cover slides via biotin–

streptavidin binding in ROXS buffer (for details see [71]). At these higher label

numbers we could no longer use bleaching step analysis as a comparison for

number estimations. Individual bleaching steps cannot be resolved especially at

the beginning intensity transient which almost resembles an exponential decay as

for an ensemble of molecules (Fig. 10b). In contrast, CoPS estimates the label

numbers by analyzing the photon statistics of just a few million laser cycles and

they follow the intensity transient. We refined the CoPS algorithm to achieve more

robust label number estimates in a defined analysis period by iterative random

resampling of 75% of the laser cycles and fitting of the respective mDE probabil-

ities. After one hundred of these bootstrapping repeats, the estimated number NCoPS

and the corresponding error for a single measurement are given by the median of the

results and the quartiles of the number estimate distribution.

Next, large numbers of fluorescence transients for four different DNA Origami

samples were accumulated. To assess the quality of CoPS number estimation, its

variance and bias as compared with the nominal label number under varying

experimental and analysis parameters was investigated. For one, the excitation

power (2, 5, 7 and 10 μW) was varied to see how this influences the estimates.

The CoPS estimate, i.e., the median of the bootstrapping distribution for the first

analysis period of each intensity transient, enters the probability distribution func-

tion (PDF). The data showed that the estimation is essentially independent of the

applied laser power as long as it exceeds a certain minimal laser power (here: more

than 2 μW for the chosen label and conditions). The combined PDFs for measure-

ments with 5, 7, and 10 μW are skewed to the right and can be modeled with a

log-normal distribution (see Fig. 10c). It should be noted that the PDF shape is a

convolution of CoPS intrinsic estimation variance and the label number variation of

DNA Origami. CoPS estimates from simulated data also have a right skewed PDF.

The mode of the fitted log-normal distribution estimates the nominal label number

well for 6, 12, and 18 labels (see Table 1). Both the median and sigma, defined by

half the central 68% of the data about the median, from the fit are very similar to the

parameters calculated directly from the data. We chose the descriptive statistics

approach to determine the relative median μrel and relative sigma σrel to quantify the
bias and precision [see Eqs. (19 and 20)].
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Fig. 10 Counting fluorescent labels on DNA Origami by CoPS. (a) Scheme of rectangular DNA

Origami structure labeled with 36 Atto647N dyes (indicated by dots), (b) time-resolved CoPS

number estimates (gray) using a sliding analysis window of tacq¼ 500 ms (¼107 laser cycles)

follow the intensity decay of the fluorescence transient (black) of DNA Origami nominally labeled

with 18 Atto647N dyes. Error bars as derived by bootstrapping. The dashed line indicates the

nominal label number 18, (c) Probability density function (PDF) of the estimated label numbers of

DNA Origami with nominally 6, 12, 18, or 36 Atto647N dyes. Accumulated emitter number

estimates of the first 250 ms (¼ 5� 106 laser cycles) from each transient of experiments with 5, 7,

and 10 μWwith a total of 520, 1,199, 439, and 346 histogram entries. Log-normal PDF models the

data (black), dashed horizontal line indicates the nominal label number, box plot indicates the

median and the central 68% of the label number estimates. Adapted from Kurz et al. [71]
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μrel ¼
NCoPS,median � NOrigami

NOrigami

ð19Þ

σrel ¼
NCoPS,Q 0:84ð Þ � NCoPS,Q 0:16ð Þ

2NOrigami

ð20Þ

Variation of the analysis period tacq, i.e., the number of laser cycles to accumu-

late mDE, showed that the relative median initially increases and saturates at values

of 10–20% for tacq� 3� 106 laser cycles. The corresponding relative sigma is about

50% and slightly decreases with increasing tacq. Only the estimates for DNA

Origami with 36 nominal labels deviate and are shifted to lower numbers also

apparent in Fig. 10c. We interpret this inconsistent behavior as incorrect CoPS

number estimation since the DNA Origami technique has been shown to deliver

reliable samples [70, 72]. Experiments with a DNA sample with four nominal

Atto647N labels covalently attached at one DNA strand confirmed the experiments

varying the time to accumulate mDE. They displayed less variance in the label

number estimates and a more pronounced decay of relative sigma with increasing

analysis period and laser power from ~30% to less than 20%. Altogether, we could

show that reliable CoPS number estimates can be made at least in the number range

of 1–20 in as little as ~150 ms at laser repetition rates of 20 MHz. Still the method

gives number estimates above 20 emitters, however, with a potential bias and loss

in precision.

The previous experiments were all carried out with ATTO647N because of its

exceptional brightness and photostability in ROXS buffer. Yet, it is of advantage to

have a range of different fluorophores to choose from. It is then possible to select

the dye for a specific counting application according to, e.g., excitation and

emission wavelength, fluorescence lifetime or hydrophobicity. Prerequisites for

potential candidates are high extinction coefficients and quantum yields, and they

should be photostable, which is more likely for dyes emitting in the red region than

for their pendants at the blue end of the visible spectrum. Nevertheless, we envision

that also dyes emitting in the green and yellow wavelength regime are as well

suitable candidates for CoPS. Some have high extinction coefficients and

photostabilities reaching those of fluorophores in the far-red, e.g., Cy3B. CoPS or

Table 1 Comparison of log-normal parameter estimation with descriptive statistics calculations

of the data shown in Fig. 10

NOrigami

From log-normal distribution Descriptive statistics

Mode μ σ μ σ

6 6 7 3 7 2

12 10 13 6 14 6

18 19 22 8 22 9

36 26 30 10 32 9

Mode, median μ, and standard deviation σ calculated from the parameters of the log-normal

distribution and median μ and sigma σ (half the central 68% of the data about the median)

calculated directly from the data. Adapted from Kurz et al. [71]
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any photon antibunching based counting method should be applicable independent

of the excitation/emission wavelengths if brightness is sufficient to generate mDE

and fluorescence photostability is high.

To this end, more fluorophores in the red emission range were examined to see if

the applicability of CoPS can be extended [73, 74]. Namely, Atto633, Cy5,

AlexaFluor647 (further referred to as Alexa647), and AbberiorStar635 were included

in our study to compare them with Atto647N. For ease of use we reverted to the DNA

hybridization probe that was employed for our initial experiments. Both the distri-

bution of CoPS label number estimates, the estimated CoPS detection probability and

the photostability of the dyes were investigated at two different excitation powers,

5 and 10 μW, at 635 nm laser excitation with 20 MHz repetition rate. All dyes are

bright enough for CoPS estimation with pmedian� 1.8� 10�3, surpassing the detec-

tion probabilities of the initial experiments. Detection probabilities among the dif-

ferent dyes scaled according to the brightness as calculated from fluorescence

parameters and increased accordingly upon doubling the excitation power. The

photostabilities of the dyes in ROXS buffer as determined by bleaching step analysis

rise in the order of Alexa647<Cy5<Atto633<AbberiorStar�Atto647N (for

details see [74]). Photostability may be limiting only in the case of Alexa647 at

higher excitation power. The estimated photostability time constant from

monoexponential fitting is at least one order of magnitude higher than the analysis

period of 125 ms for all other measurements. This is also reflected in the stable

median of the label number distribution irrespective of the laser excitation power.

Representative fluorescence transients in Fig. 11 demonstrate that CoPS can dynam-

ically follow the number of independent active emitters for all tested dyes.

In our latest study, we addressed the label number distributions of different

fluorescent markers. To date, a number of different fluorescent labeling systems

exist to visualize the protein of interest [75–80]. For any quantitative determination

of protein numbers in a molecular complex, it is essential to precisely know the

label stoichiometry. Also, super-resolution methods raise demands for defined label

stoichiometries in addition to small marker size and high marker densities [81]. We

labeled conventional anti-GFP antibodies and their much smaller single domain

counterparts – nanobodies [82, 83] – by random covalent coupling of NHS-ester

activated dyes to free amino groups in the protein. Immunofluorescence is still the

most widely used technique to visualize endogenous proteins in cells. We also

investigated NHS-ester dye conjugated streptavidin, which is frequently used as a

marker for biotin-tagged compounds. Lastly, we added SNAP-tag that can be

genetically fused to the protein of interest and provides an elegant way for intro-

ducing up to one organic dye via modified SNAP-tag substrates.

All markers were labeled, purified from free remaining dye, and immobilized on

a BSA coated glass surface doped with their binding target. SNAP-tag fused to six

histidine amino acids was attached to the surface via an anti-His6 antibody (see

schemes in Fig. 12a–d). As dyes we chose Atto647N for its exceptional spectro-

scopic properties (light gray bars) and Alexa647 (dark gray bars) because of its

widespread use in biology. As expected, SNAP-tag conjugates have mostly one

label. We attribute differing number estimates to CoPS estimation uncertainty or to
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the unlikely binding of two SNAP proteins to one anti-His6 antibody. The label

number distribution of the antibodies and streptavidin display a broader shape and

can be shifted to higher numbers with increasing amount of dye in the labeling

reaction (3:1 versus 10:1 dye to protein ratio for antibodies, data for 3:1 Atto647N

labeled antibody not shown). Number estimates of labeled nanobodies peak at one

and resemble the distributions observed for SNAP-tag. This was surprising since we

used up to 40:1 dye excess during labeling reactions. Possible reasons for this

finding are the low availability of the four lysines and the amino function at the

N-terminus of the small protein for reaction with NHS-ester activated dyes. Alter-

natively, binding to the eGFP-target may be impaired for nanobodies bearing more

labels.

It should be noted that we observed diverse photophysics for all labeled proteins

although the same stabilizing buffer conditions were used as in experiments with

DNA probes (for details see [74]). The effects of slightly reduced photostability and

fast blinking did not significantly influence the number estimates. Our experiments

provide the number distribution of active, independent emitters for different fluo-

rescent markers bound to their target. We cannot exclude energy transfer and

subsequent singlet–singlet annihilation between dyes if they are close together.

Fig. 11 Dynamic CoPS analysis for dyes in the red wavelength region. Estimated label numbers

with a time resolution of 125 ms (¼ 2.5� 106 laser cycles) coincide with intensity bleaching steps

in fluorescent transients of DNA hybridization probes. Label number with error bars derived from

bootstrapping in black; intensity at 10 mW excitation with a 20 MHz pulsed l¼ 635 nm laser in

gray, FOV scan: 5 mW. (a) Atto637N, (b) Atto633, (c) Cy5, (d) Alexa647, (e) AbberiorStar635.

Adapted from Grußmayer et al. [74]
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CoPS, like any other fluorescence-based method, only evaluates the fraction of

markers that are labeled. Incomplete labeling and occasional photobleaching can-

not be completely prevented. For quantitative measurements of protein complexes,

both the label number distribution of the marker and the marker-target binding

efficiencies need to be taken into account.

The experiments clearly show that photon antibunching is suited for developing

novel quantitative methods as required in biology and the material sciences.

Beyond this, a single CoPS-measurement takes only 125 ms which puts time-

resolved studies of photophysical dynamics into perspective.

Fig. 12 Label number

distributions of fluorescent

markers. Labeling scheme

with corresponding

probability distribution

function of CoPS label

number estimates (light
gray: Atto647N label, dark
gray: Alexa647 label).

Measurements with 5 μW
laser excitation with a

640 nm laser at 20 MHz

repetition rate, CoPS

analysis period

tacq¼ 125 ms (¼ 2.5� 106

laser cycles). (a, b) BG-dye

(red)-labeled SNAP-tag

(dark green) immobilized

by anti-His6 antibodies

(blue) on a BSA passivated

glass surface, (c, d) labeled

anti-GFP nanobody (green–
red) immobilized by eGFP

(green), (e, f) labeled anti-

GFP antibody (green–red,
dye to protein ratio 10:1

(Atto647N) and 3:1

(Alexa647)) immobilized

by eGFP (green), (g, h)
labeled streptavidin (dark
green–red, dye to protein

ratio 6:1) immobilized by

BSA-biotin (light yellow–
blue). Adapted from

Grußmayer et al. [74]
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6 Conclusion

Taken together the experiments described above show a variety of applications of

the photon antibunching principle in material as well as in life sciences. Photon

antibunching is by far not limited to a proof of single emitters, but the rich

information of photon statistics captured by extended HBT-type interferometers

opens a new perspective on quantitative fluorescence microscopy. Furthermore, it

was recently shown on semi-conductor quantum dots that antibunching can, in

principle, also be used to improve resolution in optical microscopy because the

spatial distribution of the point-spread functions is also reflected in the spatial

distribution of photon emission statistics [84, 85]. Developments in this area are

still ongoing, promising potential for novel applications. Especially the new photon

number resolving detectors [86] will provide new opportunities in the field of single

molecule detection and its applications not only in material and life sciences but

also in the field of quantum optics.

References

1. Paul H (2004) Introduction to quantum optics: from light quanta to quantum teleportation.

Cambridge University Press, Cambridge

2. Fox M (2006) Quantum optics: an introduction. Oxford University Press, Oxford

3. Hanbury Brown R, Twiss RQ (1956) Correlation between photons in two coherent beams of

light. Nature 177:27–29

4. Hanbury Brown R, Twiss RQ (1956) The question of correlation between photons in coherent

light rays. Nature 178:1447–1448

5. Hanbury Brown R, Twiss RQ (1956) A test of a new type of stellar interferometer on Sirius.

Nature 178:1046–1048

6. Kimble HJ, Dagenais M, Mandel L (1977) Photon antibunching in resonance fluorescence.

Phys Rev Lett 39:691–695

7. Kimble H, Mandel L (1976) Theory of resonance fluorescence. Phys Rev A 13:2123–2144

8. Carmichael HJ, Walls DF (1976) A quantum-mechanical master equation treatment of the

dynamical Stark effect. J Phys B At Mol Phys 9:1199

9. Singh S (1983) Antibunching, sub-poissonian photon statistics and finite bandwidth effects in

resonance fluorescence. Opt Commun 44:254–258
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55. Wahl M, Rahn H-J, Röhlicke T et al (2008) Scalable time-correlated photon counting system

with multiple independent input channels. Rev Sci Instrum 79:123113

56. Ta H, Kiel A, Wahl M, Herten D-P (2010) Experimental approach to extend the range for

counting fluorescent molecules based on photon-antibunching. Phys Chem Chem Phys

12:10295–10300. doi:10.1039/c0cp00363h

57. Koberling F, Kraemer B, Buschmann V et al (2009) Recent advances in photon coincidence

measurements for photon antibunching and full correlation analysis. SPIE BiOS Biomed Opt

71850Q–71850Q-8

58. Fore S, Laurence TA, Yeh Y et al (2005) Distribution analysis of the photon correlation

spectroscopy of discrete numbers of dye molecules conjugated to DNA. IEEE J Sel Top

Quantum Electron 11:873–880

59. Chen Y, Müller JD, So PT, Gratton E (1999) The photon counting histogram in fluorescence

fluctuation spectroscopy. Biophys J 77:553–567. doi:10.1016/S0006-3495(99)76912-2

60. Tinnefeld P, Weston KD, Vosch T et al (2002) Antibunching in the emission of a single

tetrachromophoric dendritic system. J Am Chem Soc 124:14310–14311

61. Tinnefeld P, Hofkens J, Herten D-P et al (2004) Higher-excited-state photophysical pathways

in multichromophoric systems revealed by single-molecule fluorescence spectroscopy.

Chemphyschem 5:1786–1790. doi:10.1002/cphc.200400325
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FLIM Strategies for Intracellular Sensing

Fluorescence Lifetime Imaging as a Tool to Quantify

Analytes of Interest

Maria J. Ruedas-Rama, Jose M. Alvarez-Pez, Luis Crovetto,

Jose M. Paredes, and Angel Orte

Abstract Since the very early years of microscopy development, scientists have

pursued the ability to observe live cellular activity in order to probe the processes

occurring inside cells in real time. Fluorescence microscopy has become an

extraordinary tool for unraveling the myriad cellular processes and interactions

that are relevant to understanding cell physiology. The intracellular sensing of

certain analytes is of crucial importance to understanding some of these processes,

such as the relation between cellular pH and metabolic states or the roles of specific

ions in signaling pathways. However, the acquisition of quantitative information

from the interiors of cells is not a trivial challenge. Ratiometric, intensity-based

fluorescence microscopy approaches are commonly used, but they suffer from

many systematic difficulties that make them unsuitable for quantitative sensing.

Fluorescence lifetime imaging microscopy (FLIM) detects the time duration of

fluorescence emission, taking advantage of the multidimensional nature of photon

emission. FLIM-based intracellular sensing approaches, especially in the time

domain in single-photon timing (SPT) mode, overcome many of the limitations

of fluorescence-intensity methods. Herein, we review strategies for the FLIM-based

intracellular sensing of local pH, ion concentration, and biomolecular interactions.

In the first section, we demonstrate how in-depth knowledge of the photophysics of

dyes can be useful in the development of FLIM sensors. Then, we review the

growing field of nanoparticle-based FLIM sensors. Finally, the expanding detection

capabilities of FRET and the use of FLIM for the larger-scale analysis of tissues are

discussed.
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1 Intracellular FLIM in the Time Domain: Advantages

and Overall Strategies

The quantification of the intracellular levels of biologically relevant analytes has

posed a challenge in many branches of research over the years. Understanding how

cells function in important biological processes, such as metabolism, DNA repli-

cation, cell differentiation, cellular tropism, protein synthesis, or membrane

response, and the determination of structural information are active areas of

research. Furthermore, some of these processes may be strongly affected by certain

diseases. For instance, in neurodegenerative diseases, such as Alzheimer’s and

Parkinson’s, neuronal toxicity is significantly enhanced by small proteinaceous

aggregates at the cellular level [1]. Likewise, cancer tissues display important

metabolic alterations that cause distinctive changes in the concentrations of certain

metabolites [2]. Hence, the comprehension of diseases at the cellular level and their

effects on normal cell functioning is an exciting field that promises to provide novel

therapeutic tools for many of the major scientific challenges of our time.

Since the very early years of microscopy development [3], scientists have

pursued the ability to observe the processes occurring inside cells. The seminal

work by Heimstädt and Lehmann reported the use of UV light to observe

autofluorescence from bacteria and tissues with improved resolution compared

with conventional optical microscopy [4]. Not long after this milestone, the addi-

tion of fluorophores to the studied samples initiated the development of staining

techniques for tissues [5, 6], facilitated by the use of optical filters. However, it was

in the early 1940s that the development of immunofluorescence [7], i.e., antibodies

containing extrinsic fluorophores, greatly enhanced the visualization of specific and

targeted portions of the cell and created the field of intracellular sensing. From these

early days to the present era of super-resolution microscopy [8–10], fluorescence

microscopy has offered an inestimably valuable means of interrogating and inves-

tigating the dynamic cell interior.
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Intracellular fluorescence sensing can be achieved by detecting changes in any

one of the various aspects of the fluorescence emission of photons. For example, the

presence of certain analytes may cause a change in the fluorescence intensity, and

many fluorophore sensors have been developed on these grounds. However, the

use of fluorescence intensity as the analytical signal inside the cell is rather

unreliable because it is not possible to control the local probe concentration,

which can vary because of diffusion and photobleaching. This means that the signal

intensity can only be employed to gather spatial information (localization) and

cannot be used for quantification. For quantifying intracellular analytes, the most

widely accepted approach is based on ratiometric methods, which make use of

the fluorescence-intensity ratio at two (or more) different (excitation or emission)

wavelengths. These approaches provide concentration-independent signals.

There are many well-established ratiometric intracellular sensing methods, such

as Ca2+ and pH sensors [11]. However, ratiometric methods also suffer from

many complications that can lead to questionable data. A very clear example is

20,70-bis-(2-carboxyethyl)-5-(and-6)-carboxyfluorescein (BCECF), an extensively

used intracellular pH sensor [12]. The measurement of pH using BCECF requires

two different excitation sources because it involves the fluorescence ratio of signals

at two different excitation wavelengths [11]. Moreover, the pKa value of BCECF,

which defines its pH response, is highly dependent on the total ionic strength of the

medium [13]. As a result, the cellular environment can cause systematic errors in

the calibration curves, making it crucial to apply corrections that are usually

pH-dependent [14] and preventing reliable pH determination. However, because

BCECF is a relatively affordable, commercial solution, it remains in widespread

use for intracellular pH determination. In addition, ratiometric methods suffer from

an even more important systematic complication, which primarily originates from

the presence of cell autofluorescence. This autofluorescence can affect one spectral

region more strongly than others, dramatically altering the signal ratio and leading

to systematic errors in the measurements (Fig. 1). Therefore, the development of

more reliable and robust intracellular sensing methods has been a very active

research field in recent years.

A powerful alternative to ratiometric fluorescence methods is the use of fluores-

cence lifetimes for sensing. The fluorescence emission from molecules that have

been excited by a finite light pulse exhibits exponential decay kinetics, with a

lifetime typically on the order of a few nanoseconds. The fluorescence lifetime can

be experimentally measured in the frequency domain [15] or in the time domain

using the single-photon timing (SPT) methodology, to which this book is entirely

dedicated. Fluorescence lifetime imaging microscopy (FLIM) can be accomplished

by appropriately modifying a fluorescence microscope. FLIM can be performed in

the frequency domain, or in the time domain, using a gated-image intensifier or via

SPT [16, 17]; the latter method makes use of all photons that reach the detectors.

FLIM microscopy in SPT mode involves raster scanning the sample and collecting

a single fluorescence decay trace in each pixel of the image. The excitation laser is

focused at various positions on the sample in confocal mode, the pulsed laser is

directed into the specimen, and the collected fluorescence is detected using point
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detectors (such as avalanche photodiodes). Specialized hardware is used to corre-

late the arrival time of each individual photon in SPT mode (including constant

fraction discriminators, time-to-amplitude converters, delay lines, analog-to-digital

converters, etc.). Multi-wavelength FLIM [18] can be accomplished by using

different detection channels, which detect photons according to their spectral

distribution through the use of appropriate filters or wavelength-selection gratings.

Then, each individual detected photon must be tagged with multiple pieces of

information: the photon arrival time at the detector, the x–y position in the scanned

image, and the number of detection channels for multi-wavelength FLIM [18]. This

setup requires large and fast histogram memory to sort all the information carried

by each photon. Hence, the FLIM technique is inherently multidimensional because

an FLIM image comprises both intensity (total number of photons) and lifetime

information (Fig. 2). The primary advantage of FLIM is that the fluorophore’s
lifetime does not depend on the local probe concentration or the power of the

excitation source [19]. Another advantage of the FLIM technique is that it allows

time gates to be set to discriminate among photons that arrive at different times after

the excitation pulse. This capability is particularly advantageous for discriminating

photons emitted via cell autofluorescence from those emitted by fluorescent dyes,

Fig. 1 (a) The ratiometric signal of a fluorescence sensor (dash-dotted line) can be dramatically

altered by the presence of cellular autofluorescence (shaded). The sum (solid line) of both signals,
from the sensor and the cell autofluorescence, corresponds to a different sensing ratio than does the

signal from the sensor only (b). (c) The exponential decay of long-lived quantum dots (QDs)

(dash-dotted line) differs from that of the cell autofluorescence (dotted line). A time gate can be set

for the overall decay (solid line) to probe only the QD fluorescence
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which have a different, longer lifetime (Fig. 1c) [20, 21]. Thus, this discrimination

serves as a filtering tool to obtain exclusively the signal from the fluorescence

sensor and avoid interference from the cell.

Although the FLIM methodology offers distinct advantages for quantitative

biological imaging [22], it is somewhat underused in comparison with ratiometric

fluorescence imaging for intracellular sensing. Some studies that have employed

FLIM for intracellular sensing have used genetically encoded fluorescent proteins

as the sensors. For instance, Tantama and colleagues have designed an intracellular

pH sensor termed “pHRed” via the mutagenesis of the red fluorescent protein

mKeima [23]. The intracellular pH of live Neuro2A cells expressing pHRed was

manipulated to perform an intracellular calibration. The sensor demonstrated a

good pH-responsive fluorescence lifetime that changed by approximately 0.4 ns

over physiological pH values, and this response proved to be useful for intracellular

pH determination using two-photon excitation FLIM. Organic fluorophores can

also be directly employed as intracellular FLIM sensors. Intracellular calcium is an

important analyte that is involved in many cellular processes. Sagolla and col-

leagues have employed Oregon Green Bapta-1 for the intracellular determination of

Ca2+ ions using FLIM [24]. Intracellular pH sensing via time-domain FLIM has

Fig. 2 Example of a

multidimensional FLIM

image. The image

comprises both total

intensity information (upper
panel) and lifetime

information (bottom panel)
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also been achieved using organic fluorophores, such as SNAFL-1 [25] or BCECF

[26], although a greater number of studies have focused on frequency-domain

FLIM [27, 28]. FLIM also allows the measurement of other properties beyond

ion concentration; for instance, Kuimova and colleagues have developed a versatile

sensor for the measurement of intracellular microviscosity based on the fluores-

cence lifetime of a meso-modified BODIPY fluorophore [29]. The fluorescence

lifetime of the dye changed as a function of the medium viscosity in methanol/

glycerol solutions. The authors then used the fluorescence lifetimes obtained from

the intracellular FLIM images of SK-OV-3 cells incubated with the fluorophore to

determine the intracellular viscosity by interpolating from a calibration performed

in solution. However, although this approach may seem satisfactory, to provide an

accurate estimation, the fluorescence lifetime of the dye must remain unaltered by

other elements inside the cell that may cause additional quenching relaxation, and

the contribution to the overall fluorescence decay of the intracellular

autofluorescence should be taken into account. Otherwise, the FLIM readout may

exhibit systematic errors, making the calibration plot useless. In fact, the authors

found a difference of more than 40% between the intracellular viscosity estimated

via FLIM and that estimated via fluorescence anisotropy. This difference may have

arisen from the effects mentioned above. This approach has also been employed to

measure the microviscosity inside bacteria [30]. A similar concept has been

employed by van Manen and colleagues, who developed a method of determining

the intracellular refractive index using the lifetime of a green fluorescent protein

(GFP) [31]. Other approaches have used FLIM to increase contrast and localize

various structures within live cells. For instance, Pyronin Y is a FLIM biosensor

that allows the imaging of double-stranded RNA [32], and the dye o-BMVC has

been employed to image G-quadruplexes in live cells [33]. Other processes can be

followed inside living cells by means of FLIM, such as the active transport of

important substances. As an example, Bochaway and colleagues have used

two-photon excitation for FLIM microscopy to follow the cellular-uptake kinetics

of the neurotransmitter serotonin and 5-hydroxytriptophan [34]. The fluorescence

lifetime of NADH has been reported as the basis of a noninvasive FLIM method for

the detection of cell apoptosis [35]. The levels of O2 in cells and tissues have also

been probed using the quenching of long-lifetime fluorescence and phosphores-

cence, typically through time-gated FLIM [36–39].

Aside from the few examples just mentioned, in this chapter, we will focus on

the use of FLIM for intracellular sensing from various perspectives. In the first

section, we will demonstrate how in-depth knowledge of the photophysics of dyes

can be useful for the development of FLIM sensors. Then, we will review the

growing field of intracellular FLIM nanosensors (nanoparticle-based sensors).

Later, the expanding sensing capabilities of FRET and the use of FLIM for the

larger-scale study of tissues will be discussed.
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2 Intracellular FLIM Phosphate Sensing Based

on an Excited-State Proton-Transfer Reaction

The recognition and sensing of phosphate ions is a popular research topic. Phos-

phate anions play important roles in signal transduction and energy storage in

biological systems. Phosphate is also involved in bone mineralization. Inside the

osteoblast, phosphate functions as an important constituent of bone minerals and as

an important signaling molecule. An increase in intracellular phosphate triggers a

series of cellular and molecular changes that prepare the cell and the extracellular

matrix to enter a mineralization-competent state [40]. In this section, we describe,

as an example, the development of a FLIM methodology for quantifying the total

intracellular phosphate concentration. This FLIM methodology is based on a

specific excited-state proton-transfer (ESPT) reaction that xanthene derivatives

undergo and that is promoted by phosphate ions (at near-physiological pH, the

prototropic phosphate species that are present are H2PO4
- and HPO4

2-). These ESPT

reactions in xanthenic fluorophores provide a unique basis for the real-time sensing

of the concentrations of phosphate anions inside living cells through the use

of FLIM.

Since the pioneering works of Förster [41] and Weller [42], the study of ESPT

reactions has been reviewed multiple times. However, most of these reviews have

focused on photoacids (or photobases) to describe dyes that may undergo reversible

ESPT processes in aqueous solution [43, 44], and very few have considered the

need for a suitable proton donor/acceptor for the reaction to progress. The

phosphate-mediated ESPT reaction of fluorescein has been demonstrated in two

pioneering papers. It was shown that at near-neutral pH and in the presence of 1 M

phosphate buffer, which acts as a suitable proton donor and acceptor, the proton-

transfer reaction between two prototropic forms (monoanion and dianion) of fluo-

rescein proceeds very efficiently in the excited state, and their fluorescence decays

become coupled. However, at low buffer concentrations (5 mM phosphate buffer or

less), the excited monoanion and dianion are not coupled via ESPT and thus decay

independently of each other [45, 46]. The study of ESPT reactions between the

mono- and dianion of fluorescein is challenging because the pKa values in the

excited and ground states are very similar and because of the strong spectral overlap

of the absorption and emission spectra of the two anionic forms. Therefore, the full

characterization of the ESPT reaction requires the use of advanced methods of

analysis. The method of choice is Global Compartment Analysis (GCA), which

allows the determination of the rate constants of the full ESPT kinetic scheme

(Fig. 3) and the associated absorption and emission spectral parameters [47] and

permits the establishment of a rational design for the experimental conditions to

ensure full characterization of the kinetic system [48]. Once the entire set of rate

constants is known, the model equations permit the prediction of the two fluores-

cence decay times as a function of the pH and total buffer concentration and the

comparison of these predicted values with the experimental values. Indeed, the two

fluorescence decay times that arise from the phosphate-mediated ESPT reaction are
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sensitive to the total phosphate concentration at a given pH [47, 48]. The ESPT

reaction described for fluorescein is also characteristic of other fluorescein deriva-

tives, such as BCECF and Oregon Green 488 [13, 49, 50]. Nevertheless, at near-

neutral pH, only phosphate buffer is capable of accelerating the ESPT reaction

sufficiently to make it competitive with the fluorescence emission. In turn, other

buffers, such as Tris or HEPES, do not promote the ESPT reaction at typical

experimental concentrations [51, 52]. This feature of phosphate buffer serves as

the basis for fluorescence-lifetime-based phosphate quantification.

Nevertheless, the fluorescence decays of fluorescein and its aforementioned

derivatives in the presence of the ESPT reaction are bi-exponential. This feature

is not desirable for the design of a FLIM sensor because it complicates the analysis

and interpretation of the results. A good sensor dye for FLIM should exhibit

monoexponential fluorescence decay with a decay time that is dependent on the

experimental parameter of interest. In this regard, the works by Urano and col-

leagues that describe the synthesis of new fluorescein derivatives, called Tokyo

Green (TG) dyes, are of considerable importance. In this family of dyes, methyl or

methoxy groups are introduced into the benzene moiety (one of them replacing the

carboxylic group and the other at position 4 or 5) [53]. Among TG derivatives,

9-[1-(2-methoxy-5-methylphenyl)]-6-hydroxy-3H-xanthen-3-one (2-OMe-5-Me

Fig. 3 The kinetic scheme of the buffer-mediated ESPT reaction. Species 1 and 2 are the mono-

and dianionic forms, respectively, of fluorescein at near-physiological pH. Photoexcitation creates

the excited-state species 1* and 2*, which can decay via fluorescence (F) and non-radiative

(NR) processes. The composite rate constants for these processes are denoted by k01 (¼kF1 + kNR1)
and k02 (¼kF2 + kNR2). k12 and k21 represent the excited-state deprotonation and protonation rate

constants, respectively. At near-neutral pH, [H+] is so small that the protonation rate k12 is usually
neglected. The buffer acid and base species are denoted by HR and R, respectively, and may act as

suitable proton donors/acceptors for the buffer-mediated excited-state protonation (k12
B) and

deprotonation (k21
B)
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TG) and 9-[1-(2-methyl-4-methoxyphenyl)]-6-hydroxy-3H-xanthen-3-one

(2-Me-4-OMe TG) are the most interesting for the purposes discussed here because

their anionic forms are fluorescent states with high quantum yields and lifetimes of

approximately 4 ns, whereas the neutral forms are only slightly fluorescent, with

low quantum yields and short lifetimes of less than one nanosecond [54, 55]. More

interestingly, these two dyes undergo a characteristic ESPT reaction in which the

fluorescence from the prototropic forms exhibits a phosphate-sensitive decay time

on the order of nanoseconds, whereas the other decay times are on the order of

sub-nanoseconds [54, 55]. In fact, the “on/off” character of 2-Me-4-OMe TG has

allowed its phosphate-buffer-mediated proton-transfer reaction in the ground state

to be studied by means of both fluorescence correlation spectroscopy (FCS) and

fluorescence lifetime correlation spectroscopy (FLCS). Interestingly, the rate con-

stants thus obtained were similar to those previously determined for the phosphate-

buffer-mediated ESPT reaction of the same dye using bulk fluorescence techniques

[51]. These results support the uniformity of the process in the ground and excited

states and the need for an adequate buffer species to promote the excited-state

reactions [52]. Thus, it was concluded that the ESPT reaction is only promoted

when a sufficiently high concentration of a suitable buffer makes the reaction occur

sufficiently rapidly to compete with radiative decay; thus, the proton transfer can

occur within the lifetime of the excited state. 2-Me-4-OMe TG exhibits a long,

phosphate-dependent decay time at both the ensemble and single-molecule levels.

These decay times are extraordinarily well predicted by the theoretical equations of

the kinetic model and the rate constants estimated using GCA [55]. The correspon-

dence of the simulated curve with the decay times obtained using two different

fluorescence methodologies and the sensitivity to the phosphate-buffer concentra-

tion establish 2-Me-4-OMe TG as an appropriate dye for probing the concentration

of phosphate anions at physiological pH.

In this context, 2-Me-4-OMe TG has been employed to develop a FLIM-based

intracellular phosphate sensor using the ESPT reaction as the sensing mechanism

[56]. The dye was tested in cells permeabilized with α-toxin, which generates 1.5-

nm membrane pores that permit the diffusion of low-molecular-weight compounds,

including both 2-Me-4-OMe TG and phosphate anions, without the loss of cytosolic

proteins or high-molecular-weight compounds [57]. Two cell lines were used: wild-

type Chinese hamster ovary (CHO-k1) cells that lacked a phosphate-transport

system and MC3T3-E1 preosteoblast cells, a well-established model for osteoblast

differentiation [58]. The decay time of 2-Me-4-OMe TG recovered from the FLIM

images was sensitive to the total phosphate concentration in the permeabilized cells

(Fig. 4a). Interestingly, the dependence of this decay time could also be predicted

using the ESPT rate constants obtained via GCA (solid line in Fig. 4a). The

theoretical and experimental values displayed excellent agreement, which allowed

the phosphate concentration inside the cell to be calculated with remarkable

accuracy. Similar results were obtained for both types of permeabilized cells

(CHO-k1 and MC3T3-E1 preosteoblast). This finding indicates that the decay

time of 2-Me-4-OMe TG dye is sensitive to the presence of phosphate inside the

cell regardless of the cell type.
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Once it had been demonstrated that 2-Me-4-OMe TG could be used to quantify

the intracellular concentration of phosphate, this FLIM sensor was employed to

detect active phosphate transport in a biologically relevant process. The time

evolution of intracellular phosphate intake from the extracellular medium was

examined using the MC3T3-E1 cell line, in which the expression of specific

phosphate transporters is induced at the onset of the differentiation process

Fig. 4 (a) FLIM images of 2-Me-4-OMe TG dye in osteoblast cells treated with α-toxin in PBS

medium at various phosphate concentrations. The plot illustrates the decrease in τ determined from

the FLIM images. (b) FLIM images of 2-Me-4-OMe TG dye in MC3T3-E1 preosteoblast cells in

PBS medium at various differentiation times. The plot illustrates the changes in the decay times

determined from the images (black) and the extracellular levels of alkaline phosphatase (blue)
during the differentiation of MC3T3-E1 cells. Reprinted and adapted with permission from

Paredes et al. [56]. Copyright © 2013 American Chemical Society
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[59]. The FLIM images of 2-Me-4-OMe TG in the MC3T3-E1 cells at several

stages of differentiation (Fig. 4b) demonstrated a clear decrease in the decay time of

the fluorophore as the cellular differentiation of the preosteoblast line proceeded

[56]. These results reflect the active transport of phosphate anions through the

cellular membrane of the osteoblasts and the subsequent phosphate accumulation

inside the cell. The recovered decay times allowed the apparent first-order kinetic

rate constant of the active phosphate intake process to be determined to be

(3.1� 0.7)� 10-5 s-1. The increase in the intracellular concentration of phosphate

anions was corroborated by the correlated enhancement of the extracellular levels

of the membrane-bound enzyme alkaline phosphatase (circles in Fig. 4b), an

enzyme that peaks during the differentiation ofMC3T3-E1 cells [40, 58]. Moreover,

when the same methodology was applied using non-permeabilized CHO-k1 cells,

which lack a phosphate-transport system, the FLIM images of 2-Me-4-OMe TG

demonstrated that the decay time of the dye was unaffected, as indicated by a

constant and negligible intracellular phosphate concentration [56].

Following the development of this ESPT-based FLIM sensor, further studies are

underway to increase the sensitivity of the method. In a recent study, 9-alkyl

xanthenones with different aliphatic pendant groups have been prepared

[60]. Remarkably, they retained fluorescent properties similar to those of fluores-

cein, including the characteristic phosphate-mediated ESPT reaction. This work

demonstrated that the presence of an aryl group at the xanthenic C-9 is not required

for high fluorescence quantum yields, broadening the possibilities for the develop-

ment of novel fluorescent sensors with FLIM capabilities. As an example,

6-hydroxy-9-isopropyl-3H-xanthen-3-one has been investigated in living cells

and found to exhibit good permeability and efficient accumulation inside the

cytosol [60].

3 Intracellular FLIM Nanoparticle Sensors

Over the past decade, a major focus of research has been the development of

nanosensors based on fluorescent nanoparticles (NPs). Usually, fluorescent NPs

exhibit unique chemical and optical properties, such as brighter fluorescence,

higher photostability, and higher biocompatibility compared to classical, organic

fluorescent dyes. Moreover, their high surface-to-volume ratio provides a versatile

synthetic platform for the implementation of various sensing schemes. Neverthe-

less, the use of FLIM with fluorescent NPs has not yet been thoroughly exploited.

There exist only a few reports of the use of carbon NPs with FLIM techniques; these

studies have mainly used FLIM to generate contrast for the detection of particles in

intracellular media [61, 62] rather than for actual sensing purposes. In another

study, FLIM has been employed for the detection of the intracellular interaction

between gold NPs and the dye DAPI. These interactions were detected via the

decrease in the fluorescence lifetime of DAPI caused by energy transfer

[63]. Recently, FLIM has also been combined with polymer NPs acting as a
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fluorescent polymeric thermometer. By examining the temperature-sensitive fluo-

rescence lifetime of these polymeric NPs, the intracellular temperature was

mapped. This approach also allowed the relations between the temperature and

certain organelle functions to be studied [64].

Among all fluorescent NPs, semiconductor quantum dots (QDs) may exhibit the

most unique photoluminescence-lifetime properties compared to organic

fluorophores. In general, organic dyes exhibit monoexponential decay kinetics,

which makes their identification based on fluorescence lifetimes rather straightfor-

ward. However, their fluorescence lifetimes are typically between 1 and 5 ns, which

is too short for their effective temporal discrimination from short-lived fluorescence

interference and scattered excitation light [65]. Although QDs exhibit

multiexponential fluorescence decay [66], the average lifetime of QDs is signifi-

cantly longer than the autofluorescence-decay time scale of cells (1–2 ns) and the

fluorescence lifetimes of most conventional dyes but is sufficient to maintain a

high-rate photon stream [65]. Therefore, these features mean that QDs are ideal

intracellular probes for use in FLIM and have considerable potential for spectrally

multiplexed, time-gated cellular detection with enhanced selectivity and sensitivity.

In 2001, Dahan et al. reported the first use of FLIM with QD nanoparticles for the

imaging of fixed cells [67]. They demonstrated that QDs could enhance the contrast

and sensitivity of fluorescence biological imaging through the significant and

selective reduction of the contribution of autofluorescence to the overall image.

In another study, FLIM was employed with QDs for the detection of DNA hybrid-

ization events in DNA microarray spots [68]. Later, some examples of the use of

FLIM to detect energy transfer from QDs to energy acceptors were reported, such

as the use of hybrid NPs of valerite coated with QDs with TdTomato proteins

bonded on the surface [69] or Tat-conjugated PEGylated QDs and a phthalocyanine

photosensitizer [70]. However, for all these systems, the detection of the target

molecules was reported, but not their quantification.

The primary advantages of the combination of FLIM with QDs emerge when

these NPs are employed for intracellular sensing purposes. For instance,

mercaptopropionic-acid-capped QD nanoparticles (QD-MPAs) exhibit long decay

times that are easily distinguishable from intrinsic cell autofluorescence. This

feature could improve the sensitivity and selectivity of sensing applications.

Thus, QD-MPAs can serve as a suitable lifetime-based pH sensor in time-resolved

fluorimetry [71] because their average photoluminescence lifetime is enhanced as

the pH of the environment increases because of changes in the protonation degree

of the carboxylic acid on the QD surfaces [72]. This pH sensitivity was first

measured using QD-MPAs in buffered solutions and solutions that mimicked the

intracellular environment at various pH values [71, 73]. Moreover, the quantifica-

tion of the pH value was also achieved by analyzing FLIM images of QD-MPAs

suspended in buffered solutions and deposited on the surface of a glass microscope

slide [20]. Analysis of the FLIM images indicated that the QD-MPAs exhibited

multiexponential decay kinetics, and the calibration plot obtained from these

buffered suspensions was in good agreement with the one obtained previously in

bulk aqueous solutions [71]. As a preliminary step before using the nanosensors for
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FLIM inside cells, an appropriate calibration must be performed using solutions

that mimic the cellular cytoplasm, including by the presence of salts, proteins, and

other crowding agents, as the intracellular environment may alter the response of

the nanosensors [20]. For instance, the FLIM calibration of the QD-MPA pH

nanosensors resulted in the frequency histograms presented in Fig. 5a. The arith-

metic mean of the average lifetimes in the pixels of interest provided the calibration

plot, with a linear response range from pH 6 to 7.5 (Fig. 5a). The average lifetime of

the nanosensors increased from 8.7� 0.3 ns (at pH< 5) to 15.4� 0.2 ns (at pH> 9),

representing a much higher sensitivity than other types of fluorescent dyes used in

FLIM [74, 29], including other fluorescent pH probes [23, 26], for which the

changes in lifetime are sometimes as small as one-hundredth of a nanosecond.

These QD-MPA nanosensors were employed to detect changes in the intracellular

pH of various types of cells [20]. MC3T3-E1 and CHO-k1 cells were incubated

with QD-MPA solutions, and the cells internalized the nanoparticles via cellular

endocytosis. In the absence of QDs, the cells displayed minimal emission and an

even distribution of autofluorescence lifetimes across the entire cell, with lifetimes

ranging from 1.5 to 2.4 ns. The FLIM images of the cells after the uptake of the

QD-MPAs exhibited a strong contrast between the QD lifetimes and those attrib-

utable to autofluorescence. The facile discrimination between the signal from the

sensor and the intrinsic fluorescence of the cells is one of the greatest advantages of

the combination of QDs with FLIM because it enhances the signal-to-background

ratio. The usefulness of QD-MPA nanoparticles for intracellular pH sensing was

evaluated by changing the pH of the cell medium from 4.7 to 8.2 by exposing the

cells to the ionophore nigericin, which equilibrates the concentrations of H+ and K+

along the cellular membrane and causes the intracellular pH to become approxi-

mately equal to the extracellular value. Figure 5b illustrates the changes in the

fluorescence lifetimes of the QD-MPAs in the cytoplasm of CHO-k1 cells treated

with nigericin in buffered extracellular media at various pH values. The fluores-

cence decays of the QD-MPAs in the cellular cytoplasm still displayed

multiexponential kinetics, and the PL lifetime distributions obtained from the pixels

in which QD emission was detected demonstrated an excellent pH response

(Fig. 5b). Therefore, this system permits the quantification of intracellular pH and

should allow the monitoring of changes in pH within the cellular cytoplasm during

important cellular processes.

Interestingly, it might be possible to extend this FLIM methodology, in which

sensitive QD-based nanosensors are used intracellularly, to the determination of a

wide range of molecules with high biological impact inside cells by applying

appropriate modifications and tailoring the design of the nanosensor.
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Fig. 5 (a) FLIM images, examples of photoluminescence-lifetime histograms, and pH response

plot obtained from FLIM images of QD-MPAs suspended in solutions mimicking the intracellular

environment at various pH values. (b) FLIM images and recovered lifetime histograms of

QD-MPAs in the cytoplasm of CHO-k1 cells after incubation with nigericin in buffers at various

pH values. The scale bars (white lines) represent 10 μm. Reprinted and adapted with permission

from Orte et al. [20]. Copyright © 2013 American Chemical Society
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4 Sensing via FLIM-FRET

One of the most commonly employed methods of probing bimolecular interactions

at the cellular level is Fluorescence Resonance Energy Transfer (FRET). In this

phenomenon, the excitation energy of a donor fluorophore is transferred

non-radiatively to an acceptor molecule through Coulombic dipole-dipole cou-

pling. As a consequence, the donor fluorophore undergoes a decrease in

fluorescence-emission intensity, quantum yield, and fluorescence lifetime, and

provided the acceptor is a fluorophore, the excited acceptor may subsequently

relax by emitting fluorescence. The efficiency of this energy transfer is highly,

although not solely, dependent on the separation distance between the donor and

acceptor dyes. This phenomenon, first described by Theodore Förster and later

demonstrated experimentally by Wilchek [75] and Stryer and Haugland [76, 77],

has been largely employed to study distance-dependent biomolecular interactions,

conformational dynamics, and structural information. The use of FRET has also

undergone an interesting renaissance with the development of single-molecule

fluorescence methodologies, which permit the FRET process to be visualized in

individual molecules [78–81].

As mentioned above, the fluorescence lifetime of the donor dye decreases when

effective FRET occurs. Indeed, the donor lifetime in the absence of the acceptor

(τD) is given by Eq. (1).

τD ¼ 1= kF þ kNRð Þ; ð1Þ

where kF is the rate constant of fluorescence emission and kNR is the sum of all rate

constants of the non-radiative deactivation processes. However, when there is

effective FRET in the presence of an energy acceptor, the donor fluorescence

lifetime (τDA) is given by Eq. (2).

τDA ¼ 1= kF þ kNR þ kFRETð Þ; ð2Þ

where kFRET is the rate constant of the FRET process. Therefore, the fluorescence

lifetime is reduced depending on the relative value of kFRET. In fact, the efficiency

of the energy transfer (E) can be obtained using Eq. (3).

E ¼ 1� τDA=τD: ð3Þ

Therefore, the reduced fluorescence lifetime of the donor dye can provide a basis

for the development of FLIM strategies. In this section, we review intracellular

sensing strategies based on FRET.

Perhaps the most exploited capability of FRET in intracellular FLIM lies in the

detection of biomolecular interactions, such as protein–protein or protein–nucleic-

acid interactions. Experiments of this type have yielded major breakthroughs in the

understanding of many cellular processes, both structurally and physiologically.
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The literature is broad, with many excellent studies employing FLIM-FRET to

understand molecular interactions at the cellular level. Excellent reviews [16, 22,

82–84] and descriptions of experimental protocols [85, 86] have also previously

summarized some of the most important works in the field. However, strictly

speaking, these studies are not related to the topic of sensing itself, so we will

mention only a few interesting examples as a preview of the capabilities of FLIM-

FRET in the time-domain. Some of these research programs have studied the homo-

or hetero-oligomerization of important receptors, transcription factors, or kinases

that regulate cell signaling pathways [85–91]; the structural interactions of mem-

brane proteins [92–94], membrane lipids [95], and actin-like proteins in bacteria

[96]; viral infectivity factors [97, 98]; and protein aggregation [99, 100]. As an

example, in an interesting study, Jose and colleagues investigated the structural

arrangement of the active zones of presynaptic plasma membranes to better under-

stand the membrane trafficking of neurotransmitter release [93]. In another work

related to neurodegenerative diseases, Berezovska and colleagues described the

intracellular interaction between the amyloid precursor protein (APP) and preselin,

a protein involved in the functioning of γ-secretase, through which the β-amyloid

peptide is cleaved from APP [99]. Importantly, mutations of the preselin gene are

related to early onset autosomal dominant Alzheimer’s disease. FLIM images

revealed the close proximity of APP and preselin, especially in regions near the

cell membrane, and demonstrated that this interaction is not prevented by mutations

of preselin or by the presence of γ-secretase inhibitors. The effect of prion aggre-

gation on the membranes of neuroblastoma cells was also studied by Tavares and

colleagues [101] using FLIM-FRET to investigate prion domains fused to fluores-

cent donor and acceptor proteins. The authors found supporting evidence for the

initial aggregation of prions in the cell membrane, which could trigger the infec-

tivity of prion diseases.

With regard to intracellular sensing, fused donor–acceptor fluorescent proteins

(FPs) represent a well-known family of FLIM-FRET sensors. Genetically encoded

proteins that include two FP domains, one acting as the energy donor and the other

as the acceptor, represent a clear example of systems in which intramolecular FRET

is easily discernible. The sensed analyte should cause a change in the FRET

process, such as a change in the donor–acceptor distance or a change in the

fluorescence emission of one of the domains. For example, Esposito and colleagues

have designed a family of fluorescent proteins that exhibit FRET for the determi-

nation of intracellular pH using FLIM [102]. As another example, Clomeleon is a

chloride-ion sensor that is composed of a cyan fluorescent protein (CFP) domain

and a yellow fluorescent protein (YFP) subunit. The differential effect of Cl- ions on

the two FP chromophores modulates the FRET efficiency. Jose and colleagues have

employed this sensor in FLIM microscopy to study various stages of neuronal

development [103]. Another typical example of genetically encoded sensors is

Cameleon Ca2+ sensors, which are composed of a fused FRET pair of fluorescent

proteins and a Ca2+ binding domain. Ca2+ binding induces a conformational change

and causes changes in the efficiency of FRET from the donor to the acceptor

[11, 104]. Laine and colleagues have recently tested the performance of some of
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these Ca2+ sensors in FLIM-FRET, analyzing issues related to the donor

fluorophore [105]. Novel FRET-based genetically encoded chloride [106, 107]

and calcium probes [108] are being designed every year. For instance, the

SuperClomeleon probe is an improved Cl- FRET-based sensor that was designed

using cell-free, automated protein-engineering techniques [107]. The introduction

of controlled mutations led to improvements in the fluorescence properties and

halide affinity of the sensor. However, all these novel FRET biosensors have been

tested primarily in ratiometric fluorescence-intensity microscopy; it will therefore

be interesting to test their performance in FLIM-FRET applications.

A common strategy for the design of FRET-based biosensors, such as those

discussed above, employs a linker that undergoes a conformational change upon

binding of the target analyte. Using this approach, Caron and colleagues have

developed a FRET biosensor for time-domain FLIM-FRET to probe the subcellular

localization and conformational changes of transglutaminase type 2, an enzyme that

becomes hyperactive in Huntington’s disease [109], inside live cells [110]. Simi-

larly, Harvey and colleagues have developed a genetically encoded, FLIM-FRET-

based sensor for ERK activity (the extracellular signal-regulated kinase activity

reporter, EKAR) [111]. ERK activation in HEK293 cells upon epidermal-growth-

factor stimulation was found to cause changes in the fluorescence lifetime of the

sensor. This technique has also been used in dendrites and in the nuclei of hippo-

campal pyramidal neurons in brain slices after theta-burst stimuli or trains of back-

propagating action potentials. Nevertheless, a drawback of this sensor is its very

low sensitivity; the maximum change in the fluorescence lifetime is approximately

0.06 ns. Other biosensors make use of two different chains, one fused to the donor

FP and the other to the acceptor FP. Based on this concept, Oliveira and Yasuda

have recently improved the biosensors that are available for the detection of Ras

GTPase [112, 113]. In the design of FRET-based biosensors, the use of a

nonfluorescent acceptor may constitute an advantage for FLIM-FRET because

contributions from the acceptor emission caused by direct excitation are eliminated.

This possibility has been explored by Ganesan and colleagues, who have reported

the detection of intracellular ubiquitination using a GFP-labeled ubiquitination

substrate and ubiquitin fused to a nonfluorescent variant of YFP [114]. Murakoshi

and colleagues have also improved and applied non-radiative YFP variants to probe

filamentous actin monomers in spines and dendrites using FLIM-FRET [115].

The use of fused donor–acceptor fluorescent-protein constructs is one of the

most common strategies for testing and proving the performance of novel FLIM

instruments and technical advances. CFP–YFP fusion constructs have been fre-

quently employed to improve FLIM systems in SPT mode, without the necessity of

time gating [116–118], for multi-wavelength FLIM systems [18, 116, 119] and

two-photon FLIM-FRET instruments [120]. The decrease in donor lifetime caused

by energy transfer provides a simple means of validating the capabilities of a FLIM

instrument.

Although the localization and probing of biomolecular interactions via FLIM-

FRET is quite well established, few examples of actual quantitative intracellular

sensors exist. Improved analysis methods may assist in harnessing FLIM-FRET
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capabilities for quantitative sensing. For instance, global analysis approaches

[121, 122] increase the statistical significance of single-pixel decay fittings,

although some methodological precautions must be taken into account [123]. The

development of faster, less computation-intensive algorithms for analysis is also

improving the applications of global analysis [124]. One example is the use of the

acceptor’s rise time as complementary information in global analysis to permit

more accurate determination of the FRET efficiency [125]. With these develop-

ments and others that will be discussed in the final section of this chapter, FLIM-

FRET approaches to quantitative intracellular sensing should undergo fascinating

development in the near future.

5 FLIM Sensing in Tissues

The FLIM technique has also been used to characterize the physical and chemical

changes that occur in tissues. Light-based diagnostic systems are of interest because

they are minimally invasive and can be easily applied to any part of the human body

that can be reached by light, directly or by means of an endoscope [126]. The

nondestructive and noninvasive character of this technique permits continuous,

long-term probing of specimens [127]. The underlying physical basis for this

fluorescence approach is the influence of both the chemical composition and

cellular structure of tissues on fluorescence decay times, and it offers the additional

advantages of high specificity and minimal sensitivity to fluorescence-intensity

artifacts [128]. It may be implemented in scanning confocal or multiphoton micro-

scopes as well as in wide-field microscopes and endoscopes. In general, studies of

basic physiological processes and cancer diagnoses have been the focus of major

efforts using the FLIM methodology, including the search for cancer biomarkers,

the evaluation of the histological architecture of cancer tissue, and the differentia-

tion of tumor tissue from normal tissue.

Most FLIM studies in tissues have been performed by measuring the

autofluorescence signal of the intrinsic fluorophores present in biological tissues,

such as tryptophan, tyrosine, phenylalanine, collagen, elastine, and NAD(P)H,

because these substances reflect the redox status of tissues [129, 130]. Thus,

FLIM images of tissue autofluorescence reveal the intrinsic contrast among differ-

ent types and states of cells within the tissue, thereby providing noninvasive

functional/diagnostic imaging modalities. Indeed, alterations in cell metabolism

result in abnormal concentrations of NAD(P)H, and therefore, images of NAD(P)H

autofluorescence can be used to differentiate cancerous from noncancerous tissues.

As an example, time-resolved fluorescence studies of human lung cancer cells and

bronchiolar epithelial cells have consistently demonstrated that the average lifetime

of NADH is lower in metastatic cells than in non-metastatic cells. Nevertheless, the

resolution of free and bound NAD(P)H represents a challenge for the FLIM

methodology because the decay times are on the sub-nanosecond timescale

[131, 132]. Autofluorescence at excitation wavelengths above 400 nm can produce

208 M.J. Ruedas-Rama et al.



FLIM contrast from unstained bulk tissues [133]. Papour et al. have reported an

autofluorescence lifetime wide-field imaging system that generated high contrast

between the structures of normal and malignant brain-tissue samples with rapid

imaging rates and processing times [134]. Using tryptophan fluorescence as a

reference, the ratio of the NADH signal to the tryptophan signal has been used to

differentiate normal cells from cancer cells by means of a two-photon

autofluorescence lifetime imaging system that excites the two fluorophores simul-

taneously [135]. FLIM has also been used to analyze various fluorescent hair

components. Ehlers and colleagues have used multiphoton imaging to generate

4D images from the fluorescent structures of hair with submicron spatial resolution

and temporal resolution in the picosecond range. This technique allows the intrinsic

and artificial components of hair to be analyzed without destroying the sample

[136]. Recently, Nie et al. have developed a FLIM instrument that is capable of

providing multidimensional information—in space, spectrum, and time—of intrin-

sic and extrinsic fluorophores; this instrument is valuable for use in biological tissue

research and as an optical biopsy tool [137]. Multiphoton laser tomography com-

bined with FLIM from intrinsic fluorophores can facilitate the characterization of

melanoma from both a morphological and a quantitative point of view, enabling

improvements in diagnostic accuracy (Fig. 6) [138].

The measurement of autofluorescence is not the only strategy for FLIM studies

in tissues. Extrinsic fluorophores have also been employed as fluorescent markers to

increase the specificity for tumor detection. In this case, information is obtained

from the changes in the fluorescent properties of the marker when it interacts with

various components of the tissues or from its selective location in certain compo-

nents of the tissues [139]. Genetically encoded fluorescent indicators, such as the

circularly permuted YFP (cpYFP) integrated into a domain of the H2O2 sensing

protein OxyR [140, 141], have been developed to detect reactive oxygen species,

allowing the monitoring of dynamic events in cells and organisms. Much attention

has also been directed toward photosensitizers developed to treat tumors through

photodynamic therapy [142], as these substances accumulate in cancerous tissues

with high selectivity. As an example, Protorphyrin IX has been used to differentiate

benign lesions from basal-cell carcinomas [143]. Because the FLIM of skin

autofluorescence can also provide useful contrast between malignant skin carcino-

mas and surrounding unaffected skin [144], the combination of FLIM using extrin-

sic and intrinsic fluorescence could offer a superior method of tumor detection.

FLIM sensing strategies have proven to be useful in monitoring physiological

processes in tissues. For instance, the chloride efflux in olfactory dendrites associ-

ated with signal transduction has been measured using FLIM with multiphoton

excitation [145]. The authors employed the dynamic quenching of 6-methoxy-

quinolyl acetoethyl ester caused by chloride ions to probe the chloride concentra-

tion in the olfactory epithelium. The uptake of Cu2+ ions by plant tissues has also

been studied through FLIM imaging by measuring the dynamic quenching of GFP

fluorescence caused by the cation [146].
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Fig. 6 FLIM imaging of

melanoma at various

depths, showing irregularly

distributed, atypical short-

lifetime cells (ASLCs) in

the upper melanoma layers.

The ASLCs are more

prolific and more

aggregated in the deeper

melanoma layers. Reprinted

from Seidenari et al. [138]

under the terms of the

Creative Commons

Attribution License.

Copyright © 2013 Seidenari

et al.
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The primary requirement for FLIM in live tissue is rapid acquisition, in the range

of tens or hundreds of milliseconds. As the key technological components become

simpler, a number of different commercially available implementations adapted for

specific applications will emerge, and time-resolved fluorescence imaging will

become much more widespread.

6 Conclusions and Outlook

FLIM microscopy is increasing in importance for biological applications and

intracellular sensing. Although FLIM requires specialized instrumentation and

trained operators, the advantages that FLIM offers for sensing compensate for its

increased complexity. In this chapter, we have provided a brief introduction to

certain examples of intracellular FLIM sensing, such as the use of fluorescein

derivatives to develop phosphate sensors based on ESPT reactions, the use of

intracellular pH-sensitive quantum dots, the advantages of FLIM-FRET over con-

ventional ratiometric FRET, and the use of FLIM in tissue diagnostics. Neverthe-

less, significant room remains for novel developments that may further enhance the

importance of FLIM in the biological and biomedical research fields (Fig. 7). For

instance, many technical improvements may be obtained through the development

of faster excitation laser sources [147] and detectors with narrower instrument

response profiles but good sensitivity across the visible spectrum [148] and less

temporal drift in the count rate [149]. One of the drawbacks of time-domain FLIM

is the image acquisition time. To collect a sufficient number of photons per pixel to

constitute adequate statistics for fitting, the dwell time and the total scanning time

Fig. 7 Potential fields of

development for

quantitative intracellular

FLIM sensing
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must be sufficiently long. Through the maximum-likelihood estimator, the param-

eters of a single-exponential decay can be accurately determined using approxi-

mately 100 photons [150, 151], although many more photons are required for

double- or triple-exponential decays. This means that the collection of a FLIM

image may take up to several minutes. An interesting approach that permits the

acquisition time to be decreased is wide-field FLIM microscopy, in which a CCD

camera is employed for collection across the full field of view. However, in this

case, the response time of the detector is an even more critical issue. These

multidimensional camera detectors must be sufficiently fast to process spatial and

temporal information at very high rates, and engineering efforts in this direction are

currently ongoing. Multi-channel devices with 1-ns time resolution are already

available [152] and are capable of collecting photons from single molecules and

extracting lifetime information in a wide-field configuration [153, 154]. The com-

bination of spectral imaging and FLIM (multispectral FLIM) is also an interesting

approach to expanding the multi-dimensionality of microscopy and obtaining as

much knowledge as possible regarding cellular systems. For instance, a detection

unit for correlated fluorescence lifetime imaging and spectral imaging (SLiM) has

been developed based on a novel combination of a spectrograph and a multi-

channel photomultiplier head [155]. Using a supercontinuum excitation source,

Owen and colleagues have developed a hyperspectral FLIM technique that rapidly

extracts lifetimes and spectral excitation and emission information [156]. A number

of other instrumental and technical improvements [157, 158], such as the optimi-

zation of the detector dead time, may further broaden the applications of intracel-

lular FLIM sensing.

Another area for potential improvement is the development of novel data-

analysis methods and fast computing algorithms [159, 160, 124, 161] as well as

alternative fitting-free methods of analyzing FLIM images, such as the moments

method [162] and the phasor approach [163]. The phasor method transforms the

histogram of the time delays of each pixel into a pair of sine–cosine polar coordi-

nates (phasor). Each pixel is then plotted in 2D phasor space (phasor plot). The

phasor plot assists in the identification of clusters of pixels with a certain lifetime,

the mapping of regions in which two or more fluorophores are emitting, and even

the determination of the relative concentrations of these fluorophores [163]. Phasor

analysis does not require data fitting and therefore avoids the necessity of assuming

a particular fluorescence-decay model. The phasor approach has been successfully

applied for the identification of various cellular metabolic states using cell

autofluorescence [164, 165] and for the measurement of intracellular pH using

fluorescent proteins [166]. Interestingly, the phasor approach is also useful for

FRET-based biosensors, as demonstrated by Hinde et al. [167] (Fig. 8), as the

method allows the discrimination of mixtures of fluorophores based on changes in

the FRET lifetime. By merging the phasor approach for FLIM-FRET and the cross-

pair correlation function, Hinde and colleagues were able to characterize the

localized activity and dynamic intracellular mobility of the GTPases RhoA and

Rac1 [167, 168].

The potential technical advances in the FLIM field are far from exhausted. Once

the potential sources of error have been clearly identified and the analysis methods
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have been made more accessible to the non-specialist, research groups in biological

fields will begin to show increasing interest in FLIM experiments. High-impact

results obtained using this approach are foreseeable and will enhance the interest of

Fig. 8 (a) Analysis of the FRET signal from a dual-chain biosensor and a single-chain biosensor

in phasor plots. (b) and (c) Phasor plot and FLIM images of a COS7 cell transfected with

(RBD-Citrine)-1L-(ECFP-RhoA), a RhoA GTPase, single-chain biosensor, after stimulation

with lysophosphatidic acid. Copyright © 2011 Wiley. Used with permission from Hinde

et al. [167]
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other groups in exploring alternative methods for use in their investigations. Hence,

FLIM microscopy represents an invaluable tool that is capable of providing signif-

icant breakthroughs for many scientific challenges.

Acknowledgments AO acknowledges the support received through grant P10-FQM-6154 from

the Conserjeria de Innovacion, Ciencia y Empresa (Junta de Andalucia). JMP thanks the

RESTATE Programme co-funded by the European Union under the FP7 COFUND Marie Curie

Action - Grant agreement no. 267224.

References

1. Cremades N, Cohen SIA, Deas E, Abramov AY, Chen AY, Orte A, Sandal M, Clarke RW,

Dunne P, Aprile FA, Bertoncini CW, Wood NW, Knowles TPJ, Dobson CM, Klenerman D

(2012) Direct observation of the interconversion of normal and toxic forms of α-synuclein.
Cell 149(5):1048–1059

2. Vazquez A, Liu J, Zhou Y, Oltvai ZN (2010) Catabolic efficiency of aerobic glycolysis: the

Warburg effect revisited. BMC Syst Biol 4:58

3. Rusk N (2009) Milestone 4 (1911, 1929, 1967). First fluorescence microscope, first

epifluorescence microscope, the dichroic mirror. In: Evanko D, Heinrichs A, Karlsson Rosenthal

C (eds) Nature milestones in light microscopy. Macmillan
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Time-domain fluorescence lifetime imaging for intracellular pH sensing in living tissues.

Anal Bioanal Chem 391(5):1871–1879. doi:10.1007/s00216-008-2147-0

27. Lin H-J, Herman P, Kang JS, Lakowicz JR (2001) Fluorescence lifetime characterization of

novel low-pH probes. Anal Biochem 294(2):118–125. doi:http://dx.doi.org/10.1006/abio.

2001.5155

28. Hanson KM, Behne MJ, Barry NP, Mauro TM, Gratton E, Clegg RM (2002) Two-photon

fluorescence lifetime imaging of the skin stratum corneum pH gradient. Biophys J 83

(3):1682–1690. doi:http://dx.doi.org/10.1016/S0006-3495(02)73936-2

29. Kuimova MK, Yahioglu G, Levitt JA, Suhling K (2008) Molecular rotor measures viscosity

of live cells via fluorescence lifetime imaging. J Am Chem Soc 130(21):6672–6673.

doi:10.1021/ja800570d

30. Loison P, Hosny NA, Gervais P, Champion D, Kuimova MK, Perrier-Cornet J-M (2013)

Direct investigation of viscosity of an atypical inner membrane of Bacillus spores: a molec-

ular rotor/FLIM study. Biochim Biophys Acta 1828(11):2436–2443. doi:http://dx.doi.org/10.

1016/j.bbamem.2013.06.028

31. van Manen H-J, Verkuijlen P, Wittendorp P, Subramaniam V, van den Berg TK, Roos D,

Otto C (2008) Refractive index sensing of green fluorescent proteins in living cells using

fluorescence lifetime imaging microscopy. Biophys J 94(8):L67–L69. doi:http://dx.doi.org/

10.1529/biophysj.107.127837

32. Andrews LM, Jones MR, Digman MA, Gratton E (2013) Detecting Pyronin Y labeled RNA

transcripts in live cell microenvironments by phasor-FLIM analysis. Methods Appl Fluoresc

1(1):015001. doi:10.1088/2050-6120/1/1/015001

FLIM Strategies for Intracellular Sensing 215

http://dx.doi.org/10.1002/cphc.201000935
http://dx.doi.org/10.1021/nn402581q
http://dx.doi.org/10.1002/anie.201309427
http://dx.doi.org/10.1016/B978-0-12-407761-4.00020-8
http://dx.doi.org/10.1016/B978-0-12-407761-4.00020-8
http://dx.doi.org/10.1021/ja202902d
http://dx.doi.org/10.1007/s00216-013-7290-6
http://dx.doi.org/10.1006/abio.1995.1285
http://dx.doi.org/10.1007/s00216-008-2147-0
http://dx.doi.org/10.1006/abio.2001.5155
http://dx.doi.org/10.1006/abio.2001.5155
http://dx.doi.org/10.1016/S0006-3495(02)73936-2
http://dx.doi.org/10.1021/ja800570d
http://dx.doi.org/10.1016/j.bbamem.2013.06.028
http://dx.doi.org/10.1016/j.bbamem.2013.06.028
http://dx.doi.org/10.1529/biophysj.107.127837
http://dx.doi.org/10.1529/biophysj.107.127837


33. Tseng T-Y, Chien C-H, Chu J-F, Huang W-C, Lin M-Y, Chang C-C, Chang T-C (2013)

Fluorescent probe for visualizing guanine-quadruplex DNA by fluorescence lifetime imaging

microscopy. J Biomed Opt 18(10):101309

34. Botchway SW, Parker AW, Bisby RH, Crisostomo AG (2008) Real-time cellular uptake of

serotonin using fluorescence lifetime imaging with two-photon excitation. Microsc Res Tech

71(4):267–273. doi:10.1002/jemt.20548

35. Wang H-W, Chen C-T, Guo H-W, Yu J-S, Wei Y-H, Gukassyan V, Kao F-J (2008)

Differentiation of apoptosis from necrosis by dynamic changes of reduced nicotinamide

adenine dinucleotide fluorescence lifetime in live cells. J Biomed Opt 13(5):054011

36. Gerritsen HC, Sanders R, Draaijer A, Ince C, Levine YK (1997) Fluorescence lifetime

imaging of oxygen in living cells. J Fluoresc 7(1):11–15. doi:10.1007/bf02764572

37. Sud D, Zhong W, Beer DG, Mycek M-A (2006) Time-resolved optical imaging provides a

molecular snapshot of altered metabolic function in living human cancer cell models. Opt

Express 14(10):4412–4426. doi:10.1364/oe.14.004412

38. Sud D, Mycek M-A (2009) Calibration and validation of an optical sensor for intracellular

oxygen measurements. J Biomed Opt 14(2):020506

39. Fercher A, O’Riordan TC, Zhdanov AV, Dmitriev RI, Papkovsky DB (2010) Imaging of

cellular oxygen and analysis of metabolic responses of mammalian cells. Methods Mol Biol

591:257–273. doi:10.1007/978-1-60761-404-3_16

40. Beck GR, Zerler B, Moran E (2000) Phosphate is a specific signal for induction of

osteopontin gene expression. Proc Natl Acad Sci U S A 97:8352–8357

41. Förster T (1949) Fluoreszenzspektrum und Wasserstoffionenkonzentration. Naturwis-

senschaften 36:186–187

42. Weller A (1961) Fast reactions of excited molecules. Prog React Kinet 1:189–214

43. Tolbert LM, Solntsev KM (2002) Excited-state proton transfer: from constrained systems to

“super” photoacids to superfast proton transfer. Acc Chem Res 35:19–27

44. Agmon N (2005) Elementary steps in excited-state proton transfer. J Phys Chem A 109:13–35

45. Yguerabide J, Talavera EM, Alvarez-Pez JM, Quintero B (1994) Steady-state fluorescence

method for evaluating excited state proton reactions: application to fluorescein. Photochem

Photobiol 60:435–441

46. Alvarez-Pez JM, Ballesteros L, Talavera E, Yguerabide J (2001) Fluorescein excited-state

proton exchange reactions: nanosecond emission kinetics and correlation with steady-state

fluorescence intensity. J Phys Chem A 105:6320–6332

47. Crovetto L, Orte A, Talavera EM, Alvarez-Pez JM, Cotlet M, Thielemans J, De Schryver FC,

Boens N (2004) Global compartmental analysis of the excited-state reaction between fluo-

rescein and (�)-N-acetyl aspartic acid. J Phys Chem B 108:6082–6092

48. Boens N, Basaric N, Novikov E, Crovetto L, Orte A, Talavera EM, Alvarez-Pez JM (2004)

Identifiability of the model of the intermolecular excited-state proton exchange reaction in the

presence of pH buffer. J Phys Chem A 108(40):8180–8189. doi:10.1021/jp0402941

49. Orte A, Crovetto L, Talavera EM, Boens N, Alvarez-Pez JM (2005) Absorption and emission

study of 20,70-difluorofluorescein and its excited-state buffer-mediated proton exchange

reactions. J Phys Chem A 109:734–747. doi:10.1021/jp046786v

50. Orte A, Bermejo R, Talavera EM, Crovetto L, Alvarez-Pez JM (2005) 20,70-
Difluorofluorescein excited-state proton reactions: correlation between time-resolved emis-

sion and steady-state fluorescence intensity. J Phys Chem A 109:2840–2846. doi:10.1021/

jp044681m

51. Paredes JM, Orte A, Crovetto L, Alvarez-Pez JM, Rios R, Ruedas-Rama MJ, Talavera EM

(2010) Similarity between the kinetic parameters of the buffer-mediated proton exchange

reaction of a xanthenic derivative in its ground- and excited-state. Phys Chem Chem Phys

12:323–327. doi:10.1039/b917333c

52. Paredes JM, Crovetto L, Orte A, Alvarez-Pez JM, Talavera EM (2011) Influence of the

solvent on the ground- and excited-state buffer-mediated proton-transfer reactions of a

xanthenic dye. Phys Chem Chem Phys 13(4):1685–1694

216 M.J. Ruedas-Rama et al.

http://dx.doi.org/10.1002/jemt.20548
http://dx.doi.org/10.1007/bf02764572
http://dx.doi.org/10.1364/oe.14.004412
http://dx.doi.org/10.1007/978-1-60761-404-3_16
http://dx.doi.org/10.1021/jp0402941
http://dx.doi.org/10.1021/jp046786v
http://dx.doi.org/10.1021/jp044681m
http://dx.doi.org/10.1021/jp044681m
http://dx.doi.org/10.1039/b917333c


53. Urano Y, Kamiya M, Kanda K, Ueno T, Hirose K, Nagano T (2005) Evolution of fluorescein

as a platform for finely tunable fluorescence probes. J Am Chem Soc 127(13):4888–4894.

doi:10.1021/ja043919h

54. Crovetto L, Paredes JM, Rios R, Talavera EM, Alvarez-Pez JM (2007) Photophysics of a

xanthenic derivative dye useful as an ‘on/off’ fluorescence probe. J Phys Chem A 111

(51):13311–13320. doi:10.1021/jp077249o

55. Paredes JM, Crovetto L, Rios R, Orte A, Alvarez-Pez JM, Talavera EM (2009) Tuned

lifetime, at the ensemble and single molecule level, of a xanthenic fluorescent dye by

means of a buffer-mediated excited-state proton exchange reaction. Phys Chem Chem Phys

11(26):5400–5407

56. Paredes JM, Giron MD, Ruedas-Rama MJ, Orte A, Crovetto L, Talavera EM, Salto R,

Alvarez-Pez JM (2013) Real-time phosphate sensing in living cells using fluorescence

lifetime imaging microscopy (FLIM). J Phys Chem B 117(27):8143–8149. doi:10.1021/

jp405041c

57. Giron MD, Havel CM, Watson JA (1999) Mevalonate-mediated suppression of 3-hydroxy-3-

methylglutaryl coenzyme A reductase function in alpha-toxin-perforated cells. Proc Natl

Acad Sci U S A 91:6398–6402

58. Sudo H, Kodama H, Amagi Y, Yamamoto S, Kasai S (1983) In vitro differentiation and

calcification in a new clonal osteogenic cell line derived from newborn mouse calvaria. J Cell

Biol 96:191–198

59. Suzuki A, Ghayor C, Guicheux J, Magne D, Quillard S, Kakita A, Ono Y, Miura Y, Oiso Y,

ItohM, Caverzasio J (2006) Enhanced expression of the inorganic phosphate transporter Pit-1

is involved in BMP-2-induced matrix mineralization in osteoblast-like cells. J Bone Miner

Res 21:674–683

60. Martı́nez-Perag�on A, Miguel D, Jurado R, Justicia J, Alvarez-Pez JM, Cuerva JM, Crovetto L

(2014) Synthesis and photophysics of a new family of fluorescent 9-alkyl substituted

xanthenones. Chem Eur J 20:447–455
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133. Lee KCB, Siegel J, Webb SED, Lévêque-Fort S, Cole MJ, Jones R, Dowling K, Lever MJ,

French PMW (2001) Application of the stretched exponential function to fluorescence

lifetime imaging. Biophys J 81(3):1265–1274

134. Papour A, Taylor Z, Sherman A, Sanchez D, Lucey G, Liau L, Stafsudd O, Yong W,

Grundfest W (2013) Optical imaging for brain tissue characterization using relative fluores-

cence lifetime imaging. J Biomed Opt 18(6):060504. doi:10.1117/1.JBO.18.6.060504

135. Li D, Zheng W, Qu JY (2009) Two-photon autofluorescence microscopy of multicolor

excitation. Opt Lett 34(2):202–204. doi:10.1364/ol.34.000202

136. Ehlers A, Riemann I, Stark M, König K (2007) Multiphoton fluorescence lifetime imaging of

human hair. Microsc Res Tech 70(2):154–161. doi:10.1002/jemt.20395

137. Nie Z, An R, Hayward JE, Farrell TJ, Fang Q (2013) Hyperspectral fluorescence lifetime

imaging for optical biopsy. J Biomed Opt 18(9):096001

138. Seidenari S, Arginelli F, Dunsby C, French PMW, König K, Magnoni C, Talbot C, Ponti G

(2013) Multiphoton laser tomography and fluorescence lifetime imaging of melanoma:

FLIM Strategies for Intracellular Sensing 221

http://dx.doi.org/10.1364/oe.17.006493
http://dx.doi.org/10.1364/oe.17.006493
http://dx.doi.org/10.1039/b919700a
http://dx.doi.org/10.1111/j.1751-1097.1998.tb02521.x
http://dx.doi.org/10.1111/j.1751-1097.1998.tb02521.x
http://dx.doi.org/10.1039/b316456j
http://dx.doi.org/10.1039/b316456j
http://dx.doi.org/10.1111/j.1751-1097.1982.tb04420.x
http://dx.doi.org/10.1111/j.1751-1097.1982.tb04420.x
http://dx.doi.org/10.1117/1.JBO.18.6.060504
http://dx.doi.org/10.1364/ol.34.000202
http://dx.doi.org/10.1002/jemt.20395


morphologic features and quantitative data for sensitive and specific non-invasive diagnos-

tics. PLoS One 8(7):e70682

139. Siegel J, Elson DS, Webb SED, Lee KCB, Vlandas A, Gambaruto GL, Lévêque-Fort S, Lever
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Abstract Fluorescence-based sensing and imaging experiments are constrained by

the background signal generated on a sample. A main contribution to the back-

ground, besides direct scattering of excitation and Raman scattering of the solvent,

comes from sample autofluorescence and additives used for sample preparation.

Such unwanted signals from endogenous chromophores and fixatives typically are

broad and spectrally overlap with the probe signal; thus becoming a major limita-

tion for sensitive detection and quantitative imaging. Since the fluorescence life-

times of the majority of naturally occurring chromophores are relatively short, long-

lived fluorophores allow for background discrimination by time-gated detection.

Unfortunately, the brightness of long-lived, red-emitting fluorescent probes is

inherently very low, consequently limiting many applications. Recently we

reported a simple new approach with bursts of closely spaced laser excitation

pulses for excitation (multi-pulse excitation) that allows for many-fold increase in

the intensity of a long-lived probe over the background signal. This technology can

be easily implemented for biomedical diagnostics and imaging to significantly

enhance the signal of long-lived probes over the background. In this report, we
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are discussing an example of the Ruthenium-based dye tris(2,20-bipyridyl)
dichlororuthenium(II) hexahydrate (Ru) (Sigma–Aldrich) (~2% quantum yield

and ~350 ns fluorescence lifetime) that when used with the multi-pulse approach

and time-gated detection allows for high quality imaging that can easily be

enhanced two orders of magnitude as compared to the normal approach (imaging

with typical fluorescence microscopy).

Keywords Long lifetime probe � Multi-pulse excitation � Time-gated detection
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1 Introduction

As detection sensitivity reaches the single molecule level, we realize that the main

limiting factor for many practical applications is the background generated in the

sample. Most biological samples contain a small level of naturally occurring

chromophores (from tryptophan, NADH, flavins, to porphyrin byproducts) as

well as many impurities incorporated during necessary steps of sample preparation.

Typically, the background signal covers a broad wavelength range and only fades in

the far red spectral range. As a result, for many years researchers tried to develop

probes emitting in the near infra-red (NIR) spectral range [1–7]. Typically the

brightness of endogenous components is low, but the overwhelming abundance of

them makes their contribution to the observed signal in tissue and cells significant.

It is very difficult to reduce the contribution from autofluorescence without altering

properties of the biological system [8–12] and typically the only choice is to

increase the concentration of the dye to a level at which the fluorescence of the

probe dominates the overall signal. However, when searching for low abundance

biological markers, this is not easy and frequently impossible. Physiologically

acceptable levels of the probe should thus be low, requiring an increased excitation

intensity that in turn also increases the background.
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Long efforts focused on the search for high brightness and red-emitting probes

stimulated many innovative chemistry approaches and led to the development of

many novel probes [13–18]. In effect many bright (high extinction coefficient and

high quantum yield) fluorophores have been recently introduced that allowed for

very sensitive imaging and single molecule studies. Unfortunately, such bright

fluorophores inherently exhibit short fluorescence lifetimes and their emission

overlaps easily with background components.

Notable progress in detection sensitivity has been promised by introducing long-

lived fluorophores and time-gated detection [19–21]. Switching on the detector a

short time after the excitation pulse significantly improves the signal-to-back-

ground ratio; especially when using long-lived, microsecond probes which allow

for excellent suppression of the sample background and detection at a very low

(practically zero) background level. The major limitations of such microsecond

probes are low photon flux and extended detection time severely limiting the speed

of imaging or in some cases even preventing the detection of kinetics of fast

processes occurring in the sample.

Potential advantages of time-gated detection stimulated development of fluores-

cent probes with fluorescence lifetimes in the range of a few hundred nanoseconds.

As an example probes based on metal–ligand complexes (MLC) have been devel-

oped, and probes like the Ruthenium-based dye Tris(2,20-bipyridyl)dichloror-
uthenium(II) hexahydrate) offer over 300 ns fluorescence lifetime and very large

Stoke’s shift [13, 22]. Also, some new quantum dots exhibit emissive lifetimes in

the range of 50–100 ns and have been successfully used in the imaging field

[23, 24]. Lifetimes in the order of 100–500 ns are sufficiently long to comfortably

apply time-gated detection to discriminate against the most common background

signals and in the same time allowing for use in commercially available pulsed laser

systems with a reasonable scanning time.

Recently we successfully used a metal–ligand probe with a 370 ns fluorescence

lifetime for ocular tissue imaging using multi-pulse excitation technology [12],

demonstrating a significant signal-to-background improvement. By using 10–20

pulses we were able to increase the signal-to-background ratio almost an order of

magnitude. We now realize that by combining multi-pulse excitation and time-

gated detection, we can easily increase the signal-to-background ratio over 100-fold

with the initial probe signal significantly higher as compared to traditional single

pulse excitation, i.e., a probe-to-background signal ratio that in a traditional exper-

iments can only be achieved using a 100 times brighter probe. As extensive efforts

to develop bright, long-lived red-emitting probes have only limited successes this

new approach presents a great opportunity to utilize existing long-lived probes for

biomedical diagnostics and imaging. In this chapter we present the theoretical

model and experimental data demonstrating that low brightness, long-lived probes

can present signals comparable to high brightness probes while yielding much

better signal-to-background ratio.
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2 Theoretical Model

2.1 Time-Gated Detection

Metal–ligand probes and many quantum dots offer long (over 100 ns) fluorescence

lifetimes but rather low brightness (small extinction coefficient and low quantum

yield) [13, 22–24]. Such long-lived probes present great potential only if efficient

signals can be obtained over the majority of typical background components from

tissue and cells with much shorter fluorescent lifetimes (i.e., below 10 ns) [25].

Time-gated detection has been successfully used to increase the ratio between

signals of long-lived probes and a short-lived fluorescence background. To discuss

the benefits of time-gated detection, we will consider a probe with fluorescence

lifetime of 350 ns and the background with an average fluorescence lifetime of

10 ns; which is an overestimate of fluorescence lifetimes for typical tissue or cell

backgrounds [25]. In an ideal detection system the ratio of the signal from the long-

lived probe to the short-lived background will increase as the start time of the gate

increases. For simplicity we assume that the initial steady-state intensity of the

background and the probe are identical. In other words, the signal from the probe

and signal from the background are equal when we do not use the gate. Typically

such large background contribution would disqualify imaging or sensing experi-

ment. Figure 1a shows time-dependent intensity decays for the probe and back-

ground. The relative initial intensities are adjusted so the integrated intensities over

time (steady-state intensities) are equal. Since the probe’s fluorescence lifetime is

much longer, its time-dependent peak intensity is much lower and in the figure we

also present the probe’s intensity decay multiplied by 20. Figure 1b presents a bar

representation of the relative signals from the probe and background when intensity

is collected immediately after each excitation pulse (no gate applied). Figure 1c

presents the relative signals from the probe and background when intensity is

collected 20 ns after each excitation pulse (as marked in Fig. 1a). For the 20 ns

delay the total signal of the probe decreases less than 5% but the background

decreases almost 87%; resulting in a dramatic difference between the useful signal

of the probe and the background. As the initial signal of the probe was only 50% of

the total signal, detected after 20 ns it constitutes almost 88% of the total signal. In

such a time-gated approach, both the signal of the probe and background are

decreasing with the only advantage that the signal of the background decays

much faster. The short-lived signal of the background quickly decays to values

close to zero and the ratio of signals for the long-lived probe to the short-lived

background increases exponentially. Obviously when time-gated detection is used

the signal-to-background ratio will depend on the gate time delay, and theoretically

for longer time delays one may achieve very high values of the ratio. However, one

has to remember that in such a case the limiting factor becomes the dark signal for

the detection system and how precisely we can measure a decreasing signal over the

dark counts. In practice this will strongly depend on the detection system that is

used. For the purpose of our simulation we arbitrarily assume that the cumulative

(integrated) signals from probe and background have equal initial steady-state
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intensities and each is ten times larger than the detector dark count level. To find the

optimal time-gate we consider the signal-to-noise ratio as:

Rgt ¼
Ipgt

Ibgt þ Idgt
;

where Ipgt, Ibgt, and Idgt are steady-state intensities measured starting with time-

gate delay (gt) for probe, background, and dark current defined as follow:

Ipgt ¼
ð T

gt

Ip tð Þdt; Ibgt ¼
ð T

gt

Ib tð Þdt; Idgt ¼
ð T

gt

Id tð Þdt;

where gt is the opening time for the gate and T is the time separation between two

consecutive pulses (T¼ 1/RR). Figure 2 shows the dependence of the signal-to-

background ratio as a function of gate opening time. At the initial time gt¼ 0

(no gate) the signal from sample and background are equal and the dark counts are

10%, 20%, and 50% of sample counts, respectively. As the gate time increases the

ratio quickly improves in favor of the probe signal. The ratio reaches a maximum at

about 60 ns delay time for 10% of dark reading and then slowly decreases.

Fig. 1 (a) Time-dependent

intensity decay for long-

lived fluorophore sample

(dashed line) and short-

lived background (solid
line) after pulse excitation.
(b) Relative steady-state

intensity contribution for

the sample and background

emissions collected

immediately after pulse

excitation. (c) Relative

steady-state intensity

contribution for the sample

and background emissions

collected with 20 ns time

delay after pulse excitation

(20 ns time-gate)
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Through this approach, it is possible to optimize the opening time for the gate to

maximize the ratio for any fluorescence lifetime of the probe and the background.

Both the delay time for gate opening and the maximum ratio (signal-to-back-

ground) enhancement strongly depend on the dark current contribution. For our

example the maximum ratio enhancement is about 8.5-fold. However, if the dark

detector reading is five times higher than assumed, the maximum enhancement will

be only 1.75 and if it is 5 times smaller than assumed it increases to over 40. It is

clear that in real experiments where the signals are small (i.e., not much larger than

background) the achievable enhancement generated by time-gating is limited. With

low brightness, long-lived MLCs this is a common problem, especially when

efficient labeling is not possible or the access of long-lived probe alters physiolog-

ical conditions making it impossible to increase the concentration of the probe.

2.2 Multi-Pulse Approach

We recently introduced a new approach based on a burst of pulses which allows for

a significant increase of initial signal of the long-lived probe over a short-lived

background [12, 26]. It is important to comprehend the concept of a multi-pulse

experiment. In a typical time-resolved system we use a pulsed excitation and collect

the intensity decay over time. We collect the entire time-trace including the

excitation pulse and use a reconvolution analysis to resolve the pulse and intensity

decays [27]. If the fluorescence lifetime is much longer than the excitation pulse

duration we can only consider the intensity decay without pulse reconvolution

analysis using the so-called tail-fitting approach. In fact, in most systems it is

easy to start data collection with any time delay after the triggering pulse. For the

probe that has a 350 ns fluorescence lifetime, to completely decay between two

Fig. 2 Ratio of total

intensities (sample-to-

background) as function of

time-gate delay assuming

the dark signal to be of 10%,

20%, and 50% of initial

signals of sample. The

signals from sample and

background are assumed to

be equal for no gate (time-

gate equal zero)
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consecutive pulses we should use low-repetition rate (RR), typically 500 kHz or

below, which results in a pulse-to-pulse separation of 2,000 ns. In such cases, the

pulse shape and duration are considered negligible since most typical sources will

have pulses shorter than 1 ns. Let us now consider excitation with a burst of short,

picosecond pulses that have a high repetition rate. A typical commercial laser diode

can work with a repetition rate of 80 MHz, resulting in a 12.5 ns pulse-to-pulse

separation. It is also easy to lower the repetition rate or shoot a few pulses and then

have the system rest for a fixed time like 2 μs. In this case we are creating a burst of
pulses with a repetition rate of 500 kHz. Each burst can have any desired number of

pulses that have a much higher internal repetition rate. The concept is schematically

shown in Fig. 3. The top represents a single pulse experiment with a pulse repetition

rate of 500 kHz where data are collected between pulses. The bottom shows the

burst of 3 pulses with a high internal repetition rate 80 MHz repeated within the low

500 kHz burst repetition rate. The data are collected between the last pulse and the

first pulse of the incoming burst. The duration of the burst is very small (37.5 ns)

compared to the burst separation (2,000 ns).

It is important to realize the fundamental differences between an excitation with

a single δ-pulse, a broad pulse, and an excitation with a burst of δ-pulses. For
instance, a burst of 3 pulses with an internal repetition rate of 80 MHz will take

37.5 ns. Similarly we can use one broad 37.5 ns excitation pulse that excites the

same number of molecules. The concept is schematically presented in Fig. 4. The

number of excited long-lived molecules increases during the pulse duration

reaching to the number of molecules excited by the one short pulse. When we

Fig. 3 Concept for detection with single pulse (top) and burst of pulses (bottom)
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measure the steady-state intensity, the relative intensities will depend on number of

molecules excited in a single pulse, broad pulse, and a burst of 3 pulses. If we adjust

the pulse intensities so that the number of photons in a single pulse, 3 pulse burst,

and one broad 37.5 ns pulse are the same, the measured steady-state intensities will

be the same in all cases. When we collect data for the entire time and do pulse

reconvolution, the result will be the same steady-state intensity for a single pulse,

one broad pulse, and a burst of pulses independently of the fluorescence lifetime of

the probe. This is because the intensity decay is a property of the probe and does not

depend on the excitation pulse profile. However if we start our data collection at a

time 37.5 ns as marked by the arrow (the end of the last pulse in the burst or the end

of broad pulse) we will get completely different results when we compare signals

from a long lifetime (much longer than the pulse separation in the burst) and one

from a short lifetime (shorter than the pulse separation in the burst). The total

number of excited molecules with a single pulse, a broad pulse, and a burst of pulses

will be constant for each configuration (we assume we work much below saturation

Fig. 4 Concept representing intensity decay signals with single pulse (a), a broad 37.5 ns pulse

(b), and burst of 3 pulses with internal repetition rate 80 MHz spaced over 37.5 ns (c). The arrow
marks the point for starting detection (37.5 ns)
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conditions). However, for the burst of 3 pulses the number of excited long-lived

molecules remaining in the excited state after the last pulse in the burst will be

much greater. The number of long-lived molecules in the excited state increases

from pulse-to-pulse in the burst (only few molecules decay between pulses) while

the number of excited molecules with a short lifetime decays quickly and will be the

same after each pulse (short-lived molecules completely decay to the ground state

between two consecutive pulses). Starting the measurement after the last pulse

creates a favorable situation for long-lived molecules. In other words, with each of

3 pulses we excited the same number of short-lived molecules and long-lived

molecules but most of the short-lived ones decayed before the next pulse, resulting

in a relative increased number of excited long-lived molecules.

For the majority of sensing and imaging experiments, the number of molecules

excited by a single pulse is much smaller than the total number of available

chromophores in the excitation volume. In this case, the number of excited mole-

cules after n consecutive excitation pulses in the burst can be described by [12, 27]:

N τ; n;RRð Þ ¼ Ne

1� e�n=τ�RR

1� e�1=τ�RR ;

where τ is the fluorescence lifetime, RR is the repetition rate in the pulse burst, and

Ne is the number of molecules excited with the single pulse. For low-repetition rates

as compared to the fluorescence lifetime (RR� 1/τ) after each pulse, the number of

excited molecules is constant (all fluorophores decay after each pulse) and equal to

Ne. As the repetition rate increases, not all the fluorophores decay to the ground

state. Each pulse adds new molecules to the excited state, which leads to the

apparent increase of the observed fluorescence signal. Figure 5 shows the number

of molecules in the excited state that have different fluorescence lifetimes for a RR

Fig. 5 Relative number of molecules in the excited state as a function of number of pulses in the

burst. The internal repetition rate in the burst is 80 MHz
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of 80 MHz after each consecutive pulse (up to 20 pulses in the burst). For short

fluorescence lifetimes, molecules decay after each pulse and the number of mole-

cules in the excited state after each pulse is constant. As the fluorescence lifetime

increases we can observe an increase of molecules in the excited state after each

consecutive pulse, reaching an equilibrium (the number of excited molecules is

equal to the number of decaying molecules between two consecutive pulses). For

long fluorescence lifetimes (longer than 200 ns) the increase is practically linear for

10 pulses with repetition rates in the burst larger than 20 MHz.

Since the number of molecules in the excited state depends on the fluorescence

lifetime and the repetition rate in the burst, it is valuable to consider the ratio of the

signal from the sample (350 ns fluorescence lifetime) to the signal of the back-

ground (10 ns) as a function of the number of pulses and the repetition rate in the

burst [12, 26]. Figure 6 presents the ratio of intensities of the probe (350 ns) to the

background (10 ns) as a function of the burst internal repetition rate for a different

number of pulses in the bursts. For a single pulse, the ratio is 1 since we assumed

that the steady-state intensities for the sample and background are identical. For an

increasing number of pulses in the burst a clear maximum can be observed. Already

for 2 pulses in the burst spaced by about 25 ns (~40 MHz apparent repetition rate),

the signal of the probe almost doubles, and for 10 pulses in the burst with repetition

rate ~40 MHz, the signal from the probe is ~7 times higher than the background.

From this simulation it is clear that just by using bursts of 5–10 pulses, we can

improve the signal-to-background ratio four to seven times. Such a dramatic

improvement will have a profound effect on image resolution and quality as

presented in [12]. We also realize that it will be very beneficial to use time-gated

detection with multi-pulse excitation in a similar fashion as earlier described for

single pulse experiments. We consider the previous case of the probe with a

fluorescence lifetime of 350 ns and a background with average fluorescence life-

time of 10 ns. Both signals have identical steady-state intensities. The dark current

Fig. 6 Ratio of intensities

of the probe (350 ns) and the

background (10 ns) as

function of burst internal

repetition rate for a different

number of pulses in the

bursts
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is 10% of each initial signal (probe or background). In a single pulse experiment, a

time-gate of about 60 ns improves the signal-to-background ratio about eightfold.

Using 10-pulse bursts our initial signal of the probe increases about seven times.

Figure 7 shows the signal-to-background ratio as a function of the gate delay time.

For 60 ns time delay for the gate the signal-to-background ratio improves almost

60-fold. This is a magnificent improvement of image quality. For our simulation we

started with rather poor initial conditions, and by using smaller dark current

(or relatively higher probe intensity) the improvement can be dramatic – much

greater than 2 orders of magnitude.

3 Experiment

3.1 Instrumentation

Laser excitation was provided by a pulsed laser diode (LDH-P-C470B) emitting

470 nm light and driven by a PDL 828 “Sepia II” driver. This driver was operated at

40 MHz and configured so that the pulse train consisted of bursts of laser pulses

with 40 MHz RR and followed by a series of blank “pulses.” In the case of

conventional, single pulse excitation, one pulse from the 470 nm diode laser was

followed by 124 blank pulses, exciting the sample with an effective repetition rate

of 320 kHz. For the case of excitation by a burst of n pulses, the burst would be

followed by 125-n blank pulses, so that the total pulse train remained 125 pulses

long, or 3.125 μs in length. Because the base oscillator operated at 40 MHz, there

were 25 ns between each excitation pulse. In order to differentiate the advantageous

pumping of long-lived dyes from the increased intensity that simply results from

increased repetition rate of the excitation source, only the fluorescence following

Fig. 7 Signal-to-

background ratio for 350 ns

sample and 10 ns

background as a function of

the gate delay time for

10 pulses in the burst
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the final excitation pulse was analyzed. For example, when 10 pulses were used, the

final pulse arrived 250 ns after the synchronization pulse from the laser driver. So

only photons arriving between 251 ns and the end of the synchronization period at

2,100 ns were analyzed. The effective synchronization period was therefore

1,849 ns, and this was kept constant for all excitation schemes. However, the

effective synchronization period was shifted to start at the peak of the last pulse

in the excitation burst.

Measurements were performed on a MicroTime 200 time-resolved, confocal

microscope by PicoQuant. The excitation and emission light was focused by a 60�
1.2 NA Olympus objective in an Olympus IX71 microscope, and the emission light

was filtered by a 488 long wave pass filter before passing through a 50 μm pinhole.

Detection was made by a hybrid photomultiplier assembly. The resolution of the

time correlated single photon counting (TCSPC) module was set to 512 ps/bin in

order to facilitate the detection of the long-lived Ruthenium dye, producing a

measurement window around 1.2 μs in length. All data analysis was performed

using the SymPhoTime software, version 5.3.2. All experimental equipment and

the SymPhoTime software were provided by PicoQuant, GmbH as part of the

MicroTime 200 system.

3.2 Preparation of Ruthenium Labeled IgG

Donkey anti-mouse IgG (amIgG) was mixed with a freshly prepared 100 mmol L�1

bicarbonate solution (0.1–0.4 mL), and to this was added a small volume of Bis

(2,20-bipyridine)-4,40-dicarboxybipyridine-ruthenium di(N-succinimidyl ester) bis

(hexafluorophosphate) (active Ru dye) (Sigma–Aldrich) in DMF (less than 5% by

volume). After 18 h of gentle shaking, excess free dye was separated from the

labeled amIgG by passing over a Sephadex G-25 desalting column (GE Electric,

USA).

3.3 Animals

All animal-related procedures were approved by the Institutional Animal Care and

Use Committee (IACUC) of the UNTHSC and are in compliance with the ARVO

Statement for the Use of Animals in Ophthalmic and Vision Research.

3.4 Histology, Paraffin Sections

Retired breeder Brown Norway rats (Rattus Norvegicus) were sacrificed with an

overdose of pentabarbitol, after which the eyes were enucleated, immersion fixed in
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4% phosphate-buffered formalin, and processed for paraffin embedding. Paraffin

sagittal retinal sections through the optic nerve head (5 mm thick) were cut and

deparaffinated in xylene (Fisher Scientific, NJ, USA), re-hydrated using a

descending series of ethanol washes, and processed for immunohistochemical

staining. The deparafinized and re-hydrated retinal sections were blocked with

5% Donkey serum and 5% BSA in PBS, and then treated with primary antibody:

mouse anti-tubulin III antibody (Sigma–Aldrich) diluted 1:500 and incubated

overnight at 4�C. Secondary incubation for 1 h was carried out with a 1:1,000

(1 μg/mL) dilution of the secondary antibody donkey anti-mouse IgG conjugated

with Ru fluorophore. Next the samples were analyzed on the MicroTime 200 time-

resolved, confocal microscope by PicoQuant.

4 Results and Discussion

To demonstrate how multi-pulse excitation with time-gated detection works, we

selected ocular tissue samples for which autofluorescence is a significant problem.

We used rat retinal tissue samples stained with Ru-labeled IgG to detect the

β-tubulin III. We performed immunostaining of rat retinal ganglion cells (RGCs)

using the RGC specific marker β-tubulin III. Apart from being a RGC marker,

β-tubulin III contributes to microtubule stability in neuronal somas and axons, by

playing an important role in axonal structure [28]. Moreover, β-tubulin III plays a

crucial role in axon guidance and maintenance [29].

The labeling with Ru-labeled IgG is sufficient, but the sample brightness is

limited and the background contribution is significant. Figure 8 (top-down) presents

the results obtained with single pulse excitation, and 5 and 20 pulses burst excita-

tion. The internal repetition rate in the burst was 40 MHz, which we theoretically

predicted would be optimal for enhancement, and the external repetition rate for

bursts was 300 kHz. The single pulse experiment made with a 300 kHz repetition

rate (top left corner frame) presents a rather dim image, and when the gate is applied

(top frames to the right) we can see contours of labeled structures. The lower frames

show the experiments with 5 and 20 pulses in the burst, respectively. Already

5 pulses results in a significant brightness increase and 20 pulses produce excellent

image quality. Application of time gates of 10, 50, and 100 ns highly increases

image quality, clearly showing the labeled structures without background contri-

bution. Inspection of the images also shows that 50–100 ns is the optimal time delay

for the gate resulting in clear high intensity images. In conclusion, we have

demonstrated a method by which the substantial contributions of background

fluorescence can be significantly reduced in imaging and confocal microscopy.

The time-gated multi-pulse method with long-lived Ru probes gives excellent

results and can be used for tissue samples in which autofluorescence is especially

strong. The method does not require long collection times or heavy labeling, thus

making it ideal for high-resolution, laser scanning, confocal microscopy. Detailed

analysis of such images may lead to fully quantitative measurements of labeling
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efficiency that can be used to detect a variety of transient cellular processes or

disease stages.
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Pattern-Based Linear Unmixing for Efficient

and Reliable Analysis of Multicomponent

TCSPC Data

Ingo Gregor and Matthias Patting

Abstract A method for a reliable quantitative analysis of fluorescence lifetime

imaging microscopy (FLIM) data is presented. It is based on the linear unmixing of

the intensity decay on the basis of selected reference patterns. This approach allows

to use decays that are not mono-exponential without increasing the complexity of

the analysis. This is a major benefit when working with labeled biomolecules or

using autofluorescent cellular chromophores.

The method can be used intuitively and is fast. Furthermore, based on the

reference patterns and the amount of recorded photons, one can easily determine

confidence levels of the obtained results. We demonstrate that for a decomposition

to three patterns of common chromophores, one achieves a standard deviation of

better than 10% for as few as 1,000 photons per pixel, where the total amplitude of

such a signal will show an error of 3% due to shot noise. Indeed, the accuracy of the

results is very close to a maximum-likelihood estimator that defines the absolute

limit for this kind of problem.
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1 Introduction

The fluorescence lifetime is a well-known and widely used reporter for the physical

or chemical state of a fluorescent molecule. Common examples are the oxidation

state of NAD/NADH+ or FAD/FADH+; the water accessibility of tryptophan,

calcium, or chloride concentration; and the proximity of acceptor molecules in

FRET constructs. All these parameters provide a key to answer important problems

in biological or medical research or diagnostics. Fluorescence lifetime imaging

microscopy (FLIM) can visualize these processes with subcellular resolution and

high temporal dynamics [1–4]. Therefore, FLIM has become a valuable method in

biophysical and biochemical research. However, despite of its superior capabilities,

the method has not yet become a routine tool in biological or clinical research, but is

still considered to require expert knowledge. The technologies and instrumentation

to record the data with high accuracy and resolution have evolved considerably

since the introduction of the method in the 1990s. Yet, the applicability did not keep

the pace. One reason may lie in the instrument costs, but more importantly, it is just

not straightforward to interpret the data in a general and appropriate way.

The usual way to process and analyze FLIM images is firstly to calculate the

average fluorescence lifetime per pixel, i.e., the average arrival time of the fluores-

cence photons after the excitation pulse. This data can be taken as a basis to select

pixels of similar kind (regions of interest, ROI) in order to gather sufficient data to
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fit an exponential decay model to the photon data. This procedure requires super-

vision by a trained scientist in order to select meaningful ROIs and judge the quality

of the fit. The introduction of the phasor approach [5–7] for the analysis of FLIM

images has been a valuable progress to make the analysis more intuitive and to give

a quick insight into the data. However, this method has also not yet been able to find

widespread application as a standard tool for biomedical research.

The approach that we describe here aims to deliver an intuitive and yet quanti-

tative method to analyze FLIM data based on TCSPC recordings in a general way.

The concept is relatively simple. The algorithm looks for the best linear combina-

tion of a selection of fixed decay patterns that represents the actual pixel data.

However, the method does not give a suggestion as to which and howmany patterns

should be included in the analysis. This is not a problem since in the vast majority of

the practical cases, the number of labeled species is known. The necessary patterns

can be obtained and tested in appropriate control samples.

2 Theory

In this section we describe the basic idea underlying the method and the necessary

mathematical framework in order to obtain a good-enough solution of the presented

problem.

2.1 Statement of the Problem

Fluorescence typically decays within nanoseconds. The temporal decay is charac-

teristic for a fluorophore in a defined environment. If one tries to measure the

fluorescence decay of a homogeneous sample of only one type of fluorophore using

repetitive short pulse excitation, one obtains the convolution of the instrument

response function (IRF) and the decay behavior. The normalized measured function

gives the probability density function p(t) dt, describing howmany photons per time

interval dt are expected from the fluorophore. We refer to this function as the

pattern of the fluorophore.

Measuring a sample containing multiple fluorophores, the measurement will

yield a superposition I(t) dt of individual patterns [8]:

I tð Þdt ¼
X
i

nipi dt; ð1Þ

where ni denotes the amount of fluorophore i. In a pixel-wise sampled measurement

of an inhomogeneous specimen, a typical task is finding the respective ni in each

pixel. An analogous quest occurs in a spectrally resolved measurement, where the

pi(λ) dλ would resemble the spectral detection probabilities. What looks mathemat-

ically trivial becomes numerically extremely challenging. The most important
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obstacles are: (a) The patterns decay exponentially; therefore, they are self-similar

and it is not practicable to find even nearly orthogonal coordinates. (b) The

Poissonian statistics of photon emission leads to highest relative noise where the

most significant differences between patterns are found and prevents successful

application of algorithms based on finding least squares. (c) All meaningful values

of the variables in (1) are constrained to positive numbers leading to problems when

applying classical matrix factorization methods. Here, we describe an approach that

allows quantitative discrimination with high reliability.

3 Description of the Algorithm

3.1 Preparation of the Raw Data

Typically, TCSPC instruments sample the fluorescence decay on a linear timescale

using a bin width of a few picoseconds. For photon numbers in the order of 1,000

per pixel, the raw data typically will have more bins than photons. For a quantitative

evaluation, this is rather unfortunate. Therefore, we conduct several steps to convert

the raw data into a consistent format. In the first step, the TCSPC data is binned into

bins of width 32 ps. This resolution will provide sufficient information for the decay

analysis as the width of the IRF is usually in the order of 50 ps to 100 ps due to the

detector timing uncertainties.

Second, the data is shifted such that the center of gravity of the IRF falls into the

33rd bin (about 1 ns). This step is crucial if the data is to be analyzed using pattern

functions that were obtained from separate experiments. The timing variation in the

synchronization between the laser source and the TCSPC electronics will lead to a

shift of the exact position of the IRF in time. If one does not compensate for this, the

analysis will lose accuracy.

An optional final step is to re-bin to a multiple-tau scale:

τj ¼ δ
1

�� j < 33,

2 j�33b c=8 �� else;

�
ð2Þ

with the base resolution of δ ¼ 32 ps: This follows the rationale that the amplitude

of decay components with a time constant of k � 1=τj will have dropped down to

<0.1% after t � 8τj: Therefore, this data representation conserves most of the

original information but reduces the amount of memory by a factor of 5 to

10, depending on the repetition frequency and the base resolution of the instrument.

A second benefit of this binning is the substantial reduction of photon noise in the

time bins distant to the excitation pulse. For bins with low photon numbers, the

sensitivity of the discriminator [see (4)] is low; therefore, the binning can help to

improve the convergence of the algorithm to find the minimum of (4).

This processing of the data has to be done only once after the recording of the

data. It is necessary to have a good estimate of the temporal center of gravity of the
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IRF. It should be always measured in addition to the decay measurement of the

sample of interest, if possible. If there is no possibility to do so, one alternatively

can compute an appropriate estimate of this function using the algorithms described

in the literature (e.g., [9]). For the purposes of the method described here, they

usually work reasonably well.

3.2 Optimization and Data Preparation for Pattern Analysis

In order to perform a fast and reliable computation of the fractional intensities, we

process the preconditioned data depending on the selection of patterns Pi(τ) dτ that
all have the same data representation as the recorded pixel data. The goal of further

reducing the size of the data (i.e., the number of time bins) is primarily to reduce the

noise and secondly to speed up the evaluation. Noise reduction is a crucial point in

the analysis of data where the noise is dependent on the signal itself rather than

defined by the sampling bandwidth. However, this is an optional step and the

method will also work just using the raw data that has been shifted in time,

accordingly.

In this second step, the data is binned a second time depending on the patterns

chosen for the analysis. The strategy to obtain the new bins is as follows: First we

define a vector k with the elements k ¼ 1; 17; 33; k4; . . . ; klf g: Starting with m ¼ 4

and bin b ¼ 34; we determine the order of the patterns for bin b in terms of

amplitude. We set km ¼ b and subsequently m ¼ mþ 1; if any change in the

sequence of the three biggest amplitudes compared to the sequence in b
0 ¼ b� 1 is

found. We repeat this step for every b until we reach the last bin b ¼ bend. The last
element of k is given by the index of the last bin of the patterns kl ¼ bend þ 1:

Using the vector k, we obtain the compact representation Ti(m) dm of the pattern

Pi(τ) dτ as

Ti mð Þdm ¼
Xkmþ1�1

τ¼km

Pi τð Þdτ with m 2 1, 2, . . . , l� 1f g: ð3Þ

Data recorded in different spectral channels or after different excitation pulses

(pulsed interleaved excitation (PIE) experiments) is processed identically.

The remaining task is to solve (1) for ni any pixel. The numerical solution of this

problem is found by minimizing the Kullback–Leibler discrepancy ΔKL [10]:

ΔKL ¼
X
b

eI � Î þ Î ln Î � ln eI� �
; ð4Þ

where the I
~
represents the measured decay and Î represents the approximation that

was obtained by
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Î ¼ Tn̂ : ð5Þ

One can easily show that the minimum of (4) is equivalent with the maximum

likelihood for data showing a Poissonian noise figure. An efficient algorithm using

multiplicative update rules to find a positively defined solution to this problem has

been described by Lee and Seung [11] and has been successfully applied to similar

problems [12, 13]. In short terms, the algorithm starts from a suitably chosen

(positively confined) starting vector n̂ 0 and determines the local gradient. The

step-size is chosen such that the increment of the coordinate vector can be

expressed as a multiplication with a positively constrained scaling vector

γ : n̂ iþ1 ¼ γn̂ i:

4 Figures of Merit

4.1 Validation

A quantitative and experimental validation of the method was done by measuring

homogeneous solutions of mixtures of labeled secondary antibodies in different

compositions. We selected the fluorescent labels Cy3, TRITC, and Texas Red. The
decay patterns of the individual probes are shown in Fig. 1. The stock solutions of

the respective conjugate were diluted to have approximately the same concentra-

tion. Then, defined amounts of each conjugate were mixed together to form a

sample solution. A droplet of the final sample solution was placed on top of a

coverslip and a FLIM image of this solution was recorded using a two-photon

microscope (Olympus FV1000 equipped with a Coherent Chameleon and

PicoQuant TCSPC upgrade1) in a single detection channel (λem ¼ 500 nm to 540

nm). The resulting images were analyzed using the described method, and the

obtained amplitudes for each component were analyzed. As volume errors in

pipetting such small amounts of liquids can be substantial, the data was first

analyzed globally, i.e. all photons of the image were added together in order to

obtain a highly accurate ratio of the respective dyes. In a next step, the data was

analyzed pixel-wise and the distribution of the obtained dye ratios was determined.

Of course, the three pure samples do not show the same molecular brightness.

However, the analysis is based on patterns that are normalized to unit area. In order

to obtain the correct amounts, one has to divide the amplitudes by the respective

molecular brightness.

1 http://www.picoquant.com/products/category/fluorescence-microscopes/lsm-upgrade-kit-com

pact-flim-and-fcs-upgrade-kit-for-lsms
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4.2 Error Analysis

The reliability of the described algorithm depends on many parameters in a highly

nonlinear way. Therefore, it is not possible to give an analytical expression for the

error of the method. The main parameters that can be influenced by the experimen-

talist are the number of photons collected (integration time) and the shape of the

patterns to be separated (choice of dyes). Based on this we did a simulation study,

where we added varying amounts of three experimentally determined patterns, and

simulated a number (N¼ 400) of resulting pixel decays for six amounts of total

photons phtot ¼ 200, 400, 800, 1, 600, 2, 400, and3, 600: With this given data set,

we used the described method to determine the relative amplitudes ni of the dyes in
each pixel. The first point to show is that the algorithm has no bias. This can be seen

from the error of the mean values of the obtained amplitudes. Even for quite low

photon numbers, the deviation from the correct value is very small.

The second point is the variance of the result. Due to the Poissonian nature of

photon statistics, it is evident that even for these “controlled mixtures,” we have to

expect a standard deviation of the amplitude of each pattern as
ffiffiffiffiffiffiffiffiffiffiffiffiffi
niphtot

p
: The

standard deviation of the simulation results are taken as confidence levels. To

obtain an overview of the results, one can plot the results as maps that show the

confidence level of a given ratio for a given photon number. The results show (see

Fig. 2) that the accuracy is excellent even for total photon numbers as low as 1,000.

4.3 Limits of the Method

The conclusion of the previous sections is that the method is able to determine the

amplitudes of up to three components with very good accuracy and for realistic

numbers of photons. An extension to four components without including additional

Fig. 1 Fluorescence decay

patterns of three different

probes labeled with Cy3
(blue), TRITC (red), and
Texas Red (green),
respectively. The decays are

not mono-exponential and

show average lifetimes of

1.12 ns, 2.30 ns, and 3.36 ns
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information such as a second color channel or excitation wavelength appears to be

too demanding in terms of photon numbers to be a realistic option. The reason is

that certain linear combinations of two patterns can closely match the pattern of an

intermediate fluorescence lifetime. However, we will show in Sect. 7 how addi-

tional spectral information can be used to extend the described limit.

A second important limit lies in the fact that the algorithm in principle will not

leave photons “unassigned” even if the chosen patterns are not able to describe the

decay of the data. For example, consider to analyze the amplitudes of a specimen

stained with, e.g., Cy3, Texas Red, and TRITC using only two patterns representing

the decays of Cy3 and Texas Red. The algorithm will split practically all photons

between the two chosen patterns, because the discrepancy can be minimized to a

great extent using the wrong pattern. Therefore, it is really necessary to provide a

full set of patterns that represent all the expected components in the specimen.

5 Comparison to Other Methods

In this section we want to compare the performance of the presented method to

other methods in order to judge the applicability and accuracy. The comparison

does not involve explicit fitting of the obtained decays because here the number of

parameters depends strongly on the peculiarities of the decays. Instead, we take into

account only methods that are based on a linear decomposition involving the very

same reference patterns. Examples of the errors are shown exemplarily for one

component only.

Fig. 2 Error of the mean amplitude (left) and the standard deviation of the amplitude of Texas Red
in mixtures containing Cy3, TRITC, and Texas Red. The photon numbers in the simulations are

200, 400, 800, 1,600, 2,400, and 3,600 (starting from bottom and going counterclockwise). The
color bar shows the respective values as percentage of the total number of photons per pixel
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5.1 Comparison to a Maximum-Likelihood Estimator

It has been shown [14] that the best possible criterion to analyze the data sets

involved in this study is maximum likelihood. However, there is no straightforward

way to find the absolute optimum of this criterion. Any algorithm based on gradient

search is prone to end up in a local optimum. In order to judge the results of our

method, we created a full set of test patterns representing each possible composition

with a resolution for ni of 0.5% for each number of photons. For each pixel we

determined the test pattern, which gave the maximum-likelihood value with the

data. This determines the global optimum of the available supporting points and

prevents the analysis from errors arising from local maxima. However, the chosen

grid will always have a finite resolution which limits the maximum precision.

The overall comparison with pattern matching for all three components reveals

that the maximum-likelihood estimator gives slightly better results, as expected.

This means that the used algorithm works quite reliably, but in some cases, the

absolute minimum is not reached. However, the computational effort to directly

determine the full maximum-likelihood function is much higher than for all the

other methods. For the analysis of two or three components, it may be still feasible

to implement this. When the analysis is to be extended to four or even more

components, this will not be possible.

5.2 Comparison to Nonnegative Least Squares

A fast and successful algorithm to solve matrix factorization problems with posi-

tively defined amplitudes is the NNLS algorithm as introduced by Lawson and

Hanson [15]. Since least squares minimizations do not converge to the true mini-

mum when the data error is not Gaussian, we expect this algorithm to be less

efficient.

The results (see Fig. 3c and d) show the expected outcome. However, despite the

reduced quality, the results are still quite acceptable considering the speed and

efficiency of the algorithm resulting in low computational cost.

5.3 Comparison to Phasor Analysis

There are much faster ways to describe the characteristics of TCSPC data. The

phasor approach as introduced by Gratton and others [5–7] is such a measure. A

phasor is the representation of a vector by its modulus and phase angle. The phasor

analysis of a TCSPC histogram computes the Cartesian coordinates of the phasor by

cosine and sine summation of the histogram I(k):
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Fig. 3 Error (a, c, and e) of the mean amplitude and the standard deviation of the amplitude (b, d,

and f) of Texas Red in mixtures containing Cy3, TRITC, and Texas Red obtained by a maximum-

likelihood estimator (a, b), nonnegative least squares (c, d), and phasor analysis (e, f). The photon

numbers in the simulations are 200, 400, 800, 1,600, 2,400, and 3,600 (starting from bottom and

going counterclockwise, respectively). The color bar shows the respective values as percentage of
the total number of photons per pixel
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g ¼ 1

N

Xkmax

k¼1

I kð Þ cos 2πf rep k � δð Þ
� �

; ð6Þ

s ¼ 1

N

Xkmax

k¼1

I kð Þ sin 2πf rep k � δð Þ
� �

: ð7Þ

Here, k is the bin index of the TCSPC histogram, N the total number of photons, frep
the repetition frequency of the laser, and δ a correction accounting for the center of

gravity of the IRF. It can be easily shown that the phasor of a mixture equals the

linear combination of its components. Therefore, the phasor analysis in itself bears

the capability to extract information about the sample composition.

The difficulty in the phasor analysis for three components lies in the fact that the

pure components show phasor values close to the unit circle indicated in red in

Fig. 4. This can lead to quite extreme aspect ratios of the resulting triangle that is

formed by the phasor coordinates of the pure components, resulting in a pronounced

inaccuracy of one component.

The results of the phasor analysis are shown in Fig. 3e and f. The accuracy is

slightly worse than the nonnegative least squares. The computational costs are even

less than for the other methods. An extension to more components is not a problem,

in principle. However, due to the special distribution of the pure components in the

parameter space, they will not always form a convex polygon for n > 3: In this case
a general analysis is not possible. Also, it is not straightforward to combine the

phasor analysis with additional spectral information.

Fig. 4 Phasor plot of mixtures of Cy3, TRITC, and Texas Red computed for simulated pixels

having 1,600 photons. Red circles indicate the phasor coordinates of the pure components. The

composition of the mixture can be obtained by the relative areas of the triangles formed by the

phasor coordinates of two pure components and the mixture value as indicated by the green lines,
respectively
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6 Application to FLIM

The main application of the method depicted here is the quantitative analysis of

FLIM images in order to extract the fractional contributions of the respective dye

for every pixel of the image. This approach is particularly useful if one is looking

for molecules that are either localized in small spotlike areas, for example, focal

adhesions, or if the molecules of interest do only appear co-localized with other

molecules. In these cases the analysis based on regions of interest is not possible.

Here, the pattern analysis can reveal quantitative results.

Pattern analysis of FLIM images extracts the fractional contributions of multiple

dyes with ease. Even the most simple approach separates the relative concentration

maps of up to three dyes without the need for additional spectral information if the

decay behavior of the dyes is sufficiently different.

This decay behavior, the pattern of the dye, merely serves as a fingerprint.

Unlike multi-exponential fitting, the complexity of the decay of each contributing

dye has no impact on the complexity of the analysis: Only the amplitude of the

pattern in each pixel has to be estimated—a single parameter compared to at least

two parameters (amplitude and lifetime) for a single exponential decay.

Reduction of complexity is beneficial especially for dark image regions suffer-

ing from low signal to noise. In an image pixel with only some hundreds of photons,

it is nearly impossible to apply the four-exponential model that would be needed to

separate two double-exponential dyes, whereas the contributions of two patterns

can still be distinguished with good accuracy.

6.1 Choosing the Pattern

A fundamental problem of all the methods covered here is how to find or choose the

set of patterns for the analysis. Fully blind methods such as independent or principal

component analysis (ICA/PCA) try to find a complete set of components within the

set of data that has to be analyzed. For the specific case of exponential decay

patterns, these methods usually fail. Here, we need to manually choose the set of

pattern for the analysis. For most of the given situations, this is more or less

straightforward, as the samples are stained with a distinct set of labels. In these

cases one can obtain the patterns from singly labeled control samples.

However, there are cases where singly labeled control samples are not readily

available. This is the case for autofluorescent or intrinsic cellular chromophores like

NAD/NADH+, FAD/FADH+, or tryptophan. In these cases, or in general whenever

there is no predefined set of patterns available, one has to extract the patterns from

the data itself.

If the image contains large, simply connected areas exposing only a single dye,

these areas can be selected as a region of interest yielding the dye’s pattern.

However, if the patterns are not at least partly separated, or if their spatial
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distribution is complex, manual selection of a region of interest is impossible or at

least impracticable.

A convenient and useful approach is to plot key values of the pixels as

two-dimensional scatterplots or correlograms. Parameters can be the average life-

time vs. the reduced second moment of the TCSPC histogram but also the phasor

values of the pixel. Separable dyes appear as accumulation points within these

scatterplots or maxima within the correlograms.

Once a complete set of patterns is available, pattern decomposition of an image

is straightforward and fast. However, in some cases finding this set of patterns can

be considerably more complex than applying a multi-exponential fit.

6.2 Moments in Time

Although any characteristic figure of a decay curve would be sufficient to distin-

guish dyes, it is often desirable to work with parameters that are easy to interpret. It

is well established that the statistical moments can be used to extract the lifetimes of

a multi-exponential model [16]. However, especially in dark image regions, the

number of photons in a single pixel is too small to extract multiple lifetimes.

The (normalized) first moment of the decay curve I(t) extracts the average arrival
time of a photon with respect to the preceding excitation pulse. It can be interpreted

as the average lifetime τAv of the fluorophore:

m1 ¼

ð1
0

t I tð Þdtð1
0

I tð Þdt
¼ τAv: ð8Þ

The second moment is given by

m2 ¼

ð1
0

t2 I tð Þdtð1
0

I tð Þdt
: ð9Þ

To facilitate interpretation of the second moment, let the decay be expressed as a

lifetime distribution:

I tð Þ ¼
ð
α τð Þ
τ

e�t=τ dτ; ð10Þ

where

Pattern-Based Linear Unmixing for Efficient and Reliable Analysis of. . . 253



ð
α τð Þdτ ¼ 1: ð11Þ

Then the second moment transforms into

m2 ¼
ð
τ2 α τð Þdτ ¼

ð
τ � τAvð Þ2 α τð Þdτ þ τ2Av

� �
¼ σ2τ þ τ2Av

	 

; ð12Þ

where

σ2τ ¼
ð

τ � τAvð Þ2 α τð Þdτ: ð13Þ

στ is the width of the lifetime distribution α(τ). Therefore, a natural choice for

intuitive parameters describing the decay is

τAv ¼ m1; ð14Þ
στ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
m2 � m2

1

q
: ð15Þ

For a mono-exponential decay, στ identically vanishes. In intuitive terms we could

call στ the “multi-exponentiality” of the decay.

6.3 Decay Diversity Map

Figure 5 shows the intensity image and a false-color image of the average fluores-

cence lifetime τav. From such a figure alone, it is hard to identify the fluorescent

species that are present in the sample. A scatterplot or correlogram of τAv against στ
(named decay diversity map) not only helps us to separate fluorescent species, it

also tells us how complex the decay of a given pixel is. Whenever the maxima in the

decay diversity map are as pronounced as in Fig. 6, patterns can be generated by

selecting regions of interest in the decay diversity map and integrating over the

image pixels that contribute to the regions of interest.

Figure 7 shows the patterns that were extracted from the pixels of regions 1, 2,

and 3 in the decay diversity map. The black line represents a fit of the three patterns

to the overall decay as obtained by summation of all pixels. Note that all three

patterns show heavily multi-exponential behavior. A multi-exponential analysis

would have to include at least six exponentials to model this situation appropriately.
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Fig. 5 Intensity image (left) and false-color image of the average lifetime (right) of a daisy pollen
cell (autofluorescence)

Fig. 6 Decay diversity map of the daisy pollen cell shown in Fig. 5. Three maxima show the

presence of three independent species. The two species at 1.0 ns and 1.5 ns dominate the image,

but a third species can be found at 3.0 ns. Note that all species behave multi-exponentially.

Filaments between the maxima show intermixing; the comet-like tail of the dye at 1.0 ns originates

from background effects
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6.4 Exponential Fitting Versus Pattern Analysis

Figure 8 shows a comparison of an exponential fit (using four fixed lifetimes) with a

three-pattern analysis. The intensities of the three lifetimes which show the best

contrast are compared to the pre-factors of the patterns. While the results are

qualitatively similar, the separation of contributions is much better for the pattern

analysis: While for the exponential fit, there is intermixing between the exponen-

tials (seen as magenta and cyan colors), the contributions of the patterns mostly do

not mix, as visible by “pure” green, blue, and red colors. Also, the noise level is

visibly reduced for the pattern analysis.

Fig. 7 Extracted decay patterns (red, green, and blue lines) of a daisy pollen cell fluorescence.

Dark green lines show the overall decay as obtained by summation of all pixels (top) and the

residuals of a fit of the three patterns to this decay (bottom). The black line of the fit is

undiscernible from the data
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As the results of Fig. 8 are derived from the same image discussed in Fig. 7, it is

evident where the shortcomings of the multi-exponential approach originate.

Because all involved species behave heavily multi-exponentially, several or even

all of the exponentials will be associated with more than one species: Unless the

separation of the lifetimes is unusually extreme, it is impossible to resolve six

exponentials in a decay curve, not even in the overall decay from all image pixels.

Thus, if all three species behave multi-exponentially, some of their lifetimes are

shared or at least appear to be shared within the resolution limits of the method.

In conclusion, the more complex the decay behavior of the fluorescent species is,

the more that pattern analysis will become our only chance of extracting useful

information.

6.5 Dealing with Mixed Signals

Data points forming arcs in the decay diversity map (e.g., the arc connecting the red

and the green maxima in Fig. 6) indicate intermixing of fluorophores. In the

following, we will derive the trajectory connecting two intermixing species.

Let the decays IA(t) and IB(t) of two fluorophores be defined according to (16):

I tð Þ ¼ IA tð Þ þ IB tð Þ ¼
ð
a
α τð Þ
τ

e�t=τ þ b
β τð Þ
τ

e�t=τ dτ; ð16Þð
α τð Þdτ ¼

ð
β τð Þdτ ¼ 1; ð17Þ

aþ b ¼ 1: ð18Þ

For the average lifetime and the width of the lifetime distribution follows:

Fig. 8 Comparison of a four-exponential fit (left) with a pattern analysis (right)
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τAv ¼ aτAAv þ bτBAv ¼ aτAAv þ 1� að ÞτBAv; ð19Þ
σ2τ þ τ2Av ¼ am2

A þ bm2
B ¼ am2

A þ 1� að Þm2
B: ð20Þ

Substitution of (19) into (20) in order to eliminate a yields

σ2τ þ τ2Av � τAv
σA

2

τ � σB
2

τ þ τA
2

Av � τB
2

Av

τ
A

Av � τBAv
¼ τAAvσ

B2

τ � τBAvσ
A2

τ

τAAv � τBAv
� τAAvτ

B
Av; ð21Þ

which can be written as

σ2τ þ τ2Av � C
	 
 ¼ R2 : ð22Þ

Here, we have introduced the abbreviations R and C as

C ¼ 1

2

σA
2

τ � σB
2

τ þ τA
2

Av � τB
2

Av

τAAv � τBAv
; ð23Þ

R2 ¼ τAAv σ
B2

τ � τBAv σ
A2

τ

τAAv � τBAv
� τAAv τ

B
Av þ C2: ð24Þ

Thus, it is evident that the filament that connects the maxima of the pure species in

the decay diversity map is a circular arc with its center point on the τAv axis.

Figure 9 illustrates the situation for the decay diversity map of the previous

example.

In the special case where σ A
τ ¼ σ B

τ ¼ σ AB
τ ; it follows:

C ¼ τAAv þ τBAv
2

; ð25Þ

R2 ¼ σAB
2

τ þ 1

4
τAAv � τBAv
	 
2

: ð26Þ

For two mono-exponential species with σ AB
τ ¼ 0; the arc becomes a half circle

with its center right between the lifetimes of the pure species. When intermixing

occurs, the patterns for the pure species can always be found at the extreme points

along the average lifetime direction, even if there is no pronounced maximum at

these places.
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6.6 Post-processing

In many studies analyzing the quantities of certain components in, for example,

certain subcellular structures, one can easily enhance the accuracy of the analysis.

After a first pixel-wise mapping of the components, one can specifically select

pixels of similar content ratio or using other selection rules. The raw data of such a

defined set of pixels can be summed up to form a super-pixel with a multifold

increased number of photons. This can be analyzed using the very same algorithm

(or any other method) to give a result of even better accuracy.

Fig. 9 Decay diversity map of a daisy pollen cell (autofluorescence). The three circular arcs

connecting each pair of species limit the region in which image pixels can be found, which expose

a mixture of the pure species. In this particular example, intermixing of the red species with the

green species contributes visibly to the image intensity
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7 Extension to Spectrally Resolved FLIM

One major advantage of the described algorithm is that it can be easily generalized

for the analysis of spectrally resolved data, data that was recorded using interleaved

excitation using different laser lines, and other possible excitation and detection

schemes such as polarization-sensitive data. Such multidimensional patterns can be

used in the very same way as the simple TCSPC histograms. Taking full advantage

of the spectral and temporal characteristics of a fluorescent probe dramatically

improved the accuracy of the decomposition. In a single-channel measurement, the

unmixing of three probes is somewhat the limit of the method in terms of an

acceptable accuracy. In a spectrally resolved measurement, one can decompose

up to five probes that are spectrally similar. Two examples for such a separation are

shown in Fig. 11.

The spectral and temporal characteristics of the five patterns that were used to

analyze the data presented in the lower part of Fig. 11 are shown in Fig. 10. One

finds that the spectra of these labels are overlapping widely, thus preventing an

unmixing based on the pure spectral information. However, in combination with the

temporal decay, a separation of the different species can be achieved. For the

analysis only, data after a single excitation pulse (488 nm or 640 nm, respectively)

was used. Remarkably, the fluorophore in three of the four patterns used for the

analysis in Fig. 11b was Atto 488. The changes in its spectral and temporal

properties due to conjugation to different molecules are sufficient to provide a

clear separation. The data was recorded using a modified time-resolved confocal

fluorescence microscope (MicroTime 200, PicoQuant GmbH) equipped with a

spectrograph and a 32-channel multi-anode PMT (H7260-20, Hamamatsu Photon-

ics Deutschland GmbH) was used. Each detection channel had a spectral width of

about 9.4 nm. Custom-built cooling and routing electronics were used to record

Fig. 10 Temporal (left) and spectral (right) characteristics of the five fluorescent probes after

excitation with a 640 nm laser pulse. Data was obtained from separate nonoverlapping stainings.

Red, antitubulin directly stained with Alexa 647; green, Phalloidin-Atto 655; blue, DNA

intercalator DRAQ5; yellow, anti-giantin stained with Alexa 700 s antibody; and magenta, anti-
fibrillarin stained with Alexa 633 s antibody (Data courtesy of T. Niehörster, A. Löschberger, and

M. Sauer, Institute of Biotechnology and Biophysics, Julius Maximilian University, Würzburg,

Germany)
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TCSPC data individually from each detection channel. For the spectrally resolved

FLIM (sFLIM) analysis of the recorded signals, typically 10–12 channels covering

the fluorescence emission spectrum of the dyes were used.

Applying an extended excitation scheme using pulsed interleaved excitation

with laser pulses of different wavelengths, one can easily extend this method to

separate many more dyes, e.g., three dyes excited in the blue (450 nm), three dyes

excited in the green (530 nm), and another three dyes excited in the red (640 nm)

spectral range.

Fig. 11 Intensity images (a and c) and pattern-resolved composite images (b and d) of U2OS cells

(Mowiol fixation). (b) Patterns correspond to red anti-giantin stained with Atto 488 s antibody;

green Phalloidin-Atto 488; blue DNA marked with EdU coupled to Atto 488 azide; and yellow
anti-fibrillarin stained with Alexa 488 s antibody. (d) Patterns correspond to red antitubulin

directly stained with Alexa 647; green Phalloidin-Atto 655; blue DNA intercalator DRAQ5;

yellow anti-giantin stained with Alexa 700 s antibody; and magenta anti-fibrillarin stained with

Alexa 633 s antibody (Data courtesy of T. Niehörster, A. Löschberger, and M. Sauer, Institute of

Biotechnology and Biophysics, Julius Maximilian University, Würzburg, Germany)
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8 Conclusion

In this chapter a new concept of analyzing FLIM data is presented. The method was

shown to work accurately and fast and can be used intuitively. With a set of fixed

fluorescence decay patterns, one can quantitatively analyze large data sets. This

feature reduces much of the workload and necessary expertise that still is required

to analyze such data in the classical way. Therefore, this approach can provide a

great leap toward a fully automated analysis. While working in the same way for

unmixing spectrally resolved data, the full power of the method is gained by using

spectrally resolved decay patterns. We estimate that a simultaneous analysis of up

to ten labels in a sample should be feasible. Also the application of this method for

analyzing FLIM-FRET data should provide a reliable and fast way to obtain

quantitative results from cellular FRET studies. Large amounts of recorded data

of (s)FLIM experiments can be processed automatically. This opens up the per-

spective for conducting much more comprehensive studies using FLIM as a

standard tool.
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Metal-Induced Energy Transfer

Narain Karedla, Daja Ruhlandt, Anna M. Chizhik, Jörg Enderlein,

and Alexey I. Chizhik

Abstract This chapter presents an overview of the recently introduced concept

of metal-induced energy transfer and two of its applications. We discuss

the basic principle of the method and its application to the mapping of the

membrane of a living cell and to the single-molecule axial localization with 2–

3 nm accuracy.

Keywords Energy transfer � Fluorescence lifetime imaging � Fluorophore–metal

interaction � Plasmonics
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1 Introduction

The field of super-resolution microscopy has seen a tremendous development over

the last two decades and has opened up new advances for the application of

fluorescence microscopy in the life sciences. However, each of the existing

methods is either technically challenging and requires high light excitation inten-

sities at the limit of what is tolerable for live-cell imaging or is rather slow and

requires specialized labels and environmental conditions, which are not always

compatible with live-cell microscopy. Moreover, the majority of these methods

suffer from one common problem: their axial resolution is by roughly one order of

magnitude worse than their lateral resolution.

In this chapter, we present a new fluorescence-based method, which employs the

energy transfer from an optically excited donor molecule to a thin metal film and

which allows for achieving an axial localization of a fluorophore with 1 nm

accuracy. This goes far beyond the diffraction limit of light microscopy and

surpasses in accuracy all known light-based techniques for enhancing the axial

resolution.

It has long been known that placing a fluorescent molecule in the vicinity of a

metal quenches its fluorescence emission and decreases its fluorescence lifetime.

This was first predicted by Edward Purcell in a seminal short note in 1946 [1]. From

a physics point of view, the mechanism behind this phenomenon is similar to that of

FRET [2]: energy from the excited molecule is transferred, via electromagnetic

coupling, into plasmons of the metal, where energy is either dissipated or reradiated

as light. This fluorophore–metal interaction was extensively studied in the 1970s

and 1980s [3], and a quantitative theory was developed on the basis of semiclassical

quantum optics [4, 5]. The achieved quantitative agreement between experimental

measurement and theoretical prediction was excellent.

Here, we will show that the metal-induced energy transfer (abbreviated later as

MIET) can be used to localize fluorescent molecules along one dimension with

nanometer accuracy [6, 7]. A first proof-of-principle study was given in [8], but the

general idea has found little attention at that time. The core idea is that MIET

accelerates the return of excited fluorescent molecules to their ground state, which

manifests itself as a shortening of their fluorescence lifetime [9–11]. Owing to the

fact that the energy transfer rate is dependent on the distance of a molecule from the

metal layer, the fluorescence lifetime can be directly converted into a distance value

(Fig. 1). The theoretical basis for the success of this conversion is the perfect

quantitative understanding of MIET [12]. It is important to emphasize that the

energy transfer from the molecule to the metal is dominated by the interaction of the

molecule’s near-field with the metal and is thus a thoroughly near-field effect,

similar to FRET. However, due to the planar geometry of the metal film, which

acts as the acceptor, the distance dependency of the energy transfer efficiency is

much weaker than the sixth power of the distance, which leads to a monotonous

relation between lifetime and distance over a size range between zero and

100–200 nm above the surface. One of the key advantages of this method is that
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it does not require any hardware modification to a conventional fluorescence

lifetime imaging microscope (FLIM), thus preserving its full lateral resolution.

The technical simplicity of MIET and its compatibility with live-cell imaging make

it applicable for a broad range of studies.

In this chapter, we will describe the details of the technique and discuss its

advantages, limitations, and future perspectives for combining it with other super-

resolution methods for enhancing the in-plane resolution. We will also present its

application for live-cell imaging and single-molecule axial localization studies.

2 Theory

For evaluating MIET measurements, one has to model the emission properties of a

fluorescing molecule above a metallized surface. The geometry of the modeled

situation is shown in Fig. 2. Let us consider the emission of a single molecule with

orientation angles (α, β), where β denotes the inclination towards the vertical axis

and α the angle around that axis. The molecule is assumed to be an electric dipole

emitter. Then, the electric field amplitude of its emission into direction (θ, ϕ) is
given by the general formula

Eem ¼ ep A⊥ cos β þ Ac
P sin β cos ϕ� αð Þ� �þ esA

s
P sin β sin ϕ� αð Þ;

where A⊥,A
c
P, andA

s
P are functions of emission angle θ but not of α, β, or ϕ. Explicit

expressions for A⊥,A
c
P, andA

s
P can be found in a standard way by expanding the

h

Fig. 1 Calculated dependence of fluorophore lifetime on its axial position over the metal film.

Curves are calculated for an emission wavelength of 650 nm and a gold film thickness of 20 nm

deposited on the glass cover slide
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electric field of the dipole emission into a plane wave superposition and tracing

each plane wave component through the planar structures using Fresnel’s relations;
for details, see [12–15]. It is important to note that the functions A⊥,A

c
P, andA

s
P

depend also on wavelength.

Knowing the electric field amplitude of the emission into a given direction

(θ, ϕ), one can then derive the total power of emission as

Stotal β; αð Þ / B⊥ cos 2β þ BP sin
2β

with weight factors B⊥ and BP that take into account also the absorption of emitted

energy in the metal layer; for details of their calculation, see [12]. Knowing the total

emission power Stotal, one can then calculate the lifetime of the molecule by

τ

τ0
¼ S0

ϕStotal þ 1� ϕ
;

where ϕ is the quantum yield, τ0 the free lifetime, and S0 the total emission power of

the emitter in free space (sample space).

For finally calculating the actual lifetime–distance curve, one has to average the

result over all possible molecular orientations (assuming that there is no preferred

Fig. 2 Geometry of MIET: A fluorescing molecule is placed above of a thin metal film deposited

on glass. Fluorescence detection is done with a high-N.A. objective from the glass side. Fluores-

cence excitation is performed by the same objective from the glass side. In the figure, a single

molecule (electric dipole emitter) is placed at a distance z from the metal surface. Its orientation is

described by the angle β between its dipole axis and the vertical axis (optical axis). The angular

distribution of radiation into the glass is depicted as a red curve and is a function of angle θ. The
critical angle θcr of total internal reflection between glass and water is also shown
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molecular orientation in the sample) and also the emission spectrum of the emitter

(using the free-space emission spectrum as weight function). The complex-valued

refractive indices of the metal layer as a function of wavelength are either taken

from publications or have to be measured with ellipsometry.

3 The MIET-GUI Software

We have developed a dedicated Matlab-based MIET-GUI for evaluating measured

MIET data. The MIET-GUI is a graphical user interface designed for many

different types of data evaluation, including the conversion of the raw FLIM data

into a MIET image. The software can be downloaded via the link www.joerg-

enderlein.de/MIET/MIETGUI.zip. The MIET-GUI accepts .ht3-files generated by the

time-correlated single-photon counting (TCSPC) hardware HydraHarp of PicoQuant

GmbH (Berlin) http://www.picoquant.com/products/category/tcspc-and-time-tagging-

modules/hydraharp-400-multichannel-picosecond-event-timer-tcspc-module.Accessed

30Oct 2014, fromwhich it calculates the lifetime and intensity of single pixels, elliptical

regions of interest (ROI), or the patterns generated by scanning the excitation light over

single dipole emitters. These lifetimes are converted into height information via the

MIET lifetime versus height calibration curve.

As a first step, the user has to choose the general type of evaluation, pixel by

pixel or one of the more elaborate ROI/pattern techniques. In the pixel by pixel

mode, the TCSPC histogram of each pixel with more than 25 photons is assembled.

The shape of these histograms can be described by a steep rise followed by a peak

and then an exponential decay. By setting a cutoff after which the curve is purely

exponential and calculating the mean arrival time of the photons after this cutoff,

one gets the lifetime value for this pixel. In the ROI mode, the user specifies an

elliptical region of interest believed to belong to molecules with the same lifetime.

The photons from all pixels within the ROI are collected into a single histogram,

which is less prone to noise problems than histograms for single pixels. For this

reason, the histogram can be fitted with either mono- or multi-exponential decay

curves, thus finding the lifetime of the molecules in the ROI. The most sophisticated

mode is the pattern matching mode. Here, the user has to specify the parameters of

the excitation light such as the wavelength, the polarization mode of the laser, the

numerical aperture of the objective, and the defocusing of the objective. From these

parameters, the patterns generated by scanning the excitation beam over molecules

with different angular orientations can be calculated. The intensity image obtained

by integrating the TCSPC data over time is now fitted with the simulated patterns to

determine the position and orientation of each single dipole emitter. The photons

from all the pixels assigned to a molecule’s pattern are grouped into a single

histogram and fitted as in the ROI mode.

In the second step, the lifetime information is converted into height information.

To this end, the user has to specify the emission wavelength, the quantum yield, and

the excited state lifetime of the emitters as well as the thicknesses and complex
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refractive indices of all materials in the sample (e.g., metal-coated glass cover

slides, buffer solutions, etc.). As described above, this data can be used to calculate

the observed lifetime as a function of the dipole’s height above the interface and its
angle with the optical axis. In the pixel-by-pixel evaluation mode, nothing is known

about the particle’s orientation, so a random orientation is assumed and the cali-

bration curve calculated accordingly. In the pattern matching mode, the particle’s
orientation is known and the correct curve is used for the evaluation. If the emission

spectrum of the fluorescent probe is known, the calibration curves obtained for all

wavelengths that are able to pass the optical filters are calculated and averaged

according to the spectrum. A complication arises from the fact that the lifetime

versus height curve oscillates, meaning that some lifetime values cannot be

matched unambiguously to a height value. The first possibility for dealing with

this problem is to crop the calibration curve at the largest unique value and to mark

all longer lifetimes as “not a number” in the height image. If some prior knowledge

about the sample states that no height values larger than the value corresponding to

the first peak in the calibration curve can exist, it is possible to crop the calibration

curve at this peak. The height information gained through this progress can then be

visualized or used for further analysis.

4 Live-Cell Nanoscopy Using Metal-Induced Energy

Transfer

We demonstrate the applicability of MIET for live-cell imaging by mapping the

basal membrane of living cells with nanometer accuracy. Knowledge of the precise

cell–substrate distance as a function of time and location with unprecedented

resolution provides a new means to quantify cellular adhesion and locomotion, as

is required for a deeper understanding of fundamental biological processes such as

cell differentiation, tumor metastasis, and cell migration.

As a biological model system, we chose three adherent cell lines: MDA-MB-231

human mammary gland adenocarcinoma cells and A549 human lung carcinoma

cells, which are able to formmetastasis in in vivomodels, andMDCK II from canine

kidney tissue as a benign epithelial cell line. Figure 3 illustrates the experimental

setup, which comprises a conventional confocal microscope equipped with an

objective lens (numerical aperture, 1.49), a pulsed excitation light source (20 MHz

repetition rate, 50 ps pulse width, wavelength range 450–800 nm, 1 mW average

power per nm; Fianium), and a time-correlated single-photon counting (TCSPC)

module (HydraHarp, PicoQuant). The only additional requirement for MIET, when

compared to conventional FLIM, is the presence of a thin semitransparent 20 nm

gold film deposited on the glass cover slide supporting the sample.

The cells were stained with a membrane-staining fluorophore (CellMask Deep

Red plasma membrane stain, Invitrogen), which emits photons in the deep red

region of the visible spectrum. Using fluorescence interference contrast (FLIC)
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microscopy, it has been shown that the average distance of the basal membrane

from the substrate typically varies between 20 and 100 nm depending on cell type

[17], which is far below the diffraction-limited axial resolution of a confocal

microscope. To keep the cells in physiological conditions, the microscope was

equipped with an incubator, which kept the temperature constant at 37�C. The cells
were grown directly on a gold-coated glass substrate. FLIM images were acquired

every 5 min with a field of view of 70� 70 μm2 (175� 175 scan positions). As the

apical cell membrane is at least 500 nm away from the substrate, only dye

molecules within the basal membrane were efficiently excited and detected. Further

experimental details can be found in [6].

Figure 4a, b presents examples of the collected fluorescence intensity and

lifetime images of the basal membrane of MDA-MB-231 cells, respectively.

Because the variation of the fluorescence intensity is not only dependent on the

metal-induced quenching, but also on the homogeneity of labelling, we exclusively

used the lifetime information for reconstructing a three-dimensional map of the

basal membrane. Computation of the local height of the basal membrane above the

gold film was accomplished by using the theoretically calculated dependence of the

fluorescence lifetime on the distance of a fluorophore from the metal film (Fig. 1).

The model takes into account all the details of the optical properties of the glass/

gold substrate (thickness- and wavelength-dependent complex-valued refractive

index of the metal film; refractive index of the cover slide), as well as the

photophysics of the used dye (emission spectrum, dye orientation with respect to

the substrate).

The dye orientation within the cell membrane was checked by defocused

imaging [18] and was found to be random without any preferential orientation.

The distance–lifetime dependence, as calculated for the experimental conditions

used in our experiment, is shown in Fig. 1.

Fig. 3 Scheme of the

experimental setup for live-

cell imaging LP - long pass
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Whereas the three-dimensional reconstruction of the membrane profile is

recalculated solely from the lifetime image of the sample, the intensity distribution

is used for discriminating, in the lifetime images, the membrane fluorescence

against the background. Regions with no cells are difficult to identify from the

lifetime images alone, as the lifetime values become exceedingly scattered at low

signal-to-noise ratios. We eliminated such patches by removing areas where the

fluorescence intensity did not exceed the background level. Finally, to ensure that

the membrane stain had not diffused inside the cell during the experiment, we

carried out FLIM imaging of the intracellular compartments, which did not yield

any detectable fluorescence signal.

Figure 5a presents a three-dimensional reconstruction of the basal membrane of

MDA-MB-231 cells calculated from the lifetime images shown in Fig. 4. The local

cell–substrate distance varies between 50 and 100 nm, whereby at the edges, the

cells exhibit a higher distance from the surface. The average cell–substrate distance

is in very good agreement with the recently reported results of Wegener and

colleagues, who reported 27 nm for MDCK II and 87 nm for NIH 3T3 fibroblasts

[19]. Differences in cell–substrate distance for different cell types can occur due to

variations in adhesion strength and in the secretion of extracellular matrix (ECM)

proteins by the cells themselves. To follow the temporal dynamics of the cell–

substrate distance, we recorded a time-lapse series of fluorescence lifetime and

intensity images at 5 min intervals. The three-dimensional maps allow the cell

motion to be followed over time with 200 nm lateral (as defined by the confocal

microscope) and 3 nm axial resolution (see Sect. 5).

Although the cell–substrate distance at each lateral position changes over time,

the average distance remains the same over the full measurement time. We found

that the tumor cells display a larger cell–substrate distance in the periphery com-

pared to the center, where they firmly adhere to the gold surface. A comparison of

the three cell lines (MDA-MB-231, A549, and MDCK II) with respect to the

average distance of the basal membrane from the gold surface, as well as, for

Fig. 4 Fluorescence lifetime imaging. Simultaneously acquired fluorescence intensity (a) and

lifetime (b) images of the basal membrane of living MDA-MB-231 cells grown on a gold-covered

glass substrate, acquired with a standard confocal microscope
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example, MIET images, is provided in Fig. 6. We found excellent agreement with

data obtained previously using FLIC microscopy, which showed that MDCK II

cells are extremely close to the surface (near 27 nm) [18]. Note that MDCK II cells

are benign epithelial cells, whereas the other cell lines are cancerous and show a

higher invasiveness/motility. This might be inferred from the higher cell–substrate

distances of 54� 8 nm (MDA-MB-231) and 67� 7 nm (A549).

We also monitored the spread of single MDCK II cells by visualizing the various

stages of adhesion from initial contact to the formation of lamellipodia. Generally,

the spreading process of adherent cells can be divided into three distinct temporal

phases. The first phase is characterized by the formation of initial bonds between

adhesion molecules and molecules of the ECM. This process of tethering is

followed by the second phase, which comprises the initial cell spreading, which

is driven by actin polymerization that forces the cell surface area to increase by

drawing membrane from a reservoir of folded regions and blebs. The third phase

encompasses recruitment of additional plasma membrane from the internally stored

membrane buffer and extension of lamellipodia to occupy a larger area. By using

MIET imaging, we could monitor the individual phases by visualizing the cell–

substrate distance as a function of time (Figs. 7 and 8). The MIET imaging shows

that the initial contact of the cell is characterized by concentric areas, with alter-

nating distance from the surface. The occupied area increases with time and,

eventually, lamellipodia occur at the border of the cells that have close contact

with the gold surface.

To estimate the resolution of the recorded images, we calculated the standard

deviation of cell–substrate distance. For the acquired series of images, the

Fig. 5 Three-dimensional reconstruction of the basal membrane. Three-dimensional profiles

computed from fluorescence lifetime images recorded over 40 min. Acquisition time of one

image is 90 s of MDA-MB-231 cells
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resolution of the axial distance (determined with MIET) varies between 3 nm

(at nearly 10� 103–15� 103 counts per pixel) and 4 nm (at nearly 5� 103–

10� 103 counts per pixel), depending on the local signal-to-noise ratio. This

substantially exceeds the precision of most existing techniques currently used for

axial imaging. To prevent fast photobleaching of the sample, we used a moderate

excitation power (~100–300 W/cm2) and acquisition time. However, as the

Fig. 6 Comparison of three cell lines. (a) Average distance of basal membrane from the gold

surface for MDA-MB-231, A549, and MDCK II cell lines. Solid curves show the fit to the

experimental data with a Gaussian function. (b–d) Exemplary three-dimensional reconstructions

of the basal membrane of the MDCK II (b), MDA-MB-231 (c), and A549 (d) cells. Scale bars,

20 mm. For a better comparison, all images are normalized to the same scale
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resolution is determined by the signal-to-noise ratio of the recorded fluorescence

decay curves, a further increase in precision can be achieved by collecting more

fluorescence signal using longer acquisition time or higher excitation laser power.

Fig. 7 Time-elapsed MIET images recorded in 3 min time intervals showing the early stages of

cell (MDCK II) spreading on gold. Initially, concentric rings of strong and weaker adhesion

(judged by cell–substrate distance) are visible. A darker color refers to lower cell–substrate

distance. At later stages (k–n), first lamellipodia are formed that exhibit a low cell–substrate

distance

Fig. 8 Time-elapsed MIET images recorded in 5 min time intervals showing the late stages of cell

(MDCK II) spreading on gold. The cell forms tightly attached protrusions/lamellipodia away from

the center of the cell. The cell occupies a larger area with time and presses down more closely. A

darker color refers to lower cell–substrate distance
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5 Influence of Photon Statistics on Axial Resolution

To study the influence of the photon statistics on axial resolution of MIET, we

recorded fluorescence lifetime images of the test sample, schematically shown in

the inset of Fig. 9(i). A glass cover slide was coated with 20 nm gold film and 50 nm

SiO2. On the surface of a dielectric spacer, a thin polymer film doped with

CellMask Deep Red molecules with random orientation was deposited. On top of

the polymer layer, a droplet of optical glue was placed, which has a refractive index

equal to that of glass. As a result, the test sample represents a typical configuration

of the cell membrane in close proximity to the gold film.

We recorded FLIM images of the same area of the sample at different count

numbers from 30 down to 1 kcounts per pixel by subsequent bleaching of the dye.

Typical cross sections through the fluorescence lifetime images recorded at 1, 10,

20, and 30 kcounts per pixel are shown in Fig. 9(a)–(d), respectively. Using the

distance–lifetime dependence as modeled for the current experimental conditions,

the FLIM images were recalculated into the dye-to-metal film distance profiles

(Fig. 9(e)–(h), respectively). To estimate the resolution of the recorded images, we

calculated a standard deviation of the height values obtained within each of the

images. Open circles in Fig. 9(i) show the experimentally obtained values of the

standard deviation. From the Poissonian statistics of single-photon counting, one

expects that the accuracy of determining a mean fluorescence lifetime value scales

with the square root of the number of detected photons. Correspondingly, we expect

to see a roughly similar dependence of the accuracy of determined height values on

the number of detected photons, which is excellently verified by the fit of an inverse

square root function of the count number to the data (solid curve).

Fig. 9 (a)–(d ) Cross sections through the fluorescence lifetime images recorded at the same

sample area at count numbers of 1, 10, 20, and 30 kcounts per pixel, respectively. (e)–(h) Dye
layer-to-metal film distance profiles recalculated from the images (a)–(d ), respectively. i) Reso-
lution of the axial localization of a fluorophore calculated as a standard deviation at different count

numbers.Open circles – experimental data; solid curve – theoretical fit. Inset shows a schematic of

the test sample
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6 Resolving Nanometer Axial Distances at

the Single-Molecule Level

Herein, we present the first experiments with MIET for localizing single molecules

axially from a surface. The presented data show that single-molecule MIET

(smMIET) indeed has the capacity of measuring distances of individual molecules

from a surface with nanometer accuracy. We measure the fluorescence lifetime of

individual dye molecules deposited on a dielectric spacer as a function of a spacer

thickness. Figure 10 shows four images of single dye molecules deposited on a

silicon oxide layer (20, 30, 40, and 50 nm thick) above a thin metal film (2 nm

titanium, 10 nm gold) on a glass cover slide. The image was taken by using a

standard confocal laser scanning microscope. The shown area is 30� 30 μm2. The

background that can be seen on the image is due to the spectrally broad photolumi-

nescence from the gold. However, the photoluminescence lifetime of a smooth gold

surface is less than 2 ps, which does not affect the result of the measurement. For

each spacer thickness, we calculated the distribution of single-molecule lifetimes,

as shown in Fig. 11. The obtained lifetime values are (0.50� 0.06), (0.81� 0.07),

(1.19� 0.08), and (1.50� 0.08) ns for 20, 30, 40, and 50 nm spacer thicknesses,

respectively.

Figure 12 shows the calculated fluorescence lifetime values along with curves of

the lifetime modulation for purely horizontally and purely vertically oriented

dipoles. The shaded area in between these two curves indicates the possible lifetime

values for dipoles with polar orientations in between the two extremes. From the fit,

we found that the observed lifetime–distance behavior is best described if it is

assumed that almost all molecules are horizontally oriented, which is confirmed by

defocused imaging.

Fig. 10 Lifetime images

for (a) 20, (b) 30, (c) 40, and

(d) 50 nm SiO2 spacer

thicknesses for the

identified single-molecule

pixels. The color bar shows
the color index for lifetime

values in nanoseconds.

Each image is 30� 30 μm2
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The standard deviation for the observed single-molecule lifetime values is less

than 0.1 ns, which corresponds to an axial localization accuracy of less than 2.5 nm

for horizontal dipoles. A further reduction in the spread of the lifetime distribution

can be achieved by increasing the number of collected photons per molecule, for

Fig. 11 Lifetime distributions for the four samples with 20, 30, 40, and 50 nm SiO2 spacers

between the metal film and the deposited molecules

Fig. 12 Fitting of experimental lifetime values. The unperturbed lifetime τ0 obtained as a fit

parameter is 2.78 ns, which is in good agreement with the lifetime of Atto655 measured in air on

glass
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example, by preventing photobleaching by using suitable oxygen-scavenging pro-

tocols [19]. In our current experiment, we detected on average 369, 767, 1.002, and

1.031 photons per identified molecule for spacer thickness values of 20, 30, 40, and

50 nm, respectively. In our current measurement scheme, the fundamental limita-

tion is that we have no means of measuring the orientation (polar angle) of the

molecule simultaneously with the intensity and lifetime. As can be seen from

Fig. 12, the relation between distance and lifetime is strongly orientation depen-

dent, and to use smMIET for nanometer-precise distance measurements of single

molecules, one will need to know both the lifetime and the orientation. There are

several options to achieve this, including defocused imaging [17, 20], scanning with

radially polarized light [21] or detecting separately subcritical and supercritical

fluorescence emission [22]. However, all these methods require significant exten-

sions and/or modifications of a conventional confocal laser scanning microscope,

and future investigations must be made to determine which of these methods is the

most robust and efficient in terms of extracted information per detected photon.

7 Conclusion

Although we have focused on the application of MIET to the mapping of the

membrane of a living cell and the single-molecule axial localization, which

shows its versatility, relative technical simplicity, and its applicability for life

science, the potential scope of applications of MIET is much greater. The size

range over which MIET works nicely bridges (and complements) the realm of

conventional FRET and all the recently developed super-resolution imaging tech-

niques. Although MIET has to rely on a perfect theoretical understanding of the

fluorophore–metal interaction, which is certainly more involved than that of FRET,

this is no serious obstacle in the current age of powerful desktop computers. In

contrast to FRET, the infamous orientation-factor problem is greatly relaxed

because one has to know only the relative orientation of one species of fluorescent

molecules with respect to the planar metal film. Moreover, in contrast to FRET, one

needs to label only one site of a sample with one species of fluorophore, instead of

double labelling with a donor and acceptor. MIET is exceedingly simple to set up,

and neither requires modification of the FLIM system nor preparation of complex

sample substrates. Coating glass cover slides with a thin metal film is the only

prerequisite of the technique. Thus, the technical simplicity of MIET will allow its

application in a wide range of studies where nanometer resolution is required.

Combining MIET with ideas from super-resolution microscopy techniques

based on photoswitching and high-precision localization of single molecules will

enable the resolution of intermolecular and intramolecular distances with nanome-

ter precision. The first step on that way is application of MIET for single-molecule

imaging, which was shown here. Already with our non-optimized (in terms of

photobleaching) measurements, we could estimate a positional accuracy of better

than 2.5 nm. Although smMIET achieves this resolution only along one single axis,
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this method will open new fascinating possibilities for structural biology. For

example, for determining the intramolecular distance between two fluorescent

labels in a macromolecule, one can envision using smMIET to measure the absolute

distance values of both labels for a large number of macromolecules immobilized

on a surface. One could then apply a statistical analysis of the acquired distance

histograms to obtain the absolute distance between the labels.
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The Importance of Photon Arrival Times

in STED Microscopy

Giuseppe Vicidomini, Ivàn Coto Hernàndez, Alberto Diaspro,

Silvia Galiani, and Christian Eggeling

Abstract Lens-based or far-field fluorescence microscopy is a very popular tech-

nique for investigating the living cell. However, the spatial resolution of its standard

versions is limited to about 200 nm due to diffraction, impeding the imaging of

molecular assemblies at smaller scales. The turn of the twenty-first century has

witnessed the advent of far-field fluorescence super-resolution microscopy or

nanoscopy, a fluorescence microscopy featuring a spatial resolution down to

molecular scales. STED microscopy was the first of such nanoscopy techniques,

but was for a long time considered as a very complex technique, hard to apply in

everyday biological research. Based on developments in label and laser technology,

recent years have however seen major improvements of the STED nanoscopy

approach, one of which is gated continuous-wave STED (gCW-STED) microscopy.

gCW-STED microscopy reduces complexity by combining STED laser operating

in CW with pulsed excitation and time-gated photon detection. Here, we describe

the physical principles of gCW-STED, formulate the theoretical framework which

characterizes its main benefits and limitations, as well as show experimental data.
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1 Introduction

It is of historical interest that the fluorescence microscope was a by-product of the

search for increasing spatial resolution in the light microscope [1, 2]. In 1873 Abbe

[3] demonstrated that diffraction limits the spatial resolution of a far-field light

microscope: A far-field light microscope is using lenses and focused light to

observe samples placed >μm away from any optical element, i.e., allowing

non-invasive and intra-cellular studies. However, using focused light comes with

the price of diffraction of light, meaning that with a far-field microscope one cannot

discern objects any closer together than a distance d¼ λ/(2nsinα) given by the

numerical aperture of the microscope’s objective lens (nsinα, with refractive index

n of the embedding medium and α the focusing angle) and the wavelength λ of the
light used. Inspired by Abbe’s results, that shorter wavelengths of light lead to

higher spatial resolution, August Köhler built the first ultraviolet (UV) transmission

microscope in 1904. In his experiments, Köhler noted that some biological struc-

tures emitted auto-fluorescence upon illumination with UV light. While the auto-

fluorescence was a major problem for setting up the initial UV microscope exper-

iments (since it reduced the specimen’s contrast in the final image), Köhler imme-

diately realized the potential of fluorescence to map specific structures in biological

samples. A few years later (1908), Köhler together with Henry Siedentopf demon-

strated the first fluorescence microscope [4].

Since the invention of fluorescence microscopy, advances in instruments, tech-

nologies, fluorescent probe synthesis, and labeling techniques have contributed to

its continuing widespread utility. At the beginning of the 1990s, a modern far-field

florescence microscope was a turn-key instrument, able to provide excellent con-

trast, single protein specificity, single-molecule sensitivity, and minimal specimen

perturbation. But Abbe’s resolution limit was still entirely in place. In this context,

it is also important to remember that the Abbe’s resolution limit applies only to light

that propagates for a distance substantially larger than its wavelength (i.e., in the

far-field). Therefore, as predicted by Edward Hutchinson Synge in 1928 and

demonstrated in the 1980s’, a fluorescence microscope with a spatial resolution

well below the Abbe’s resolution limit can be obtained by placing the illumination

and/or detection within tens of nanometer to the sample (i.e., in the near-field)

[5, 6]. However, this particular architecture limits the use of near-field microscopy

to cellular surface structures and cell interiors are out of reach.
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As with many other leaps in science, the breaking of the diffraction resolution

limit in far-field fluorescence microscopy has not been due to gradual improve-

ments from persisted technological progress: In the early 1990s new viable physical

concepts for overcoming the diffraction barrier set of a quest that has led to

readily applicable and widely accessible fluorescence microscopes with

sub-diffraction resolution (�d ) [7, 8]. These microscopes are usually called

far-field super-resolution techniques or optical nanoscopy techniques [9–11].

Unique to all the current super-resolution microscopy techniques is that they

overcome the diffraction limit by precluding the simultaneous signaling (in general)

of adjacent (<d) molecules and thereby recording them sequentially in time and/or

space [12–14]. Here, inhibition of signaling, i.e., fluorescence emission is realized

by optically driving the labels between states of different fluorescence emission

characteristics, such as a bright on- and a dark off-state. Under this scope individual

nanoscopy methods differ from each other by the molecular mechanism by which

the signal is precluded and by whether the transfer between states is driven at

(1) targeted coordinates in space or (2) random molecular positions. Stimulated

emission depletion (STED) microscopy is the most representative method among

the targeted coordinate techniques and also the first far-field nanoscopy method

[7, 9, 13, 15, 16].

In a STED microscope, stimulated emission (SE) is the optically driven molec-

ular mechanism by which fluorescent labels are driven between an on- and off-state

and (spontaneous) fluorescence signal is precluded. Specifically, a second laser, the

STED laser, is added to the microscope’s fluorescence excitation laser to drive

excited (fluorescent on-state) molecules into their dark ground off-state (Fig. 1).

Thereby, the STED laser features one or more intensity zeroes and thus controls the

coordinates where molecules contribute to the overall signal. In the most represen-

tative STED microscopy implementation, a regular Gaussian excitation laser beam

is co-aligned with a doughnut-shaped STED beam that features a nearly “zero-

intensity” point and a wavelength in the red edge of the emission spectrum of the

fluorescence labels (Fig. 1). Under these conditions, the STED beam transiently

de-excites and thus inhibits fluorescence emission of all molecules in the focal laser

spots except those located in or at the closest proximity of the “zero-intensity”

point. Most importantly, increasing the STED intensity above a certain threshold

drives essentially all molecules to their off-state and confines the region in which

on-state population and thus fluorescence emission is still allowed (the effective

fluorescence or observation spot) (Fig. 1). Scanning the two co-aligned beams

across the sample and collecting only the spontaneous emission (stimulated signal

is discarded by appropriate spectral filters) yields images whose spatial resolution is

given by the size of the effective fluorescence spot. Theoretically, the size of the

effective fluorescence spot can be decreased to infinitesimal dimensions (and thus

the spatial resolution increased to “infinity”) by increasing the intensity of the

STED beam. Practically, possible photodamage and phototoxic effects limit the

amount of STED laser light that can be focused on the sample, and thereby

the ultimate resolution of a STED microscope.
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Although, STED microscopy was developed in 1994 [7] and was first experi-

mentally demonstrated in 1999/2000 [17, 18], its practical implementation has only

gained substantial momentum over the last few years [9, 14, 15, 19]: The initial

STED systems provided outstanding spatial resolution, but they were rather

Fig. 1 Principle of STED microscopy. (a) Schematic drawing of the setup of a STED microscope

with the microscope objective which focuses the excitation laser (blue) and the STED laser

(orange), and collects the fluorescence signal (green) for detection, a phase plate in the STED

beam, and a three-dimensional (x, y, z) scanning device for moving the sample relative to the laser

light. (b) In STED, the registered spontaneous fluorescence is inhibited by stimulated emission

induced by the STED laser. The amount of spontaneous fluorescence decreases with increasing

STED laser power and is basically switched off when driving the laser power above a certain

threshold. (Inset) The wavelength of the STED laser (red arrow) is chosen at the red edge of the

fluorophores’ fluorescence emission spectrum (red), while spontaneous fluorescence, which is

excited by the excitation laser with a wavelength (Exc, green arrow) in the absorption spectrum of

the fluorophore (black), is selectively detected (Flu, orange). (c) The excitation laser renders an

ordinary diffraction limited focal spot (blue), while the STED laser passes through a phase plate

that realizes a focal intensity distribution with a local zero such as a doughnut-like pattern

(orange), creating an effective excitation volume with dimensions of much below the diffraction

limit (green). (Lower right panel) When electrons are excited (Exc), the STED laser inhibits

spontaneous emission of fluorescence photons (Flu) by de-exciting the excited state (on-state) to
the ground state (off-state) via stimulated emission (Stim Em). Increasing the power of the STED

laser over a certain threshold effectively precludes the occupation of the excited on-state and thus

spontaneous emission of fluorescence photons. (d) Sub-diffraction volumes to which the occupa-

tion of the excited state and hence fluorescence emission is restricted are created by driving the

STED laser intensity up, and the volume’s size (or spot diameter) decreases with increasing STED

laser power
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complex and cost-intensive. As a consequence, the dissemination of STED micros-

copy was hampered. Since conventional fluorescent molecules have an excited-

state lifetime τS1 of 1–10 ns and a SE cross-section of ~10�17 cm2, only STED beam

intensities ISTED of several hundred MW/cm2 provide SE rates kSTED much greater

than the spontaneous emission rates kS1¼ 1/τS1, and thereby efficient inhibition of

spontaneous fluorescence. To keep the time-averaged power PSTED low, such

intensities were most conveniently realized by using costly pulsed mode-locker

laser system, whose pulses need synchronization and time-alignment with the

excitation counterpart: the STED beam pulse must arrive virtually simultaneously

of a few picoseconds after the excitation pulse (all-pulsed STED implementation)

[18, 19]. Further, the femtosecond STED beam pulses originating from the mode-

locked laser system had to be stretched to 100–300 ps to minimize non-linear

photodamage effects [20, 21] and direct excitation (one- or two-photons) from

the STED beam [22, 23]. Although such pulse preparations were routinely prepared

in conventional laser spectroscopy, they introduced a large complexity for

non-expert STED microscopy users, and required diligent operations and mainte-

nances [19]. Complexity and costs were further increased when extending STED

microscopy to the green/orange wavelength spectrum (e.g., for using GFP,

Alexa488, or similar fluorescence labels). This extension required conversion of

the STED laser pulses to the 600–650 nm wavelength range by non-linear optics

[24]. Consequently, to make STED microscopy amenable to a wider community,

there was a strong demand for alternative lasers sources, suitable to implement

STED microscopes at lower cost and complexity.

The introduction of stable, powerful, and turn-key super-continuum lasers made

the sophisticated pulse preparation of the first STED implementations obsolete.

Indeed, the very same super-continuum source provides already synchronized

STED and excitation beams [25–27]. However, current commercial super-

continuum sources do not produce light of sufficient intensity to induce effective

SE below 630 nm. Vice versa, a light source, generating a comb spectrum via

stimulated Raman scattering within a fiber was shown to produce light suitable for

STED imaging at multiple wavelengths red-shifted from 532 nm [28]. Fiber-based

lasers are easy to maintain, but semiconductor laser technology promises even

greater robustness and cost-efficiency due to the lower complexity. By giving up

the wavelength tunability, efficient STED microscopy implementations have also

been obtained using smaller and less complex pulsed STED laser sources [29–31].

A fundamental step towards the reduction of complexity and cost of STED

microscopy was to demonstrate that pulsed lasers are not strictly mandatory: a

STED microscope based on lasers running in continuous wave (CW) can also be

implemented [32]. STED microscopy with CW laser makes any laser pulse

preparation redundant, strongly reduces the costs, and improves the versatility of

the technique: Almost any wavelength can be covered by a CW laser [33–35]. How-

ever, the resolution performance of a CW-STED system lags behind that of a pulsed

STED system [22].

A remedy to this situation is to use a pulsed excitation beam, a STED beam

running in CW, and time-gated photon detection [36, 37]. This implementation
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[denoted gated CW-STED (gCW-STED) or gated STED (gSTED)] still avoids

laser pulse preparation, but obtains a similar performance as the pulsed STED

implementation. In this chapter, we describe the physical principles of the

gCW-STED implementation, formulate the theoretical framework which charac-

terizes its main benefits and limitations, and show experimental data.

2 Principle of Gated CW-STED Microscopy

The main reason for the poorer spatial resolution of the CW-STED microscope

(with respect to the pulsed STED microscope) is the low peak intensity provided by

the STED beam operating in CW. Unlike in the pulsed STED implementation,

where all the photons (of the STED pulse) act instantaneously after the fluorescent

label’s (or fluorophore’s) excitation event (i.e., the population of its on-state), in the
CW-STED implementation the photons are spread over the whole excited-state

lifetime of the fluorophore. As a consequence, the STED intensity instantaneously

acting on the excited-state is typically lower, and so is the instantaneous probability

for de-excitation to the ground off-state (i.e., the rate of SE kSTED is lower). This

results in a non-negligible part of the fluorophores still emitting fluorescence

because they have not been exposed to enough stimulating photons. Such fluores-

cence is particularly prevalent at the slopes of the doughnut zero-intensity point

where the STED beam intensity is lower thus decreasing the fluorescence spatial

confinement and reducing the spatial resolution [38].

In other words, the inhibition of fluorescence by SE strongly depends on the

number of stimulating photons to which the fluorophore is exposed while residing

in the excited-state. If the fluorescence photons are collected only after a time >Tg
of the fluorophores’ excitation, it ensures that the collected fluorescence photons

stems from fluorophores which have resided in the excited-state for at least a time

>Tg and have thereby been exposed to stimulating photons for at least the same

amount of time. As a result, mainly the fluorescence emission of those fluorophores

is recorded, that are exposed to rather low levels of STED light, i.e., which are at or

close to the zero-intensity center, thus further confining the effective spot size

(Fig. 2). Practically, it is necessary to know the time at which the fluorophores

are excited, which is realized by using a pulsed excitation laser that triggers the

excitation and synchronizes the photon detection: The fluorophores are excited all

at the same time, and time-gated photon detection allows to discard early fluores-

cence photons (<Tg) (Fig. 2a). As a result, the ability to force fluorophores to their

ground off-state for a given STED laser power PSTED, also called the fluorescence

depletion curve, is substantially optimized (Fig. 2b). In particular, the longer the

delay Tg between the excitation and the detection of fluorescence photons, the more

it is ensured that fluorescence photons are recorded mainly from fluorophores

located in the doughnut center where the STED beam intensity is “zero.”

A different explanation to the principle governing the gCW-STED implemen-

tation relies on the STED light induced change of the fluorophore’s excited-state
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lifetime. SE shortens the average time a fluorophore spends in the excited-state; that

is, its effective excited-state lifetime τ varies inversely with the de-excitation rate of
SE, i.e., also with the intensity of the STED laser. Consequently, the effective

excited-state lifetime τ of a fluorophore changes according to its position within the
doughnut-shaped pattern. In particular, the effective excited-state lifetime τ is

lowest in the doughnut crest and highest in the doughnut center (Fig. 3b). By

collecting the fluorescent photons after a time delay Tg from the excitation events

it is possible to reject photons emitted by fluorophores with a short excited-state

lifetime, located in the periphery of the excitation spot, and highlight photons

emitted by fluorophores with a long excited-state lifetime, located close to the

“zero-intensity point.” As a result, the effective area from which the fluorescence

signal is registered is further confined (Fig. 3c, d).

Theoretically, this area can be tuned to infinitely small sizes by infinitely

delaying the detection. Practically, the loss of signal, which is intrinsic to the

time-gated detection, introduces an upper limit on the time delay Tg [37, 38].

Fig. 2 Laser timing in gCW-STED and detected fluorescence signal. (a) (Upper panel) Sketch of
experimental time sequence of excitation laser pulse (Exc), CW STED laser illumination (STED,

orange), and gated detection window (Det., green) with pulse repetition rate f and inter-pulse

distance T of the excitation laser, and start Tg and end time Tend of the gated detection (relative to

the excitation pulse). (Lower panel) Theoretical time-evolution of the probability of emitting

fluorescence photons [Eq. (2), time axis in units of τS1] following an excitation event at time 0 in

the absence (ISTED¼ 0, black) and presence (ISTED¼ 1, 5, 10� Isat, red as labeled) of CW STED

light. (b) Calculated depletion curve of the gCW-STED microscope [Eq. (4)]: detected fluores-

cence signal as function of the STED laser intensity (in units of Isat) for increasing delay time Tg
(in units of fluorescence lifetime τS1). In the CW-STED implementation the photon-arrival time

information is discarded and the whole signal is registered
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2.1 Theory

In the following, we present a theoretical model that describes the effect of the time-

gated photon detection in a STED microscope based on a pulsed excitation laser

and a STED laser running in CW [38]. We start describing the temporal evolution

of the probability of emitting fluorescence photons under SE and derive an expres-

sion for the inhibition of the spontaneously emitted fluorescence photons by SE and

time-gated detection as a function of the intensity ISTED of the STED beam. Finally,

we present an expression for the effective spot or point-spread-function (E-PSF) of

the gCW-STED microscope.

We make several assumptions: (1) The electronic level system of the

fluorophores is described by a simple two-level model consisting of a ground S0
(off) and a first excited electronic state S1 (on); dark states (such as the triplet state)
and vibrational sub-states are neglected. (2) Possible excitation from S0� S1 by the
STED laser is neglected. (3) The fluorophores are initially in their S1 state due to an
instantaneously assumed excitation pulse. We also assume that the time period

T¼ 1/f between two pulses (with f being the pulse repetition frequency) is substan-

tially longer than the excited-state lifetime τS1 of the fluorophores, i.e., all

fluorophores have relaxed to S0 before the arrival of the next excitation pulse;

hence, the conditions at the beginning of every excitation cycle are the same.

(4) The spontaneous de-excitation S1! S0 takes place with a rate constant

kS1¼ 1/τS1, and fluorescence photons are emitted with a quantum yield qfl, i.e.,

Fig. 3 Effective observation spot in gCW-STED microscopy. (a) Calculated radial r focal

intensity profile of the excitation beam (Exc., blue), the STED beam (STED, orange), and the

radial distribution of the collection efficiency function (CEF, red; namely the projection of the

confocal pinhole into the specimen space). (b) Calculated focal intensity radial profile of the

effective observation spot or E-PSF of the confocal microscope (gray) and CW-STED microscope

when the intensity at the doughnut crest ImSTED is five times greater than the saturation intensity Isat
(green), together with the calculated excited-state lifetime τ profile (black). (c, d) Calculated radial
intensity profile of the un-normalized (c) and normalized (d) E-PSF of the gCW-STEDmicroscope

for different delay-times Tg (in units of τS1). Focal intensity calculations for the excitation beam

hexc(r), the STED beam ISTED(r) as well as the collection efficiency hdet(r) were carried out for a

1.4 NA oil immersion lens, an excitation wavelength of 488 nm, a STEDwavelength of 577 nm, an

emission wavelength of 520 nm, and a back projected pinhole radius of 250 nm. All calculations

are based on Fourier theory [39]
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with a rate kfl¼ kS1qfl. (5) The rate of stimulated photon emission during the STED

beam action is given by kSTED¼ σ�STEDI
�
STED with σ�STED ¼ σSTEDλSTED/(ℏc) being

the SE cross-section σSTED divided by the photon energy �hc/λSTED (λSTED is the

wavelength of the STED laser, hc¼ 1.99� 10�25 J m is the product of Planck’s
constant and the velocity of light), and I�STED defines the transient (instantaneous)

STED intensity. In the case of CW illumination the transient STED intensity I�STED
is equal to the time-average STED intensity ISTED, i.e., ISTED¼ I�STED. (6) We define

a saturation intensity Isat as the STED intensity at which kS1¼ kSTED, i.e., Isat¼ kS1/
σ�STED revealing a transient saturation factor ς¼ ISTED/Isat¼ kSTED/kS1. (7) The

STED beam is intensity noise-free and circular polarized; potential bias in the

ability to inhibit fluorescence emission by SE due to fluctuations of the STED

beam intensity [35] and by fluorophore orientations [39] is neglected.

The probability of emitting fluorescence photons (or further on more simply the

fluorescence signal) is proportional to the relative population PS1 of the first

excited-state S1, whose change over time t can be expressed by the rate equation

dPS1=dt ¼ �kS1PS1 � kSTEDPS1; ð1Þ

with PS1(0)¼ 1. Consequently, the fluorescence emission rate at time t after the
excitation pulse is (with kSTED¼ ς·kS1)

F t; ISTEDð Þ ¼ kS1 qflexp � kS1 þ kSTEDð Þtð Þ ¼ kS1 qflexp � 1þ ςð ÞkS1tð Þ: ð2Þ

It is clear that in the presence of the STED beam the excited-state lifetime

τ¼ 1/(kS1 + kSTED) is shortened with increasing ISTED (ς¼ ISTED/Isat).
From Eq. (2) we can calculate the normalized probability that an excited

fluorophore contributes to the measured signal as a function of the STED beam

intensity ISTED and the time delay Tg, i.e., the fluorescence depletion curve

η(ISTED, Tg) of the gCW-STED microscope

η ISTED; Tg

� � ¼
ð T

Tg

F t; ISTEDð Þdt=
ð T

Tg

F t; 0ð Þdt: ð3Þ

Solving Eq. (3) under the above assumption one obtains

η ISTED; Tg

� � ¼ exp �σ�STEDISTEDTg

� �� kS1= kS1 þ σ�STEDISTED
� �

¼ exp �ς� Tg=τS1
� �� 1= 1þ ςð Þ ð4Þ

In the absence of time gating (Tg¼ 0), Eq. (4) represents the depletion curve of the

classical CW-STED implementation. Introducing the time-gated detection Tg> 0

strongly improves the probability of inhibiting fluorescence emission from the

fluorophore, which is essential for obtaining an improvement in spatial resolution.

Note, that with the time-gated detection an improved inhibition of emitting fluo-

rescence photons can already be achieved by increasing the time gating Tg, i.e.,
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without increasing the intensity of the STED beam further (Fig. 2). However, note

that without any STED light (ς¼ 0), there is no depletion (η¼ 1), and the time

gating has no effect on the depletion.

To understand the relation to and differences from the pulsed STED implemen-

tation, it is also crucial to note that Eq. (4) consists of two parts. The first

exponential term is reminiscent of the depletion curve of the all-pulsed STED

implementation, with Tg replacing the pulse-width of the STED beam. The second

term (1/(1 + ς)) is equivalent to the depletion curve for the all CW-STED imple-

mentation. In other words, Eq. (4) reveals that depletion of fluorescence emission

by SE follows an exponential decay until Tg (as for the all-pulsed STED scheme),

and fluorescence emitted from fluorophores still present in the excited state after

time Tg is depleted as in the classical CW-STED implementation.

Given the depletion curve [Eq. (4)] one can now compute the effective point-

spread-function (E-SPF) of the gCW-STED approach. The E-PSF of a STED

microscope describes the region in which fluorophores are still able to contribute

to the measured fluorescence signal. More specifically, it gives the normalized

probability with which fluorophores at a given distance r from the focal center

are still able to (1) spontaneously emit fluorescence photons and (2) contribute to

the measured signal. While the first depends on the intensity profile of the excitation

laser and the spatial dependency of fluorescence inhibition by the STED laser, the

latter involves the detection or (photon) collection efficiency of the microscope

(given by optical elements such as the confocal pinhole or filters). Consequently,

the E-PSF of the gCW-STED microscope h(r) is expressed as the product of the

probability to excite the fluorophore (the intensity profile of the focused excitation

laser) hexc(r), the collection efficiency probability hdet(r), and the depletion proba-

bility η(ISTED(r), Tg) [Eq. (4)]. Note, that the product hc(r)¼ hexc(r)hdet(r) repre-
sents the PSF of the conventional confocal microscope without a STED laser.

A simple analytical description of the E-PSF can be derived by approximating

the confocal PSF with a Gaussian distribution hc(r)¼ exp(4ln2r2/dc
2) with a full-

width-at-half-maximum (FWHM) diameter dc, and the doughnut-shaped intensity

profile of the STED laser with a parabola ISTED(r)� 4ImSTEDa
2r2, where ImSTED is the

intensity at the doughnut crest, and a is a constant that depends on the shape of the

doughnut minimum.

h rð Þ ¼ hc rð Þ � η ISTED rð Þ, Tg

� �

¼ exp �Tg=τS1
� �� hc rð Þ � 1þ 4ar2ImSTED=Isat

� ��1

� exp �4ar2ImSTED=IsatTg=τS1
� �

: ð5Þ

The spatial r dependency of Eq. (5) includes the confocal PSF hc(r), a Lorentzian
term (1 + 4ar2ImSTED/Isat)

� 1 linked to the SE process, and a Gaussian term linked to

the time-gated detection exp(�4ar2ImSTED/IsatTg/τS1). By replacing the Lorentzian

term with a Gaussian term [37, 38] the FWHM diameter dSTED of the E-PSF reads

[37, 38]
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dSTED ISTED; Tg

� � ¼ dc=
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ dc

2a2ImSTED=Isat 1þ Tg= τS1ln2ð Þ� �q
: ð6Þ

Consequently, dSTED decreases both with increasing STED intensity ISTED as well

as with the time gating position Tg (Fig. 4b). In addition to the reduction of the

FWHM diameter dSTED of the E-PSF, also the pedestal (which is characteristic for

the CW-STED E-PSF, Tg¼ 0) is significantly reduced with time gating (Fig. 2d).

This is the fundamental improvement in imaging contrast and thus effective spatial

resolution over (ungated) CW-STED.

As we have pointed out before [38], the improvement in effective spatial

resolution due to the time gating can also be explained in spatial frequency space,

where in principle the appearance of large spatial frequencies in the Fourier

transform of the E-PSF indicates higher effective spatial resolution. Rather than

creating higher spatial frequencies (as is the case with increasing the STED laser

intensity), the time gating process damps lower frequencies and thus amplifies the

fraction of already existing larger spatial frequencies.

It is important to keep in mind, that the time gating (Tg> 0) not only reduces the

FWHM and pedestal of the E-PSF, but also the amplitude of the E-PSF, i.e., h(0)¼
exp(�Tg/τS1) [Eq. (5) and Fig. 4]. Thus, it is necessary to balance the choice of the

time delay Tg against the reduction in signal. Reduction of the signal usually results
in a degradation of the signal-to-noise/background ratio (SNR and SBR), and thus

in a potential degradation of the effective resolution, as will be pointed out later on.

Fig. 4 Characteristic dependencies of the E-PSF properties for the gCW-STED microscope. (a)

Calculated amplitude of the E-PSF as a function of the delay time Tg (in units of τS1). (b)
Calculated relative reduction of the FWHM of the E-PSF, with respect to the confocal counterpart,

as a function of the delay time Tg (in units of τS1) for three different STED intensities as labelled.

Same parameters of Fig. 3
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3 Results

The performance of the gCW-STED microscope is well demonstrated by imaging

sub-diffraction sized fluorescence beads (40 nm in diameter). Figure 5 shows, in a

tabular form, images obtained with different combinations of STED laser power

PSTED (i.e., STED laser intensities ISTED) and delays Tg of the time-gated detection.

From the size of the imaged beads, one can estimate the effective spatial resolution.

As predicted by theory [see Eq. (6)], the effective spatial resolution improves with

increasing PSTED (from top to bottom), but more importantly with increasing time

delay Tg (left to right). In addition to the decreased spot size of the imaged beads,

one can also observe a reduced blur in the images of the beads with increasing Tg, as
also pointed out in the theory by the reduction of the E-PSF’s pedestal.

Fig. 5 Effective resolution tuning for gCW-STED microscopy. gCW-STED imaging of 40 nm

fluorescent beads for different STED beam powers PSTED (rows) and different delay-times Tg
(columns). Excitation: 488/6 nm, f¼ 80 MHz, Pexc¼ 20 μW; STED: 577 nm. Scale bar 1 μm.

Figure is modified, with permission, from reference [41]
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Notably, in the classical CW-STED implementation (Tg¼ 0 ns) the effective

spatial resolution substantially improves only at comparatively large STED powers

PSTED> 120 mW. In contrast, with time gating (Tg> 0 ns) a similar effective

spatial resolution is already obtained with threefold lower STED laser powers

PSTED> 40 mW. As also pointed out in theory, the effective spatial resolution is

not improved by time gating in the confocal case, i.e., without STED light,

PSTED¼ 0 mW. Figure 5 thus clearly points out the major benefits of the

gCW-STED implementation over the classical CW-STED microscope: Reduction

of the E-PSF’s pedestal or image blur and requirement of substantially lower STED

laser powers.

The potential to obtain sub-diffraction resolution at moderate STED beam power

is very attractive for live-cell imaging. Indeed, reducing the CW-STED laser power

and still obtaining an improved spatial resolution greatly reduces the photodamage

and phototoxic stress on the sample. Figure 6a compares classical CW-STED and

gCW-STED microscopy images of a living PtK2 cell with keratin filaments tagged

with the yellow fluorescent protein Citrine. In addition, Fig. 6b compares similar

images of a fixed Ptk2 cell with vimentin filaments immunolabeled with the organic

dye Alexa Fluor 488. Following the increase in effective resolution and the sup-

pression of the E-PSF’s pedestal (or image blur), as provided by the time-gated

detection, the gCW-STED microscopy images are clearly superior in contrast and

detail. More importantly, these improvements were obtained at moderate STED

intensity (PSTED¼ 200 mW at 592 nm). A similar spatial resolution on a similar

sample was obtained in the classical CW-STED modality with threefold larger

STED laser powers (PSTED> 600 mW at 592 nm) [42]. Note, that we have in these

applications chosen a moderate time gate (Tg¼ 1.5 ns). Much larger time gates

would have reduced the overall signal too much, resulting in rather bad SNR of the

images [38].

Recently, it has been demonstrated that the STED laser power can be further

reduced (PSTED¼ 70–90 mW) if a laser with a lower noise level is used (such as a

577 nm OPSL vs a 592 nm fiber laser) [35, 41]. This level of STED laser power is

comparable to the average power used by the more complex all-pulsed STED

implementations (with 80 MHz pulse repetition rates).

Time-gated detection also opens new perspectives for combining STED micros-

copy with fluorescence-correlation-spectroscopy (FCS) [37]. Before the introduc-

tion of time gating this combination was only possible using an all-pulsed STED

system [43]: The pedestal of the E-PSF of the classical CW-STED microscope

deteriorates the FCS performance too much [22, 37].
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4 Conclusions and Discussions

Although, in the past, the instrumentation for STED microscopy was perceived to

be too complex and costly, recent advances have demonstrated its ease of imple-

mentation by simplifying the original experimental design. The so-called

CW-STED implementation is probably the most straightforward version, since it

uses a STED laser operating in CW. This CW modus does not require any temporal

synchronization of excitation and STED lasers as well as pulse optimization of the

STED laser. However, the spatial resolution and image contrast of the CWmodality

lacks behind that of the pulsed STED implementation. Gated CW-STED overcomes

this limitation without increasing complexity. In particular, a classical CW-STED

can be updated to a gated version by simply substituting the excitation source with a

Fig. 6 gCW-STED microscopy and cellular imaging. (a) Keratin fused to the fluorescent protein

citrine in a living PtK2 cell and (b) vimentin filaments in a fixed PtK2 cell labeled by immuno-

cytochemistry with the organic dye Alexa Fluor 488. Shown are CW-STED (left panels) and
gCW-STED (middle panels) recordings, (insets) magnified views of the marked (dotted squares)
areas (renormalized in signal intensity), as well as (right panels) normalized intensity (arbitrary

units; a.u.) profiles along the dashed lines in the insets for confocal (dashed gray), CW-STED

(black), and gCW-STED (red) with Gaussian fits (red shallow) to the peaks of the gCW-STED

recordings, indicating the disclosure of structures less than 67 nm in diameter. Scale bars, 1 μm.

Excitation: 485 nm, f¼ 80 MHz and Pexc¼ 11 μW; STED: 592 nm and PSTED¼ 200 mW; gated

detection: Tg¼ 1.5 ns and ΔT¼ Tend� Tg¼ 8 ns. Figure is modified, with permission, from

reference [37]
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pulsed laser and filtering the registered fluorescence photons relative to the excita-

tion pulse using additional hardware and/or software post-processing [37, 41, 44].

While the pulsed and the gCW-STED implementations employ comparable time-

averaged STED laser intensities, the gCW-STED approach strongly reduces the

peak intensity. The latter reduction is often important for minimizing both photo-

toxicity and photodamage of the fluorescent labels, since these effects usually scale

non-linearly with the intensity [45].

Theoretically, time-gated detection can continuously increase the effective spa-

tial resolution of a gCW-STED microscope. However, time gating also introduces a

concomitant decrease in overall signal, which imposes an upper limit on the choice

of time gate position Tg. In the presence of background, long Tg can induce a strong
reduction of the SNR and SBR, which cancels out the benefits of the time gating

and, in the worst case, reduces the effective resolution. Intuitively, this degradation

can be compensated for by increasing the intensity of the excitation laser; however,

this option is again limited by an increase in photodamaging effects, and by the

saturation of the fluorescence emission [45].

An obvious way of optimizing the SNR of gCW-STED experiments is by

maximizing the detection efficiency of the microscope setup, as done by using

photon detectors with high-quantum efficiency and low dead times [46] as well as

dead-time free photon-counting electronics [47]. Within this context, further impor-

tant characteristics of the photon detectors and photon-counting electronics are by

Bülter et al. [46] and by Wahl et al. [47]: (1) high temporal resolution, i.e., low

temporal jitter, since such jitter results in the unwanted detection of early-emitted

fluorescence photons, slipping through the gated detection, and thus a reduction of

the effective spatial resolution and image contrast; (2) low shift of the instrument

response function (IRF) with changing photon count rates, since a shift in the IRF

requires also a shift of the absolute gating positions, which is impractical; (3) low

dark-count rate and low afterpulsing probabilities.

Removal of background is another obvious choice for recovering the SBR and

restoring the benefits of the time-gated detection. A potential source of background

in STED microscopy is spontaneous fluorescence signal induced by the STED

beam itself. While the stimulating and stimulated light can be spectrally rejected

from the detected signal, spontaneous fluorescence emission induced by unwanted

S0�S1 excitation by the strong STED laser illumination (anti-Stokes emission) is

spectrally identical to the fluorescent signal evoked by the excitation laser, and can

thus not straightforwardly be rejected. Anti-Stokes emission by the STED light

usually only occurs when choosing a wavelength of the STED light close to the

emission maximum of a fluorescent label, where the cross-section of SE is large,

but also that of the absorption becomes larger again. The anti-Stokes signal mainly

shows up at the doughnut crest, and thus contributes to the detected signal and final

image (together with the (non-inhibited) fluorescence emission from the doughnut

center). If the anti-Stokes signal becomes comparable to the signal emitted from the

doughnut center, the contrast of the image is reduced and the improvement in

spatial resolution without effect. This situation most likely happens when using

large Tg, since the amount of the desired fluorescence signal decays exponentially
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with Tg, while the anti-Stokes emission background decreases linearly with Tg [38].
Red-shifting the wavelength of the STED laser, where the absorption cross-section

of the fluorophore is practically zero, obviously reduces anti-Stokes fluorescence

emission, but the concomitant decrease in SE cross-section demands the use of

larger STED laser intensities. Different temporal characteristics of the excitation

and STED laser offer a way to separate fluorescence contributions from both lasers

using, for example, a lock-in (synchronous) detection scheme [23, 48]. Here, the

gCW-STED modality brings along a straightforward realization, since the temporal

characteristics are significantly different for the pulsed excitation and the CW

operating STED lasers. Fluorescence signal that is uncorrelated to the excitation

pulses can straightforwardly be filtered out using a lock-in detection scheme in a

time-correlated-single-photon-counting (TCSPC) measurement mode [49], which

is anyway usually applied in a gCW-STED microscope [37, 41, 50].

Image deconvolution [51] is a common way of increasing the SNR of specifi-

cally STED microscope images. Due to the non-linear dependence of the fluores-

cence signal on the intensity of the STED laser, the microscope can potentially

transmit all spatial frequencies of the sample. This theoretically band-unlimited

nature of the STED microscope offers a new perspective for image deconvolution

algorithms, whose aims, in this context, are the recovery of spatial frequencies in

the microscope images otherwise hidden by noise [52].

We conclude this chapter by discussing a strategy to further reduce photodamage

in a gCW-STED microscope. It has been demonstrated that a prominent

photodamage pathway of the fluorescence labels is via long-lived dark states such

as the triplet state (which are populated after excitation to S1). Fluorophores

residing in their dark states may be, with large probability, elevated to higher

excited electronic states by absorption of additional (STED beam) light, from

where photodamage or photobleaching reactions are highly efficient [53],

so-called non-linear photobleaching [44, 54]. By implementing an all-pulsed

STED microscopy modality with low-repetition rates, lower than the typical

few-μs long lifetime of a fluorophore’s triplet state in aqueous environment, the

population of fluorophores in their dark triplet state can be reduced for the arrival of

subsequent laser pulses, since the triplet state has enough time to relax to the ground

state before it is exposed to the successive STED pulse. As a consequence, the

probability of non-linear photobleaching is strongly reduced. Such implementation

has been denoted triplet relaxation (T-REX) STED microscopy [55]. For example,

250 kHz instead of 80 MHz pulse repetition has been employed, corresponding to

4 μs instead of 12.5 ns inter-pulse delay times, respectively. Since gCW-STED

relies on a STED beam operating in CW, this approach cannot straightforwardly be

used. A T-Rex effect similar to reducing the laser repetition rate can be achieved by

fast beam-scanning [54], also when using STED beam operating in CW [42]. One

can also reduce the probability of non-linear photobleaching by shutting down the

STED laser at times longer than the fluorescence lifetime τS1 of the fluorophores in
the doughnut center, i.e., at times when most of the spontaneous fluorescence has

decayed. STED light at these late time points (	τS1 after the excitation pulse) will

not act on molecules in the S1 state, as desired, but rather on fluorophores
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populating longer-lived dark states, i.e., will introduce non-linear photobleaching.

In the case of an usual 80 MHz pulsed excitation and a 3 ns excited-state lifetime,

the STED laser should thus be switched off in the interval between 6 and 12.5 ns

after the excitation pulse, which requires a fast modulation of the laser light such as

by a synchronized acoustic or electro optical modulator. Unfortunately, this again

increases complexity of the gCW-STED setup, but still leaves the ability of

working at relatively low peak laser intensities, at least when compared to the

current all-pulsed implementations. Such considerations suggest the use of long

(>1 ns) STED laser pulses in the all-pulsed STED modality (instead of the often

applied 100–300 ps), in combination with a time-gated photon detection triggered

to the end of the STED pulses [31]: The time-gated photon detection maintains the

efficiency of the SE process, while still using strongly lowered peak laser intensi-

ties, and reducing costs compared to costly mode-locked laser.

This chapter has given an overview on the basic principle, limitations as well as

potentials of the gCW-STED microscope modality. As pointed out, it not only

optimizes setup complexity and costs, improves effective spatial resolution and

image contrast at rather low CW laser intensities, but also leaves open many

spectroscopy possibilities for further improving the STED modality, including its

combination with FCS. With commercial turn-key (gCW-)STED setups around and

more technological and methodological advancements anticipated, the impact of

STED microscopy in biomedical research is expected to significantly increase over

the next years.
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Single-Color Centers in Diamond as Single-

Photon Sources and Quantum Sensors

Boris Naydenov and Fedor Jelezko

Abstract Single quantum systems in the solid state have a potential application for

quantum information processing. Among these, color defects in diamond seem to

be the most promising ones, as they can operate at ambient conditions. In this

chapter the optical and spin properties of the widely investigated nitrogen-vacancy

(NV) and silicon-vacancy (SiV) centers in diamonds will be reviewed. We will

present the latest experiments showing their application as single-photon sources,

qubits, and sensitive magnetic field sensors with nanometer spatial resolution.

Keywords Diamond • NV centers • Single-photon sources • Single-spin detection •

SiV centers
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1 Optical Properties of Color Centers in Diamond

The nitrogen-vacancy center (shortly NV) is one of the more than 500 known color

defects in diamond [1], and it became very popular in the last decade due to its

unique physical properties. NV centers can be created in high-purity diamond,

using two methods – through nitrogen ion implantation and annealing and by

introducing nitrogen gas during the chemical vapor deposition (CVD) diamond

growth. Each NV center consists of a nitrogen atom substituting a carbon atom in

the diamond crystal lattice and a vacancy in one of the nearest neighbor sites. The

NV electronic ground and excited states are spin triplets each having three spin

sublevels, mS¼ 0 and �1. In the absence of external fields, the mS¼ 0 state is

separated from mS¼�1 by a 2.87 GHz zero-field splitting in the ground state and

1.4 GHz in the excited state. There is an optical transition between these two states

with a zero-phonon line (ZPL) at 637. The first amazing feature of this color center

is that the fluorescence of a single NV can be detected. This has been demonstrated

in anti-bunching (see [2]) in a Hanburry Brown and Twiss experimental setup

equipped with efficient avalanche photodiodes (APD, see chapter by Bülter

et al. [3]) as detectors [4]. Single optically active quantum systems can find a

wide application as single-photon source for quantum cryptography protocols,

and actually the first commercial devices based on NV are already available on

the market.1

However, the ability to observe single NVs is not the feature that makes these

defects unique; there are other color centers in diamond which can also be detected

at the single level – for example, TR12 [5], SiV [6], NE8 [7], and many more. It is a

fact that the NV electronic spin state can be efficiently prepared, manipulated, and

measured with optical and microwave excitation at room temperature [8, 9]. More-

over, they show long-lived spin coherence lifetimes (T2> 1 ms, see below) at room

temperature for ultrapure, 12C-enriched diamond [10]. The optical detection of the

spin state works the following way. Illumination with green laser light excites both

the mS¼ 0 and 1 spin states into the excited state, followed by a red fluorescence on

timescales ~10 ns back to the same spin state with>95% probability for mS¼ 0 and

~50% probability for mS¼ 1. The electronic excited state with mS¼ 1 can also

decay with probability ~50% to the mS¼ 0 state via non-radiative, non-spin-pre-

serving transitions through metastable electronic states. This process of spin state-

dependent fluorescence and decay allows both initialization of the NV electronic

spin into themS¼ 0 state (optical polarization within ~1 μs) and measurement of the

relative population in the mS¼ 0 and 1 ground spin states via green excitation and

red fluorescence intensity measurements (over timescales <1 μs). Once initialized
(polarized) via optical pumping, the NV electronic spin state can be manipulated

with microwave fields using standard electron spin resonance (ESR) methods. For

example, using the appropriate ESR pulse sequences (e.g., free induction decay,

Hahn echo, CPMG, etc.) and detecting the NV spin state-dependent fluorescence,

1 For more information visit http://qcvictoria.com/.
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one can detect very low external magnetic fields. Variations on this idea are

applicable to measurements of DC, AC, and fluctuating (incoherent) magnetic

fields. NV-diamond magnetometry has been proposed [11] and experimentally

demonstrated [12, 13], showing that a single NV center in room temperature

diamond can provide magnetic field sensitivity approaching 1 nT/Hz1/2. Addition-

ally the application of super-resolution optical imaging, scanning AFM, magnetic

field gradient, and nanoparticle techniques to NV-diamond magnetometry has been

shown, realizing spatial resolution of a few nm for magnetic field sources external

to the diamond sample and single nuclear spin (13C) sensing within the diamond

crystal.

2 Long Coherence Time (T2) of Single Spins in Ultrapure

Diamond Material: Application to Nanoscale Sensing

Diamond provides a unique platform for quantum information processing in solids

owing to the ability to generate optically active spins in a nuclear spin-free lattice. It

has been shown that coherence time of electron spins associated with NV defects is

solely limited by interaction with the nuclear spin bath in a diamond crystal with

very low concentration of paramagnetic impurities. The next step was to extend this

coherence time by isotopically engineering the diamond lattice (making diamond

containing solely 12C isotope). There were several experimental challenges related

to this goal. Commercially available sources of 12C carbon usually contain other

impurities (e.g., nitrogen at ppm level, silicon, and others). During the CVD process

of diamond growth, these impurities are incorporated into the crystal lattice, thus

introducing paramagnetic defects. Such a contamination of the diamond can pose

problems related to fluorescence background (preventing detection of single NV

defects) and decrease of the coherence time. Nevertheless, with a careful control of

the growth parameters, synthetic diamond via CVD process with concentration of

parasitic impurities below few parts per billion (ppb) level can be produced.

Furthermore, such ultrapure isotopically purified 12C diamond can be synthesized

on the surface of other materials (heteroepitaxial growth). Figure 1 (left) shows a

confocal microscopy image of such polycrystalline diamond sample with single NV

defects visible. Figure 1 shows the measurement of a spin echo (Hahn echo) of

single NV center in this diamond. Echo decay time of single electron spin at room

temperature approaches 2 ms [14] (comparable with previously reported coherence

time for monocrystalline material) [10].

Hahn echo allows detecting coherence lifetimes pure from experimental artifacts

like low-frequency magnetic noise in the laboratory and temperature variations

which would affect the Zeeman shifts of the spin levels and the zero-field spin-level

splitting of NV defects, respectively. Note that other decoupling techniques have

been established for active control of the spin coherence (see below). However, all

these decoupling and echo methods also refocus unknown magnetic or electric
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fields or temperature drifts which one wants to measure. For this reason, the

inhomogeneities in the samples have to be eliminated. The quality of the diamonds

can then be determined by measuring the phase memory time using Ramsey

sequence or free induction decay (FID) which is sensitive to static or slowly varying

fields and temperatures. Such measurements were realized in a magnetically

shielded setup built at the University of Stuttgart. Experimental data shown in

Fig. 2 demonstrates that coherence time of a single electron spin is approaching ms

timescale even without refocusing pulses (longest coherence time reported for any

solid state system). Based on this new degree of inhomogeneously broadened spin

coherence time, new measurement schemes have been designed specialized for

measuring either fields or temperature while being insensitive to the respective

other one. Hence magnetic field measurements can be performed which are insensi-

tive to temperature drifts, and temperature can be estimated without being affected

by fluctuating magnetic fields [15].

Fig. 1 Confocal image of NV centers in polycrystalline isotopically pure 12C diamond (left).
Hahn echo decay of a single electron spin (right)

Fig. 2 Free induction decay of a single electron spin in isotopically enriched 12C diamond
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3 Active Control of Decoherence

The loss of coherence is one of the main obstacles for the implementation of

quantum information processing, and not all the problems associated with the

spin bath can be solved by material science improvement. It was realized a long

time ago that active driving of quantum systems provides the possibility to decouple

them from environmental noise. The most famous example of this technique is the

Hahn echo. In order to reach higher degrees of control, several protocols have been

established allowing to reach coherence times approaching the limit imposed by

relaxation of the spin state due to coupling to phonons (milliseconds). The next

decoupling protocol has been developed in the early days of NMR by Carr-Purcell

[16] and later improved by Meiboom and Gill [17]. This pulse sequence is an

extension of the Hahn echo idea, by adding many π pulses to flip the spin to be

measured. The constant flipping leads to decoupling of the spins from the surround-

ing spin bath. An example of such decoupling protocol implemented with NVs is

shown in Fig. 3 [18].

The efficiency of the dynamic decoupling schemes, which have been introduced

to address this problem, is itself limited by the fluctuations in the driving fields

which will also introduce noise. This is a big challenge, both experimentally and

theoretically, but it has been solved by developing and realizing the concept of

concatenated continuous dynamic decoupling. This method can overcome not only

the external noise but also fluctuations in driving fields that implement the

decoupling sequences and thus holds the potential for achieving relaxation-limited

coherence times. The major idea behind this scheme is the use of the first driving

Fig. 3 Experimental data. Hahn echo decay (inset, T2¼ 0.39� 0.16 ms), CPMG (red markers,
T2¼ 2.44� 0.44 ms), spin locking (green markers, T2¼ 2.47� 0.27 ms), and spin lattice relaxa-

tion (blue, T1¼ 5.93� 0.7 ms). The blue, red, and green curves are fits to the data

Single-Color Centers in Diamond as Single-Photon Sources and Quantum Sensors 307



field allowing to suppress environmentally induced decoherence and the second

weak field which suppresses noise induced by the first field [19]. Figure 4 demon-

strates the efficiency of this scheme. If one wants to couple two or more NV centers

and preserving entanglement between them, optimal control techniques have been

developed in order to combine quantum gate synthesis with decoupling the system

from fast relaxing modes. This will be of importance to fully exploit subspaces of

slow decoherence, no matter whether they are used as quantum memories or as

registers for active computation.

The proposed scheme can be applied to a wide variety of other physical systems

including trapped atoms and ions and quantum dots and may be combined with

other challenges for quantum technologies such as quantum sensing.

4 Engineering Defects by Ion Implantation

In order to create scalable arrays of quantum registers, it is crucial to be able to

produce defects with high yield and high positioning accuracy. An essential

requirement here is the strength of dipole–dipole coupling which needs to be

stronger than the decoherence rates. Previously magnetic coupling between two

single defects was demonstrated, but decoherence of the individual NV spins in this

case was too strong, and it was impossible to realize coherent quantum gates

(although classical NOT gate was demonstrated for single spins [20]).

Several new ways have been established for optimizing the engineering of NV

centers by ion implantation [21–24]. In order to increase the yield of creation of NV

spins, color centers were generated with relatively high energy (MeV).

When compared to low energy (keV) implantation, this regime leads to an

increased number of vacancies created in close proximity to NV centers, leading

Fig. 4 (a) Coherently driven oscillations of NV center with a single microwave field (Rabi

oscillations). The blue curve is the experimental data, and the purple one is the fitting with a

Gaussian decay envelope. The decay of coherence is related to fluctuation of the driving field.

(b) Persistent Rabi oscillations by adding a second-order driving field
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to a higher production yield. Spatial confinement of defects was realized by

focusing the ion beam or implantation through nanoapertures. Big effort was

directed to eliminate unwanted impurities created close to NV during implantation

process (vacancy aggregates). Such defects are stable at annealing temperatures

that were previously used to produce NVs (1,100 K), and it has been proven by

using ensemble EPR methods in the group of Prof. Isoya at the University of

Tsukuba that they are the major obstacle for achieving long coherence time of

implanted NV centers. Annealing at higher temperatures (1,300 K) was shown to be

a successful tool to increase the phase memory time. Figure 5 shows coherence time

measurements for implanted (15NV, NV centers containing rare 15N isotope) and

native NV in the isotopically pure crystals. There is a significant improvement in

the coherence time compared to the usual annealing procedure (Fig. 6).
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Fig. 5 Confocal image showing the pattern of implanted centers (15NV). Owing to diffusion of

vacancies, NV centers associated with native nitrogen incorporated into diamond during growth

are also created (14NV). B. Hahn echo decay for “native” (14NV) and implanted (15NV) color

centers

Fig. 6 CPMG measurement showing sharp peaks associated with flip-flops between the electron

spin and a distant 13C nucleus
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5 Toward Scalable Quantum Registers: Coherent Control

of Single Nuclear Spins

Optical readout of single NV centers provides unique opportunity to detect coup-

ling to close nuclear spins. Unfortunately this coupling spoils some of the advan-

tages of the nuclear spins. Although their coherence lifetime usually exceeds

seconds at room temperature, the presence of the NV center electron spin induces

flips on the ms range or even faster. Nevertheless, it is possible to decouple the most

prominent nuclear spin, namely, the one of the nitrogen atom, from these flip-flops

extending its lifetime close to a second. Even under optical illumination, which is

necessary for spin state readout, spin population is preserved allowing for quantum

non-demolition measurements on that nuclear spin [25]. This was the first demon-

stration for a solid state spin. Using this new measurement technique, the measure-

ment speed for sensing applications can be increased up to 400 times. In addition a

new insight into the NV center was gained using this nuclear spin as a probe for

hidden states that were not accessible before [26]. Moreover, the high fidelity of the

quantum non-demolition measurement (QND) of the nitrogen nuclear spin enabled

the violation of temporal Bell inequalities rendering this system really quantum

mechanical. Further increase is possible by the implementation of bit-flip error

correction methods. As further weakly coupled nuclear spins are involved here,

robust control techniques have been applied for a high-fidelity control.

As opposed to close nuclear spins, further apart ones are much weakly coupled

and very often are hidden within the homogeneous broadening of the EPR reso-

nances. However, such distant nuclear spins were shown to be very useful as a

resource (e.g., as additional qubits with long-living quantum memory). Although a

successful realization of decoupling protocols was realized by several groups

previously, one of the important questions needed to be answered is: is it possible

to combine decoupling while keeping the coupling to qubit of interest active? It is

indeed possible to realize decoupling of single NV centers from the bath and keep

the coupling to a particular nuclear spin visible. A CPMG echo-assisted method

allows one to measure and control single 13C nuclear spins situated as far as 3 nm

away from the NV [27].

Such electron–nuclear quantum register might be interesting for realizing long-

range coupling between nuclear spins via electron spins as a bus (notably such idea

was proposed a long time ago in context of bulk spin-based quantum information

protocols [28]). The main idea behind this quantum bus approach can be understood

as follows. Since the nuclear spin at each site (bearing a qubit) is able to “see” its

local electron spin partner via the hyperfine interaction, it follows that if the

electron spins at neighboring sites can interact sufficiently strongly, then the two

nuclei will be able to communicate indirectly through their electron brothers. While

the idea is simple, it turns out to be more complex than one might imagine. A

detailed analysis [29] shows that such an electron-mediated interaction between

nuclei at adjacent NV sites will be far too weak to be useful. It can be estimated that

even quite closely neighboring sites, 10 nanometers (nm) apart, will have an
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effective nuclear–nuclear coupling strength of only 0.1 Hz – requiring several

seconds to achieve a useful exchange of information. This is impractical, since

nuclear spins suffer dephasing (losing any stored qubit) in less than a second.

Recently developed dynamic decoupling schemes combined with the quantum

bus approach provide the solution of this hard problem. Theoretical analysis pre-

dicts that when the spins are resonantly driven by externally applied electro-

magnetic fields, the effective strength of the interaction increases dramatically [29]

as these fields not only protect against decoherence but also suppress a destructive

interference of excitation pathways that is responsible for the very low coupling rates

in the undriven scheme. In essence, they introduce a new energy scale into the

system, replacing the effect of the crystal field splitting (which acts to suppress the

effective nuclear–nuclear coupling) with the Rabi frequencies of the driven spins – a

parameter that is under experimental control. Remarkably, with a suitable choice for

this parameter, the coupling between nuclei is enhanced a thousand times, becoming

entirely practicable as a channel to exchange quantum information. As an added

bonus, the act of driving the spins serves to protect the quantum state from the

decohering effects of the surroundings. The effect is equivalent to “dynamic

decoupling” described in 1.2 in which a spin that is periodically inverted at a

frequency faster than the local magnetic field fluctuations acquires an average zero

phase. These recent results of driving spins (based on analytical schemes fighting

dephasing errors) can be extended by combining them with optimal control methods,

thus allowing for other sources of noise to be compensated for at the same time.

6 Experimental Realization of Quantum Entanglement

Between Engineered Defects and Elements of Quantum

Memory

Experimental realization of entanglement between electron spins and long-living

quantum memory allowing to protect entanglement against decoherence has been

recently demonstrated [30]. The key point allowing to achieve this goal was the

implantation of single defect centers with high spatial resolution and high coher-

ence time of the implanted defects. To generate strongly coupled defect pairs with

high probability and at the same time optimum decoherence properties, nitrogen

ions with kinetic energies of 1 MeV, corresponding to an implantation depth of

1 μm, have been implanted using a mica nanoaperture mask [31] (hole diameter

20 nm) creating NV pairs at distances less than 20 nm with a success rate of 2%.

Figure 7 shows the schematics and results of the experiment.

As it is visible in Fig. 7d, coupling of two single spins as weak as 4 kHz is clearly

resolvable. The coupling strength allows the realization of high fidelity of quantum

gate and the generation of entanglement between the two spins. The lifetime of

the entangled states can be significantly prolonged by mapping the state of
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electron spins into the state of the 15N nuclear spins; see Fig. 8. As these

nuclear spins are not interacting on their coherence lifetime of a few seconds, this

is the first demonstration of deterministic remote entanglement of two solid state

qubits. The tomography of the entangled state of these two-spin qutrits has been

measured. This pair of NV centers is an ideal test candidate for the new decoupling

methods introduced above like continuous driving. Furthermore, robust control

techniques taking into account all peculiarities of the full spin Hamiltonian offer

an additional gain both in fidelity and speed with respect to establishing quantum

entanglement between remote nuclear spins.

The experiments reveal a fidelity of the entangled state of about 0.67, although

the theoretically expected (after considering this particular NV pair) value was

about 0.85. It turned out that the limiting factor was the fidelity of the quantum gates

(radio frequency and microwave pulses) used for the preparation of the

Ekin =2Mev

mica

1m
m

20nm

Average distance 50 nm

a b

d

c

20 µm

Fig. 7 Coupled NV center spins. (a) Schematics of the NV pair implantation. (b) Fluorescence

image of an array containing NV pairs. (c) Scheme showing a pair of dipolar coupled defects. (d)

Double electron–electron resonance experiment on the NV pair. The oscillation is a direct measure

of the coupling frequency vdip¼ 4.93� 0.05 kHz
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entanglement. This problem was solved by applying optimal control theory to

design the RF and MW pulses for maximum fidelity. Using this approach, the

fidelity could be increased up to the theoretical limit – 0.824 [32].

7 Coupling to Photons: Spin–Photon Interface

and Single-Photon Sources

Large-scale entanglement between the quantum registers described above can be

realized via an optical channel. Spin selective optical transitions of NV centers

provide the possibility to generate entanglement probabilistically via interference

of emitted photons. Such schemes rely on the indistinguishability of photons;

therefore, fluorescence emission needs to satisfy the so-called “transform-limited”

criteria (broadening of the optical lines needs to be within the limit imposed solely

by relaxation of the excited states). Dynamic spectral line jumps often appear in

CVD and even more in high pressure and high temperature (HPHT) crystals, thus

limiting this application. In addition, large static strain distorts the spin and the

angular momentum Hamiltonian into an unfavorable parameter range, which needs

to be avoided. The spectral jumps and the static disorder can be reduced in

low-strain high-quality HPHT crystals, and the static inhomogeneity of NV centers

can be reduced down to an unprecedented range of only a few GHz (see Fig. 9).

Fig. 8 (a) Quantum circuits diagram used for the creation of the entanglement and for the transfer

to the nuclear spins. (b) Fourier transform of the entanglement signal showing a reference

measurement (without storage in the nuclear spins, blue) and the single of swapping the entan-

glement (orange). (c) Lifetime of the entangled state without saving (blue) and after saving and

retrieving from the nuclear spins (orange). The green curve shows the electron spin relaxation time

which is limiting the lifetime of the entanglement
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Success rates of probabilistic entanglement generation schemes rely on the

effective collection of the emitted photons. The collection efficiency can be signifi-

cantly increased by engineering nano-optics elements (like solid immersion lenses)

in diamond [33]. Further improvement can be achieved by using color centers with

strong zero-phonon line (for NV centers narrowband emission accounts for 4% of

total emission rate). The silicon-vacancy (SiV) centers are very promising candi-

dates for this purpose. Although a lot of work needs to be done for the detailed

understanding of the energy level scheme, it has been already reported that single

SiV centers can be detected on the single site level [34].

The SiV center has narrow emission centered at 738 nm, with more than half of

the integrated fluorescence intensity lying within a 2 nm spectral window (Fig. 10),

making much more suitable as a photon source for integration into photonic

devices. It is possible to achieve on-demand production of bright SiV centers

(inset in Fig. 10) having identical properties for incorporation into photonic struc-

tures. Investigations on single emitters have demonstrated that it is an ideal dipole

with high polarization contrast and a fluorescence lifetime of 1 ns.

The first demonstration of coupling to a photonic device has been achieved by

manufacturing solid immersion lenses (SIL) in diamond containing SiV centers

(Fig. 10b). Centers located near the focal point of the SIL have enhanced brightness

due tomore efficient coupling of the fluorescence out of the diamond (Fig. 10b). As a

result photon collection can be increased by nearly an order ofmagnitude [35]. Addi-

tionally, critical technology steps toward fabrication of plasmonics elements [36],

and diamond photonic crystal cavities have been also demonstrated [37].

Single-photon emission from individual quantum systems was demonstrated for

single molecules [38]. Color centers in diamond offer the possibility of continuous

room temperature operation for single-photon light sources owing to their unlimited

photostability under ambient conditions. Note that not only NV centers (for which

single-photon emission was demonstrated more than a decade ago [39]) but also

Fig. 9 Histogram of static

disorder (transverse strain)

in the new HPHT diamond

material from Tsukuba

((100) low-dose samples)

compared to the best CVD

material commercially

available from Element Six

company
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other optically active defects can be used for this purpose. Several color centers

show narrow and strong zero-phonon line at room temperature. Figure 11 shows

fluorescence intensity autocorrelation function of single nickel–nitrogen complex

in diamond. When low-temperature operation is possible, single defects can also be

considered as a source of transform-limited photons [40]. The unique spectral

homogeneity of SiV center and its strong zero-phonon line emission [41] allowed

to demonstrate non-classical interference of photons from two quantum emitters

recently [42].
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Fig. 10 Fluorescence spectrum of the SiV center in diamond. The fluorescence is sharply peaked

with a zero-phonon line centered at 738 nm and a full width at half maximum of 2 nm. The inset
shows an array of single SIV centers created by deterministic ion implantation (Prof. Shinada,

AIST). (b) Coupling of SiV centers to a solid immersion lens manufactured in the diamond

substrate. A cross-sectional confocal image shows enhanced brightness of SiV centers located at

the focus of the SIL. Black lines have been drawn to outline the SIL structure for clarity. The inset
shows AFM picture of SIL polished by laser-assisted ion etching (polishing has been performed by

the group of Prof. Yatsui, University of Tokyo)

-40 -20 0 20 40
0

1

2

3

g(
2)
(t)

t (ns)

N

Fig. 11 Fluorescence intensity autocorrelation function of single NE8 defect in diamond
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Photon Counting and Timing in Quantum

Optics Experiments

Andreas Ahlrichs, Benjamin Sprenger, and Oliver Benson

Abstract In this chapter we briefly review present implementations of single-

photon and photon-pair sources. After providing the basic fundamentals of

nonclassical light, the role of photon detection to characterize these sources is

highlighted. Then, we motivate why ongoing experiments heading at the realization

of more complex quantum optical devices make very high demands on detectors

and detection electronics. First, results towards quantum repeater architectures and

hybrid quantum systems are discussed. Finally, we outline future prospects of

all-optical quantum technologies.

Keywords Entangled photons � Quantum information � Quantum key distribution �
Quantum optics � Single-photon source
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1 Introduction

The suggestion of the particle nature of electromagnetic radiation by Einstein in

1905 [1] marks a breakthrough of our understanding of light. Remarkably, Einstein

himself considered his suggestion of the existence of light quanta as his most

revolutionary idea. Knowing light as an electromagnetic wave, it is no surprise

that Einstein’s postulate was heavily doubted. Already in 1909 Taylor [2]

performed a double-slit experiment with highly attenuated light looking for inter-

ference fringes which are the ultimate fingerprint of a wave. The intensity of a light

source was attenuated so much that on average only one photon at a time passed by

the slit. After long averaging the expected double-slit interference pattern appeared.

The existence of both particle and wave aspects was only understood later after a

quantum theory of light was available. Today we know that it is impossible to show

the quantum character of light with a first-order interference experiment. Such

experiments, also the double-slit experiment, measure amplitude correlations. It

is, however, the intensity correlation, where the particle character of light appears.

For this reason photon counting is the major technique to study the quantum nature

of light.

In the remaining section we will introduce some fundamentals of quantized light

and photon detection. Then, in the following sections we will review several

approaches how to generate and detect single photons (Sect. 2) and photon pairs

(Sect. 3) before we outline recent more complex quantum optics experiments

(Sect. 4). We concentrate on solid-state systems. Finally, we conclude our chapter

with a short summary and outlook (Sect. 5).

1.1 Classical and Quantum States of Light

Glauber introduced the normalized first- and second-order correlation functions

g(1)(τ) and g(2)(τ) as discussed in Loudon’s book [3]:

g 1ð Þ τð Þ ¼ Eþ tð ÞE tþ τð Þh iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eþ tð Þj j2

D E
E tþ τð Þj j2

D Er ;
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g 2ð Þ τð Þ ¼ Eþ tð ÞEþ tþ τð ÞE tþ τð ÞE tð Þh iffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Eþ tð Þj j2

D E
E tþ τð Þj j2

D Er :

E+ and E denote field operators and the brackets indicate time averaging. g(1)(τ)
correlates the phase, i.e., complex amplitudes at time t and t + τ, respectively. It can
be measured in an interference experiment, e.g., using a Mach–Zehnder interfer-

ometer (Fig. 1a). g(2)(τ) correlates intensities and is derived in a setup suggested by
Hanbury Brown and Twiss (HBT) [4] (Fig. 1b). One has to note that the HBT setup

was first introduced to measure classical correlations of light from distant stars.

g(2)(τ) can be interpreted in terms of photon statistics: if a photon is detected at time

t what is the probability to detect another one at time t + τ? The role of the beam

splitter is often misinterpreted as a device that splits photons. However, it is only

needed to overcome the finite dead time of single-photon counters which is often

larger than the characteristic photon correlation time. In a recent experiment,

Steudle et al. [5] have shown that the nonclassical character of light can easily be

demonstrated with one single-photon detector only. They used light from a single-

photon source (see Sect. 2) and a superconducting single-photon detector with a

dead time of only a few nanoseconds. The setup, illustrated schematically in

Fig. 1c, is the most fundamental one to test the nonclassicality of light.

In quantum optics one typically distinguishes three different states of light: light

from a thermal source, where photons tend to ‘bunch’ together, light from a

classical source like a laser far above threshold where photon statistics follow

Poisson statistics, and finally light in a Fock state. Only the latter state has to be

described by a quantum theory of light. Light in a Fock state is emitted from

quantum light sources that contain a discrete number of excitations. A specific

example is a single-photon source (see next section), where photons come one after

the other, i.e., they are anti-bunched. The corresponding g(2)(τ) functions for the
three cases are sketched in Fig. 2a together with a measured photon correlation of

fluorescence light emitted from a single quantum dot (Fig. 2b).

light 
source

light 
source

light 
source

detector

detector detector

detector

detector

analyzer

analyzer

τ

τ

a b c

Fig. 1 (a) Schematic of a Mach–Zehnder interferometer to measure amplitude correlations. (b) A

Hanbury Brown–Twiss setup to measure intensity correlations. (c) Most fundamental setup to

measure photon statistics
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1.2 Wave–Particle Duality

Both the wave and the particle character can be measured in one experimental

setup. For example, Aichele et al. [7] performed photon correlation measurements

between the two outputs of a Mach–Zehnder interferometer (similar as sketched in

Fig. 1a) while one interferometer arm was changed. The light source was a single-

photon source based on a single quantum dot. Whereas the detected signal in each

arm was modulated as expected from the Mach–Zehnder interference fringes, the

correlation between the two outputs always showed anti-bunching, i.e., a typical

particle property of light. In another experiment, already in 1997, Hoffges et al. [8]
analyzed light that was resonantly scattered from a single trapped ion. Both anti-

bunching and phase stability of the scattered photons were shown. This again

highlights the appearance of both the nonclassical particle and classical wave nature

of light in one experiment. We will discuss resonant scattering again in the

following section.

1.3 Detecting Photons

Statistical analysis of light is only possible with detectors that are capable of

detecting the fundamentally lowest energy of one ℏω. Depending on the required

efficiency, bandwidth, wavelength range, as well as energy resolving capability,

different photon detectors are used. We briefly review [9, 10] four types of detectors

in the following.

1
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Fig. 2 (a) Normalized g(2) functions for three different states of light. (b) Measured second-order

photon correlation function of fluorescence light from a single-photon source (here a single

semiconductor quantum dot [6])
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• Photomultiplier tubes (PMTs) are based on the photoelectric effect, i.e., the

emission of an electron from a cathode caused by absorption of a photon. The

emitted electron is multiplied by a cascade of secondary electron emission

generated in a series of electrodes after the photodiode, producing a macroscopic

voltage pulse. PMTs cover a spectral range of 115–1,700 nm, but with large

differences in performance. In the visible, quantum efficiencies of 40% can be

achieved at low dark count rates of 100 Hz and a temporal jitter of 300 ps using

GaAsP photocathodes [10]. At 1,550 nm, however, the performance of PMTs is

relatively poor. Quantum efficiencies of a few percent can be found at a dark

count rate of 200 kHz, which results in a very low sensitivity.

• The configuration of avalanche photodiodes (APDs) is similar to a p-i-n-diode.

For single-photon counting the APD is operated in reverse bias above the

breakdown voltage (Geiger mode). The absorption of a photon in the intrinsic

layer creates an electron–hole pair. Carriers are then multiplied due to impact

ionization. The most commonly used material is silicon where quantum effi-

ciencies up to 70% (at 700 nm) and a very low dark count rate below 100 Hz can

be achieved. However, the spectral range is limited to wavelengths up to

1,100 nm by the band gap in silicon. For detection of photons at the telecom-

munication wavelengths at 1,300 nm and 1,500 nm, other materials, e.g.,

InGaAs, have to be used. Such APDs have a much poorer performance regarding

quantum efficiency (around 20%), dark counts (1–20 kHz), and dead times

(typically ~100 ns).

• Superconducting transition edge sensors (TESs) are bolometers that consist of a

superconducting material operated very close to the critical temperature, where

small changes in temperature result in a large change in resistance. A photon can

be detected through the small increase in temperature in the material where it is

absorbed. TESs provide photon number resolution capability [11] and quantum

efficiencies of over 90% in the near infrared [12]. However, the disadvantage of

this detector type is that it has to be operated at temperatures as low as 100 mK.

For some applications the comparatively long dead time of typically 1 μs might

be inconvenient, although faster detectors with below 200 ns dead time have

been reported.

• The operation principle of nanowire superconducting single-photon detectors
(NSSPDs) [10] is similar to the one of TESs. The fact that absorption of a photon

can disrupt superconductivity is exploited. NSSPDs are operated well below the

superconductor’s critical temperature (at liquid helium temperature), but close to

its critical current. They cover a broad spectral range at reasonable quantum

efficiencies, low dark count rates, and short dead times.

Whereas radiometry of low-intensity light relies mostly on TESs [13], photon

detection in quantum optics is mostly done with silicon APDs. The limitation of Si

APDs to detect photons only with wavelengths shorter than about 1 μm used to be a

minor issue since most of the nonclassical light sources, such as single atoms, ions,

molecules, or semiconductor quantum dots, emitted in the near infrared to the

visible. However, when transmitting quantum information over large distances
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via optical fiber networks, wavelengths in the telecom bands are required. Also,

complex quantum information tasks using photons, such as quantum repeaters or

quantum logic elements (Sect. 4), require efficient multiphoton detection. Very

high efficiency, ultralow dark count rates, and photon number resolving capability

are urgently needed. For this reason superconducting single-photon detectors are

becoming more and more relevant. For more details on single-photon detectors, see

also the chapters by Buelter [14] and Buller et al. [15].

Photon counting can be applied to classical light as well, but it is indispensable

to characterize nonclassical light sources, like the ones introduced in the following

section.

2 Single-Photon Sources

2.1 Principles of Photon Generation

A photon is a single excitation of an electromagnetic field mode. A generation of a

single excitation is straightforward in a fermionic system where the Pauli principle

applies. Therefore, quantum systems with discrete electronic states and predomi-

nantly radiative relaxation, such as atoms, ions, molecules, quantum dots, or color

defects in crystals, are potential single-photon sources.

Figure 3 shows three different approaches to realize single-photon sources based

on single quantum emitters. The simplest approach (Fig. 3a) is to pump a single

quantum emitter incoherently and to wait until a single photon is emitted. This

approach provides the photon emission event within a short time interval given by

the inverse of the relaxation rate into the excited state and the spontaneous emission

time. In this sense it is on demand. However, the process is still probabilistic and

has its limitations in particular with respect to the indistinguishability of the emitted

photons [16]. A coherently driven Raman transition in a single three-level system

strongly coupled to a high-Q cavity (Fig. 3b) provides a superior approach. This

scheme realizes a coherently pumped single-photon source that does not involve

coupling to reservoirs other than the one into which single photons are emitted [16,

17]. Pulse shaping and a high degree of indistinguishability can be obtained.

Finally, Fig. 3c sketches direct resonant scattering. Although this method was

demonstrated already by Hoffges et al. [8] with trapped ions in 1997, it took

more than 10 years to learn how to separate the single-photon signal from the

strong pump light in a solid-state system [18, 19].

In the previous section in Fig. 2b, we already showed a measurement of single

photons from an incoherently pumped single quantum dot (approach a) in Fig. 3. In

the following Fig. 4 we show a result from He et al. [20] where single photons were
generated by resonant scattering (approach c) in Fig. 3. The degree of indistin-

guishability, which is crucial for applications in all-optical quantum information

[21], was quantified by observing two-photon interference at a beam splitter in a
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Hong–Ou–Mandel experiment [22]: if the two photons simultaneously impinge

onto a 50/50 beam splitter from two different input ports, they will always exit

the beam splitter through the same output port. This coalescence of photons can

easily be verified with single-photon detectors at the two output ports of the beam

splitter and measuring the coincidence rate of events where the two photons are

b
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Fig. 3 Three different approaches of single-photon generation from single quantum systems. (a)

Incoherent excitation of a single quantum emitter modeled as three-level system. After excitation

to a higher excited state, there is a fast relaxation within the relaxation time τ followed by a

spontaneous emission within the time τlife. (b) A three-level emitter coherently driven by two

Raman pulses. One is a classical laser pulse, the other one is the vacuum field of a cavity which is

strongly coupled to the emitter. Photons are finally released from the cavity with the cavity’s decay
rate κ. (c) Schematic of resonant scattering by driving a two-level system with a coherent laser

pulse. Scattering can be understood classically, yet the single-photon character is “imprinted”

through the quantum character of the single emitter. The scattered photons have the same

coherence properties as the pump laser

a b c

Fig. 4 Hong–Ou–Mandel-type interference experiment between two photons subsequently

scattered from a single quantum dot [20]. (a) Two unbalanced Mach–Zehnder interferometers

with a path-length difference of 2 ns are used both in the excitation arm (not shown) and in the

two-photon interference. (b, c) The central cluster of the histogram of two-photon detection events

with a relative delay time. In (b) and (c), the two input photons are prepared in cross and parallel

polarizations, respectively. The fitting function for each peak is the convolution of a double

exponential decay (exciton decay response) with a Gaussian (single-photon detector time

response). Owing to the limited time response, the five peaks have finite overlaps. The disappear-

ance of the central peak in (c) is a clear signature of destructive quantum interference of two

indistinguishable photons
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split up. The coincidence rate drops to zero for perfectly indistinguishable

photons (see disappearance of the central peak in Fig. 4c) and reaches a value

corresponding to 50% of the events for perfectly distinguishable photons.

Besides excellent control of the photon’s temporal and spatial wave packet, also

its frequency locking to the excitation was shown, proving the coherent nature of

the generation process.

2.2 Strategies for Light Collection

In general, spontaneous emission from single-photon sources such as atoms, color

defect centers in crystals, or quantum dots occurs into a random direction. Various

possibilities exist to either collect as much of the full solid angle of the emission

or to enhance the emission into specific optical modes. Strategies for efficient light

collection will be discussed in the rest of this section.

In 1946 Purcell proposed that the spontaneous emission rate can be enhanced

when an emitter is placed in a resonant cavity, which is commonly referred to as the

Purcell Effect [23]. The Purcell factor defines the enhancement as

FP ¼ 3

4π2
� λ

n

� �3

� Q

V

� �
; ð1Þ

where λ is the wavelength, n is the refractive index, Q is the quality factor of the

cavity, and V is the mode volume. The two free parameters that can be used to

maximize the Purcell factor are thus a large quality factor and a small mode volume

of the cavity.

After first pioneering experiments with trapped 40Ca+ ions [24, 25], recent

developments have focused on solid-state single-photon sources, such as

nitrogen-vacancy (NV) defect centers in diamond, or semiconductor quantum

dots. Defect centers have discrete electronic energy states and can thus be used as

stable single-photon sources [26], even at room temperature. Single defect centers

can be isolated in nanodiamonds, which can be characterized and then placed in

almost any desired location, by employing micropositioners or an atomic force

microscope [27].

In order to exploit the Purcell effect for enhancing photon emission, photonic

crystal cavities have several advantages [28]. Their compact size allows extremely

small mode volumes, combined with ultrahigh quality factors. Since room temper-

ature emission from NV centers is spectrally broad, an enhancement of the collec-

tion of single photons from the narrow zero-phonon line (ZPL) is desirable.

Figure 5 shows a nanodiamond with a single NV defect center positioned on a

two-dimensional photonic crystal cavity [29]. Here, the evanescent field of the NV

center and the photonic crystal cavity overlap. The cavity is tuned into resonance
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with the single-photon emission by local laser heating. A drastic enhancement of

emission into the ZPL by a factor of 12.1 was observed.

A radically different approach to single-photon emission enhancement and

collection is the use of plasmonic structures as optical nanoantennas. Highly
localized electromagnetic fields enhance both the excitation, as well as the radiative

and non-radiative decay rates. Figure 6 shows a schematic of an experiment, where

an NV center in a nanodiamond was sandwiched in between two small gold spheres

acting as a plasmonic antenna [30]. The radiative decay rate of a single NV center

Fig. 5 (a) Scanning electron micrograph of a two-dimensional GaP photonic crystal with an L3

defect cavity in the center [29]. A nanodiamond with a single NV center is placed in the center of

the cavity and couples to the light field. (b) Lower dots: Normalized spectrum of intrinsic cavity

fluorescence without nanodiamond. The peak around 640 nm is the fundamental mode tuned to the

ZPL of the NV center. The peaks around 610 nm stem from higher-order modes. Upper dots:
Normalized fluorescence spectrum with nanodiamond showing an increase of the ZPL emission in

the cavity mode. Solid curves are fits to the data. Inset: Autocorrelation measurement of fluores-

cence from the nanodiamond. The anti-bunching dip proves the single-photon character

Fig. 6 The schematic of the experimental configuration shows a nanodiamond without plasmonic

enhancement and then as it couples to a single or two gold nanoparticles. The numerical simulation

shows the electric field intensity using a logarithmic color scale [30]. Field enhancement at

so-called hot spots is clearly visible
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could be enhanced by nearly an order of magnitude, which corresponds to the same

enhancement in the single-photon rate.

Another method of preventing the single-photon emission from spreading over a

4π solid angle is placing an emitter close to a dielectric interface with a higher index

material. This sort of structure functions as a dielectric antenna, in which the

emission preferentially couples into the higher index material. One example of

this is the light collection from NV centers using a solid immersion lens (SIL)

[31]. A schematic of the setup is shown in Fig. 7a. Nanodiamonds were spin coated

on the flat surface of such a lens. Collection efficiencies of 4.2% and single-photon

count rates exceeding 2 million counts per second (see Fig. 7b) were achieved. Both

excitation and emission collection were performed using the same microscope

objective.

Various types of single emitters can be coupled in a similar way, and further

tailoring of the dielectric antenna by layering and precise alignment of the emitter’s
dipole axis have led to light collection efficiencies of 96% and beyond, using either

single molecules or semiconductor nanocrystals [32, 33].

The different light collections strategies can be applied to any single-photon

emitter in the solid-state or condensed phase.

2.3 Integrated Sources

Quantum technologies such as quantum communication or computing make high

demands also on the practical properties of single-photon sources: ideally, they

should operate without maintenance for thousands of hours providing a high rate of

Fig. 7 Enhanced photon collection via a solid immersion lens (SIL). (a) Nanodiamonds

containing single NV centers are spin coated on the flat facet of the SIL. Both the 532 nm

excitation light and the emitted photons are coupled using the same microscope objective. BC,

BS, F, PH, HBT, and APD stand for beam control, beam splitter, filter, pinhole, Hanbury Brown

and Twiss setup, and avalanche photodiode, respectively [31]. (b) Single-photon count rate of a

single NV center as a function of the pump power. The inset shows a measurement of the second-

order correlation function
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photons even at room temperature. Electrical pumping, efficient coupling of emit-

ted photons to optical waveguides or fibers, and integration on an electro-optical

chip would be extremely useful as well. Current technologies allow at least a few of

these criteria to be met.

The most direct approach is to put single quantum emitters directly onto optical

waveguides or optical fibers. This is possible with single molecules, colloidal quan-

tum dots, or NV centers in diamond via spin coating or more advanced positioning

techniques. For example, an optical fiber can be tapered down to sub-micrometer

thickness. Then, the evanescent field of the guided mode is large at the fiber’s surface
and can overlap with deposited emitters. Such a nanofiber can be fabricated from

regular optical fibers by heating and pulling it in a controlled manner. A

nanodiamond attached to a nanofiber can be excited using a perpendicular focused

laser beam, and the single-photon emission can be collected through the fiber

[34]. Alternatively, an NV center can be placed directly on the facet of an optical

fiber [35].

An even higher level of integration was obtained with semiconductor quantum

dots, where charge carriers are confined in all three spatial dimensions. In a

quantum dot, an electron–hole pair can form an exciton, which emits one photon

after radiative recombination. Optical excitation of carriers using a focused laser is

common, but recently progress has been made in electrical excitation, which paves

the way to more integrated sources. Heindel et al. [36] embedded quantum dots in

pillar structures with dielectric mirrors to enhance directional coupling from the

surface and placed gold contacts at the top and bottom for electrical excitation as

shown in Fig. 8.

Pioneering work on the so-called single-photon light-emitting diode was

performed by Yuan et al. in 2002, where electrical pumping of a single quantum

dot within the intrinsic region of a p–i–n junction was demonstrated with single-

photon emission [37]. More recently, InAsP material has been used to fabricate

nanowire light-emitting diodes operating in the telecommunication band [38].

The concept of single-photon-emitting diodes can also be applied to other

material systems. Mizuochi et al. demonstrated a p-i-n structure using diamond

films, and electrically excited carriers in nitrogen-vacancy centers, and thereby

a b

Fig. 8 (a) A schematic of quantum dots in the micropillar cavity. (b) Scanning electron micro-

graph of a cut pillar with gold contact and a diameter of 2.5 μm [36]
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produced a continuous stream of single photons [39]. Figure 9 shows a schematic of

the three diamond layers and the electrodes attached to the top and bottom to induce

carriers in the nitrogen-vacancy centers. As compared to a quantum dot device, a

diamond-based source does not require cryogenic temperatures, making it advan-

tageous for integration into quantum devices. On the other hand, the wavelength of

about 640 nm only allows local use of photons. Telecommunication range photons

would be required for long-distance transfer.

In principle, the technology to fabricate reliable single-photon sources has been

demonstrated, and first commercial single-photon sources are available. However, a

crucial step for further applications in quantum information processing is the

capability to generate a well-defined number N> 1 of indistinguishable photons

with near unity probability. For N> 2 this remains a challenge, but pairs of

indistinguishable photons can be realized as will be discussed in the following

section.

3 Heralded Photons and Photon Pair Sources

3.1 Principle of Heralding

Quantum correlations allow for the application of heralding and remote preparation

of quantum states. The detection of one excitation, e.g., a photon, heralds
the presence of another excitation if they are quantum mechanically correlated.

Figure 10 illustrates two examples.

In Fig. 10a heralding is utilized to generate a single excitation of a specific state

in an ensemble of identical atoms [40]. A Raman process in a three-level atom

Fig. 9 Schematic of a nitrogen vacancy in diamond-based single-photon source, consisting of a

p–i–n junction in diamond layers, with nitrogen-vacancy centers in the intrinsic region [39]. Emis-

sion of single photons is around the perimeter of the round electrode in the vertical direction
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(initially in a state |a>) is utilized. First, a weak write pulse probabilistically excites

a virtual transition from states |a> to |e>, followed by Raman scattering from |e> to

a lower ground state |b>. When one photon from this transition is detected, one

knows that a coherent transfer from |a> to |b> has occurred. The detected photon

hence functions as a herald for a single excitation generated in the atomic ensem-

ble. A read pulse is then fired into the ensemble, resonant with |b>! |e´>, which

is a lower excited state. The timing of this read pulse can be selected to produce the

|e´>! |a> photon at a defined time.

The most prominent example for heralding is utilized in single-photon genera-

tion from spontaneous parametric down-conversion (SPDC) in nonlinear crystals

(see Fig. 10b). In a medium with an optical χ(2)-nonlinearity, one photon of a pump

beam can spontaneously decay into a pair of photons under energy and momentum

conversation. This process has its classical counterpart in three-wave mixing.

In heralded single-photon sources, the two photons of a pair are generated

simultaneously into two distinct optical modes (often called the signal and the

idler mode). Photon pair generation itself is a stochastic process. In each of the two

arms, there is a thermal photon statistics. However, the quantum mechanical

correlation guarantees that whenever a photon is detected in the idler mode, the

probability to find the corresponding photon in the signal is one. Detection of one

photon heralds the other one.
One distinguishes three types of SPCD depending on the polarization of the three

fields. In Type 0 all three fields have the same polarization, while in type I signal

and idler are both polarized orthogonally to the pump. In type II signal and idler

photons have orthogonal polarization. While energy conservation offers the oppor-

tunity to generate signal and idler photons at a wide range of frequencies, momen-

tum conservation (also called phase matching) can only be achieved by carefully

selecting a nonlinear medium with suitable refractive indices for the desired

process.

Due to the stochastic nature of the process, the simultaneous generation of more

than one pair of photons cannot be excluded. In each of the two arms, one always

ba

ω0, k0

ωs, ks

ωi, ki

click!

Fig. 10 Schematic of heralding to generate single photons. (a) Heralded single-photon generation

from an atomic ensemble using Raman transitions. Detection of a single scattered photon from

Field 1 heralds a single excitation in state |b> in one of the atoms of the ensemble. By shining in

the read pulse, only this single excitation can be converted into a scattered single photon. (b) In a

parametric process, photon pairs are generated. Detection of one photon with frequency ωs

(through filters F) in direction ks heralds the presence of a single photon with frequency ωi in

direction ki
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obtains thermal photon statistics. Although the probability to generate two pairs of

photons simultaneously can be made arbitrarily small by reducing the pump power,

this drastically reduces the single pair production rate. For practical application as a

heralded photon source, a compromise between single pair production rate and

two-pair admixture always has to be found. The heralding rate can in principle be

greatly improved by using photon number resolving detectors in the heralding arm

and by combining the output of multiple SPDC sources with optical switches [41].

There are several shortcomings in experiments which reduce the fidelity of the

desired single-photon state. Detector dark counts or stray light can produce false

heralding events when no corresponding signal photon is present. Losses in either

the idler or the signal channel reduces the heralding efficiency of the source and

thus the attainable rate with which experiments can be performed. When using

single-photon detectors without photon number resolution in the heralding arm,

multi-pair events cannot be distinguished from the desired single-pair events in the

heralding process.

3.2 Entangled Photon Pairs

Due to their simultaneous creation, the photons from one pair can be highly

correlated in various degrees of freedom. These correlations can be utilized to

build sources of entangled photons. While most experimental realizations of

entangled photons are based on entanglement in polarization [42, 43], it is also

possible to generate photons with entanglement in momentum and position [44],

time and energy [45], or different time bins [46]. Even sources of heralded
entangled photon pairs based on SPDC can be built [47].

Besides violating Bell inequalities, many important experimental demonstra-

tions in the field of quantum information processing (like quantum teleportation

[48] or entanglement swapping [49]) could be performed for the first time using

SPDC-based sources of entangled photons.

Generally speaking, an entangled state is a superposition of a two- or

multiparticle state that cannot be factorized as single-particle states. In other

words, if a process can prepare two (or more) quantum objects in two different

configurations, then the resulting state is often an entangled state. This is most

apparent in a cascaded decay, which in fact was the first source for entangled

photons [50]. Figure 11a shows a schematic of a cascaded decay of a biexciton

state, i.e., a state formed by two electrons and two holes in a quantum dot. There are

two possible cascades which lead to emission of two orthogonally polarized

photons. Since it is impossible to distinguish between the two decay paths, an

entangled state is generated [52]. Entanglement has to be proven by reconstructing

the quantum state’s density matrix through photon correlation measurements (see

Fig. 11b). Exploiting the possibility of electrical excitation of quantum dots even an

entangled photon-pair emitting diode was realized [53].
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3.3 Optical Parametric Oscillator as Photon Pair Source

Many experiments in quantum optics require the generation of single or entangled

photons with a small bandwidth (MHz to GHz regime) in a well-defined single

spatial mode. Both of these requirements are hard to fulfill with SPDC and bulk

crystals, since the created photons are intrinsically broadband (100 GHz to THz)

and are emitted into multimode cones. Spatial and spectral filtering would be

possible in principle but would drastically reduce the brightness of the source.

One solution to obtain small bandwidth, single-mode photons is to use the

configuration of an optical parametric oscillator (OPO) [54] which is pumped far

below the threshold (see Fig. 12). These kinds of setups are often called cavity-

enhanced SPDC sources. In the OPO configuration the nonlinear crystal is placed

inside an optical cavity. The down-converted photons can only be emitted into the

spectral and spatial modes of the cavity. With a high finesse cavity, the coherence

length of the generated photons can be increased by several orders of magnitude

[56]. Due to the increased effective interaction length of the nonlinear medium, the

photon-pair generation rate is also increased. Since the down-converted photons are

generated into the transverse fundamental mode of the cavity, they can be coupled

into a single-mode optical fiber with high efficiency.

Since the down-conversion bandwidth is often much larger than the free spectral

range of the cavity, the photons are emitted into multiple frequency modes. To

obtain single-frequency mode operation, additional frequency filtering is necessary

[57]. If the generation of signal and idler photons with degenerate frequency is

required in a type II configuration, an additional compensation crystal can be added

to the cavity [58]. With this additional crystal the path-length differences of the two

Fig. 11 (a) Schematic of a cascaded decay of a biexciton state in a quantum dot. XX and X denote

the biexciton state (two electron–hole pairs) and the exciton state (one electron–hole pair),

respectively. Curved arrows denote the circular polarizations of the emitted photons. (b)

Reconstructed real part of the density matrix of the photon-pair state emitted from a biexciton

decay in a single quantum dot [51]. Entanglement is indicated by pronounced off-diagonal

elements
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orthogonal polarizations inside the cavity can be compensated, allowing for the

simultaneous resonance of both polarizations at the same frequency.

3.4 Characterization of Cavity-Enhanced SPDC by Photon
Counting

Heralded single-photon emission of an SPDC source is characterized by the con-

ditioned second-order autocorrelation function gssi
(2)(τ), which evaluates the fidel-

ity of the heralded single photon [55]. The function gssi
(2)(0) can be interpreted as

follows: if a photon is detected in the idler mode i, then the probability to find two

photons at a time in the signal mode s is suppressed. This is equivalent to assuming

that a single-photon state in mode s was prepared remotely. Only for sources with a

low gssi
(2)(0) value, the probability to emit multiple pairs simultaneously is low.

Figure 13a shows a measurement with the setup depicted in Fig. 12.

Another important parameter is the degree of indistinguishability of the two

emitted photons. It can be measured via two-photon interference in a Hong–Ou–

Mandel experiment as discussed in detail in Sect. 2. As pointed out, two indistin-

guishable photons impinging from two sides on a 50/50 beam splitter should

coalesce, and the coincidence rate measured between the two outputs of the splitter

should drop to zero. Figure 13b shows such a measurement of the two photons from

a cavity-enhanced SPDC source as sketched in Fig. 12. An excellent degree of

indistinguishability is observed.

At the end of this section, we would like to point out that besides high efficiency

and good time resolution of single-photon detectors, photon number resolving

capability would be an enormous benefit, both for heralding and for full character-

ization of multiphoton sources.

PPKTP

PBS

filter APDS1

APDS2

APDI

signal

idler
feedback

FBS

pump

master laserSHG time tagging

KTP

Fig. 12 Setup for charactreization of cavity-enhanced SPDC in an optical parametric oscillator

(OPO) [55]. Photon pairs are generated inside a PPKTP crystal located inside a linear cavity. The

cavity length is stabilized to a resonance of the pump laser, which is produced by second harmonic

generation (SHG). After spectral filtering signal and idler photons are separated at a polarizing

beam splitter (PBS) and coupled into single-mode fibers. Signal photons are split by a 50/50 fiber

beam splitter (FBS). Three avalanche photodiodes (APD) are used to detect photons. Their arrival

times are measured with time-correlated single-photon electronics in time-tagging mode
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4 Complex Counting Tasks in Quantum Optics

In the previous section we saw that even the rather simple task of characterizing a

heralded photon source or a photon-pair source requires analysis of correlations

between three detection events. A much more demanding challenge is to realize

quantum optical logic elements for quantum information processing. In such

devices the number of required photon counters scales dramatically for three

reasons:

1. Optical quantum bits are encoded in photons and a final readout is a detection of

a photon state.

2. The required nonlinearity in quantum logic elements based on photons is

induced by photon interference together with photon detection [21].

3. Any signal to characterize, control, or stabilize the active elements of a quantum

photonic device is very weak, often on the level of few photons, and requires

single-photon detectors.

In the following we discuss two examples of recently performed experiments

addressing more complex tasks in quantum technology than just realizing photon

sources.

4.1 Quantum Repeaters: Long-Distance Transfer
of Entanglement

The most advanced quantum technology is secure information exchange using

quantum key distribution (QKD) [59]. Bits are encoded in photons and the ‘fragil-
ity’ of the quantum state provides unconditional security against eavesdropping.

a b

Fig. 13 (a) Measured (symbols) conditioned autocorrelation function gssi
(2)(t1� t2) for the three

different pump powers (P(a)
pump¼ 0.8 mW, P(b)

pump¼ 4 mW, and P(c)
pump¼ 13 mW) [55]. A

binning of 4.5 ns is chosen. As a guide to the eye, a fit (lines) to a theoretical model is added. (b)

Detected coincidence counts after a beam splitter as a function of the relative angle between the

linear polarization of the photons. A minimum is detected when both photons impinge with the

same polarization on the beam splitter, i.e., when they are indistinguishable

Photon Counting and Timing in Quantum Optics Experiments 335



However, the transmission of single photons is always subject to inevitable photon

loss (due to absorption or scattering), which limits the achievable quantum com-

munication distance over optical fibers to approximately 100 km even at telecom-

munication wavelengths. To overcome this severe limitation, Briegel et al. [60]
proposed the concept of a quantum repeater [61]. The idea of a quantum repeater is

not to directly transmit quantum information with single photons, but instead

distribute entanglement over a quantum network. Once the first and the last node

of such a network are entangled, the quantum information can be transmitted by

quantum teleportation. The distribution of entanglement is done by consecutive

entanglement swapping. At each node a quantum repeater produces pairs of

entangled photons. Then, entanglement swapping is performed between adjacent

nodes until the first and the last node of the network are entangled. Since standard

fiber optical links between adjacent nodes are used, the entanglement swapping

steps cannot be deterministic due to photon losses. Therefore, additional quantum

memories at each quantum repeater node are needed, which store the quantum

information until entanglement swapping with the next node was performed suc-

cessfully. The fidelity of the transmitted entangled state can be increased by

multiplexing the quantum network and by performing entanglement

distillation [62].

The realization of two entangled nodes is a first key experiment to realizing a

quantum repeater. Due to their long coherence time, trapped ions or atoms are a

possible system, but the experimental effort is huge [63]. In 2013 Bernien et al. [64]
demonstrated for the first time a heralded entanglement between two solid-state

quantum bits separated by 3 m. Figure 14 shows a schematic of the complex

experiment. The electron spins in two NV centers in diamond were utilized. They

have a long coherence time and can be manipulated as well as read out by

microwave and optical fields, respectively. Radiative emission from the centers

generates two photons each entangled with its resident electron spin. The photons

are sent to a beam splitter. A coincidence in the two outputs of the beam splitter

finally heralds entanglement between the two spins.

The experiment required excellent stability and suppression of dark counts of the

four involved avalanche photodiode detectors since there was only one entangle-

ment event every 10 min, and data acquisition was done for about 160 h.

4.2 Hybrid Quantum Systems

A quantum repeater consists of photon-pair sources, transmission lines, and quan-

tum storage devices. These different parts are subject to conflicting requirements,

e.g., telecom wavelength of photons for transmission, but a visible wavelength for

more efficient detection. The situation is even more challenging for assembling the

different parts of a quantum computer: main processor, memory, readout and

initialization unit, interfaces, etc. It is expected that these different parts have to

be realized in different physical systems. This motivates the novel research field of
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hybrid quantum systems. The only way to transfer quantum information between

dissimilar physical systems is to use photons as quantum transducer.

A particularly demanding task in hybrid quantum systems is to bring together,

e.g., entangle, solid-state systems, which are characterized by fast decay processes

(in the GHz regime) and short coherence times with atomic systems, which are

almost perfectly isolated from the environment, but have electronic transitions with

optical linewidths in the MHz regime. First steps towards entanglement between

systems in the condensed phase and atomic ensembles were demonstrated by

Akopian et al. [65] and by Siyushev et al. [66]. Photons from a single GaAs

quantum dot and a single dibenzanthanthrene (DBATT) molecule, respectively,

were filtered and tuned to an electronic transition of a rubidium and a sodium cell,

respectively. Tuning over an atomic resonance demonstrated precise spectroscopy

with a single-photon source. As an evidence of a coherent interaction of the photons

with the atomic ensembles, slowing down of single-photon pulses was shown

as well.

3

4

3 m
T = 8 K T = 4 K

1 1

3

2 2

BS

BS

DCDC
MWMW

Excitation
Emission
Beamsplitter
Dichroic mirror
Zero-phonon line
Phonon sideband
Microwave control
Polarizer
Waveplates

BS
DC

ZPL
PSB
MW

PSB PSB

ZPL ZPL

λ/2 λ/2λ/4

pol

pol
λ/4

pol

λ/2,λ/4

NV BNV A

Fig. 14 Experimental setup for generating long-distance entanglement between two solid-state

spin qubits [64]. Each nitrogen-vacancy (NV) center resides in a synthetic ultrapure diamond. The

two diamonds are located in two independent low-temperature confocal microscope setups

separated by 3 m. The NV centers can be individually excited resonantly by red lasers and

off-resonantly by a green laser. The emission (dashed arrows) is spectrally separated into an

off-resonant part (phonon sideband, PSB) and a resonant part (zero-phonon line, ZPL). The PSB

emission is used for independent single-shot readout of the spin qubits. The ZPL photons from the

two NV centers are overlapped on a fiber-coupled beam splitter. Microwave pulses for spin control

are applied via on-chip microwave striplines
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Figure 15 outlines the concept of the experiment performed by Akopian

et al. [65].
Aside from establishing a quantum hybrid system, tuning of single-photon

sources in condensed phase to an atomic frequency standard is an important way

to overcome their inevitable spectral inhomogeneity. Here one has to face the

difficulty of using the absorption of a single-photon stream as a feedback signal.

Only a fraction of the total single-photon flux on the order of 10.000–100.000

photons per second is available to generate such a signal.

5 Future Prospects

A strong motivation for many experiments in quantum optics is quantum informa-
tion processing. First steps towards a commercial quantum technology have been

taken, in particular with respect to secure information exchange. Inevitably photons

have to be used to transfer quantum information over larger distances, but also

small quantum computational tasks can be performed all optically. The maturity of

single-photon sources and single-photon detectors renders an optical quantum

a b

c

Fig. 15 Concept of coupling a quantum dot and an atomic ensemble. (a) Energy level diagrams in

a quantum dot and a rubidium atom. The blue circle represents an electron, the red circle a hole,
and the arrows their spin projections. The hyperfine splitting of the 87Rb D2 ground state is

28 μeV. Relevant, Fourier-limited optical transitions in quantum dots and rubidium are shown in

green and are represented by orange Lorentzians. (b) Schematics of the experiment. An optically

excited quantum dot (QD) emits single photons, which propagate through the cell with a warm

rubidium vapor before detection. (c) Photoluminescence (PL) spectra of a quantum dot emission

under tuning with an increasing magnetic field. The quantum dot was excited with a 532 nm

continuous-wave laser. A cell with a rubidium vapor at 120�C was placed in front of the detector.

Dashed line corresponds to the 87Rb D2 transitions. Each branch of the Zeeman-split emission is

tuned to the D2 transitions and is partially absorbed by the vapor
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technology very attractive. If, however, clock cycles comparable to classical

information processing systems are envisioned, then bandwidths and timing jitter

of single-photon detectors and single-photon sources have to be improved. Further

unresolved issues are still the lack of fast photon number resolving detectors with

high efficiency and efficient detection in the near infrared above a wavelength of

1 μm. Nanowire superconducting detectors have become more widely used, in

particular in quantum optics labs where their required cryogenic environment is

not a critical issue. Their ultralow dark count level was mandatory for experiments

looking for rare photon coincidence events. The ease of their integration on chip

may also be a major advantage for more complex multiphoton counting tasks.

Assembling quantum optical devices from dissimilar physical systems is the key

goal in research with hybrid quantum systems. If the interaction between these

systems is mediated via photons, then a tuning and matching of absorption and

emission spectra, as well as of photon wave packets, is required. Additionally, with

the exception of isolated atoms, all quantum emitters suffer from an inhomoge-

neous distribution of their emission wavelength. We have outlined in the previous

section how locking to frequency standards may overcome this problem. Here a key

task is to generate a continuous feedback signal from (perhaps only a few) detection

events. More generally speaking, fast algorithms have to be developed that evaluate

a discrete set of events in order to estimate the most likely reason for a deviation

from an optimum performance of a multiparameter system. For example, a feed-

back signal to maintain the indistinguishability of two photons would be the

two-photon coincidence rate after a beam splitter in a Hong–Ou–Mandel configu-

ration. Auxiliary optical signals like the absorption of a probe beam which can be

utilized as feedback to lock single emitters as well [67] are also very faint signals.

They may require single-photon detectors as well. Finally, hybrid quantum systems

will very likely involve dissimilar detectors providing different electronic signals.

This makes high demands on the counting electronics.

The level of integration in the first proof-of-principle experiments aiming at an

optical quantum technology is still low. Often only passive optical elements, like

waveguides, beam splitters, or filters, are fabricated on chip. Single-photon sources

and detectors are connected via free space beams or optical fibers. A key goal for an

all-integrated quantum electro-optic technology would be to integrate sources,

passive elements, as well as the detectors on a single chip. It is however unlikely

that a unified fabrication technology for all these components can be developed.

More promising ways in short to midterm will have to exploit micro-packaging

techniques. Such an approach could also be attractive to merge integrated classical

and quantum optical technology on a unique platform.
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Photon Counting in Diffuse Optical Imaging

Dirk Grosenick

Abstract The high sensitivity and the picosecond time resolution of time-

correlated single photon counting have led to the application of this technique for

diffuse optical imaging of biological tissue in vivo in the near-infrared spectral

range. In this chapter the fundamentals of photon propagation in biological tissue

and the concept of the distribution of times of flight of scattered photons are briefly

discussed. Then the main features of time-resolved, frequency-domain, and

continuous-wave techniques are compared. An overview is given on the application

of time-correlated single photon counting for investigations on human breast tissue,

on the brain, and on muscle tissue. In the second part, experimental approaches and

clinical studies on the detection and characterization of breast tumors based on oxy-

and deoxyhemoglobin concentrations are considered in more detail. The applica-

tion of time-resolved measurements to monitor breast tumor degeneration by

neoadjuvant chemotherapy is discussed. Finally, fluorescence mammography

with the contrast agent indocyanine green is considered as a tool to improve

differentiation between malignant and benign breast lesions.

Keywords Breast cancer � Diffuse optical imaging � Fluorescence imaging �
Near-infrared spectroscopy � Tissue optical properties
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1 Introduction

In the near-infrared spectral range the absorption of biological tissue in vivo is

mainly determined by oxygenated and deoxygenated hemoglobin, water, and lipids.

As first reported by Jöbsis [1], absorption in this wavelength range is weak and the

light can penetrate deeply into the tissue. This finding offers the possibility of

imaging the spatial distribution of hemoglobin and the other absorbers in the tissue

in vivo. However, optical imaging in the near-infrared is hampered by the strong

scattering of light. Each boundary in the tissue at the cellular level influences the

propagation direction of the photons by refraction or reflection. Basic investigations

have shown that on the macroscopic scale photon propagation in tissue can be

approximately described as a diffusion process [2]. Accordingly, near-infrared

imaging of biological tissue on the centimeter scale is called diffuse optical

imaging. Since measurements at several wavelengths are required to separate the

concentrations of oxy- and deoxyhemoglobin, the termini diffuse optical spectros-

copy or near-infrared spectroscopy of tissue is used as well.

The possibility of characterizing the spatial distribution of oxy- and

deoxyhemoglobin has led to several applications of diffuse optical imaging. The

main applications are investigations on lesions of the female breast [3], investiga-

tions on brain tissue [4, 5], and investigations on muscle tissue [6]. Furthermore,

during the past few years the number of applications in monitoring the somatic

oxygenation status in preterm infants has been growing [7]. Besides the investiga-

tion of the hemoglobin concentration in tissue, diffuse optical imaging can also be

used to detect fluorescent markers with excitation and emission wavelengths in the

near infrared [8]. This possibility is extensively exploited in the characterization of

newly developed markers for molecular imaging in small animal models.

In order to derive the local concentration of oxy- and deoxyhemoglobin or the

concentration of a fluorescent marker one has to apply a suitable measurement

technique together with an appropriate model to analyze the diffusely transmitted or

reflected light [9, 10]. One main requirement is to separate the contribution of

scattering from that of absorption or fluorescence to the measured light signals.

According to the temporal characteristics of the laser radiation used for diffuse

optical imaging, the measurement techniques can be divided into continuous-wave

(CW) methods, time-domain techniques, and frequency-domain techniques

[10]. Hereby, time-domain techniques yield the most comprehensive information
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about the tissue [9]. The corresponding method of choice for light detection is

time-correlated single photon counting [11]. It combines high sensitivity and high

dynamic range with the required picosecond time resolution.

2 Diffuse Light Propagation in Tissue

When a photon enters biological tissue, its path inside the tissue can be understood

as a series of small straight lines interrupted by changes in the propagation direction

due to refraction or reflection at internal tissue structures (Fig. 1). Typical mean free

path lengths in tissue are about 100 μm. Along its way, the photon can be absorbed,

e.g., by a hemoglobin molecule. In the case of a fluorescent molecule, the absorp-

tion process could result in emission of a fluorescence photon which then propa-

gates in a manner similar to the originally injected photon. In particular, it could be

absorbed by hemoglobin, too. Photons which are not absorbed will leave the tissue

somewhere. Due to the large number of scattering events, the photon could exit the

tissue even in reflection. The time of exit depends on the total path length and the

speed of light in the tissue.

A second photon will follow a different path through the tissue, since it does not

exactly enter the tissue at the same point and at the same time. As a result, when

considering injection of a picosecond laser pulse into the tissue the individual

(non-absorbed) laser photons will exit the tissue at different locations at different

times. By placing a detection fiber at a selected position on the tissue surface one

can measure a broadened light pulse which represents the distribution of times of

Fig. 1 Photon propagation

in tissue and principle of

time-resolved detection of

diffusely transmitted or

reflected light for a slab-like

tissue structure
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flight of the diffusely scattered photons at this position. Similarly, with a suitable

fluorescence bandpass the distribution of times of arrival of fluorescence photons at

the detector position can be measured.

The times of flight of the detected laser or fluorescence photons depend on the

scattering and absorption properties of the tissue. The scattering properties are

described by the scattering coefficient μs which is the inverse of the mean free

path length between two scattering events and by the anisotropy factor g which is

the mean cosine value of the photon scattering angle. Typical values for biological

tissue are μs¼ 100 cm�1 and g¼ 0.9. The latter value means that the photon

scattering angle in tissue is small, i.e., the scattering in tissue is forward directed.

The absorption properties of the tissue are described by the absorption coefficient

μa, which is the inverse of the mean distance the photon travels before absorption

happens. For breast tissue the absorption coefficient is around 0.04 cm�1; for brain

tissue the average absorption coefficient amounts to about 0.1 cm�1. In the case of

highly vascularized organs such as muscle tissue, the absorption can even be higher.

When the distance between the point of light injection and the detector position

amounts to a few centimeters the mean time of flight of the detected photons is

typically a few nanoseconds. In this time range, time-correlated single photon

counting is the mean of choice for detecting the distribution of times of flight.

The propagation of light through the tissue can be modeled by Monte Carlo

simulations [12]. In this approach the propagation of single photons through the

tissue is tracked as drawn in Fig. 1, i.e., the photon path is constructed from a

sequence of (1) free movement to the next scattering event and (2) the change of the

direction due to this event. Furthermore, the probability of the photon to be

absorbed during propagation is taken into account. Typically, the three tissue

parameters μs, g, and μa are sufficient to describe the propagation. Monte Carlo

simulations are time-consuming, in particular for tissue dimensions on the centi-

meter scale.

The radiative transfer equation is another model of light propagation in tissue.

When tissue absorption μa is small compared to tissue scattering μs, the photon

diffusion equation as an approximation of the radiative transfer equation can be

applied to calculate photon flux densities at positions which are sufficiently far

away from the photon source [2]. In this approximation, the diffusely scattering

medium is described by the absorption coefficient μa and the reduced scattering

coefficient μ
0
s ¼ μs(1� g). Analytical solutions of the diffusion equation are avail-

able for several geometries of homogeneous media that can be used to mimic tissue

such as the semi-infinite medium, the infinitely extended slab or the infinitely

extended cylinder. Furthermore, a few cases of heterogeneous media such as a

spherical or cylindrical object in a homogeneous medium or layered structures can

be handled. Numerical methods such as finite-element or finite-difference methods

permit the description of arbitrary geometries on voxel-based medium properties.
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3 Time-Resolved, Frequency-Domain and Continuous-

Wave Techniques

The detection of the distribution of times of flight (DTOF) of photons by time-

correlated single photon counting is a well-known method to derive the absorption

coefficient μa and the reduced scattering coefficient μ
0
s of a homogeneous medium

with planar boundaries from diffuse reflection or transmission measurements. To

this end, a picosecond or femtosecond laser [13] is employed as a light source

(Fig. 2). The optical properties are derived by using the analytical solution of the

photon diffusion equation for the homogeneous semi-infinite medium or the homo-

geneous infinite slab to analyze the measured distribution of times of flight. With a

source-detector distance of typically 2–6 cm the full width at half maximum of the

detected light pulse is in the order of one to several nanoseconds.

According to this half-width, the Fourier spectrum of the measured light pulse

contains frequencies up to a few GHz. Instead of using an ultrashort light pulse for

the measurement, one can equivalently employ a set of measurements with an

amplitude modulated laser covering the required frequency range from 0 to a

sufficiently large value of the cut-off frequency. This approach is of particular

interest for applying diode lasers which can be easily modulated by the driving

current. By detecting the frequency-dependent damping of the modulation ampli-

tude (demodulation) as well as the corresponding phase shifts, this frequency-

domain technique provides about the same information as the time-resolved

approach. In several investigations a much simpler frequency-domain setup was

used with only one modulation frequency of about 100 MHz (Fig. 2). Such a

measurement yields the minimum information required to derive both the absorp-

tion and the reduced scattering coefficient of the homogeneous medium.

The third experimental method used in diffuse optical imaging is the CW

technique in which the damping of a time-independent laser signal due to the tissue

Fig. 2 Principle of time-resolved, frequency-domain (single modulation frequency), and CW

light detection
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is measured (Fig. 2). From this type of investigation one can derive only the tissue

attenuation coefficient which depends on both μ
0
s and μa.

In order to derive the tissue oxy- and deoxyhemoglobin concentrations, time-

resolved or frequency-domain measurements have to be performed for at least two

optical wavelengths. Typically, one of the wavelengths is chosen between 650 and

750 nm where the absorption of deoxyhemoglobin is dominant (Fig. 3), and the

other between 780 and 830 nm where the absorption of both substances is similar.

When the other tissue absorbers (water, lipids) in the near-infrared are of interest,

too, then additional wavelengths sensitive to these substances are required. As

illustrated in Fig. 3, lipids show significant absorption around 925 nm, and water

has a strong peak around 975 nm.

The relationship between the measured absorption coefficients μa at the selected
wavelengths λk and the underlying tissue absorber concentrations is given by:

μa λkð Þ ¼ εHbR λkð ÞcHbR þ εHbO2
λkð ÞcHbO2

½ � � ln 10ð Þ
þμa,H2O

λkð ÞκH2O þ μa, lip λkð Þκlip ð1Þ

Here, cHbR and cHbO2
are the tissue concentrations of deoxy- and oxyhemoglobin,

respectively. The contributions of water and lipids to the total tissue absorption are

described by their volume fractions κH2O and κlip. The symbols εHbR and εHbO2

denote the molar decadic absorption coefficients of deoxy- and oxyhemoglobin, and

the quantities μa,H2O
and μa,lip are the absorption coefficients of pure water and pure

lipids. The latter four quantities are the substance-specific properties plotted in

Fig. 3.

Fig. 3 Molar decadic extinction coefficients of oxy- and deoxyhemoglobin [14], and absorption

coefficients of pure water [15] and lipids [16] in the near-infrared spectral range

348 D. Grosenick



4 Application of Photon Counting in Diffuse Optical

Imaging and Spectroscopy

4.1 Overview

The time-resolved technique is more complex and more expensive than CW or

frequency-domain instrumentation. Therefore, it cannot compete against the other

techniques in the development of cheap and portable instrumentation for near-

infrared imaging and spectroscopy. Accordingly, the time-resolved technique has

preferably been used in research studies, in particular when quantification of tissue

optical properties was of main interest. Main fields of application have been the

detection and characterization of breast tumors [17, 18] and functional imaging of

the brain [9, 19]. Furthermore, the time-resolved technique was applied to func-

tional imaging on muscle [6]. Figure 4 shows the basic measurement geometries

applied on these organs.

The main task in optical breast imaging is to either detect or characterize a

lesion. Breast tissue has very low absorption in the near-infrared spectral range.

Therefore, investigations can be performed in transmission geometry with the

breast being positioned between two transparent plates combined with fiber scan-

ning for imaging (Fig. 4a) [20, 21]. Alternatively, a tomographic arrangement of

light sources and detection fibers can be used (Fig. 4b) [22].

Fig. 4 Examples of measurement geometries. The banana-like shapes (photon bananas) illustrate

the sampled volumes for selected source-detector combinations. (a) Breast tissue in transmission,

(b) Breast tissue in a cup-like hemisphere filled with coupling fluid, (c) brain with photon bananas

for early photons (dark gray) and late photons (light gray), (d) femoral muscle tissue
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In functional imaging of the brain local changes of oxy- and deoxyhemoglobin

concentrations caused by stimulation have to be recorded [5]. Brain tissue has

higher absorption than breast tissue. In the case of neonates, a fully tomographic

set of sources and detectors can be used since the small head can be

transilluminated with a sufficient signal-to-noise ratio [4]. However, measurements

on adults are restricted to the reflection geometry. Typically, a set of fixed source

and detector fibers is employed on top of the region of interest with source-detector

distances of 3–5 cm to gain access to the gray matter through the superficial layers.

As illustrated in Fig. 4c, the depth sensitivity can be increased by looking at photons

with long times of flight, since photons with short times of flight could not reach

deeper regions before returning to the detector [23, 24]. Here the picosecond

temporal resolution achievable with photon counting methods is superior to CW

or single modulation frequency techniques. Recently, a non-contact scanning

approach was presented for the brain in which the light detection is accomplished

at the source position by suppressing the large number of photons with short times

of flight by utilizing a single photon avalanche diode with a special gating technique

[25, 26]. In the few studies on muscle with time-domain photon counting tech-

niques [27–29], reflectance spectrometers with several detector positions have been

used (Fig. 4d).

In the following sections we will focus on the application of photon counting for

investigations on breast tissue and tumors. We illustrate methods to determine the

optical properties of healthy tissue and tumors, and we discuss the detection and

characterization of lesions based on oxy- and deoxyhemoglobin and on fluorescent

measurements using indocyanine green (ICG) as a contrast agent.

4.2 Optical Mammography

Investigations on optical mammography started in the 1990s. Originally, the

research aimed at developing optical imaging as a tool to detect carcinomas and

to distinguish them from benign lesions. The basic idea of this approach was that

carcinomas should show an increased concentration of total hemoglobin due to

neovascularization and a decreased oxygen saturation due to an increased metab-

olism compared to both healthy tissue and benign lesions. Accordingly, several

attempts were undertaken to determine the optical properties of healthy breast

tissue and of both malignant and benign breast lesions. Hereby, the time-resolved

technique has played a central role. During the past few years, the focus has shifted

to exploiting the capability of measuring oxy- and deoxyhemoglobin for monitoring

the response of patients with large breast carcinomas to neoadjuvant chemotherapy.
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4.2.1 Time-resolved Breast Scanners

The first time-resolved optical mammograph was developed at the Physikalisch-

Technische Bundesanstalt (PTB) Berlin [30]. In this device, parallel-plate geometry

was used with the breast being slightly compressed between two glass plates.

Figure 5 shows a schematic diagram of this instrument in its final configuration

with three picosecond diode lasers emitting at 670, 785, and 884 nm [31]. Each

laser emitted its pulses with a repetition rate of 24 MHz. Since the pulse trains at the

second and third wavelength were shifted in time by about 13 and 26 ns with respect

to the first one, the wavelengths could be easily separated as illustrated in Fig. 5.

The breast under investigation was scanned by moving the source fiber and the

detection fiber bundle depicted in Fig. 5 in tandem in a meander-like way across the

breast. At each scan position the three distributions of times of flight were measured

with a collection time of 150 ms. With a typical overall photon count rate of

600 kHz a total of about 3 � 104 photons was obtained per distribution of times

of flight at each wavelength. This signal intensity is a compromise between a

sufficient signal-to-noise ratio and the time needed for a full scan of the breast.

With a step size of 2.5 mm, a full scan of the breast was completed after about 3–

10 min, depending on the breast size. When the scanner approached the edges of the

breast the photon count rate strongly increased due to the decreasing breast thick-

ness. This feature was used to determine the turning points of the meander-

like scan.

Fig. 5 Block diagram of the first generation PTB optical mammograph [31]
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A similar device was built by Politecnico di Milano in Italy. This instrument was

finally equipped with seven optical wavelengths in order to determine not only oxy-

and deoxyhemoglobin concentrations, but additionally the water and fat content of

the tissue [32].

4.2.2 Optical Mammograms and Tissue Optical Properties

Due to the constant thickness of the breast in the slab-like geometry, optical

mammograms displaying either absorption or scattering contrast can be easily

generated by displaying photon counts derived from a late or from an early time

window of the measured distributions of times of flight (indicated as Nearly and Nlate

in Fig. 5) [30]. Maps of the hemoglobin concentration and the blood oxygen

saturation values can be obtained by analyzing the tissue optical properties for

the various wavelengths at each scan position with the model of the homogeneous

slab [20].

Figure 6 shows an example of a fit result for a distribution of times of flight

recorded in vivo. The fit interval starts at the 20% level of the pulse amplitude on

the rising edge and stops at the 5% level of the trailing edge. Generally, the first part

of the rising edge is excluded in the time-domain analysis of the optical properties

by the diffusion model, since deviations between the experiment and diffusion

theory are expected here due to limitations of the diffusion model. As fit parameters

the absorption coefficient, the reduced scattering coefficient, and an additional time

shift between theory and the experiment are used. An amplitude scaling factor is

omitted by exploiting the integral below the experimental and theoretical curve for

scaling. Before scaling, the theoretical pulse is convolved with the instrument

response function. The absorption and reduced scattering coefficients obtained by

the homogeneous model are average values over the volume sampled by the

particular source-detector combination as illustrated in Fig. 6 (right). This volume

can be estimated from photon measurement density functions [33] or photon

bananas [34].

Having estimated the optical properties at each scan position, the maps of total

hemoglobin concentration and blood oxygen saturation in the tissue can be derived

from the absorption coefficients by solving the set of linear equations defined by

Eq. (1). Figure 7 displays several types of optical mammograms obtained by these

methods for a patient with a carcinoma. The best contrast is obtained in the left

mammogram displaying normalized photons counts of a late time window [17] at

670 nm. The other quantities show the tumor, too, but contrast is only moderate.

Furthermore, blood vessels and a high absorption at the position of the nipple can be

seen.

With the exception of the late time window map, all mammograms shown in

Fig. 7 have been corrected for edge effects caused by the decreased breast thick-

ness. In the correction algorithms the mean time of flight of the detected photons at

the various scan positions is used as a relative measure for breast thickness, i.e.,

temporal resolution plays an important role in the correction [30]. From the optical
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properties and physiological parameters obtained in this way, one can derive

average properties for healthy breast tissue. Table 1 summarizes results obtained

from a clinical study with the first generation PTB time-domain optical

mammograph and compares them with the optical properties of carcinomas derived

in the next subsection [35].

Fig. 6 Left: Measured and fitted distribution of times of flight for an arbitrary scan position of a

7.1 cm thick breast using the model of the homogeneous slab. The left pulse is the measured

instrument response function. Right: Illustration of the volume sampled by the homogeneous

model (dashed line) in relation to the true tumor size

Fig. 7 Optical mammograms (craniocaudal view) of a patient with an invasive ductal carcinoma

indicated by the arrow. From left to right: reciprocal normalized photon counts in a late time

window of the distributions of times of flight (670 nm), absorption coefficient μa (670 nm) in cm�1,

reduced scattering coefficient μ
0
s(670 nm) in cm�1, total hemoglobin concentration tHb in μmol/l,

and blood oxygen saturation StO2 in percent. Optical properties, hemoglobin concentration, and

oxygen saturation have been derived with the model of the homogeneous slab
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4.2.3 Tumor Optical Properties from Heterogeneous Tissue Models

The optical properties at the tumor position in Fig. 7 represent average values over

the sampled tissue volume at this position, i.e., they account for the tumor as well as

for the over- and underlying healthy tissue. More realistic values of the tumor

optical properties have been obtained by using heterogeneous models for data

analysis. Perturbation models are limited to small differences between tumor and

healthy tissue optical properties [36]. A well-suited model without such limitations

is the solution of the diffusion equation for a homogeneous slab with a spherical

inhomogeneity [35]. In order to apply heterogeneous models to analyze the data of a

breast scan one should use prior knowledge about the size of the lesion. This

information can be estimated either from the extension of the lesion in optical

mammograms or from clinical modalities such as X-ray or MR mammography or

histopathology. In the latter cases one has to be careful, since the origin of contrast

in the optical images is different from that of the clinical modalities. Besides the

size of the lesion it is of advantage to know its 3D location for the analysis. The

two-dimensional optical mammograms in Fig. 7 yield only the x-y position. The

z position can be obtained by measurements with a lateral offset of the detection

fiber in Fig. 5 with respect to the source fiber [37].

Table 1 summarizes the results for tumor optical properties and physiological

parameters from the abovementioned clinical study with the PTB optical

mammograph obtained by the heterogeneous sphere model. The data show that

carcinomas have on average an approximately threefold total hemoglobin concen-

tration compared to the surrounding healthy tissue which confirms the original

assumption that carcinomas should be visible in optical mammography due to

neovascularization. In contrast, the expected overall decrease in the blood oxygen

saturation in carcinomas due to an increased metabolism could not be confirmed. A

detailed analysis shows that carcinomas with high vascularization have more or less

about the same oxygen saturation as the healthy tissue of the same breast, whereas

carcinomas with only a slight increase in the hemoglobin concentration are typi-

cally characterized by decreased oxygen saturation [35].

Table 1 Total hemoglobin concentration cHbT, blood oxygen saturation StO2, and optical prop-

erties of healthy breast tissue and of carcinomas obtained by time-resolved measurements on

87 patients [35]

Quantity Wavelength Number of cases Healthy tissue Carcinomas Ratio

cHbT (μmol/l) 87 17.3� 6.2 53� 32 3.1

StO2 (%) 87 74� 7 72� 14 0.97

μa (cm
�1) 670 nm 87 0.036� 0.008 0.110� 0.066 2.5

785 nm 87 0.039� 0.011 0.100� 0.060 2.2

884 nm 22 0.059� 0.016 0.124� 0.089 1.7

μ
0
s (cm

�1) 670 nm 87 10.5� 1.3 13.5� 4.7 1.2

785 nm 87 9.5� 1.4 11.6� 3.9 1.2

884 nm 22 8.0� 1.0 9.1� 1.9 1.1
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In summary, one main result of the studies on optical properties of carcinomas in

the breast by time-resolved measurements is that carcinomas can be recognized in

optical mammograms by their increased hemoglobin concentration. However, also

benign lesions, in particular mastopathic alterations, show a larger hemoglobin

concentration making their differentiation from carcinomas difficult. Consequently,

the specificity of optical mammography was found to be insufficient for breast

tumor screening [3, 31].

4.2.4 Tomographic Optical Breast Imaging

The possible directions of breast transillumination in the slab-like geometry are

limited to paraxial axes in transmission and to measurements in reflection. To

obtain a fully three-dimensional data set several research groups have built optical

mammographs for investigating the freely hanging breast with circular arrange-

ments of fixed source and detection fibers. One of these systems, the optical

mammograph at University College of London (UCL), is based on time-correlated

single photon counting [22]. This system uses 32 detection channels which is the

largest number of parallel channels for time-resolved detection realized so far.

Originally it was developed for investigations on the human brain [38]. Figure 8

shows a drawing of the interface for breast imaging. The patient is lying in the prone

position on a bed with one breast hanging freely in a hemispherical cup filled with a

scattering fluid. This fluid is made of Intralipid and an absorbing dye. 32 source

fibers and 32 detection fibers are arranged around the cup which has a diameter of

160 mm and a height of 85 mm, respectively. A fiber laser is used, emitting pulses

about 2 ps in duration at 780 and 815 nm.

Measurements are done by sequentially using each of the 32 source positions and

recording the distributions of times of flight for all detector channels in parallel with

an exposure time of 10 s. For the largest source-detector distance a photon count

rate between 50 and 100 photons per second is reached typically. This little signal

shows that the advantage of 3D tomographic imaging is paid for by a tissue

thickness (including coupling fluid) of up to 16 cm compared to typically 6.5 cm

Fig. 8 Tomographic optical mammograph with fluid-coupled patient interface (Reprinted with

permission of Optical Society of America from [22])
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of tissue thickness in the slab-like scanners which strongly affects the signal-to-

noise ratio.

In order to create three-dimensional images of the optical properties of the

breast, a reconstruction algorithm is used with the total intensities and the first

moments of the measured distributions of times of flight as input parameters.

Hereby, the differences in optical properties between the breast and the cup filled

with only the scattering fluid are reconstructed. From the absorption coefficients

total hemoglobin concentration and oxygen saturation are derived. Figure 9 shows

an example of images for a patient with a carcinoma which was visible in the X-ray

mammogram as an ill-defined 15 mm diameter mass. As indicated by the arrow, the

carcinoma shows contrast in the blood volume image which can be converted to

tissue total hemoglobin concentrations by multiplication with a value of 2 mmol/l.

The UCL optical tomograph was used for a clinical study on 38 patients. The

results are in accordance with those of the larger studies performed with the breast

scanners as summarized at the end of the preceding subsection.

4.3 Monitoring of Neoadjuvant Chemotherapy Response

Due to its insufficient specificity and due to its poor spatial resolution, diffuse

optical imaging of the breast does not seem to be suitable for the detection of

carcinomas and for their differentiation from benign alterations. However, the

possibility of measuring local hemoglobin concentrations makes diffuse optical

imaging interesting for monitoring the reduction of tumor size during neoadjuvant

chemotherapy [39]. This therapy is used for large breast tumors prior to surgery to

reduce their size in order to allow breast conserving surgery. In order to assess the

response of a patient to the therapy as early as possible, suitable methods are

required. Since diffuse optical imaging is safe, it can be repeatedly applied to

study the degeneration of the carcinoma. Starting in 2003, several investigations

were performed with frequency-domain devices [40–42]. Since the time-domain

technique provides the most comprehensive information about diffuse photon

Fig. 9 Reduced scattering coefficients, oxygen saturation, and blood volume images from a

45-year-old woman. The position of the carcinoma in the left breast is indicated by the arrow
(Reprinted with permission of Optical Society of America from [22])
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propagation it should be well suited or even be advantageous for such monitoring

studies where the focus is on reliable determination of tumor optical properties.

The first application of the time-resolved photon counting technique was carried

out by UCL using the optical tomograph introduced in Sect. 4.2.4. In a study on four

patients investigations were performed immediately before the therapy, at the end

of the therapy, and ones or twice during the therapy The duration of the therapies

ranged between 14 and 26 weeks. By using the experimental and reconstruction

methods described in Sect. 4.2.4, total hemoglobin concentration and oxygen

saturation were determined for the carcinomas and for the background tissue.

Generally, the background values were found to be almost constant over time. In

three of the four cases, the large hemoglobin concentration of the carcinoma

decreased to the background level until the end of therapy. For all patients a

response in the oxygen saturation was seen, with an increase or decrease of this

quantity towards the background level. Figure 10 shows an example of the time

courses. The results of the study show that diffuse optical imaging of the breast is

capable of monitoring long-term changes in the breast caused by neoadjuvant

chemotherapy [43].

4.4 Fluorescence Optical Mammography

A promising way to differentiate malignant from benign lesions in the breast is the

application of a contrast agent that behaves differently for both groups of lesions. In

diffuse optical imaging such a contrast agent can be detected either by its absorption

or by its fluorescence emission [8]. When absorption imaging is used the specific

contribution of the contrast agent has to be detected versus the large background

signal arising from the inhomogeneous tissue absorption. Fluorescence detection

has the advantage of much less background signal because of the small tissue

autofluorescence in the near infrared, but signals are smaller due to the quantum

yield of the contrast agent. So far, two near-infrared contrast agents have been

Fig. 10 Mean and standard deviation of the tumor ROI and the healthy background tissue during

neoadjuvant chemotherapy. Left: total hemoglobin concentration, Right: oxygen saturation

(Reprinted with permission of Adenine Press (www.tcrt.org) from [43])
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investigated for fluorescence imaging of breast tumors on humans in vivo. The first

one is ICG [44, 45]. This near-infrared dye is widely used in clinical routine for

studying microcirculation in ophthalmology, for cardiac output monitoring, and to

test the liver function [8]. The second dye is omocianine, an indocyanine derivative

which has not yet been approved for clinical routine [46, 47]. Both dyes are

unspecific dyes, i.e., they do not bind to ligands which are specific for the disease.

There have been many attempts made to develop targeting probes for the detection

of breast cancer. However, at present these probes are still in preclinical research.

The most promising results on the differentiation of malignant and benign breast

lesions in humans have been obtained with ICG [45, 48]. The corresponding

clinical study was performed with the second generation optical mammograph of

the PTB. This time-resolved instrument is capable of detecting the fluorescence of

ICG [49]. Figure 11 shows the block diagram of the device which is a parallel-plate

scanning instrument with a slight compression of the breast.

The device is equipped with a ps diode laser (780 nm) for fluorescence excitation

of ICG. It contains eight detection channels for time-correlated single photon

counting. Four detection fiber bundles are used to record data in transmission.

One of the bundles collects the light on-axis to the source fiber, and the other

bundles have lateral offsets. In addition, three fiber bundles are used at fixed

distances from the source for measurements in reflection. The on-axis transmission

fiber bundle is bifurcated to permit simultaneous detection of the DTOF of photons

at the excitation wavelength and of the times of arrival of the fluorescence photons.

The other six bundles can be used to detect either the excitation wavelength or the

fluorescence. The information obtained by the off-axis detection channels permits

creating three-dimensional images of the breast by tomosynthesis [49]. Alterna-

tively, a 3D reconstruction based on the diffusion approximation of photon

Fig. 11 Block diagram of the PTB fluorescence mammograph [49]
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transport can be made with these data. The instrument also offers an absorption

mode to investigate the breast in transmission and reflection at four near-infrared

wavelengths.

It is known that the ICG molecules immediately bind to lipoproteins in the blood

serum after intravenous injection. At higher concentrations they also bind to

albumin [50]. In humans with normal liver function ICG is washed out from the

blood usually within 5 to 10 min. The washout characteristic shows a second decay

time of about 1 h which becomes longer with increasing dye concentration.

Previous studies on patients with ICG focused on detecting the pharmacokinetics

in the breast within typically 10 min using a bolus injection. Hereby, the decay of

the ICG concentration in the blood can be monitored by measuring the total

absorption of the laser radiation which is the combination of the time-independent

intrinsic tissue absorption and the absorption of ICG. Such studies were performed

with CW or time-resolved techniques [51, 52]. In particular, the first generation

PTB optical mammograph with its photon counting technology was used to record

the washout kinetics in this way [31].

The clinical study performed with the PTB fluorescence mammograph differed

in two main aspects from the previous approaches [48]. First, ICG was injected by a

combination of a bolus and an infusion of about 20 min duration instead of the

simple bolus to enlarge the interaction time between the ICG and the tissue. Second,

a measurement of the ICG concentration in the tissue was made about 25 min after

the end of the dye injection [45]. The main idea behind this protocol was to search

for extravasated ICG molecules, i.e., for molecules which have left the blood

vessels in the breast resulting in an enrichment in the tumor. Figure 12 illustrates

the features of optical images obtained at different times during the investigation

for a carcinoma and for a fibroadenoma as an example of a benign lesion. The data

refer to the on-axis transmission and fluorescence channels of the mammograph.

In the first case in Fig. 12, the optical mammogram at 797 nm recorded prior to

injection of the contrast agent exhibits the carcinoma with high contrast due to its

enlarged hemoglobin content caused by neovascularization. The contrast at 660 nm

(not shown here) is even larger, which indicates a decreased oxygen saturation in

that case. For the patient with a fibroadenoma, increased absorption (here at

780 nm) can be recognized in the suspicious area. Furthermore, for both patients

other parts of the breasts exhibit contrast mainly due to blood vessels.

The next two mammograms (Figs. 12b, c) show the transmission in the late time

window (absorption image) and the fluorescence during the infusion period. In the

absorption images, the two lesions and the blood vessels can be seen with high

contrast. This contrast comes from the intrinsic absorption by hemoglobin and from

the overlaid absorption of ICG circulating through the vessels. According to this

situation, the time of measurement is called the vascular phase of the investigation.

The fluorescence images in Fig. 12c are ratio images displaying the ratio of the raw

fluorescence signal and the (time-integrated) transmission signal at 780 nm. With-

out such normalization the fluorescence images show the combined effect of

fluorescence emission and the subsequent absorption by hemoglobin. As a result,

the increased fluorescence emission at the tumor position is reduced by the
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increased light absorption in the tumor which can even cancel out the contrast

[45]. The fluorescence ratio images in Fig. 12c show essentially the same structures

as the absorption images since the dye is contained in the blood vessels during the

vascular phase.

The images in Fig. 12d display the fluorescence ratio mammograms during the

so-called extravascular phase, i.e., at a time when ICG has been washed out from

the blood vessels through the liver. At this time the small amount of dye becomes

visible that has left the blood vessels during circulation. The high contrast at the

position of the carcinoma indicates a substantial enrichment of ICG in this malig-

nant lesion. For the fibroadenoma the fluorescence ratio image of the extravascular

phase looks similar to that of the vascular phase, apart from the vanished vessel

structures. The contrast in the extravascular image is unchanged here which means

that the dye could not leave the vessels in the lesion.

Fig. 12 Optical mammograms (craniocaudal views) of a patient with an invasive ductal carci-

noma in the right breast (top row) and a patient with a fibroadenoma in the left breast (bottom row);
(a) transmission mammogram at 797 nm (top row) and 780 nm (bottom row) before injection of

the contrast agent (reciprocal normalized photon counts in a late time window), (b) transmission

mammograms (780 nm) of the vascular phase, (c) fluorescence ratio mammograms of the vascular

phase, (d) fluorescence ratio mammograms of the extravascular phase. The lesions are indicated by

the arrows
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The different behavior of the carcinoma and the fibroadenoma can be explained

with the enhanced permeability and retention effect [53] which is illustrated in

Fig. 13. Since ICG binds to lipoproteins and to albumin the dye acts as a label for

macromolecules. The vessels in carcinomas have a higher permeability than those

in the other tissue regions, and the labeled macromolecules can move to the

interstitial space. The lymphatic system in carcinomas is impaired. That is why

the extravasated molecules and the ICG labels can stay here for a long time. These

features provide the possibility of detecting the extravasated ICG molecules after

washout of the dye from the vessels through the liver.

In the clinical study with the PTB fluorescence mammograph 20 patients with

suspicious lesions were investigated. The results show that imaging the extravasa-

tion of macromolecules labeled with ICG is a promising way to differentiate

malignant from benign breast lesions [48].

5 Conclusions

Investigations with time-resolved photon counting techniques have shown the

potential of this method to characterize tissue optical properties and physiological

parameters and to monitor hemodynamics during interventions on breast tissue, on

the brain, and on muscle tissue. Due to the relatively high costs of the equipment

including picosecond laser sources and detectors, the photon counting techniques

are not as widely used in diffuse optical imaging and spectroscopy as frequency-

domain or CW methods. In particular, the number of detection channels that can be

realized in parallel is limited for these reasons. However, time-resolved photon

counting methods provide the most comprehensive information on diffuse light

propagation in tissue in combination with a high signal-to-noise ratio. The temporal

resolution fits well to the demands in diffuse optical imaging of tissue. Accordingly,

these methods are best suited for deriving absolute values of tissue optical

Fig. 13 Principle of extravasation and retention of macromolecules in carcinomas (left) and the

corresponding situation in healthy tissue and benign lesions (right)
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properties, hemoglobin concentration, and blood oxygen saturation with high

accuracy. Furthermore, the high sensitivity makes them to ideal candidates in

detecting fluorescence from small amounts of disease specific contrast agents in

tissue. With these capabilities time-resolved photon counting methods are of

fundamental importance in the development of optical imaging methods for diag-

nostics and therapy.
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17. Grosenick D, Moesta KT, Möller M, Mucke J, Wabnitz H, Gebauer B, Stroszczynski C,

Wassermann B, Schlag PM, Rinneberg H (2005) Time-domain scanning optical mammogra-

phy: I. Recording and assessment of mammograms of 154 patients. Phys Med Biol

50:2429–2449. doi:10.1088/0031-9155/50/11/001

18. Taroni P, Torricelli A, Spinelli L, Pifferi A, Arpaia F, Danesini G, Cubeddu R (2005) Time-

resolved optical mammography between 637 and 985 nm: clinical study on the detection and

identification of breast lesions. Phys Med Biol 50:2469–2488. doi:10.1088/0031-9155/50/11/

003

19. Torricelli A, Contini D, Pifferi A, Caffini M, Re R, Zucchelli L, Spinelli L (2014) Time

domain functional NIRS imaging for human brain mapping. Neuroimage 85(Pt 1):28–50.

doi:10.1016/j.neuroimage.2013.05.106

20. Grosenick D, Moesta KT, Wabnitz H, Mucke J, Stroszczynski C, Macdonald R, Schlag PM,

Rinneberg H (2003) Time-domain optical mammography: initial clinical results on detection

and characterization of breast tumors. Appl Optics 42:3170–3186

21. Taroni P, Danesini G, Torricelli A, Pifferi A, Spinelli L, Cubeddu R (2004) Clinical trial of

time-resolved scanning optical mammography at 4 wavelengths between 683 and 975 nm. J

Biomed Opt 9:464–473. doi:10.1117/1.1695561

22. Enfield LC, Gibson AP, Everdell NL, Delpy DT, Schweiger M, Arridge SR, Richardson C,

Keshtgar M, Douek M, Hebden JC (2007) Three-dimensional time-resolved optical mammog-

raphy of the uncompressed breast. Appl Optics 46:3628–3638

23. Liebert A, Wabnitz H, Steinbrink J, Obrig H, Möller M, Macdonald R, Villringer A, Rinneberg
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