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Preface

This volume contains the papers presented at JIST 2014: The 4th Joint International
Semantic Technology Conference held during November 9–11, 2014 in Chiang Mai,
Thailand. JIST 2014 was co-hosted by National Electronics and Computer Technology
Center (NECTEC), Chiang Mai University, Sirindhorn International Institute of Tech-
nology (SIIT), Thailand, and Korea Institute of Science and Technology Information
(KISTI), Korea. JIST is one of the leading conferences in its field in the Asia region
with high participation from Japan, Korea, and China. It often attracts many partic-
ipants from Europe and USA. The main topics of the conference include Semantic
Technologies such as Semantic Web, Social Web, Linked Data, and so on.

The theme of the JIST 2014 conference was “Open Data and Semantic Technology.”
JIST 2014 conference consisted of main technical tracks including regular paper track
(full and short papers), in-use track and special track, poster and demo session, two
workshops, and four tutorials. There were a total of 71 submissions for the regular paper
track from 19 countries, which included Asian, European, African, North American,
and South American countries.

Most papers were reviewed by three reviewers and the results were rigorously dis-
cussed by the program chairs. Twenty full papers (29%) and 12 short, in-use track and
special track papers (17%) were accepted. The paper topics are divided into eight cate-
gories: Ontology and Reasoning (7 papers), Linked Data (7 papers), Learning and Dis-
covery (3 papers), RDF and SPARQL (3 papers), Ontological Engineering (3 papers),
Semantic Social Web (3 papers), Search and Querying (3 papers), and Applications of
Semantic Technology (3 papers).

We would like to thank the JIST Steering Committee, Organizing Committee, and
Program Committee for their significant contributions. We also would like to specially
thank the co-hosts and sponsors for their support in making JIST 2014 a successful and
memorable event. Finally, we would like to express our appreciation to all speakers and
participants of JIST 2014. This book is an outcome of their contributions.

December 2014 Thepchai Supnithi
Takahira Yamaguchi

Jeff Z. Pan
Vilas Wuwongse

Marut Buranarach
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Revisiting Default Description
Logics – and Their Role in Aligning Ontologies

Kunal Sengupta1, Pascal Hitzler1(B), and Krzysztof Janowicz2

1 Wright State University, Dayton, OH 45435, USA
pascal.hitzler@wright.edu

2 University of California, Santa Barbara, USA

Abstract. We present a new approach to extend the Web Ontology
Language (OWL) with the capabilities to reason with defaults. This work
improves upon the previously established results on integrating defaults
with description logics (DLs), which were shown to be decidable only
when the application of defaults is restricted to named individuals in
the knowledge base. We demonstrate that the application of defaults
(integrated with DLs) does not have to be restricted to named individuals
to retain decidability and elaborate on the application of defaults in the
context of ontology alignment and ontology-based systems.

1 Introduction and Motivation

The wide adoption of linked data principles has led to an enormous corpus
of semantically enriched data being shared on the web. Researchers have been
building (semi-)automatic matching systems [1,24] to build links (correspon-
dences) between various conceptual entities as well as instances in the linked
data. These systems are commonly known as ontology matching/alignment sys-
tems. The correspondences generated by these systems are represented using
some standard knowledge representation language such as the web ontology lan-
guage (OWL). However, due to the amount of heterogeneity present in the linked
data and the web, OWL does not seem to be a completely suitable language for
this purpose as we discuss in the following.

One key aspect of the web (or the world) is variety. There are subtle differ-
ences in how a conceptual entity and its relation to other entities is perceived
depending on the geographical location, culture, political influence, etc. [15]. To
give a simple example consider the concept of marriage, in some conservative
parts of the world, marriage stands for a relationship between two individuals of
opposite genders whereas in other more liberal places the individuals involved
may have the same gender. Consider the axioms in Figure 1, let axioms (1) to
(8) represent a part of ontology A (the conservative perspective) and axioms (9)
to (13) represent a part of ontology B (the liberal perspective). It would be safe
to assume that an ontology matching system would output the axioms (14) to
(16) as the correspondences between these two ontologies. This however, leads
to a logical inconsistency under OWL semantics when the two ontologies are

c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 3–18, 2015.
DOI: 10.1007/978-3-319-15615-6 1



4 K. Sengupta et al.

a:hasWife � a:hasSpouse (1)
symmetric(a:hasSpouse) (2)

∃a:hasSpouse.a:Female � a:Male (3)
∃a:hasSpouse.a:Male � a:Female (4)

a:hasWife(a:john, a:mary) (5)
a:Male(a:john) (6)

a:Female(a:mary) (7)
a:Male � a:Female � ⊥ (8)

symmetric(b:hasSpouse) (9)
b:hasSpouse(b:mike, b:david) (10)

b:Male(b:david) (11)
b:Male(b:mike) (12)

b:Female(b:anna) (13)

a:hasSpouse ≡ b:hasSpouse (14)
a:Male ≡ b:Male (15)

a:Female ≡ b:Female (16)

Fig. 1. Running example with selected axioms

merged based on the given correspondences: From axioms (10), (11), (14), and
(3), we derive a:Female(b:mike) which together with axioms (12), (15), and (8)
results in an inconsistency as we derive a:Male(b:mike) and a:Female(b:mike)
while axiom (8) states a:Male � a:Female � ⊥.

This drives the need for an alignment language which could handle such
subtle differences in perspectives. We propose an extension of description logics
based on defaults to be used as an ontology alignment language. Using the notion
of defaults we could re-state axiom (14) to an axiom which would semantically
mean: every pair of individuals in b:hasSpouse is also in a:hasSpouse (and vice
versa) unless it leads to a logically inconsistency. And those pairs which lead to
an inconsistency are treated as exceptions to this axiom. In such a setting the
pair (b:mike, b:David) would be treated as an exception to the re-stated axiom
and would not cause an inconsistency any more.

A default is a kind of an inference rule that enables us to model some type of
stereotypical knowledge such as “birds usually fly,” or “humans usually have their
heart on the left side of their chest.” Default logic, which formalizes this intuition,
was introduced by Ray Reiter [21] in the 80s, and it is one of the main approaches
towards non-monotonic reasoning. In fact, it was the starting point for one of the
primary approaches to logic programming and non-monotonic reasoning today,
namely the stable model semantics [8] and answer set programming [20].

Reiter’s approach is so powerful because exceptions to the default rules are
implicitly handled by the logic, so that it is not left to the knowledge modeler to
know all relevant exceptions and to take care of them explicitly, as is required in
OWL-based ontology modeling. In fact, defaults in the general sense of Reiter
still appear to be one of the most intuitive ways of formally modeling this type
of stereotypical reasoning [11].

Alas, a paper by Baader and Hollunder [2], published almost 20 years ago,
seemed to put an early nail into the coffin of default-extended description logics.
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Therein, the authors show that a certain extension of the description logic ALC1

becomes undecidable if further extended with Reiter defaults. Since decidability
was (and still is) a key design goal for description logics, this result clearly was a
showstopper for further development of default-extended description logics. Of
course, Baader and Hollunder also provided a quick fix: If we impose that the
default rules only apply to known individuals (i.e., those explicitly present in the
knowledge base), then decidability can be retained. However, this semantics for
defaults is rather counter-intuitive, as it implies that default rules never apply to
unknown individuals. In other words: to unknown individuals the defaults do, by
default, not apply. Arguably, this is not a very intuitive semantics for defaults.

In this paper, we show that there is still a path of development for default-
extended description logics, and that they may yet attain a useful standing in
ontology modeling. In fact, we will present a way to extend decidable description
logics with defaults which transcends the approach by Baader and Hollunder
while retaining decidability: in our approach, defaults rules do apply to unknown
individuals. We refer to the type of default semantics which we introduce as free
defaults. Indeed, the contributions of this paper are (1) A new semantics for
defaults (free defaults) in description logics and thereby OWL, such that the
application of defaults are not limited to named individuals in the knowledge
base, (2) We show that reasoning under this new semantics is decidable, which
improves upon the results shown in [2], (3) Adding default role inclusion axioms
also yields a decidable logic, and (4) We introduce the use of free defaults as
a basis for a new language for ontology alignment and show some application
scenarios in where defaults could play a major role and show how our approach
covers these scenarios.

Let us briefly look at some of the related work published in recent years.
There is in fact a plethora of publications on integrating description logics and
non-monotonic formalisms, and it is not feasible to give all relevant proposals
sufficient credit. We thus refer the interested reader to [18] for pointers to some
of the most important approaches to date, including their relationships.

A series of work has recently been published which is related to typicality
reasoning in description logics [9], in which the authors provide a minimal model
semantics to achieve typicality. While our work is also based on preferred mod-
els, our goal is to follow some of the central ideas of default logic and to adapt it
to provide a model-theoretic approach to defaults in DLs. Exact formal relation-
ships between different proposals remain to be investigated. Other approaches
that could be used to simulate defaults include circumscription [4,23], while again
the exact relationship between the approaches remains to be investigated. Also
[3] talks about defeasible inclusions in the tractable fragments of DL, which again
follows a similar intuition. We understand our proposal and results as a contri-
bution to the ongoing discussion about the best ways to capture non-monotonic
reasoning for Semantic Web purposes.
1 ALC is a very basic description logic which, among other things, constitutes the core

of OWL 2 DL [13,14].
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The remainder of this paper is organized as follows. Section 2 introduces
preliminaries which form the basis required for the understanding of our work.
In section 3, we discuss the semantics of free defaults for description logics, in
the case of subclass defaults. In section 4 we give decidability results. In section
5 we show that adding free subrole defaults also retains decidability. In section 6
we discuss examples which illustrate the potential and relevance of free defaults
to ontology modeling. We conclude in section 7.

2 Preliminaries

2.1 Default Logic

Default logic [21] is a form of non-monotonic logic which allows us to add infer-
ence rules called default rules on top of the conceptual knowledge. A default rule
(or simply default) is of the form

α : β1, . . . , βn

γ ,

where α, βi, γ are first order formulae. α is called the pre-requisite of the rule,
β1, . . . , βn are its justifications and γ its consequent. A default rule is closed if all
the formulae that occur in the default are closed first order formulae, otherwise
the default rule is called open. A default theory is further defined as a pair
(D,W), where D is a set of defaults and W is a set of closed first order formulae.
A default theory is closed if all the default rules in the set D are closed, otherwise
it is called an open default theory.

The intuitive meaning of a default rule is that if α is true, and if furthermore
assuming β1, . . . , βn to be true does not result in an inconsistency, then γ is
entailed. The formal semantics of a default theory is defined in terms of a notion
of extension. An extension of a default theory is a completion (i.e., closure under
entailment) of a possibly incomplete theory. The following describes formally the
notion of an extension, directly taken from [21].

Definition 1. Let Δ = (D,W) be a closed default theory, so that every default
of D has the form

α : β1, . . . , βn

γ ,

where α, β1, . . . , βn, γ are all closed formulae of L (a first order language). For
any set of closed formulae S ⊆ L, let Γ (S) be the smallest set satisfying the
following three properties:
- W ⊆ Γ (S)
- Γ (S) is closed under entailment.
- If α:β1,...βn

γ ∈ D, α ∈ Γ (S), and ¬β1, . . . ,¬βn /∈ Γ (S), then γ ∈ Γ (S).
A set of closed formulae E ⊆ L is an extension of Δ if Γ (E) = E, i.e. if E is
a fixed point of the operator Γ .
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The complexity of reasoning with (variants of) default logic is generally very
high [10], and the same holds for most other non-monotonic logics, unless severe
restrictions are put in place.2

In this paper we deal with a special type of defaults called normal defaults,
and give it our own semantics which satisfies the intuition we intend to serve. We
do this, rather than attempt to build on the more general approach by Reiter,
because we strive for a simple but useful approach [23]. Normal defaults are
those in which the justification and consequent are the same. We observe that
these kinds of defaults have a variety of applications as we will see in section 6.

2.2 Description Logics

We briefly introduce the basic description logic (DL) ALC, although our app-
roach also works for more expressive description logics.

Let NC ,NR and NI be countably infinite sets of concept names, role names
and individual names, respectively. The set of ALC concepts is the smallest set
that is created using the following grammar where A ∈ NC denotes an atomic
concept, R ∈ NR is a role name and C,D are concepts.

C ::= � | ⊥ | A | ¬C | C � D | C � D | ∃R.C | ∀R.C

An ALC TBox is a finite set of axioms of the form C � D, called general
concept inclusion (GCI) axioms, where C and D are concepts. An ALC ABox is
a finite set of axioms of the form C(a) and R(a, b), which are called concept and
role assertion axioms, where C is a concept, R is a role and a, b are individual
names. An ALC knowledge base is a union of an ALC ABox and an ALC TBox

The semantics is defined in terms of interpretations I = (ΔI , .I), where ΔI

is a non-empty set called the domain of interpretation and .I is an interpretation
function which maps each individual name to an element of the domain ΔI and
interprets concepts and roles as follows:
�I = ΔI , ⊥I = ∅, AI ⊆ ΔI , RI ⊆ ΔI × ΔI ,
(¬C)I = ΔI \ CI , (C1 � C2)I = CI

1 ∩ CI
2 , (C1 � C2)I = CI

1 ∪ CI
2 ,

(∀ r .C)I = {x ∈ ΔI | (x, y) ∈ rI implies y ∈ CI},
(∃ r .C)I = {x ∈ ΔI | there is some y with (x, y) ∈ rI and y ∈ CI}

An interpretation I satisfies (is a model of) a GCI C � D if CI ⊆ DI , a
concept assertion C(a) if aI ∈ CI , a role assertion R(a, b) if (aI , bI) ∈ RI . We
say I satisfies (is a model of) a knowledge base K if it satisfies every axiom in
K. K is satisfiable if such a model I exists.

The negation normal form of a concept C, denoted by NNF(C), is obtained
by pushing the negation symbols inward, as usual, such that negation appears
only in front of atomic concepts, e.g., NNF(¬(C � D)) = ¬C � ¬D.

We will occasionally refer to additional description logic constructs which are
not contained in ALC. Please refer to [14] for further background on description
logics, and how they relate to the Web Ontology Language OWL [13].
2 An exception is [17] for tractable description logics, but the practical usefulness of

that approach for default modeling still needs to be shown.
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3 Semantics of Free Defaults

In this section, we introduce the semantics of free defaults. We restrict our
attention to normal defaults and show that reasoning in this setting is decidable
in general when the underlying DL is also decidable. Normal defaults are very
intuitive and we observe that there are many applications in practice where
normal defaults can be very useful—see section 6. We also provide a DL syntax
to encode default rules in the knowledge bases. For our purposes, a normal
default rule is of the form A : B

B
, where A and B are class names,3 i.e., the

justification and conclusion of the default rule are the same. For a description
logic L we are going to represent the same rule in the form of an axiom A �d B,
where A and B are L-concepts and �d represents (free) default subsumption. We
refer to statements of the form A �d B as (free) default rules or default axioms.

Definition 2. Let KB be a description logic knowledge base, and let δ be a set
of default axioms of the form C �d D, where C and D are concepts appearing
in KB. Then we call the pair (KB , δ) a default-knowledge-base.

The semantics of the default subsumption can be informally stated as follows:
if C �d D, then every named individual in C can also be assumed to be in D,
unless it results in a logical inconsistency. Also, if C �d D, then every unnamed
individual in C is also in D, i.e., for unnamed individuals �d behaves exactly
the same as �. Furthermore, we say a named individual a satisfies a default
axiom C �d D if (1) aI ∈ CI ,DI or (2) aI ∈ (¬C)I . The intuition behind the
semantics of free defaults is to maximize the sets of the named individuals that
satisfy the default axioms while maintaining the consistency of the knowledge
base.

The following notations will be needed to formalize this intuition for the
semantics of free defaults.

Definition 3. For a default-knowledge-base (KB , δ), we define the following.
- IndKB is the set of all the named individuals occurring in KB.
- P(IndKB ) is the power set of IndKB .
- Pn(IndKB ) is the set of n-tuples obtained from the Cartesian product: P(IndKB )

× . . . n times × P(IndKB ), where n is the cardinality of δ.

The notion of interpretation for the default-knowledge-bases (KB , δ) remains
the same as that of the underlying DL of the knowledge base KB .4 Additionally,
given an interpretation I, we define δI to be the tuple (XI

1 , . . . , XI
n ), where

each XI
i is the set of interpreted named individuals that satisfy the ith default

Ci �d Di in the sense that XI
i = (CI

i ∩ DI
i ∩ ΔI

Ind) ∪ ((¬Ci)I ∩ ΔI
Ind) with

ΔI
Ind = {aI | a ∈ IndKB} ⊆ ΔI being the set of interpreted individuals occurring

in the knowledge base. We now need to define a preference relation over the
interpretations such that we can compare them on the basis of the sets of named
individuals satisfying each default.
3 We will lift this to roles in section 5.
4 See section 2.
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Definition 4. (Preference relation >KB,δ) Given a knowledge base KB and a
set of default axioms δ. Let I and J be two interpretations of the pair (KB , δ),
then we say that I is preferred over J or I >KB,δ J if all of the following hold.
1. aI = aJ for all a ∈ NI

2. XI
i ⊇ XJ

i for all 1 ≤ i ≤ |δ|, where XI
i ∈ δI and XJ

i ∈ δJ .
3. XI

i ⊃ XJ
i for some 1 ≤ i ≤ |δ|, where XI

i ∈ δI and XJ
i ∈ δJ .

The concept of a model under the semantics of free defaults would be the
one which is maximal with respect to the above relation.

Definition 5. (d-model) Given (KB , δ), we call I a d-model of KB with respect
to a set of defaults δ, written I |=d (KB , δ), if all of the following hold.
1. I satisfies all axioms in KB.
2. CI

i \ ΔI
Ind ⊆ DI

i , for each (Ci �d Di) ∈ δ.
3. There is no interpretation J >KB,δ I satisfying conditions 1 and 2 above.

Furthermore, if (KB , δ) has at least one model, then the default knowledge base
is said to be d-satisfiable.

The following proposition is obvious from the definition of d-model.

Proposition 1. If I is a d-model of the default-knowledge-base (KB , δ), then I
is a classical model of KB.

For default theories two types of entailments are usually considered: credulous
and skeptical [21]. A logical formula is a credulous entailment if it is true in at
least one of the extensions of the default theory. Skeptical entailment requires the
logical formula to be true in all the extensions. We follow the skeptical entailment
approach as it fits better to the description logic semantics.5

Definition 6. (d-entailment) Given a default-knowledge-base (KB , δ) and DL
axiom α, α is d-entailed by (KB , δ) if it holds in all the d-models of (KB , δ).

4 Decidability

In this section we show that the tasks of checking for d-satisfiability and d-
entailment for default-knowledge-bases are decidable in general. Let (KB , δ) be
a default-knowledge-base where KB is encoded in a decidable DL L which sup-
ports nominal concept expressions. We show that finding a d-model for (KB , δ)
is also decidable. For some P = (X1, . . . , Xn) ∈ Pn(IndKB ), let KBP be the
knowledge base that is obtained by adding the following axioms to KB , for each
Ci �d Di ∈ δ:
1. Xi ≡ (Ci �Di �{a1, . . . , ak})� (¬Ci �{a1, . . . , ak}), where Xi is the nominal

expression {x1, . . . , xm} containing exactly all the named individuals in Xi,
and {a1, . . . , ak} = IndKB .

2. Ci � ¬{a1, . . . , ak} � Di, where {a1, . . . , ak} = IndKB .

5 Whether credulous entailment is useful in a Semantic Web context is to be deter-
mined.
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The first step in the above construction is useful to identify the sets of default-
satisfying individuals. The extensions of the Xis represent those sets. The second
step ensures all the unnamed individuals satisfy the default axioms. Notice that
KBP as constructed using the above rewriting steps makes it fall under the
expressivity of the DL L, and construction of KBP requires only a finite number
of steps since δ is a finite set. Furthermore, we can compute an order � on the set
Pn(IndKB ) based on the ⊇-relation, defined as follows: Let P1,P2 ∈ Pn(IndKB ),
then P1 � P2 iff
1. X1i ⊇ X2i for each X1i ∈ P1 and X2i ∈ P2 and
2. X1i ⊃ X2i for some X1i ∈ P1 and X2i ∈ P2.

Lemma 1. Given a default-knowledge-base (KB , δ), if KBP is classically satis-
fiable for some P ∈ Pn(IndKB ), then (KB , δ) has a d-model.

Proof. Let P1 ∈ Pn(IndKB ) such that KBP1 has a classical model I. Then there
are two possible cases.

In the first case there is no Px ∈ Pn(IndKB ) such that Px � P1 and KBPx

has a classical model. In this case I satisfies all the conditions of a d-model:
(1) I satisfies all axioms of KB since KB ⊆ KBP . (2) I satisfies condition 2 of
the definition of d-model, this follows from the second step of the construction
of KBP . (3) This follows directly from the assumption for this case. So I is a
d-model for (KB , δ) in this case.

The second case is when there is some Px ∈ Pn(IndKB ) for which there is
a classical model I for KBPx

and Px � P1. Again, there are two possibilities
as in case of P1. Either the first case above holds for Px, or there is some
Py � Px ∈ Pn(IndKB ) for which the second case holds. In the latter situation,
the argument repeats, eventually giving rise to an ascending chain with respect
to the order � on Pn(IndKB ). However, since Pn(IndKB ) is finite this chain has
a maximal element and thus the first case applies. Therefore, there is a d-model
for (KB , δ). ��

The following theorem is a direct consequence of Lemma 1 and the finiteness
of δ.

Theorem 1. The task of determining d-satisfiability of default-knowledge-bases
is decidable.

It should be noted that in case of Reiter’s defaults it is known that for normal
default theories an extension always exists, but in the case of free defaults it
can be easily seen that there might be some default-knowledge-bases which do
not have a d-model. This is not completely satisfactory of course. However, at
this stage it is unknown whether a stronger result can be obtained without
giving up decidability. Though the notion of d-satisfiability is important for
checking that the default-knowledge-base modelled is consistent and can be used
for reasoning-based query services, the more interesting problem in the case of
default-knowledge-bases is to handle d-entailment inference services. As it can
be observed that d-entailment checking is not directly reducible to satisfiability
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checking of the default-knowledge-base,6 we define a mechanism of checking d-
entailments and show that this is also decidable.

Proposition 2. Let (KB , δ) be a default-knowledge-base. If I is a d-model of
(KB , δ), then there exists P ∈ Pn(IndKB ) such that I is a classical model of KBP
and all classical models of KBP are d-models of (KB , δ).

Proof. Given I we construct a P ∈ Pn(IndKB ) as follows: Given a default Ci �d

Di ∈ δ, let Xi be the maximal subset of IndKB such that XI
i ⊆ (Ci � Di)I ∪

(¬Ci)I . Given all these X ′
is, let P = {X1, . . . , Xn}.

Clearly, I is then a classical model of KBP .
Furthermore, since I is a d-model of (KB , δ), there is no Px ∈ Pn(IndKB ) such

that KBPx
has a classical model and Px � P. By construction of KBP all classical

models of KBP satisfy the three d-model conditions for (KB , δ) because (1)
KB ⊆ KBP , all axioms of KB are satisfied, (2) the second step of the construction
of KBP ensures the second condition of d-model is satisfied. (3) Since P satisfies
the maximality condition, all classical models of KBP also satisfy the maximality
condition of being a d-model ensured by step one of the construction of KBP . ��

Consider the two sets

PKB-d={P ∈ Pn(IndKB ) | KBP is classically satisfiable}
PKB-d-model={P ∈ PKB-d | P is maximal w.r.t. �}

and note that they are both computable in finite time. We refer to all the KBP ’s
generated from all P ∈ PKB-d-model as d-model generating knowledge bases.

Lemma 2. A DL axiom α is d-entailed by a default-knowledge-base (KB , δ)
iff it is classically entailed by every KBP obtained from KB, δ, and all P ∈
PKB-d-model.

Proof. This is a consequence of Proposition 2, since all classical models of each
{KBP | P ∈ PKB-d-model} are also the d-models of the knowledge base. ��

We assume KB is in a decidable description logic L that supports nominals
and full negation. It is a well known result that all common inference tasks are
reducible to a satisfiability check in DLs that support full negation [5]. Further-
more, KBP is constructed by adding GCIs involving concept expressions using
nominals and conjunctions, so we can safely assume that KBP also falls under
the DL L. Hence, all the d-model generating knowledge bases are in L.

Theorem 2. (Decidability of d-entailment) Let L be a decidable DL with full
negation and nominal support. Then the tasks of subsumption checking, instance
checking, and class satisfiability are decidable for default-knowledge-bases with
KB in L.
6 This is due to non-monotonicity of the logic.
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Proof. Given a default knowledge base (KB , δ), then by Lemma 2 the inference
tasks can be reduced as follows:
- Subsumption: C � D is d-entailed by (KB , δ) iff KBP ∪{C �¬D} is classically

unsatisfiable for all P ∈ PKB-d-model.
- Instance checking: C(a) is d-entailed by (KB , δ) iff KBP ∪{¬C(a)} is classically

unsatisfiable for all P ∈ PKB-d-model.
- Class satisfiability: a class C is satisfiable iff C � ⊥ is not d-entailed by (KB , δ).

Consider the task of checking (KB , δ) |=d C � D. Then (KB , δ) |=d C � D
iff KBP ∪ {C � ¬D} is classically unsatisfiable for all P ∈ PKB-d-model. Since
PKB-d-model is finitely computable and checking classical satisfiability is decid-
able in L, checking the satisfiability for each KBP is decidable. Hence, checking
(KB , δ) |=d C � D is decidable. Similar arguments hold for the other tasks. ��

5 Default Role Inclusion Axioms

So far we have restricted our attention to default concept inclusions. We made
this restriction for the purpose of obtaining a clearer presentation of our app-
roach. However, as may be clear by now, we can also carry over our approach to
cover default role inclusions, and we discuss this briefly in the following.

We use the notation R �d S for free (normal) role defaults. As in the case of
default concept inclusion axioms for role defaults, we restrict the exceptions to
these defaults to be pairs of named individuals only. The intuitive semantics of
R �d S is that for every pair (a, b) of named individuals in the knowledge base,
if R holds then assume S also holds unless it leads to an inconsistency. For all
other pairs of individuals (with at least one unnamed individual), if R holds then
S also holds. We extend the definition of default-knowledge-bases and adjust the
other definitions in the following.

Definition 7. Let KB be a knowledge base in a decidable DL and let δ be a set
of default axioms of the form C �d D or R �d S, where C,D and R,S are
respectively concepts and roles appearing in KB. Then we call (KB , δ) a default-
knowledge-base. Furthermore:
- The definition of IndKB ,P(IndKB ),Pn(IndKB ) carry over from Definition 3,

where n is the number of axioms of the form C �d D in δ.
- P(IndKB × IndKB ) denotes the power set of IndKB × IndKB .
- Pm(IndKB × IndKB ) is the set of m-tuples obtained from the Cartesian product:
P(IndKB × IndKB ) × . . .mtimes × P(IndKB × IndKB ), where m is the number of
default role axioms in δ.

For simplicity of presentation we assume that δ is arranged such that all
default concept inclusion axioms appear before all default role inclusion axioms.
Now, consider the set DKB = Pn(IndKB ) × Pm(IndKB × IndKB ) which is a set of
tuples, where each tuple is of the form ((X1, . . . , Xn), (Y1, . . . , Ym)) such that
(X1, . . . , Xn) ∈ Pn(IndKB ) and (Y1, . . . , Ym) ∈ Pm(IndKB × IndKB ). An interpre-
tation for default-knowledge-bases with default role inclusion axioms should now
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map δ to a tuple as follows. δI = (X I ,YI) ∈ DKB , where X I = (XI
1 , . . . , XI

n )
and YI = (Y I

1 , . . . , Y I
m) such that XI

i = (CI
i ∩DI

i ∩ΔI
Ind)∪ ((¬C)I ∩ΔI

Ind) and
Y I

j = (RI
j ∩SI

j ∩ (ΔI
Ind ×ΔI

Ind))∪ ((¬Rj)I ∩ΔI
Ind ×ΔI

Ind), for all Ci �d Di ∈ δ

and Rj �d Sj ∈ δ. In other words XI
i denotes the extension of the named indi-

viduals that satisfy the ith default concept axioms and Y I
j denotes the extension

of pairs of named individuals that satisfy the jth default role axiom.
To ensure the maximal application of the default axioms we need the prefer-

ence relation to be adapted to this setting.

Definition 8. (Preference relation >KB,δ) Given a knowledge base KB, a set of
default axioms δ, and I and J be two interpretations of (KB , δ). We say that I
is preferred over J , written I >KB,δ J , if
1. conditions 1-4 of Definition 4 hold,
2. Y I

i ⊇ Y J
i for all 1 ≤ i ≤ m, where Y I

i ∈ YI and Y J
i ∈ YJ ,

3. Y I
i ⊃ Y J

i for some 1 ≤ j ≤ m, where Y I
i ∈ YI and Y J

i ∈ YJ .
where m is the number of role inclusion axioms in δ.

The definition of d-model now carries over from Definition 5, the only differ-
ence being that the new definition >KB,δ of the preference relation is used when
default role axioms are also included.

To show the decidability of reasoning with any default-knowledge-base (KB , δ)
with role defaults, we assume that KB is in a decidable DL L which supports
nominal concept expression, boolean role constructors, concept products, and the
universal role U . In [22], it was shown that expressive DLs can be extended with
boolean role constructors for simple roles without compromising on complexity
and decidability. For some tuple P ≡ ((X1, . . . , Xn), (Y1, . . . , Ym)) ∈ DKB , let
KBP be the knowledge base that is obtained by adding the following axioms to
KB . For each Ci �d Di ∈ δ add the following.
1. Xi ≡ (Ci �Di �{a1, . . . , ak})� (¬Ci �{a1, . . . , ak}), where Xi is the nominal

expression {x1, . . . , xm} containing exactly the named individuals in Xi, and
{a1, . . . , ak} = IndKB .

2. Ci � ¬{a1, . . . , ak} � Di, where {a1, . . . , ak} = IndKB .
And for each Rj �d Sj ∈ δ, add the following.

1. For each (a, b) ∈ Yj , add the ABox axiom Ra,b(a, b) and the axiom

{x} � ∃Ra,b.{y} � {a} � ∃U .({y} � {b}),

where Ra,b is a fresh role name, and {x} and {y} are so-called nominal
schemas as introduced in [19]: They are a kind of nominal variables, which
can stand for any nominal. In fact, this axiom can easily be cast into a set
of axioms not containing nominal schemas, as shown in [19]. The axiom just
given enforces that RI

a,b ∩ (ΔI
Ind × ΔI

Ind) = {(a, b)}.
2.

⊔
(a,b)∈Yj

Ra,b ≡ (Rj � Dj � Ug) � Rj � ¬Ug, where Ug ≡ IndKB × IndKB .
3. Rj � ¬Ug ≡ Sj , where Ug = IndKB × IndKB .

The construction just given for role defaults is analogous to the one for class
inclusion defaults, with the exception that we do not have a nominal constructor
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for roles. However, for the specific setting we have here, we can obtain the same
result by using the axioms from points 1 and 2 just given.

It should also be noted that the above outlined construction of KBP can be
computed in a finite number of steps.

The remainder of the decidability argument for d-entailment now carries
over easily from section 4, and we omit the details. It should be noted that the
availability of boolean role constructors is required for our argument, and that
corresponding simplicity restrictions may apply, depending on the concrete case.

6 Application of Defaults in Ontology Alignment

Variety and semantic heterogeneity are at the very core of many fields like the
Semantic Web, Big Data etc. To give a concrete example, many interesting sci-
entific and societal questions cannot be answered from within one domain alone
but span across disciplines. Studying the impact of climate change, for instance,
requires to consider data and models from climatology, economics, biology, ecol-
ogy, geography, and the medical science. While all these disciplines share an
overlapping set of terms, the meanings of these terms clearly differ between
them. A street, for instance, is a connection between A and B from the view
point of transportation science, and, at the same time, a disruptive separation
which cuts through habitats from the view point of ecology. Even within single
domains, the used terminology differs over time and space [16]. The idea that this
variety should be ’resolved’ is naive at best. The defaults extension proposed in
this work can thus support more robust ontology alignments that respect variety
and still allow us to share and integrate the heterogeneous data. In the follow-
ing we give some concrete examples that cannot be sufficiently addressed with
existing ontology alignment frameworks, but would benefit from the proposed
extension.

Consider the axioms in Figure 2. The ontology fragment consisting of (17)
to (21) reflects a certain perspective on canals valid in a transportation appli-
cation. In contrast, the axioms (22) to (24) reflect a different but equally valid
perspective from an agricultural perspective. Typically, ontology alignment sys-
tems would default to a syntactic matching of shared primitives such as Agricul-
turalField or IrrigationCanal. However, applied to these two ontology fragments
this would yield a logical inconsistency in which some waterbodies would have to
be land masses at the same time. Using our proposed free defaults, only certain
canals from a would qualify as canals in b, avoiding the inconsistencies.

While in the above example the inconsistency was largely caused by the
cardinality restrictions, other cases involve concrete domains. For instance, each
US state (and the same argument can be made between counties as well) has its
own legally binding definition of what distinguishes a town from a city. Thus,
to query the Linked Data cloud for towns it is required to take these local
definitions into account. Otherwise one would, among hundreds of thousands
of small municipalities, also retrieve Los Angeles, CA or Stuttgart, Germany.7

7 In case of DBpedia via dbpedia:Stuttgart rdf:type dbpedia-owl:Town.
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a:flowsInto � a:IsConnected (17)
a:IrrigationCanal � a:Canal (18)

∃a:flowsInto.a:AgriculturalField � a:IrrigationCanal (19)
a:Waterbody � a:Land � ⊥ (20)

a:AgriculturalField � a:Land (21)
b:flowsInto � b:IsConnected (22)

b:Canal � (≥2 b:IsConnected.b:Waterbody) (23)
b:IrrigationCanal ≡ (=1 b:isConnected.b:Waterbody)

� (=1 b:flowsInto.b:AgriculturalField) (24)

Fig. 2. Fragments of two ontologies, (17)-(21), respectively (22)-(24), to be aligned

In several cases these state-specific distinctions solely depend on the population
count and, thus, could be handled using existing alignment systems. However,
in other cases they are driven by administrative divisions of geographic space,
are based on historical reasons, or other properties. As argued before, our free
defaults can handle these cases.

Let us now return to the example from section 1 and discuss it in more techni-
cal depth. We showed that an alignment using axiom (14) leads to inconsistency.
Now consider instead using the approach of free defaults, by replacing axiom (14)
with b:hasSpouse �d a:hasSpouse. As per our semantics the pair (b:mike, b:david)
will act as an exception to the default role inclusion that we just added and
a:hasSpouse(b:mike, b:david) will not hold anymore. On the other hand if we also
add the axiom a:hasSpouse �d b:hasSpouse then b:hasSpouse(a:john, a:mary)
will also hold.

To see this formally, consider all the axioms of figure 1 except (14) to be KB
and let δ ≡ {(a:hasSpouse �d b:hasSpouse), (b:hasSpouse �d a:hasSpouse)} and
consider an interpretation I such that (a:hasSpouse)I = {(a:johnI , a:maryI)}
and (b:hasSpouse)I = {(b:mikeI , b:davidI), (a:johnI , a:maryI)}. Note that forc-
ing (b:mikeI , b:davidI) in the extension of a:hasSpouse will result in an inconsis-
tency because of the reasons mentioned in section 1. On the other hand, if we
consider an interpretation J such that (a:hasSpouse)J = {(a:johnJ , a:maryJ )}
and (b:hasSpouse)J = {(b:mikeJ , b:davidJ )}, then clearly I >KB,δ J , because
the extension of b:hasSpouse in I is greater than that of J . So, I is preferred
over J . In fact I is also a d-model of this default-knowledge-base.

The above example shows that in case of ontology alignments, using default
constructs to map terms could help us avoid potentially inconsistent merged
knowledge bases due to subtle semantic differences in the different ontologies.

As final example, we want to discuss the implications our approach has with
respect to the use and abuse of owl:sameAs in linked data [12],8 where this Web
ontology language (OWL) construct is used extensively to provide links between

8 Note owl:sameAs is OWL representation of individual equality in DLs
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different datasets. However, owl:sameAs is, semantically, a strong equality which
equates entities, and this strong (specification-compliant) interpretation easily
leads to complications. For instance, consider two linked datasets a and b where a
contains the axioms: a:airport(a:kennedy) and a:airport � a:place, and b contains
axioms b:president(b:kennedy) and b:president � b:person plus the disjointness
axiom b:person � a:place � ⊥.

Now, if some text-based co-reference resolution system identifies a:kennedy
and b:kennedy as the same object, then it will result in a link such as owl:sameAs
(a:kennedy, b:kennedy). Obviously, this yields to an inconsistency because of
the disjointness axiom. However, if we use defaults this could be expressed as
{a:kennedy} �d {b:kennedy}, which essentially is another way of saying that
a:kennedy is identical to b:kennedy unless it causes an inconsistency. While [12]
argues for a set of variants of equality with differing semantic strength, automatic
identification of the exact variant of equality to be used is yet another matter,
and presumably rather difficult to accomplish. So for automated co-reference res-
olution, we would argue that the use of free defaults, which semantically recover
from erroneous guesses by the alignment system, are a much more suitable
solution.

7 Conclusion

In this paper, we have provided a new semantics for embedding defaults into
description logics, and have shown that reasoning tasks are decidable in our
setting. Both the decidable logic from [2] and our work are variants of Reiter’s
defaults [21]. But the approach in [2] is very restricted and arguably violates
some key intuitions. Our proposal provides an improvement, mainly because
with our free defaults, the application of defaults is not limited to named indi-
viduals. However, we impose that exceptions to the default rules only occur in the
named individuals of the knowledge base. Also, our approach to the semantics is
model-theoretic whereas most of the previous work on defaults has been mainly
based on fixed point semantics [6,7]. We have furthermore given a thorough
motivation of the usefulness of free defaults in the context of ontology align-
ments. Through the examples in section 6, it is shown that the new semantics
that we have introduced in this paper is useful when dealing with the integration
of heterogeneous ontologies. We believe that our work provides a foundation for
a new and more powerful ontology alignment language.

Whether defaults over DLs are decidable when we allow exceptions to also
occur over unnamed individuals, is still an open question and we intend to inves-
tigate this in the future. Future work also includes smart algorithmization and
implementation of d-entailment tasks mentioned in this paper. A naive algorithm
can easily be developed by searching for maximal d-model generating tuples from
Pn(IndKB ), i.e. by searching for all maximal Ps in Pn(IndKB ) for which KBP has a
classical model and then using the process outlined in Theorem 2. Although this
reasoning procedure appears to be decidable it is very expensive and thus not
feasible for practical use. However, the algorithmization could be made smarter
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by using some optimization techniques. For instance, Pn(IndKB ) could be repre-
sented as an ordered set of tuples where each tuple is a collection of comparable
P s sorted by the � relation. The algorithm would then look for maximally satis-
fying P s for each tuple by performing a binary search on every tuple. This should
significantly improve the performance of the naive approach since the number of
steps to find all suitable Ps has been reduced by a large factor. These and other
optimizations will be central to our investigation of algorithmizations.
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14. Hitzler, P., Krötzsch, M., Rudolph, S.: Foundations of Semantic Web Technologies.
Chapman & Hall/CRC, Boca Raton (2009)

15. Janowicz, K.: The role of space and time for knowledge organization on the Seman-
tic Web. Semantic Web 1(1–2), 25–32 (2010)

16. Janowicz, K., Hitzler, P.: The digital earth as knowledge engine. Semantic Web
3(3), 213–221 (2012)

17. Knorr, M., Alferes, J., Hitzler, P.: Local Closed-World Reasoning with Descrip-
tion Logics under the Well-founded Semantics. Artificial Intelligence 175(9–10),
1528–1554 (2011)

18. Knorr, M., Hitzler, P., Maier, F.: Reconciling OWL and non-monotonic rules for the
Semantic Web. In: Raedt, L.D., et al. (eds.) ECAI 2012–20th European Conference
on Artificial Intelligence, Montpellier, France, 27–31 August 2012, pp. 474–479. IOS
Press, Amsterdam (2012)
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Abstract. Checking for subsumption relation is the main reasoning
service readily available in classical DL reasoners. With their binary
response stating whether two given concepts are in the subsumption rela-
tion, it is adequate for many applications relied on the service. However,
in several specific applications, there often exists the case that requires an
investigation for concepts that are not directly in a subclass-superclass
relation but shared some commonality. In this case, providing merely
a crisp response is apparently insufficient. To achieve this, the similar-
ity measure for DL ELH, which is inspired by the homomorphism-based
structural subsumption characterization, has been introduced. To ensure
that the proposed method reaches the performance, in this work, desir-
able properties for concept similarity measure are checked and compared
with those previously reported in other classical works.

Keywords: Concept similarity · Non-standard reasoner · Description
logic · Structural subsumption

1 Introduction

Knowledge representation is one such major research area that has a long range
of development and mainly focuses on an investigation for well-founded ways
to model, share, and interpret the knowledge. One modeling formalism is an
exploitation of the family of Description Logics (DLs) which allows various
types of reasoning services. Among those readily available in classical DL rea-
soners, concept subsumption (i.e. identification of subclass-superclass relation-
ships) is one of the most prominent services. Despite its usefulness, classical
subsumption reasoners merely response with a binary result (i.e. whether two
given concepts are in a subclass-superclass relation). This capability seems ade-
quate for many applications. However, in some situations, there may be the case
that the two concepts do not align that way but share some commonality. This
special case, on the other hand, turns into account in many specific applications.
For example, in hospitals, once a doctor has diagnosed medical conditions of a
patient and identified what the illness is, he/she may need to investigate further
for other possible illnesses of similar but not exactly the same conditions.
c© Springer International Publishing Switzerland 2015
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Table 1. Syntax and semantics of the Description Logic ELH

Name Syntax Semantics

top � ΔI

concept name A AI ⊆ ΔI

conjunction C � D CI ∩ DI

existential restriction ∃r.C {x ∈ ΔI | ∃y ∈ ΔI : (x, y) ∈ rI ∧ y ∈ CI}

concept inclusion A 	 D AI ⊆ DI

concept equivalence A ≡ C AI = CI

role inclusion r 	 s rI ⊆ sI

Our first introduction to EL concept similarity measure [13] and its sample
application [8] have shown its usability specifically in but not limited to one of
the most popular medical-domain ontologies, Snomed ct [12]. In this work, we
extend the algorithm to a more expressive DL ELH. Therefore, role names of the
same hierarchy are taken into account. Moreover, to ensure that the proposed
method reaches the performance and holds satisfactory features, in this work,
desirable properties for concept similarity measure are proofed and compared
with those previously reported in other works.

In the next section, notions of the DL and necessary backgrounds are intro-
duced. Section 3 and Section 4 provide details on the proposed method and its
properties, respectively. Concluding remarks are given in the last section.

2 Preliminaries

Let CN and RN be a set of concept names and a set of role names. In Description
Logics (DLs), complex ELH concept descriptions can be built using a set of
constructors shown in the upper part of Table 1. The background knowledge
about the domain called terminology box or TBox can then be devised using
a set of ontological axioms shown in the second part of Table 1. A TBox is
unfoldable if, for each concept name, there is only one concept definition and
there is neither direct nor indirect concept definition that refers to the concept
itself. Figure 1 shows an example of the unfoldable Tbox Omed.

An interpretation I = (ΔI , ·I) comprises of interpretation domain ΔI and
interpretation function ·I . The interpretation function maps every concept name
A ∈ CN to a subset AI ⊆ ΔI , every role name r ∈ RN to a binary relation
rI ⊆ ΔI × ΔI , and every individual x ∈ Ind to an element xI ∈ ΔI . The last
column of Table 1 depicts the semantics for ELH constructors and terminological
axioms. An interpretation I is a model of a TBox O if it satisfies every axiom
defined in O. Let C, D and E be concept descriptions, C is subsumed by D
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(written C � D) iff CI ⊆ DI in every model I and if C � D � E, then C � E.
Moreover, C,D are equivalent (written C ≡ D) iff C � D and D � C, i.e.
CI = DI for all interpretations I.

By introducing a set of fresh concept names [13], a concept inclusion can be
transformed to an equivalent form. Without losing of generality, we assume that
all concept names can be expanded (i.e. they can be replaced by the definition)
and has the following form:

�

i≤m

Pi �
�

j≤n

∃.rjCj

where 1 ≤ i ≤ m and 1 ≤ j ≤ n. This is true both for defined concepts
(i.e. concepts that appear on the left-hand side of a definition) and primitive
concepts (i.e. concepts that appear only on the right-hand side of a definition).
For any primitive concept P , P � � therefore P ≡ X � � ≡ X where X is
a fresh concept name. For convenience, we denote by PC = {P1, . . . , Pm} and
EC = {∃r1C1, . . . ,∃rnCn} the set of top-level primitive concepts and the set of
top-level existential restrictions. Also, we denote by Rr = {s|r �∗ s} the set
of all super roles where r and s are role names, ∗ is the transitive closure, and
r �∗ s if r = s or ri � ri+1 ∈ O where r1 = r and rn = s. The following
demonstrates the expanded form of the concept AspirationOfMucus defined in
Omed (see Figure 1).

X � RespiratoryDisorder � ∃agent.Mucus

where X is a fresh concept name.
Let T = (V,E, rt, �, ρ) be the ELH description tree [13] w.r.t. an unfoldable

TBox, where V is a set of nodes, E ⊆ V × V is a set of edges, rt is the root,
� : V → 2CN

pri

is a node labeling function, and ρ : E → 2RN is an edge labeling
function. Definition 1 defines a homomorphism mapping. Let TC and TD be ELH
description trees w.r.t. the concept C and D, Theorem 1 depicts a characteriza-
tion of C � D based on a homomorphism that maps the root of TD to the root
of TC .

Definition 1 (Homomorphism). Let T and T ′ be two ELH description trees
as previously defined. There exists a homomorphism h from T to T ′ written
h : T → T ′ iff the following conditions are satisfied:

(i) �(v) ⊆ �′(h(v))
(ii) For each successor w of v in T , h(w) is a successor of h(v) with ρ(v, w) ⊆

ρ′(h(v), h(w))

Theorem 1 ([9]). Let C,D be ELH concept descriptions and TC , TD be ELH
concept description trees w.r.t. C and D. Then, C � D iff there exists a homo-
morphism h : TD → TC which maps the root of TD to the root of TC .

By using Theorem 1 together with properties of homomorphism mapping
defined in Definition 1, Corollary 1 and Corollary 2 hold due to an associativity
and commutativity of concept conjunction.
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Corollary 1. Let C and D be concept names. Then C � D iff PD ⊆ PC and
for each ∃r.D′ ∈ ED there exists ∃s.C ′ such that s �∗ r and C ′ � D′.

Corollary 2. Let C and D be concept names, then ED
∼= EC iff for each ∃r.D′ ∈

ED there exists ∃s.C ′ such that s �∗ r, r �∗ s, C ′ � D′, and D′ � C ′. Moreover,
C ≡ D iff PD = PC (i.e. PD ⊆ PC and PC ⊆ PD) and ED

∼= EC .

AspirationOfMucus ≡ AspirationSyndromes � ∃agent.Mucus

AspirationOfMilk ≡ AspirationSyndromes � InhalationOfLiquid
� ∃agent.Milk � ∃assocWith.Milk

Hypoxia ≡ RespiratoryDisorder � BloodGasDisorder
� ∃interprets.OxygenDelivery

Hypoxemia ≡ RespiratoryDisorder � BloodGasDisorder
� ∃interprets.OxygenDelivery
� ∃site.ArterialSystem

AspirationSyndromes 	 RespiratoryDisorder

agent 	 assocWith

Fig. 1. Examples of ELH concept descriptions defined in Omed

Based on the property of concept subsumption and homomorphism mapping,
in the next section, we introduce the notion of homomorphism degree hd and
concept similarity sim.

3 Homomorphism Degree

Let T = (V,E, rt, �, ρ) be the ELH description tree as previously defined. Then,
the degree of having a homomorphism from TD to TC is defined by Definition 2.

Definition 2 (Homomorphism degree)
Let TELH be the set of all ELH description trees. The homomorphism degree
function hd : TELH × TELH → [0, 1] is inductively defined as follows:

hd(TD, TC) := μ · p-hd(PD,PC) + (1 − μ) · e-set-hd(ED, EC), (1)

where | · | represents the set cardinality, μ = |PD|
|PD ∪ ED|and 0 ≤ μ ≤ 1;

p-hd(PD,PC) :=

{
1 if PD = ∅

|PD ∩ PC |
|PD| otherwise, (2)

e-set-hd(ED, EC) :=

{
1 if ED = ∅

∑

εi∈ED

max{e-hd(εi,εj):εj∈EC}
|ED| otherwise, (3)

where εi, εj are existential restrictions; and
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e-hd(∃r.X,∃s.Y ) := γ(ν + (1 − ν) · hd(TX , TY )) (4)

where γ = |Rr ∩ Rs|
|Rr| and 0 ≤ ν < 1.

The meaning of μ and ν are similar to those defined in our previous work [13]
and are set to |PC |

|PC ∪ EC | and 0.4, respectively. However, in this work, we introduce
the notion of γ which is the proportion of common roles between r and s against
all those respect to r. For a special case where γ = 0, this means that there
is no role commonality, therefore, further computation for all successors should
be omitted. For the case that 0 < γ < 1, this reveals that there exists some
commonality. Moreover, if γ = 1, both r and s are totally similar and thus
considered logically equivalent.

Proposition 1. Let C,D be ELH concept descriptions, and O an ELH unfold-
able TBox. Then, the following are equivalent:

1. C �O D
2. hd(TD, TC) = 1,

where X is the equivalent expanded concept description w.r.t. O, and TX is its
corresponding ELH description tree, with X ∈ {C,D}.
Proof. (1 =⇒ 2) To prove this, we need to show that for each v ∈ VD, there
exists h(v) ∈ VC such that p-hd(·, ·) = 1 and e-set-hd(·, ·) = 1 (only for those
non-leaf nodes). Let d be the depth of TD. Since C �O D, by Theorem 1 there
exists a homomorphism from TD to TC . For the induction base case where d = 0
and C = P1 � . . . � Pm, there exists a mapping from rtD to rtC such that
�D(v) ⊆ �C(h(v)) (i.e. hd = p-hd = 1). For the induction step where C =
P1 � . . . � Pm � ∃r1C1 � . . . � ∃rnCn there exists a mapping from each v to h(v)
such that �D(v) ⊆ �C(h(v)) (i.e. p-hd(·, ·) = 1) and ρD(v, w) ⊆ ρC(h(v), h(w))
(i.e. e-set-hd(·, ·) = 1) where w and h(w) are successors of v and h(v), respectively.
For the case where v is a leaf, this is similar to the base case (i.e. p-hd(·, ·) = 1).

(2 =⇒ 1) By Definition 2, hd(TD, TC) = 1 means p-hd(PD,PC) = 1 and
e-set-hd(ED, EC) = 1 (in case that the tree has child nodes), therefore for each
P ∈ PD there exists P ∈ PC (i.e. PD ⊆ PC) and for each ∃r.D′ ∈ ED there
exists ∃s.C ′ ∈ EC such that s �∗ r and C ′ � D′. By Corollary 1, this implies
that C � D.

The homomorphism degree function provides a numerical value that repre-
sents structural similarity of one concept description when compared to another
concept description. Since both directions constitute the degree of the two con-
cepts being equivalent, our similarity measure for ELH concept descriptions
is defined by means of these values. Definition 3 defines a similarity between
concepts.
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Definition 3. Let C,D be ELH concept descriptions, and O an ELH unfoldable
TBox. The degree of similarity between C and D, in symbols sim(C,D), is
defined as:

sim(C,D) :=
hd(TC , TD) + hd(TD, TC)

2
, (5)

where X is the equivalent expanded concept description w.r.t. O, and TX is its
corresponding ELH description tree, with X ∈ {C,D}.
Example 1. To be more illustrative, consider concepts defined in Omed (see
Figure 1). From a classical DL reasoner’s point of view, it is clear that the concept
AspirationOfMilk (AMK) and AspirationOfMucus (AMC) are not in the subsump-
tion relation, i.e. there is no relationship between the two concepts, despite the
fact that they are both disorders in a group of AspirationSymdromes. Moreover, it
is intuitive to argue that AspirationOfMilk is more similar to AspirationOfMucus
than to Hypoxemia or to Hypoxia. Consider the expanded form of AMK and AMC.

AMK ≡ X � RespiratoryDisorder � InhalationOfLiquid
� ∃agent.Milk � ∃assocWith.Milk

AMC ≡ X � RespiratoryDisorder � ∃agent.Mucus

where X is a fresh concept. The following shows sample computation steps for
hd(TAMK, TAMC):

hd(TAMK, TAMC) := 3
5p-hd(PAMK,PAMC) + 2

5e-set-hd(EAMK, EAMC)

:= 3
5 ( 23 ) + 2

5

∑

εi∈EAMK

max{e-hd(εi,εj):εj∈EAMC}
|EAMK|

:= 3
5 ( 23 ) + 2

5 ( 12 )
∑

εi∈EAMK

max{e-hd(εi, εj) : εj ∈ EAMC}

:= 3
5 ( 23 ) + 2

5 ( 12 )(25 + 2
5 )

//Where
∑

εi∈EAMK

max{e-hd(εi, εj) : εj ∈ EAMC} = 2
5 + 2

5 ; see belows

:= 0.56

The computation for the sub-description corresponding to εi = ∃agent.Milk and
εj = ∃agent.Mucus is as follows:

e-hd(εi, εj) := γ(ν + (1 − ν) · hd(TMilk, TMucus))

:= 2
2 ( 25 + 0) := 2

5

With the sub-description εi = ∃assocWith.Milk and εj = ∃agent.Mucus, we have

e-hd(εi, εj) := γ(ν + (1 − ν) · hd(TMilk, TMucus))

:= 1
1 ( 25 + 0) := 2

5 .
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Table 2. Homomorphism degrees among concepts defined in Omed where HPX, HPM
and ASD stand for Hypoxia, Hypoxemia and AspirationSyndromes, respectively

hd(↓,→) AMC AMK HPX HPM ASD

AspirationOfMucus 1.0 0.56 0.333 0.25 1.0

AspirationOfMilk 0.8 1.0 0.333 0.25 1.0

Hypoxia 0.333 0.2 1.0 0.75 0.5

Hypoxemia 0.333 0.2 1.0 1.0 0.5

AspirationSyndromes 0.667 0.4 0.333 0.25 1.0

The reverse direction can be computed by:

hd(TAMC, TAMK) := 2
3p-hd(PAMC,PAMK) + 1

3e-set-hd(EAMC, EAMK)

:= 2
3 ( 22 ) + 1

3

∑

εi∈EAMC

max{e-hd(εi,εj):εj∈EAMK}
|EAMC|

:= 2
3 ( 22 ) + 1

3 ( 11 )
∑

εi∈EAMC

max{e-hd(εi, εj) : εj ∈ EAMK}

:= 2
3 ( 22 ) + 1

3 ( 11 )(25 )

//Where max{e-hd(εi, εj) : εj ∈ EAMC} = 2
5 ; see belows

:= 0.8

The computation for the sub-description corresponding to εi = ∃agent.Mucus
and εj = ∃agent.Milk is as follows:

e-hd(εi, εj) := γ(ν + (1 − ν) · hd(TMucus, TMilk))

:= 2
2 ( 25 + 0) := 2

5 .

With εi = ∃agent.Mucus and εj = ∃assocWith.Milk, the computation for the
sub-description is as follows;

e-hd(εi, εj) := γ(ν + (1 − ν) · hd(TMucus, TMilk))

:= 1
2 ( 25 + 0) := 1

5 .

Table 2 and Table 3 show homomorphism degrees and similarity degrees among
all concepts defined in Omed. It is obvious that the results we obtained are as
expected.

It is to be mentioned that the similarity measure sim first introduced in
[13] is quite similar to simi proposed by [10] since they are both recursive-
based method. In fact, the meaning of the weighting parameter ν used in sim
and ω in simi are identical and similarly defined. Likewise, the operators that
represent the t-conorm, and fuzzy connector are relatively used but differently
defined. However, unlike the work proposed by [10], the use of μ and the way
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Table 3. Similarity degrees among concepts defined in Omed

sim(↓,→) AMC AMK HPX HPM ASD

AspirationOfMucus 1.0 0.68 0.333 0.292 0.833

AspirationOfMilk - 1.0 0.267 0.225 0.7

Hypoxia - - 1.0 0.875 0.417

Hypoxemia - - - 1.0 0.375

AspirationSyndromes - - - - 1.0

it is weighted, which determines how important the primitive concepts are to
be considered, is defined. The other is obviously the distinction of their inspi-
rations. While simi is inspired by the Jaccard Index [5], sim is, on the other
hand, motivated by the homomorphism-based structural subsumption charac-
terization. In sim, as a pre-process, concept names are to be transformed into
an ELH concept description tree. Taking this as an advantage, a bottom-up
approach, which allows rejection of unnecessary recursive calls and reuses of
solutions to subproblems, can be alternatively devised.

4 Desirable Properties for Concept Similarity Measure

This section describes desirable properties for concept similarity measure and
provides corresponding mathematical proofs. At the end of the section, a com-
parison of satisfactory properties between sim and those significantly reported
in other classical works is made available.

Definition 4 determines important properties for concept similarity measure
introduced by [10]. These are believed to be desirable features and thus checked
for satisfaction. Theorem 2 states the characteristics of sim.

Definition 4. Let C, D and E be ELH concept, the similarity measure is

i. symmetric iff sim(C,D) = sim(D,C),
ii. equivalence closed iff sim(C,D) = 1 ⇐⇒ C ≡ D,
iii. equivalence invariant if C ≡ D then sim(C,E) = sim(D,E),
iv. subsumption preserving if C � D � E then sim(C,D) ≥ sim(C,E),
v. reverse subsumption preserving if C � D � E then sim(C,E) ≤ sim(D,E),
vi. structurally dependent Let Ci and Cj be atoms in C where Ci �� Cj,

the concept D′ :=
�
i≤n

Ci �D and E′ :=
�
i≤n

Ci � E satisfies the condition

lim
n→∞ sim(D′, E′) = 1,

vii. satisfying triangle inequality iff 1 + sim(D,E) ≥ sim(D,C) + sim(C,E).

Theorem 2. The similarity-measure sim is:

i. symmetric,
ii. equivalence closed,
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iii. equivalence invariant,
iv. subsumption preserving,
v. structurally dependent,
vi. not reverse subsumption preserving, and
vii. not satisfying triangle inequality.

Proof. i. By Definition 3, it is obvious that sim(C,D) = sim(D,C).

ii. (=⇒) By Definition 2, sim(C,D) = 1 iff hd(TC , TD) = 1 and hd(TD, TC) = 1.
By Proposition 1, these imply that C � D and D � C. Therefore, C ≡ D.
(⇐=) Assume C ≡ D, then C � D and D � C. Using the same proposi-
tion, this ensures that hd(TC , TD) = 1, and hd(TD, TC) = 1, which means
sim(C,D) = 1.

iii. C ≡ D iff C � D and D � C. By using Corollary 2, we have PC = PD and
EC

∼= ED. Therefore, TC = TD and this implies hd(TC , TE) = hd(TD, TE)
and hd(TE , TC) = hd(TE , TD). Such that sim(C,E) = sim(D,E).

iv. We need to show that

hd(TC ,TD)+hd(TD,TC)
2 ≥ hd(TC ,TE)+hd(TE ,TC)

2

Since C � D and D � E, then C � E. By Proposition 1, hd(TE , TC) = 1
and hd(TD, TC) = 1. Therefore, it suffices to show that

hd(TC , TD) ≥ hd(TC , TE)

If expanded, on both sizes of the upper equation, we have μ = |PC |
|PC ∪ EC | .

Hence, it is adequate to show that p-hd(PC ,PD) ≥ p-hd(PC ,PE) and
e-set-hd(EC , ED) ≥ e-set-hd(EC , EE). For the first part, we show that

|PC ∩ PD|
|PC | ≥ |PC ∩ PE |

|PC | (6)

| PC ∩ PD | ≥ | PC ∩ PE |

By Corollary 1, C � D � E ensures that PE ⊆ PD ⊆ PC . Therefore

| PD | ≥ | PE |

and Equation 6 is true. For the second part, we show that

∑

εi∈EC

max{e-hd(εi,εj):εj∈ED}
|EC | ≥ ∑

εi∈EC

max{e-hd(εi,εj):εj∈EE}
|EC | (7)

∑

εi∈EC

max{e-hd(εi, εj) : εj ∈ ED} ≥ ∑

εi∈EC

max{e-hd(εi, εj) : εj ∈ EE}.
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Let ε̂i ∈ EE such that e-hd(εi, ε̂i) = max{e-hd(εi, εj) : εj ∈ EE}, but since
ε̂i ∈ EE ⊆ ED, then max{e-hd(εi, εj) : εj ∈ ED} ≥ e-hd(εi, ε̂i). Therefore,
Equation 7 is true.

v. Let D′ :=
�
i≤n

Ci �D, E′ :=
�
i≤n

Ci � E , and n = nP + nE be the number

of all atom sequences in C where nP and nE be the number of primitive
concepts and the number existential restrictions, respectively. To prove this,
we consider the following case distinction.
(a) if nP → ∞ and nE is finite, it suffices to show that lim

nP→∞ μ = 1 and

lim
nP→∞ p-hd(PD′ ,PE′) = 1. Therefore, hd(D′, E′) = hd(E′,D′) = 1 and

these imply that sim(D′, E′) = 1. From Equation 2, we have

μ = |PD′ |
|PD′ ∪ ED′ |

= |PD′ |
|PD′ | + |ED′ |

= |PC | + |PD|
|PC | + |PD| + |ED′ |

= nP + |PD|
nP + |PD| + |ED′ |

(8)

Since | PD | and | ED′ | are constant, lim
nP→∞ μ= lim

nP→∞
nP + |PD|

nP + |PD| + |ED′ | =

1. For the second part, we have

p-hd(PD′ ,PE′) = |PD′ ∩ PE′ |
|PD′ |

= |PC | + |PD ∩ PE |
|PC | + |PD|

= nP + |PD ∩ PE |
nP + |PD|

where | PD ∩ PE | and | PD | are constant. Thus,

lim
nP→∞ p-hd(PD′ ,PE′) = lim

nP→∞
nP + | PD ∩ PE |

nP + | PD | = 1. (9)

(b) if nE → ∞ and nP is finite, it suffices to show that lim
nE→∞ μ = 0 and

lim
nE→∞ e-set-hd(ED′ , EE′) = 1 which implies hd(D′, E′) = hd(E′,D′) = 1,

and sim(D′, E′) = 1. From Equation 8, the value of μ is as follows:

μ = |PC | + |PD|
|PC | + |PD| + |ED′ |

= |PC | + |PD|
|PC | + |PD| + nE + |ED|
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Since | PC |, | PD | and | ED | are constant, by taking limit, we have

lim
nE→∞ μ = lim

nE→∞
|PC | + |PD|

|PC | + |PD| + nE + |ED| = 0.

To show that lim
nE→∞ e-set-hd(ED′ , EE′) = 1, we have

e-set-hd(ED′ , EE′) =
∑

ei∈ED′

max{e-hd(ei,ej):ej∈EE′ }
|ED′ |

=

∑

ei∈E
D′

max{e-hd(ei,ej):ej∈EE′ }

|ED′ |

=

∑

ei∈EC

max{e-hd(ei,ej):ej∈EE′ } +
∑

ei∈ED

max{e-hd(ei,ej):ej∈EE′ }

|EC ∪ ED|

Since EC ⊆ EE′ , for each εi ∈ EC there exists εj ∈ EE′ such that εi = εj .
Thus,

e-set-hd(ED′ , EE′) = nE + p
|EC | + |ED|

= nE + p
nE + |ED|

where p =
∑

ei∈ED

max{e-hd(ei, ej) : ej ∈ EE′}, and p ≤ | ED |. Therefore,

the following is true.

lim
nE→∞ e-set-hd(ED′ , EE′) = lim

nE→∞
nE + p

nE + | ED | = 1. (10)

(c) if nP →∞ and nE → ∞, it suffices to show that lim
nP→∞ p-hd(PD′ ,PE′)=1

and lim
nE→∞ e-set-hd(ED′ , EE′) = 1. But these follow from Equation 9 and

Equation 10.

vi. Consider a counter example defined in Figure 2. It is obvious that C � D �
E. By definition,

sim(C,E) := hd(TC ,TE)+hd(TE ,TC)
2

:= 0.4250+1
2

:= 0.7125

and
sim(D,E) := hd(TD,TE)+hd(TE ,TD)

2

:= 0.3333+1
2

:= 0.6667.

Apparently, there exists the case sim(C,E) �≤ sim(D,E).
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E ≡ ∃r.(F � G)
D ≡ ∃r.(F � G) � ∃s.F � ∃s.G
C ≡ ∃r.(F � G) � ∃s.F � ∃s.G � ∃r.(F � H)

Fig. 2. Examples of ELH concept descriptions

vii. Providing the concept description C, D, and E defined in Figure 2, the
following demonstrates the case 1 + sim(D,E) �≥ sim(D,C) + sim(C,E).
Here, we have

sim(D,E) := hd(TD,TE)+hd(TE ,TD)
2 := 0.3333+1

2

:= 0.6667

and
sim(D,C) := hd(TD,TC)+hd(TC ,TD)

2 := 1+0.9250
2

:= 0.9625

and
sim(C,E) := hd(TC ,TE)+hd(TE ,TC)

2 := 0.4250+1
2

:= 0.7125.

By applying a summation, it is obvious that 1.6667 �≥ 1.675 .

Table 4. A comparison on concept-similarity properties
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sim ELH � � � � �

Lehmann and Turhan [10] ELH � � � � �

Jaccard [5] L0 � � � � � � �

Janowicz and Wilkes [7] SHI � �

Janowicz [6] ALCHQ � �

d’Amato et al. [2] ALC
Fanizzi and d’Amato [4] ALN � � � �

d’Amato et al. [1] ALC � � � �

d’Amato et al. [3] ALE � � � �
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To ensure that our proposed method reaches the performance, Table 4 com-
pares desirable properties of sim and those previously reported in other classical
works. Except than the work proposed by [5], which allows only concept con-
junction, our approach and that proposed by [10] apparently hold significant
features.

5 Conclusion

To this end, we have expanded a concept similarity measure for EL to take into
account also role hierarchy. Comparing to other related works, the measure has
been proved that it is outperforming and indeed identical to simi in terms of
satisfaction of desirable properties.

Particularly, the proposed algorithm is inspired by the homomorphism-based
structural subsumption characterization. With the top-down approach, a sim-
ilarity degree is recursively computed, and as a nature of recursion, there is a
chance that the number of unnecessary recursive calls will be greatly increase.
Fortunately, as being computed based on description trees, an optimized version
of the algorithm that allows rejection of needless computation can be alterna-
tively devised in a reversed direction and this is regarded as one target in our
future works. The other directions of possible future works are an extension of
the algorithm to a general TBox (i.e. a handling to concepts with cyclic defini-
tion) and to a more expressive DL. Lastly, we also aim at setting up experiments
on comprehensive terminologies (e.g. Snomed ct [12] and Gene Ontology [11])
and making a comparison among results obtained from different methods.

Acknowledgments. This work is partially supported by the National Research Uni-
versity (NRU) project of Thailand Office for Higher Education Commission; and by
Center of Excellence in Intelligent Informatics, Speech and Language Technology, and
Service Innovation (CILS), Thammasat University.
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et des Jura. Bulletin del la Société Vaudoise des Sciences Naturelles 37, 547–579
(1901)

6. Janowicz, K.: Sim-DL: towards a semantic similarity measurement theory for the
description logic ALCNR in geographic information retrieval. In: Meersman, R.,
Tari, Z., Herrero, P. (eds.) OTM 2006 Workshops. LNCS, vol. 4278, pp. 1681–1692.
Springer, Heidelberg (2006). http://dx.doi.org/10.1007/11915072 74

7. Janowicz, K., Wilkes, M.: SIM-DLA: a novel semantic similarity measure for
description logics reducing inter-concept to inter-instance similarity. In: Aroyo, L.,
Traverso, P., Ciravegna, F., Cimiano, P., Heath, T., Hyvönen, E., Mizoguchi, R.,
Oren, E., Sabou, M., Simperl, E. (eds.) ESWC 2009. LNCS, vol. 5554, pp. 353–367.
Springer, Heidelberg (2009). http://dx.doi.org/10.1007/978-3-642-02121-3 28

8. Jirathitikul, P., Nithisansawadikul, S., Tongphu, S., Suntisrivaraporn, B.: A sim-
ilarity measuring service for snomed ct: structural analysis of concepts in ontol-
ogy. In: 2014 11th International Conference on Electrical Engineering/Electronics,
Computer, Telecommunications and Information Technology (ECTI-CON),
pp. 1–6, May 2014

9. Lehmann, J., Haase, C.: Ideal downward refinement in the EL description logic.
Technical report, University of Leipzig (2009). http://jens-lehmann.org/files/2009
ideal operator el tr.pdf

10. Lehmann, K., Turhan, A.-Y.: A framework for semantic-based similarity measures
for ELH-concepts. In: del Cerro, L.F., Herzig, A., Mengin, J. (eds.) JELIA 2012.
LNCS, vol. 7519, pp. 307–319. Springer, Heidelberg (2012)

11. Michael Ashburner, C.A.: Creating the Gene Ontology Resource: Design and
Implementation. Genome Research 11(8), 1425–1433 (2001). http://dx.doi.org/
10.1101/gr.180801

12. Schulz, S., Suntisrivaraporn, B., Baader, F., Boeker, M.: SNOMED reaching its
adolescence: Ontologists’ and logicians’ health check. International Journal of Med-
ical Informatics 78(Supplement 1), S86–S94 (2009)

13. Suntisrivaraporn, B.: A similarity measure for the description logic EL with unfold-
able terminologies. In: International Conference on Intelligent Networking and
Collaborative Systems (INCoS-13). pp. 408–413 (2013)

http://dx.doi.org/10.1007/11915072_74
http://dx.doi.org/10.1007/978-3-642-02121-3_28
http://jens-lehmann.org/files/2009_ideal_operator_el_tr.pdf
http://jens-lehmann.org/files/2009_ideal_operator_el_tr.pdf
http://dx.doi.org/10.1101/gr.180801
http://dx.doi.org/10.1101/gr.180801


A Graph-Based Approach to Ontology
Debugging in DL-Lite

Xuefeng Fu(B), Yong Zhang, and Guilin Qi

School of Computer Science and Engineering, Southeast University, Nanjing, China
{fxf,zhangyong,gqi}@seu.edu.cn

Abstract. Ontology debugging is an important nonstandard reasoning
task in ontology engineering which provides the explanations of the causes
of incoherence in an ontology. In this paper, we propose a graph-based
algorithm to calculate minimal incoherence-preserving subterminology
(MIPS) of an ontology in a light-weight ontology language, DL-Lite. We
first encode a DL-Lite ontology to a graph, then calculate all the MIPS of
an ontology by backtracking some pairs of nodes in the graph. We imple-
ment the algorithm and conduct experiments over some real ontologies.
The experimental results show that our debugging system is efficient and
outperforms the existing systems.

Keywords: DL-Lite · Ontology · Debugging · MIPS · Graph

1 Introduction

Ontologies play an important role in the semantic web, as it allows information
to be shared in a semantically unambiguous way. However, the development and
maintenance of an ontology are complex and error-prone. Thus, an ontology
can easily become logically inconsistent. Ontology debugging [14], which aims
to pinpoint the causes of logical inconsistencies, has become one of key issues in
ontology engineering.

To debug an ontology, one can compute minimal unsatisfiability preserving
subterminology (MUPS) of an ontology w.r.t. an unsatisfiable concept [9,12,14]
or compute minimal incoherence preserving subterminology (MIPS) of an ontol-
ogy [12,18]. MUPSs are useful for relating sets of axioms to the unsatisfiability
of specific concepts and a MIPS of TBox is the minimal sub-TBox of T which
is incoherent. It is argued that the notion of MIPS is more useful than that
of MUPS to repair an ontology as every MIPS is a MUPS and removing one
axiom from each MIPS can resolve the incoherence of an ontology. However,
existing methods to compute all MIPS rely on the computation of all MUPS of
an ontology w.r.t. all unsatisfiable concepts, thus are not efficient in some cases.

Recently, there is an increasing interest in inconsistency handling in DL-
Lite, which is a lightweight ontology language supporting tractable reasoning.
In [4], an inconsistent tolerant semantics is proposed for DL-Lite ontologies.
This method does not consider debugging and repair of an ontology. In [21], the

c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 33–46, 2015.
DOI: 10.1007/978-3-319-15615-6 3
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authors propose a debugging algorithm by backtracking techniques. This algo-
rithm is further optimized by a module extraction method given in [8]. However,
the algorithm presented in this paper only considers the problem of computing
MUPS.

In this paper, we provide a graph-based algorithm to find all MIPS of an
ontology in DL-Lite. In our approach, we encode the ontology into a graph, and
derive subsumption relations between two concepts (or roles) by reachability of
two nodes. The computation of all MIPS of an ontology can be achieved by
backtracking pairs of nodes in the graph, thus avoiding the computation of all
MUPS of the ontology w.r.t. all unsatisfiable concepts.

We implement our algorithm and develop an ontology debugging system.
We then evaluate the performance of the algorithm by conducting experiments
on some (adapted) real ontologies. The experimental results show the efficiency
and scalability of our algorithm, and show that our system outperforms existing
systems.

The rest of the paper is organized as follows. We first introduce some basics
of debugging in DL-Lite and graph construction in Section 2. We then present
our graph-based debugging algorithm in Section 3. After that, we present the
evaluation results in Section 4. Section 5 discusses related work. Finally, we
conclude this paper in Section 6.

2 Preliminaries

2.1 Ontology Debugging in DL-Lite

In our work, we consider DL-LiteFR, which is an important language in DL-Lite
that stands out for its tractable reasoning and efficient query answering [5]. We
start with the introduction of DL-Litecore, which is the core language for the
DL-Lite family [1]. The complex concepts and roles of DL-Litecore are defined
as follows: (1) B → A | ∃R, (2) R → P | P−, (3) C → B | ¬B, (4) E → R | ¬R,
where A denotes an atomic concept, P an atomic role, B a basic concept, and
C a general concept. A basic concept which can be either an atomic concept or
a concept of the form ∃R, where R denotes a basic role which can be either an
atomic role or the inverse of an atomic role.

In DL-Litecore, an ontology O = 〈T , A〉 consists of a TBox T and an ABox
A, where T is a finite set of concept inclusion assertions of the form: B � C;
and A is a finite set of membership assertions of the form: A(a), P (a, b). DL-
LiteFR extends DL-Litecore with inclusion assertions between roles of the form
R � E and functionality on roles (or on their inverses) of the form (functR)
(or (functR−)). To keep the logic tractable, whenever a role inclusion R1 � R2

appears in T , neither (functR2) nor (functR−
2 ) can appear in it.

In the following, we call assertions of the form B1 � B2 or R1 � R2 as
positive inclusions (PIs) and B1 � ¬B2 or R1 � ¬R2 as negative inclusions
(NIs).

The semantics of DL-Lite is defined by an interpretation I = (�I , ·I) which
consists of a non-empty domain set �I and an interpretation function ·I , which
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maps individuals, concepts and roles to elements of the domain, subsets of the
domain and binary relations on the domain, respectively. The interpretation
function can be extended to arbitrary concept (or role) descriptions and inclusion
(or membership) assertions in a standard way[5]. Given an interpretation I and
an assertion φ, I |= φ denotes that I is a model of φ. An interpretation is
called a model of an ontology O, iff it satisfies each assertion in O. An ontology
O logically implies an assertion φ, written O |= φ, if all models of O are also
models of φ.

Based on the PIs and NIs, we introduce the definitions of clp(T ) and cln(T ).

Definition 1. Let T be a DL-LiteFR TBox. We define the PI-closure of T ,
denoted by clp(T ), inductively as follows:

1. All positive inclusion assertions (PIs) in T are also in clp(T ).
2. If B1 � B2 is in T and B2 � B3 is in clp(T ), then also B1 � B3 is in

clp(T ).
3. If R1 � R2 is in T and R2 � R3 is in clp(T ), then also R1 � R3 is in

clp(T ).
4. If R1 � R−

2 is in T and R2 � R−
3 is in clp(T ), then also R1 � R3 is in

clp(T ).
5. If R1 � R2 is in T and ∃R2 � B is in clp(T ), then also ∃R1 � B is in

clp(T ).
6. If R1 � R2 is in T and ∃R−

2 � B is in clp(T ), then also ∃R−
1 � B is in

clp(T ).

We introduce the definition of NI-closure[5].

Definition 2. Let T be a DL-LiteFR TBox. We define the NI-closure of T ,
denoted by cln(T ), inductively as follows:

1. All negative inclusion assertions (NIs) in T are also in clnT .
2. All functionality assertions in T are also in clnT .
3. If B1 � B2 is in T and B2 � ¬B3 or B3 � ¬B2 is in cln(T ), then also

B1 � ¬B3 is in cln(T ).
4. If R1 � R2 is in T and ∃R2 � ¬B or B � ¬∃R2 is in cln(T ), then also

∃R1 � ¬B is in cln(T ).
5. If R1 � R2 is in T and ∃R−

2 � ¬B or B � ¬∃R−
2 is in cln(T ), then also

∃R−
1 � ¬B is in cln(T ).

6. If R1 � R2 is in T and R2 � ¬R3 or R3 � ¬R2 is in cln(T ), then also
R1 � ¬R3 is in cln(T ).

7. If one of the assertions ∃R � ¬∃R, ∃R− � ¬∃R− and R � ¬R is in cln(T ),
then all three such assertions are in cln(T ).

Finally, let cl(T ) = clp(T ) ∪ cln(T ), where cl(T ) is the closure of T .
We now introduce several important notations closely related to ontology

debugging given in [17].
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Definition 3. Let T be a DL-LiteFR TBox. A concept C (resp. role R) in T is
unsatisfiable if and only if for each model I of T , CI = ∅ (resp. RI = ∅).

T is incoherent if and only if there is an unsatisfiable concept or role in O.

Definition 4. A TBox T ′ ⊆ T is a minimal incoherence-preserving sub-TBox
(MIPS) of T if and only if T ′ is incoherent and every sub-TBox T ′′ ⊆ T ′ is
coherent.

Example 1. Given a TBox T , where T = {A � B,B � C,B � D,D � ¬C,A �
¬B}. According to definition 3, A and B are unsatisfiable concepts. According
to definition 4, There are two MIPSs in T , one is {A � B,A � ¬B}, the other
is {B � C,B � D,D � ¬C}.

2.2 Graph Construction

Let T be a DL-Lite TBox over a signature ΣT , containing symbols for atomic
elements, i.e., atomic concept and atomic roles. We briefly describe our method
to construct a graph from a DL-LiteFR ontology.

Inspired by the work given in [7] and [13], the digraph GT = 〈N,E〉 con-
structed from TBox T over the signature ΣT is given as follows:

1. for each atomic concept B in ΣT , N contains the node B.
2. for each atomic role P in ΣT , N contains the nodes P, P−,∃P,∃P−.
3. for each concept inclusion B1 � B2 ∈ T , E contains the arc (B1, B2).
4. for each concept inclusion B1 � ¬B2 ∈ T , E contains the arc (B1,¬B2) and

N contains the node ¬B2.
5. for each role inclusion R1 � R2 ∈ T , E contains the arc (R1, R2), arc

(R−
1 , R−

2 ), arc (∃R1,∃R2), arc (∃R−
1 ,∃R−

2 ).
6. for each role inclusion R1 � ¬R2 ∈ T , E contains the arc (R1,¬R2), arc

(R−
1 ,¬R−

2 ), arc (∃R1,¬∃R2), arc (∃R−
1 ,¬∃R−

2 ) and N contains nodes ¬R2,
¬R−

2 , ¬∃R2, ¬∃R−
2 .

In items (1)-(6), we construct the graph based on TBox T . It has been shown
in [13] that the problem of TBox classification in a DL-Lite ontology O can be
done by computing transitive closure of the graph GT . For simplicity, we call
these rules Construction Rules, and we use node C (node R) to denote the
node w.r.t. concept C (role R).

In our graph, each node represents a basic concept or a basic role, while each
arc represents an inclusion assertion, i.e. the start node of the arc corresponds
to the left-hand side of the inclusion assertion and the end node of the arc
corresponds to the right-hand side of the inclusion assertion. In order to ensure
that the information represented in the TBox is preserved by the graph, we add
nodes R, R−, ∃R, ∃R− for each role R, arc(R1, R2), arc(R−

1 , R−
2 ), arc(∃R1,∃R2),

arc(∃R−
1 ,∃R−

2 ) for each role inclusion assertion R1 � R2.
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3 A Graph-Based Algorithm

In this section, we first give several theorems which are served as the theoretical
basis of our approach, and then we describe our algorithm to computing MIPS.

3.1 Theoretical Basis

In order to prove the equivalence of a DL-Lite ontology and a graph w.r.t.
reasoning, we give several theorems as follows. At first, we introduce a theorem
given in [13].

Theorem 1. Let T be a DL-LiteFR TBox containing only positive inclusions
and let S1 and S2 be two atomic concepts, or two atomic roles. S1 � S2 is
entailed by T if and only if at least one of the following conditions holds:

1. a set P of positive inclusions exists in T , such that P |= S1 � S2

2. T |= S1 � ¬S1

We can extend the above theorem to general concepts or roles, meaning that
the subsumption relation may be a negative inclusion.

Theorem 2. Let T be a DL-LiteFR TBox and let S1 and S2 be two atomic
concepts, or two atomic roles. S1 � ¬S2 is entailed by T if and only if at least
one of the following conditions holds:

1. a set P of positive inclusions and a negative inclusion n ∈ T exist in T ,
such that P ∪ {n} |= S1 � ¬S2

2. T |= S1 � ¬S1

Proof. (⇐) This can be easily seen, thus we do not provide a proof.
(⇒) Assume T |= S1 � ¬S2. Without loss of generality, we suppose that

there exists a minimal axiom sequence set γ = {φ1, φ2, . . . , φn} in TBox and
γ |= S1 � ¬S2. Positive inclusion is in the form of B1 � B2 or R1 � R2,
whereas negative inclusion is in the form of B1 � ¬B2 or R1 � ¬R2 [5], then
negative inclusions do not concur in the entailment of a set of positive inclusions.
Therefore, there exist at least one negative inclusion in γ. Let φi be the first
negative inclusion that occurs in the γ and is of the form B1 � ¬B2, then the
following cases are considered:

1. φi is the first negative inclusion of γ, then φ1, φ2, . . . , φi−1 are positive inclu-
sion. if there has no negative inclusion in theφi+1, φi+2, . . . , φn, axiom set γ has
a negative inclusion φi and a positive inclusion set {φ1, . . . , φi−1, φi+1, . . .}.

2. Suppose that there have more than one negative inclusion in the φi+1, φi+2,
. . . , φn, we select one negative inclusion and assume that it is of the form
B

′
1 � ¬B

′
2. According to the syntax of DL-Lite[5], the general concept(role)

only occurs on the right-hand side of inclusion assertions. Due to the con-
straint, inference can not be carried out between φi (we assume the form
of φi is B1 � ¬B2) and B

′
1 � ¬B

′
2, so γ is not a minimal set that entails

S1 � ¬S2. Then we get a contraction.
❏
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Let T be a DL-LiteFR TBox and let GT = 〈N,E〉 be the digraph constructed
from T according to the Construction Rules, i.e., each node represents a concept
or a role and each edge represents an inclusion assertion. We denote the transitive
closure of GT by G∗

T = 〈N,E∗〉. According to Theorem 1 and Theorem 2, we
can see that logic entailment between concepts and roles can be reduced to the
graph reachability problem. Consider for example, T = {B1 � B2, B2 � B3}
and there are two edges arc(B1, B2) and arc(B2, B3) in graph G, it is obvious
that B1 � B2 ∈ cl(T ) and arc(B1, B3) belongs to the transitive closure of G.

In order to prove the equivalence of an ontology and the graph constructed
from it w.r.t. classification, we cite a theorem given in [13].

Theorem 3. Let T be a DL-LiteFR TBox containing only positive inclusions
and let GT = 〈N,E〉 be its digraph representation. Let S1, S2 be two basic con-
cepts(roles). S1 � S2 ∈ cl(T ) if and only if arc(S1, S2) ∈ E∗.

Then we extend the theorem as follows.

Theorem 4. Let T be a DL-LiteFR TBox and let GT = 〈N,E〉 be the digraph
constructed from T according to the Construction Rules. Let m be a basic con-
cept(role) and n be a general concept(role). m � n ∈ cl(T ) iff arc(m,n) ∈ E∗.

Proof. (⇐) If arc(m,n) ∈ E∗, according to the definition of transitive closure
of graph, there exists at least one path that from node m to node n in GT .
Moreover, according to our Graph Construction Rules, for each edge in GT , it
corresponds to at least one inclusion assertion in T or cl(T ) (if concept w.r.t.
to node is the form of ∃R ). We assume S is the set of these assertions and it is
obvious that S |= m � n. Therefore, m � n ∈ cl(T ).

(⇒) If m � n ∈ cl(T ), we have two cases in the following:

1. If m � n ∈ clp(T ), we can infer arc(m,n) ∈ E∗ by applying Theorem 3.
2. If m � n ∈ cln(T ), then m � n is similar to B1 � ¬B2. According to

Theorem 2, there exist a set of PIs and a NI n such that P∪{n} |= B1 � ¬B2.
Without loss of generality, we assume n = {B

′ � ¬B2} and P |= B1 � B
′
.

According to Theorem 1, we can infer that arc(B1, B
′
) ∈ E∗. Therefore,

arc(B1,¬B2) ∈ E∗.
❏

For every edge on the graph, it corresponds to an inclusion assertion. There-
fore, a path P on the graph will correspond to a set of inclusion assertions that
we denote by S. It is obvious that S ⊆ cl(T ). According to Theorem 2 and
Theorem 4, there will be a minimal subset S ′ ⊆ T that S ′ |= S and for every
S ′′ ⊂ S ′

, S ′′
� S. We call S ′

as the minimal set in T corresponding to P, denoted
with S ′

T →P .

Definition 5. Let T be a DL-LiteFR TBox and let GT = 〈N,E〉 be the digraph
constructed from TBox T according to the Construction Rules. Then for arbi-
trary node C ∈ N , if there exist two paths that are from node C to node D and
from node C to node ¬D respectively in GT and there does not exist joint edge in
C → D and C → ¬D, we call these two paths as minimal incoherence-preserving
path-pair (MIPP).
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We use mipp(GT ) to denote the set of all MIPP in GT .
Then we show that the problem to computing MIPS of T can be transformed

to finding MIPP in graph GT . Thus, to compute mips(T ), we only need to find
mipp(GT ). The existence of MIPP indicates that the ontology is incoherent.

Theorem 5. Let T be a DL-LiteFR TBox, T is incoherent iff there exists at
least one MIPP in GT .

Proof. (⇐) If there exists a MIPP in GT , according to Definition 5 we assume
that there exists two paths, one is C → D, the other is C → ¬D. In this case,
we can derive that C � D and C � ¬D by Theorem 4. Therefore, T contains at
least one unsatisfiable concept or role and T is incoherent.

(⇒) T is incoherent so that there will be at least one unsatisfiable concept
or role in T . Without loss of generality, we assume that it is the unsatisfiable
concept C and C � D ∈ cl(T ), C � ¬D ∈ cl(T ). According to Theorem
4, we can get arc(C,D) ∈ GT and arc(C,¬D) ∈ GT . It is easy to see that
there exist two paths without joint edge in the digraph GT , that is a MIPP by
Definition 5. ❏

In the graph transformed from an ontology, MIPP of graph has tightly rela-
tionship with MIPS of the ontology.

Theorem 6. Let T be a DL-LiteFR TBox and let S ′
T →MIPP be a subset of T

that corresponds to a MIPP in GT . Then S ′
T →MIPP is a MIPS in T .

Proof. By theorem 5, it is easy to see that T is incoherent. Then we will prove
that for any S ′′ ⊆ S ′

T →MIPP , S ′
T →MIPP is incoherent but S ′′ is coherent. Let

S be the set of axioms corresponding to the MIPP. S ′
T →MIPP |= S and S ′′

� S
because S ′

T →MIPP is the minimal subset of T that S ′
T →MIPP |= S. According

to our construction rules, there doesn’t exists a MIPP in GS′′ . Then by theorem
4, S ′

T →MIPP is incoherent and S ′′ is coherent. ❏

Theorem 7. Let T be a DL-LiteFR TBox , the set of all S ′
T →MIPP in GT

corresponds to the set of all MIPS in T .

Proof. For any MIPP in mipp(GT ), by theorem 6, S ′
T →MIPP is a MIPS so

that S ′
T →MIPP ∈ mips(T ).

For any MIPS M in mips(T ), M is incoherent and for any M′ ⊂ M, M′ is
coherent. Therefore, there exists a MIPP in GM and it does not exist in GM′ .
It is easy to see that M corresponds to the MIPP in GT and M is contained in
the set of all S ′

T →MIPP corresponding to mipp in T .
The case of role R can be proved analogously. ❏
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3.2 A Graph-Based algorithm

In the following, we describe our graph-based algorithm which will find all MIPP
on GT and then transform them to all MIPS in T . After that, an example is
provided to illustrate the algorithm.

Let S be a concept or a role expression. In steps 3-11 of algorithm 1, we find
all descendant nodes of node S and node ¬S on the graph GT . If there is a same
node, which we assume as S

′
, between descendant nodes of node S (Specially, it

includes S itself for the case S � ¬S) and those of node ¬S, it means that there
are two paths S

′ → S and S
′ → ¬S on GT . While S

′ → S and S
′ → ¬S have

no joint edge, then {S
′ → S, S

′ → ¬S} is a MIPP. For each edge arc(B1, B2)
in a MIPP, if B1 � B2 ∈ T . In steps 12-14 of Algorithm 1, we can get a MIPS
that the MIPP corresponding to.

Algorithm 1. CompMIPS
Require: an incoherent TBox T
Ensure: set of MIPS in T
1: pset ← ∅,mips ← ∅;
2: construct GT = 〈N,E〉;
3: for each ¬S ∈ N do
4: for each n1 ∈ descendants(¬S,GT ) do
5: for each n2 ∈ descendants(S,GT ) ∪{S} do
6: if n1 = n2 and not hasJointEdge(path(n1, S), path(n2,¬S)) then
7: pset ← pset ∪ {〈n1 → ¬S, n2 → S〉};
8: end if
9: end for

10: end for
11: end for
12: for each 〈P1, P2〉 ∈ pset do
13: mips ← mips ∪ {{transToAxioms(P1, P2, T )}};
14: end for

return mips;

Function hasJointEdge is applied to check whether there exists a joint edge
between two paths and function transToAxioms handles the case that B1 �
B2 /∈ T but T |= B1 � B2), B1 � B2 belongs to a MIPS.

Example 2. Given a TBox T , where T = {A � B,B � C,C � D,B � ¬C,R1 �
R2, B � ∃R1,∃R2 � ¬D}. According to the Construction Rules, we construct a
directed graph as shown in Fig.1.

In steps 3-9 of Algorithm 1, we can find two MIPPs in Fig. 1: {B → ¬C,B →
C} and {B → D,B → ¬D}.

In steps 10-12 of Algorithm 1, function transToAxioms(P1, P2, T ) will trans-
form paths P1 and P2 to axioms that these paths correspond to axioms in T .
For ∃R1 � ∃R2 /∈ T and R1 � R2 |= ∃R1 � ∃R2 , arc(∃R1,∃R2) corresponds to
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Algorithm 2. TransToAxioms
Require: path : P1, path : P2, T
Ensure: a set of axioms
1: axiomset ← ∅;
2: for i = 1 : 2 do
3: for each arc〈B1, B2〉 ∈ Pi do
4: if B1 	 B2 ∈ T then
5: axiomset ← axiomset ∪ {B1 	 B2};
6: else if B1 = ∃R1 and B2 = ∃R2 and R1 	 R2 ∈ T then
7: axiomset ← axiomset ∪ {R1 	 R2};
8: end if
9: end for

10: end for
return axiomset;

Fig. 1. Directed Graph in Example 2

R1 � R2 in T . Finally, two MIPSs {B � C,B � ¬C} and {B � C,C � D,R1 �
R2, B � ∃R1,∃R2 � ¬D} will be generated.

Theorem 8. Given an arbitrary incoherent TBox T , the output of Algorithm 1
is the set of all MIPS of T .

Proof. According to Theorem 4, n ∈ descendants(S,GT ) denotes n � S. Thus,
in the steps 4-6 of algorithm 1, n1 = n2 means that there exists a path pair
from node n1(or n2) to disjointness pair(S,¬S). By definition 4, these two paths
consist in a MIPP. By applying algorithm 2, we can transform a MIPP into a
MIPS.

For any MIPS in T , there exists a concept(or role) that is subsumed by two
disjointness concepts(or roles). Thus, from Theorem 4, we can get two intersec-
tional path derived from two disjointness node in GT . Obviously, the intersec-
tional point is the descendant of the two disjointness node. Namely, each MIPS
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can be calculated by steps 3-11 of algorithm 1. Therefore, the result of algorithm
1 is mips(T ).

❏

In our algorithm, calculating a MIPP is done by traversing on the directed
graph GT , which can be done in polynomial time with the size of vertexes and
arcs. Therefore, a MIPS can be computed in polynomial time with the size of
T . However, in the worst case, the computational complexity of algorithm 1 is
exponential since there may be exponentially many MIPS for a given TBox [3].

4 Experimental Evaluation

Several tableau-based reasoners which can compute MIPS, such as Pellet,
FaCT++, etc, have exhibited their excellent performance. In this section, we will
compare our graph-based algorithm with these reasoners in computing MIPS.
We carry out our experiments by two strategies: one is that we carried experi-
ments on different ontologies to compare efficiency and the other is to compare
performance changes on an ontology with scalable number of unsatisfiable con-
cepts or roles.

All experiments have been performed on a Lenovo desktop PC with Intel
Corei5-2400 3.1 GHz CPU and 4GB of RAM, running Microsoft window 7 oper-
ating system, and Java 1.7 with 3GB of heap space.

In our experiments, we stores graph structure of DL-Lite ontology in a Neo4j
graph database[16]. Neo4j is an open-source and high-performance graph database
supported by Neo Technology[20]. The main ingredients of Neo4j are nodes and
relationships. A graph database is used to record data in nodes which have user-
defined properties, while nodes are organized by relationships which also have user-
defined properties. Users could look up nodes or relationships by index. Cypher is a
powerful declarative graph query language1. We can leverage its ability to expres-
sive and efficient querying and updating of the graph store. In our implementation,
we apply Cypher to find the path between disjointness nodes.

Ontologies used in our experiments have significantly different sizes and
structures. In order to fit DL-LiteFR expressivity, when an expression cannot
be expressed by DL-LiteFR, it will be approximated [13]. Since these origi-
nal ontologies is coherent, we modified them by inserting some ”incoherent-
generating” axioms randomly, such as negative inclusion. For example, if T =
{A � B,B � C,B � D}, it is obvious that T is coherent. To make it incoherent,
we may insert C � ¬D into T . Table 1 lists part of the detailed information
about the ontologies used in the experiments.

Table 2 shows the detailed performance comparison on different ontologies.
We carried out these experiments on ten ontologies. According to the results,
our system outperforms other systems. Especially, for some complex ontologies,
such as FMA, our system is one order of magnitude faster than the existing ones.
Fig.2 gives another view of the results.
1 http://www.neo4j.org/learn/cypher

http://www.neo4j.org/learn/cypher
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Table 1. Experimental Ontologies

Ontology Axioms Unsatisfiable Concepts MIPS

Economy 803 51 47

Terrorism 185 14 5

Transportation 1186 62 36

Aeo 521 49 17

CL 8783 59 25

DOLCE-LITE 98 33 5

Fly-Anatomy 17735 304 3

FMA 160936 45 12

GO 43934 97 18

Plant 3295 45 12

Table 2. Time required to Find All MIPS in milliseconds on different ontologies

Ontology Pellet Hermit FaCT++ Jfact Graph

Economy 1286 1378 619 1836 601

Terrorism 388 449 387 455 157

Transportation 1772 2735 1339 4712 618

Aeo 1287 1963 792 1517 357

CL 1465 2375 1152 2269 628

DOLCE-Lite 765 1041 475 813 325

Fly-Anatomy 2019 3319 1878 4901 590

FMA 47262 49444 45559 91776 3674

GO 3765 5371 3796 9315 875

Plant 1543 2009 935 1883 513

Table 3 gives the result of scalability over adapted Go ontology, with increas-
ing number of unsatisfiable concepts or roles added. We first found all the disjoint
concepts in Go ontology, and then increased the number of unsatisfiable concepts
by adding common subsumed concept to disjoint concepts randomly (we began
with 100 unsatisfiable concepts for clearer comparison). The same strategy is
also performed on roles in Go ontology. With the growing number of unsatisfi-
able concepts and roles, the execution time of systems implementing the state of
the art debugging algorithm increases sharply. However, the execution time of
our system grows moderately. The results show that our system performs more
steadily than other systems in computing MIPS.

5 Related Work

The work of ontology debugging has been widely discussed in the literature and
many algorithms have been provided for debugging DL-based ontology. These
algorithms mainly aim to finding explanations of entailment of incoherence [11].
In general, the approach for debugging ontology can be divided into two cate-
gories: glass-box approach and black-box approach.
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Fig. 2. Time required to Find All MIPS

Table 3. Time required to Find All MIPS in milliseconds with scalable number of
unsatisfiable concepts or roles

Number Pellet Hermit FaCT++ Jfact Graph

100 4381 6090 3991 8882 827

110 4641 6280 4342 10864 912

120 4982 7155 4948 12636 933

130 6609 9771 6425 17174 1016

140 8077 10132 7305 66663 1127

150 9449 12082 8714 overflow 1209

160 10210 13065 9630 overflow 1263

200 12889 16573 12503 overflow 1769

A glass-box approach is built on an existing tableau-based DL reasoner. The
advantage of a glass-box approach is that it can find all MUPS of an incoherent
ontology by a single run of a modified reasoner. Most of the glass-box algorithms
are obtained as extension of tableau-based algorithms for checking satisfiability
of a DL-based ontology. In [17], the authors propose the first tableau-based algo-
rithm for debugging terminologies of an ontology. The algorithm is restricted to
unfoldable ALC TBoxes, i.e., the left-hand sides of the concept axioms (the
defined concepts) are atomic and if the right-hand sides (the definitions) contain
no direct or indirect reference to the defined concept. It is realized by attach-
ing label to axioms in order to keep track of which axioms are responsible for
assertions generated during the expansion of the completion forests. A general
tableau algorithm is proposed in [3], and the concept of ”tableau algorithm”
is provided in this paper. In the tableau-based algorithm, some blocking tech-
niques cannot be used. In order to resolve this problem and other problems, in [2],
an automata-based approach is proposed, which has some excellent theoretical
attributes.
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A black-box approach uses a DL reasoner to check satisfiability of an ontology.
Different from the glass-box approach, a black-box approach does not need to
modify the internal reasoner. In the worst case, the black-box approach may
call the reasoner an exponential number of times, thus it cannot be used for
handling larger ontologies directly. In [12], a bottom-up approach is proposed,
which is based on external reasoner, such as RACER and FaCT++. It gets a
single MUPS of the unsatisfiable concept first and then it utilizes the Reiter’s
Hitting Set algorithm to compute all the MUPS. A general DL-based ontology
diagnosing approach is given in [6], which is based on Reiter’s algorithm and
employ a simplified variant of QUICKXPLAIN[10] to generate the HS-tree.

There are several other approaches to debugging ontology. Wang et al. in
[19] proposes a heuristic approach, but it cannot get the complete set of MUPS.
[21] propose a approach to calculating MUPS. The advantage of this approach
is that it calculates the cln(T ) off-line by reasoner, and then the rest of process
does not depend on reasoner.

Although there have been much work on ontology debugging, most of them
are applied to find all the MUPS of an incoherent ontology w.r.t. an unsatisfiable
concept. The computation of all the MIPS relies on the computation of all the
MUPS of an incoherent ontology w.r.t. all unsatisfiable concept. According to
our experimental results, the systems implementing this method are hard to be
used to handle large ontologies in DL-Lite. In contrast, our algorithm does not
need to compute MUPS and can use optimizations in graph databases. Thus, it
is more efficient and scalable than the existing algorithms for computing MIPS.

6 Conclusion

In this paper, we have proposed a new approach for debugging incoherent DL-
Lite ontologies. It is based on a graph-based algorithm to calculate minimal
incoherence preserving subterminology(MIPS). We have implemented the algo-
rithm and conduct experiments over some real ontologies. The experimental
results showed that our algorithm outperforms existing algorithms for comput-
ing MIPS both in efficiency and stability, especially for ontologies that are very
large in size or contain many unsatisfiable concepts.

As a future work, we will develop a semi-automatic ontology repair system in
DL-Lite by using the debugging algorithm given in this paper. We also plan to
work on ontology merging[15] by adapting the graph-based debugging algorithm.
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Abstract. This works is motivated by a real-world case study where
it is necessary to integrate and relate existing ontologies through meta-
modelling. For this, we introduce the Description Logic ALCQM which
is obtained from ALCQ by adding statements that equate individuals
to concepts in a knowledge base. In this new extension, a concept can
be an individual of another concept (called meta-concept) which itself
can be an individual of yet another concept (called meta meta-concept)
and so on. We define a tableau algorithm for checking consistency of an
ontology in ALCQM and prove its correctness.

Keywords: Description logic · Meta-modelling · Meta-concepts · Well
founded sets · Consistency · Decidability

1 Introduction

Our extension of ALCQ is motivated by a real-world application on geographic
objects that requires to reuse existing ontologies and relate them through meta-
modelling [10].

Figure 1 describes a simplified scenario of this application in order to illus-
trate the meta-modelling relationship. It shows two ontologies separated by a
line. The two ontologies conceptualize the same entities at different levels of
granularity. In the ontology above the line, rivers and lakes are formalized as
individuals while in the one below the line they are concepts. If we want to inte-
grate these ontologies into a single ontology (or into an ontology network) it is
necessary to interpret the individual river and the concept River as the same
real object. Similarly for lake and Lake.

Our solution consists in equating the individual river to the concept River
and the individual lake to the concept Lake. These equalities are called meta-
modelling axioms and in this case, we say that the ontologies are related through
meta-modelling. In Figure 1, meta-modelling axioms are represented by dashed
edges. After adding the meta-modelling axioms for rivers and lakes, the concept
HydrographicObject is now also a meta-concept because it is a concept that
contains an individual which is also a concept.
c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 47–62, 2015.
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The kind of meta-modelling we consider in this paper can be expressed in
OWL Full but it cannot be expressed in OWL DL. The fact that it is expressed
in OWL Full is not very useful since the meta-modelling provided by OWL Full
is so expressive that leads to undecidability [11].

OWL 2 DL has a very restricted form of meta-modelling called punning
where the same identifier can be used as an individual and as a concept [7].
These identifiers are treated as different objects by the reasoner and it is not
possible to detect certain inconsistencies. We next illustrate two examples where
OWL would not detect inconsistencies because the identifiers, though they look
syntactically equal, are actually different.

Example 1. If we introduce an axiom expressing that HydrographicObject is a
subclass of River, then OWL’s reasoner will not detect that the interpretation
of River is not a well founded set (it is a set that belongs to itself).

Example 2. We add two axioms, the first one says that river and lake as indi-
viduals are equal and the second one says that the classes River and Lake are
disjoint. Then OWL’s reasoner does not detect that there is a contradiction.

Fig. 1. Two ontologies on Hydrography

In this paper, we consider ALCQ (ALC with qualified cardinality restric-
tions) and extend it with Mboxes. An Mbox is a set of equalities of the form
a =m A where a is an individual and A is a concept. In our example, we have
that river =m River and these two identifiers are semantically equal, i.e. the
interpretations of the individual river and the concept River are the same. The
domain of an interpretation cannot longer consists of only basic objects but it
must be any well-founded set. The well-foundness of our model is not ensured by
means of fixing layers beforehand as in [8,12] but it is our reasoner which checks
for circularities. Our approach allows the user to have any number of levels (or
layers) (meta-concepts, meta meta-concepts and so on). The user does not have
to write or know the layer of the concept because the reasoner will infer it for
him. In this way, axioms can also naturally mix elements of different layers and
the user has the flexibility of changing the status of an individual at any point
without having to make any substantial change to the ontology.
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We define a tableau algorithm for checking consistency of an ontology in
ALCQM by adding new rules and a new condition to the tableau algorithm for
ALCQ. The new rules deal with the equalities and inequalities between individ-
uals with meta-modelling which need to be transferred to the level of concepts
as equalities and inequalities between the corresponding concepts. The new con-
dition deals with circularities avoiding non well-founded sets. From the practical
point of view, extending tableau for ALCQ has the advantage that one can eas-
ily change and reuse the code of existing OWL’s reasoners. From the theoretical
point of view, we give an elegant proof of correctness by showing an isomor-
phism between the canonical interpretations of ALCQ and ALCQM. Instead of
re-doing inductive proofs, we “reuse” and invoke the results of correctness of the
tableau algorithm for ALCQ from [1] wherever possible.

Related Work. As we mentioned before, OWL 2 DL has a very restricted form of
meta-modelling called punning [7]. In spite of the fact that the same identifier can
be used simultaneously as an individual and as a concept, they are semantically
different. In order to use the punning of OWL 2 DL in the example of Figure
1, we could change the name river to River and lake to Lake. In spite of the
fact that the identifiers look syntactically equal, OWL would not detect certain
inconsistencies as the ones illustrated in Examples 1 and 2, and in Example
4 which appears in Section 3. In the first example, OWL won’t detect that
there is a circularity and in the other examples, OWL won’t detect that there
is a contradiction. Apart from having the disadvantage of not detecting certain
inconsistencies, this approach is not natural for reusing ontologies. For these
scenarios, it is more useful to assume the identifiers be syntactically different
and allow the user to equate them by using axioms of the form a =m A.

Motik proposes a solution for meta-modelling that is not so expressive as
RDF but which is decidable [11]. Since his syntax does not restrict the sets of
individuals, concepts and roles to be pairwise disjoint, an identifier can be used
as a concept and an individual at the same time. From the point of view of
ontology design, we consider more natural to assume that the identifiers for a
concept and an individual that conceptualize the same real object (with different
granularity) will be syntactically different (because most likely they will live in
different ontologies). In [11], Motik also defines two alternative semantics: the
context approach and the HiLog approach. The context approach is similar to
the so-called punning supported by OWL 2 DL. The HiLog semantics looks
more useful than the context semantics since it can detect the inconsistency
of Example 2. However, this semantics ignores the issue on well-founded sets.
Besides, this semantics does not look either intuitive or direct as ours since it uses
some intermediate extra functions to interpret individuals with meta-modelling.
The algorithm given in [11, Theorem 2] does not check for circularities (see
Example 1) which is one of the main contributions of this paper.

De Giacomo et al. specifies a new formalism, “Higher/Order Description
Logics”, that allows to treat the same symbol of the signature as an instance, a
concept and a role [4]. This approach is similar to punning in the sense that the
three new symbols are treated as independent elements.
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Pan et al address meta-modelling by defining different “layers” or “strata”
within a knowledge base [8,12]. This approach forces the user to explicitly write
the information of the layer in the concept. This has several disadvantages: the
user should know beforehand in which layer the concept lies and it does not
give the flexibility of changing the layer in which it lies. Neither it allows us to
mix different layers when building concepts, inclusions or roles, e.g. we cannot
express that the intersection of concepts in two different layers is empty or define
a role whose domain and range live in different layers.

Glimm et al. codify meta-modelling within OWL DL [5]. This codification
consists in adding some extra individuals, axioms and roles to the original ontol-
ogy in order to represent meta-modelling of concepts. As any codification, this
approach has the disadvantage of being involved and difficult to use, since adding
new concepts implies adding a lot of extra axioms. This codification is not enough
for detecting inconsistencies coming from meta-modelling (see Example 4). The
approach in [5] has also other limitations from the point of view of expressibility,
e.g. it has only two levels of meta-modelling (concepts and meta-concepts).

Organization of the Paper. The remainder of this paper is organized as follows.
Section 2 shows a case study and explains the advantages of our approach.
Section 3 defines the syntax and semantics of ALCQM. Section 4 proposes
an algorithm for checking consistency. Section 5 proves its correctness. Finally,
Section 6 sets the future work.

2 Case Study on Geography

In this section, we illustrate some important advantages of our approach through
the real-world example on geographic objects presented in the introduction.

Figure 2 extends the ontology network given in Figure 1. Ontologies are
delimited by light dotted lines. Concepts are denoted by ovals and individuals by
small filled circles. Meta-modelling between ontologies is represented by dashed
edges. Thinnest arrows denote roles within a single ontology while thickest arrows
denote roles from one ontology to another ontology.

Figure 2 has five separate ontologies. The ontology in the uppermost position
conceptualizes the politics about geographic objects, defining GeographicObject as
a meta meta-concept, and Activity and GovernmentOffice as concepts. The ontol-
ogy in the left middle describes hydrographic objects through the meta-concept
HydrographicObject and the one in the right middle describes flora objects through
the meta-concept FloraObject. The two remaining ontologies conceptualize the
concrete natural resources at a lower level of granularity through the concepts
River, Lake, Wetland and NaturalForest.

Note that horizontal dotted lines in Figure 2 do not represent meta-modelling
levels but just ontologies. The ontology “Geographic Object Politics” has the
meta meta-concept GeographicObject, whose instances are concepts which have
also instances being concepts, but we also have the concepts GovernmentOfice
and Activity whose instances conceptualize atomic objects. OWL has only one
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Fig. 2. Case Study on Geography

notion of hierarchy which classifies concepts with respect to the inclusion �.
Our approach has a new notion of hierarchy, called meta-modelling hierarchy,
which classifies concepts with respect to the membership relation ∈. The meta-
modelling hierarchy for the concepts of Figure 2 is depicted in Figure 3. The
concepts are GovernmentOffice, Activity, River, Lake, Wetland and NaturalFor-
est, the meta-concepts are HydrographicObject and FloraObject, and the meta
meta-concept is GeographicObject.

The first advantage of our approach over previous work concerns the reuse
of ontologies when the same conceptual object is represented as an individual
in one ontology and as a concept in the other. The identifiers for the individual
and the concept will be syntactically different because they belong to different
ontologies (with different URIs). Then, the ontology engineer can introduce an
equation between these two different identifiers. This contrasts with previous
approaches where one has to use the same identifier for an object used as a
concept and as an individual. In Figure 2, river and River represent the same
real object. In order to detect inconsistency and do the proper inferences, one
has to be able to equate them.

The second advantage is about the flexibility of the meta-modelling hierarchy.
This hierarchy is easy to change by just adding equations. This is illustrated in the
passage from Figure 1 to Figure 2. Figure 1 has a very simple meta-modelling hier-
archy where the concepts are River and Lake and the meta-concept is Hydrograph-
icObject. The rather more complex meta-modelling hierarchy for the ontology of
Figure 2 (see Figure 3) has been obtained by combining the ontologies of Figure
1 with other ontologies and by simply adding some few meta-modelling axioms.
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After adding themeta-modelling equations, the change of themeta-modelling hier-
archy is automatic and transparent to the user. Concepts such as GeographicObject
will automatically pass to be meta meta-concepts and roles such as associatedWith
will automatically pass to be meta-roles, i.e. roles between meta-concepts.

Fig. 3. Meta-modelling Hierarchy for the Ontology of Figure 2

The third advantage is that we do not have any restriction on the level of
meta-modelling, i.e. we can have concepts, meta-concepts, meta meta-concepts
and so on. Figure 1 has only one level of meta-modelling since there are con-
cepts and meta-concepts. In Figure 2, there are two levels of meta-modelling
since it has concepts, meta-concepts and meta meta-concepts. If we needed, we
could extend it further by adding the equation santaLucia =m SantaLucia for
some concept SantaLucia and this will add a new level in the meta-modelling
hierarchy: concepts, meta-concepts, meta meta-concepts and meta meta meta-
concepts.

Moreover, the user does not have to know the meta-modelling levels, they
are transparent for him. Our algorithm detects inconsistencies without burdening
the user with syntactic complications such as having to explicitly write the level
the concept belongs to.

The fourth advantage is about the possibility of mixing levels of meta-
modelling in the definition of concepts and roles. We can build concepts using
union or intersection between two concepts of different levels (layers). We can
also define roles whose domain and range live in different levels (or layers). For
example, in Figure 2, we have: 1) a role over whose domain is just a concept
while the range is a meta-concept, 2) a role manages whose domain is just a
concept and whose range is a meta meta-concept. We can also add axioms to
express that some of these concepts, though at different levels of meta-modelling,
are disjoint, e.g. the intersection of the concept Activity and the meta-concept
FloraObject is empty.
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3 ALCQM
In this section we introduce the ALCQM Description Logics (DL), with the
aim of expressing meta-modelling in a knowledge base. The syntax of ALCQM
is obtained from the one of ALCQ by adding new statements that allow us to
equate individuals with concepts. The definition of the semantics for ALCQM
is the key to our approach. In order to detect inconsistencies coming from meta-
modelling, a proper semantics should give the same interpretation to individuals
and concepts which have been equated through meta-modelling.

Recall the formal syntax of ALCQ [2,7]. We assume a finite set of atomic
individuals, concepts and roles. If A is an atomic concept and R is a role, the
concept expressions C, D are constructed using the following grammar:
C, D ::= A | � | ⊥ | ¬C | C � D | C � D | ∀R.C | ∃R.C |≥ nR.C |≤ nR.C
Recall also that ALCQ-statements are divided in two groups, namely TBox
statements and ABox statements, where a TBox contains statements of the
form C � D and an ABox contains statements of the form C(a), R(a, b), a = b
or a �= b.
A meta-modelling axiom is a new type of statement of the form

a =m A where a is an individual and A is an atomic concept.

which we pronounce as a corresponds to A through meta-modelling. An Mbox
is a set M of meta-modelling axioms. We define ALCQM by keeping the
same syntax for concept expressions as for ALCQ and extending it only to
include MBoxes. An ontology or a knowledge base in ALCQM is denoted by
O = (T ,A,M) since it is determined by three sets: a Tbox T , an Abox A and
an Mbox M. The set of all individuals with meta-modelling of an ontology is
denoted by dom(M).

Figure 4 shows the ALCQM-ontologies of Figure 1. In order to check for
cycles in the tableau algorithm, it is convenient to have the restriction that A
should be a concept name in a =m A. This restriction does not affect us in
practice at all. If one would like to have a =m C for a concept expression C, it
is enough to introduce a concept name A such that A ≡ C and a =m A.

Tbox

River � Lake � ⊥

Mbox

river =m River

lake =m Lake

Abox

HydrographicObject(river) HydrographicObject(lake)

River(queguay) River(santaLucia)

Lake(deRocha) Lake(delSauce)

Fig. 4. The ALCQM-ontology of Figure 1
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Definition 1 (Sn for n ∈ N). Given a non empty set S0 of atomic objects, we
define Sn by induction on N as follows: Sn+1 = Sn ∪ P(Sn)

The sets Sn are clearly well-founded. Recall from Set Theory that a relation R
is well-founded on a class X if every non-empty subset Y of X has a minimal
element. Moreover, a set X is well-founded if the set membership relation is
well-founded on the the set X.

Definition 2 (Model of an Ontology in ALCQM). An interpretation I is
a model of an ontology O = (T ,A,M) in ALCQM (denoted as I |= O) if the
following holds:

1. the domain Δ of the interpretation is a subset of SN for some N ∈ N. The
smallest N such that Δ ⊆ SN is called the level of the interpretation I.

2. I is a model of the ontology (T ,A) in ALCQ.
3. I is a model of M, i.e. I satisfies each statement in M. An interpretation

I satisfies the statement a =m A if aI = AI .

Usually, the domain of an interpretation of an ontology is a set of atomic objects.
In the first part of Definition 2 we redefine the domain Δ of the interpretation,
so it does not consists only of atomic objects any longer. The domain Δ can now
contain sets since the set SN is defined recursively using the power-set operation.
A similar notion of interpretation domain is defined in [9, Definition 1] for RDF
ontologies.

It is sufficient to require that it is a subset of some SN so it remains well-
founded 1. Note that S0 does not have to be the same for all models of an
ontology. The second part of Definition 2 refers to the ALCQ-ontology without
the Mbox axioms. In the third part of the definition, we add another condi-
tion that the model must satisfy considering the meta-modelling axioms. This
condition restricts the interpretation of an individual that has a corresponding
concept through meta-modelling to be equal to the concept interpretation.

Example 3. We define a model for the ontology of Figure 4 where

S0 = {queguay, santaLucia, deRocha, delSauce}
Individuals and concepts equated through meta-modelling are semantically equal:

riverI = RiverI = {queguay, santaLucia}
lakeI = LakeI = {deRocha, delSauce}

Definition 3 (Consistency of an Ontology in ALCQM). We say that an
ontology O = (T ,A,M) is consistent if there exists a model of O.

The ALCQM-ontology defined in Figure 4 is consistent.
1 In principle, non well-founded sets are not source of contradictions since we could
work on non-well founded Set Theory. The reason why we exclude them is because we
think that non well-founded sets do not occur in the applications we are interested in.
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Example 4. We consider the ontology of Figure 2 and the axioms:

River � Lake � ⊥
Wetland ≡ NaturalForest

and the fact that associatedWith is a functional property. Note that we have
the following axioms in the Abox:

associatedWith(wetland, lake)
associatedWith(naturalForest, river)

As before, the ALCQ-ontology (without the Mbox) is consistent. However, the
ALCQM-ontology (with the Mbox) is not consistent.

Example 1 illustrates the use of the first clause of Definition 2. Actually, this
example is inconsistent because the first clause of this definition does not hold.
Examples 2 and 4 illustrate how the second and third conditions of Definition 2
interact.

Definition 4 (Logical Consequence from an Ontology in ALCQM). We
say that S is a logical consequence of O = (T ,A,M) (denoted as O |= S) if
all models of O are also models of S where S is any of the following ALCQM-
statements, i.e. C � D, C(a), R(a, b), a =m A, a = b and a �= b.

It is possible to infer new knowledge in the ontology with the meta-modelling
that is not possible without it as illustrated by Examples 1, 2 and 4.

Definition 5 (Meta-concept). We say that C is a meta concept in O if there
exists an individual a such that O |= C(a) and O |= a =m A.

Then, C is a meta meta-concept if there exists an individual a such that
O |= C(a), O |= a =m A and A is a meta-concept. Note that a meta meta-
concept is also a meta-concept.
We have some new inference problems:

1. Meta-modelling. Find out whether O |= a =m A or not.
2. Meta-concept. Find out whether C is a meta-concept or not.

Most inference problems in Description Logic can be reduced to satisfiability by
applying a standard result in logic which says that a formula φ is a semantic
consequence of a set of formulas Γ if and only if Γ ∪ ¬φ is not satisfiable. The
above two problems can be reduced to satisfiability following this general idea.
For the first problem, note that since a �=m A is not directly available in the
syntax, we have replaced it by a �= b and b =m A which is an equivalent statement
to the negation of a =m A and can be expressed in ALCQM.

Lemma 1. O |= a =m A if and only if for some new individual b, O ∪ {a �=
b, b =m A} is unsatisfiable.

Lemma 2. C is a meta-concept if and only if for some individual a we have that
O∪{¬C(a)} is unsatisfiable and for some new individual b, O∪{a �= b, b =m A}
is unsatisfiable.
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4 Checking Consistency of an Ontology in ALCQM
In this section we will define a tableau algorithm for checking consistency of an
ontology in ALCQM by extending the tableau algorithm for ALCQ. From the
practical point of view, extending tableau for ALCQ has the advantage that one
can easily change and reuse the code of existing OWL’s reasoners.

The tableau algorithm for ALCQM is defined by adding three expansion
rules and a condition to the tableau algorithm for ALCQ. The new expansion
rules deal with the equalities and inequalities between individuals with meta-
modelling which need to be transferred to the level of concepts as equalities and
inequalities between the corresponding concepts. The new condition deals with
circularities avoiding sets that belong to themselves and more generally, avoiding
non well-founded sets.

Definition 6 (Cycles). We say that the tableau graph L has a cycle with
respect to M if there exist a sequence of meta-modelling axioms A0 =m a0,
A1 =m a1, . . . An =m an all in M such that

A1 ∈ L(x0) x0 ≈ a0

A2 ∈ L(x1) x1 ≈ a1

...
...

An ∈ L(xn−1) xn−1 ≈ an−1

A0 ∈ L(xn) xn ≈ an

Example 5. Suppose we have an ontology (T ,A,M) with two individuals a and
b, the individual assignments: B(a) and A(b); and the meta-modelling axioms:

a =m A b =m B.

The tableau graph L(a) = {B} and L(b) = {A} has a cycle since A ∈ L(b) and
B ∈ L(a).

Initialization for the ALCQM-tableau is nearly the same as for ALCQ. The
nodes of the initial tableau graph will be created from individuals that occur
in the Abox as well as in the Mbox. After initialization, the tableau algorithm
proceeds by non-deterministically applying the expansion rules for ALCQM.
The expansion rules for ALCQM are obtained by adding the rules of Figure 5
to the expansion rules for ALCQ.

We explain the intuition behind the new expansion rules. If a =m A and
b =m B then the individuals a and b represent concepts. Any equality at the
level of individuals should be transferred as an equality between concepts and
similarly with the difference.

The ≈-rule transfers the equality a ≈ b to the level of concepts by adding two
statements to the Tbox which are equivalent to A ≡ B. This rule is necessary
to detect the inconsistency of Example 2 where the equality river = lake is
transferred as an equality River ≡ Lake between concepts. A particular case
of the application of the ≈-rule is when a =m A and a =m B. In this case, the
algorithm also adds A ≡ B.
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≈-rule: Let a =m A and b =m B in M. If a ≈ b and A � ¬B,B � ¬A does not
belong to T then T ← A � ¬B,B � ¬A.

�≈-rule: Let a =m A and b =m B in M. If a �≈ b and there is no z such that
A � ¬B � B � ¬A ∈ L(z) then create a new node z with
L(z) = {A � ¬B � B � ¬A}.

close-rule: Let a =m A and b =m B where a ≈ x, b ≈ y, L(x) and L(y) are defined.
If neither x≈y nor x �≈y are set then equate(a, b,L) or differenciate(a, b,L).

Fig. 5. Additional Expansion Rules for ALCQM

The �≈-rule is similar to the ≈-rule. However, in the case that a �≈ b, we
cannot add A �≡ B because the negation of ≡ is not directly available in the
language. So, what we do is to replace it by an equivalent statement, i.e. add an
element z that witness this difference.

The rules ≈ and �≈ are not sufficient to detect all inconsistencies. With only
these rules, we could not detect the inconsistency of Example 4. The idea is that
we also need to transfer the equality A ≡ B between concepts as an equality
a ≈ b between individuals. However, here we face a delicate problem. It is not
enough to transfer the equalities that are in the Tbox. We also need to transfer
the semantic consequences, e.g. O |= A ≡ B. Unfortunately, we cannot do
O |= A ≡ B. Otherwise we will be captured in a vicious circle 2 since the problem
of finding out the semantic consequences is reduced to the one of satisfiability.
The solution to this problem is to explicitly try either a ≈ b or a �≈ b. This
is exactly what the close-rule does. The close-rule adds either a ≈ b or a �≈ b
through two new functions equate and differenciate. It is similar to the choose-
rule which adds either C or ¬C. This works because we are working in Classical
Logic and we have the law of excluded middle. For a model I of the ontology,
we have that either aI = bI or aI �= bI (see also Lemma 5). Since the tableau
algorithm works with canonical representatives of the ≈-equivalence classes, we
have to be careful how we equate two individuals or make them different.
Note that the application of the tableau algorithm to an ALCQM knowledge
base (T ,A,M) changes the Tbox as well as the tableau graph L.

Definition 7 (ALCQM-Complete). (T ,L) is ALCQM-complete if none of
the expansion rules for ALCQM is applicable.

The algorithm terminates when we reach some (T ,L) where either (T ,L)
is ALCQM-complete, L has a contradiction or L has a cycle. The ontology
(T ,A,M) is consistent if there exists some ALCQM-complete (T ,L) such that
L has neither contradictions nor cycles. Otherwise it is inconsistent.

5 Correctness of the Tableau Algorithm for ALCQM
In this section we prove termination, soundness and completeness for the tableau
algorithm described in the previous section. We give an elegant proof of com-
pleteness by showing an isomorphism between the canonical interpretations of
ALCQ and ALCQM.
2 Consistency is the egg and semantic consequence is the chicken.
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Theorem 1 (Termination). The tableau algorithm for ALCQM described in
the previous section always terminates.

Proof. Suppose the input is an arbitrary ontology O = (T ,A,M). We define

concepts(M) =
⋃

a=mA,b=mB
{A � ¬B � B � ¬A,A � ¬B,B � ¬A}

Suppose we have an infinite sequence of rule applications:

(T0,L0) ⇒ (T1,L1) ⇒ (T2,L2) ⇒ . . . (1)

where ⇒ denotes the application of one ALCQM-expansion rule. In the above
sequence, the number of applications of the ≈, �≈ and close-rules is finite as we
show below:

1. The ≈ and �≈-rules can be applied only a finite number of times in the above
sequence. The ≈ and �≈-rules add concepts to the Tbox and these concepts
that can be added all belong to concepts(M) which is finite. We also have
that Ti ⊆ T ∪ concepts(M) for all i. Besides none of the other rules remove
elements from the Tbox.

2. Since the set {(a, b) | a, b ∈ dom(M)} is finite, the close-rule can be applied
only a finite number of times. This is because once we set a ≈ b or a �≈ b, no
rule can “undo” this.

This means that from some n onwards in sequence (1)

(Tn,Ln) ⇒ (Tn+1,Ln+1) ⇒ (Tn+2,Ln+2) ⇒ . . . (2)

there is no application of the rules ≈, �≈ and close. Moreover, Tn = Ti for all
i ≥ n. Now, sequence (2) contains only application of ALCQ-expansion rules.
This sequence is finite by [1, Proposition 5.2]. This is a contradiction.

The proof of the following theorem is similar to Soundness for ALCQM [1]..

Theorem 2 (Soundness). If O = (T ,A,M) is consistent then the ALCQM-
tableau graph terminates and yields an ALCQM-complete (Tk,Lk) such that Lk

has neither cycles nor contradictions.

The following definition of canonical interpretation is basically the one in
[1, Definition 4.3]. Instead of <, we use the idea of descendants.

Definition 8 (ALCQ-Canonical Interpretation). We define the ALCQ-
canonical interpretation Ic from a tableau graph L as follows.

ΔIc = {x | L(x) is defined}
(x)Ic =

{
x if x ∈ ΔIc

y if x ≈ y and y ∈ ΔIc

(A)Ic = {x ∈ ΔIc | A ∈ L(x)}
(R)Ic = {(x, y) ∈ ΔIc × ΔIc | R ∈ L(x, y), x is not blocked or

R ∈ L(z, y), where x is blocked by z and z is not blocked }
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Note that the canonical interpretation is not defined on equivalence classes
of ≈ but by choosing canonical representatives.

Lemma 3. If the tableau algorithm for ALCQM with input O = (T ,A,M)
yields an ALCQM-complete (T ′,L) such that L has no contradictions then Ic

is a model of (T ,A).

Proof. We define rel(AL) as follows.

rel(AL) = {C(x) | C ∈ L(y), y ≈ x}∪
{R(a, b) | R ∈ L(x, y), a ≈ x, b ≈ y, {a, b} ⊆ O}∪
{x = y | x ≈ y} ∪ {x �= y | x �≈ y}

By [1, Lemma 5.5]), Ic is a model of (T ′, rel(AL)). Since T ⊆ T ′ and A ⊆ rel(AL),
we have that Ic is a model of (T ,A).

So, how can we now make Ic into a model of the whole ontology (T ,A,M)?
We will transform Ic into a model of (T ,A,M) by defining a function set. The
following lemma allows us to give a recursive definition of set.

Lemma 4. If the tableau graph L has no cycles then (ΔIc ,≺) is well-founded
where ≺ is the relation defined as y ≺ x if y ∈ (A)Ic , x ≈ a and a =m A ∈ M.

Proof. Suppose (ΔIc ,≺) is not well-founded. Since ΔIc is finite, infinite descen-
dent ≺-sequences can only be formed from ≺-cycles, i.e. they are of the form

yn ≺ y1 ≺ . . . ≺ yn

It is easy to see that this contradicts the fact that L has no cycles.

Definition 9 (From Basic Objects to Sets: the function set). Let L a
tableau graph without cycles and Ic be the ALCQ-canonical interpretation from
L. For x ∈ ΔIc we define set(x) as follows.

set(x) = {set(y) | y ∈ (A)Ic} if x ≈ a for some a =m A ∈ M
set(x) = x otherwise

Lemma 5. Let L be an ALCQM-complete tableau graph without contradictions.
If a =m A and a′ =m A′ then either a ≈ a′ or a �≈ a′. In the first case, AIc = A′Ic

and in the second case, AIc �= A′Ic

Lemma 6. Let L be an ALCQM-complete tableau graph that has neither con-
tradictions nor cycles and let Ic be the canonical interpretation from L. Then,
set is an injective function, i.e. x = x′ if and only if set(x) = set(x′).

Proof. We prove first that set is a function. It is enough to consider the case
when x ≈ a =m A and x ≈ a′ =m A′. By Lemma 5, a ≈ a′ and (A)Ic = (A′)Ic .
Hence, set(x) is uniquely determined.

To prove that set is injective, we do induction on (ΔIc ,≺) which we know that
is well-founded by Lemma 4. By Definition of set, we have two cases. The first
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case is when set(x) = x. We have that set(x′) = x and x′ is exactly x. This was
the base case. In the second case, we have that for x ≈ a and a =m A,

set(x) = {set(y) | y ∈ (A)Ic}

Since set(x) = set(x′), we also have that x′ ≈ a′ and a′ =m A′ such that

set(x′) = {set(y′) | y′ ∈ (A′)Ic}

Again since set(x) = set(x′), we have that set(y) = set(y′). By Induction Hypoth-
esis, y = y′ for all y ∈ (A)Ic . Hence, (A)Ic ⊆ (A′)Ic . Similarly, we get (A′)Ic ⊆
(A)Ic . So, (A)Ic = (A′)Ic . It follows from Lemma 5 that a ≈ a′. Then, x = x′

because the canonical representative of an equivalence class is unique.

We are now ready to define the canonical interpretation for an ontology in
ALCQM.

Definition 10 (Canonical Interpretation for ACLQM). Let L be an
ALCQM-complete tableau graph without cycles and without contradictions. We
define the canonical interpretation Im for ALCQM as follows:

ΔIm = {set(x) | x ∈ ΔIc}
(a)Im = set(a)
(A)Im = {set(x) | x ∈ AIc}
(R)Im = {(set(x), set(y)) | (x, y) ∈ (R)Ic}

Definition 11 (Isomorphism between interpretations of ALCQ).
An isomorphism between two interpretations I and I ′ of ALCQ is a bijective
function f : Δ → Δ′ such that

– f(aI) = aI′

– x ∈ AI if and only if f(x) ∈ AI′

– (x, y) ∈ RI if and only if (f(x), f(y)) ∈ RI′
.

Lemma 7. Let I and I ′ be two isomorphic interpretations of ALCQ. Then, I
is a model of (T ,A) if and only if I ′ is a model of (T ,A).

To prove the previous lemma is enough to show that x ∈ CI if and only if
f(x) ∈ CI′

by induction on C.

Theorem 3 (Completeness). If (T ,A,M) is not consistent then the
ALCQM-tableau algorithm with input (T ,A,M) terminates and yields an
ALCQM-complete (T ′,L) such that L that has either a contradiction or a cycle.

Proof. By Theorem 1, the ALCQM-tableau algorithm with input (T ,A,M) ter-
minates. Suppose towards a contradiction that the algorithm yields an
ALCQM-complete (T ′,L) such that that L has neither a contradiction nor a
cycle. We will prove that Im is a model of (T ,A,M). For this we have to check
that Im satisfies the three conditions of Definition 2.



Reasoning for ALCQ Extended with a Flexible Meta-Modelling Hierarchy 61

1. In order to prove that ΔIm ⊆ SN for some SN and N , we define S0 = {x ∈
ΔIc | set(x) = x}.

2. We now prove that Im is a model of (T ,A). By Lemma 3, the canonical
interpretation Ic is a model of (T ,A). It follows from Lemma 6 that set :
ΔIc → ΔIm is a bijective map. It is also easy to show that Ic and Im are
isomorphic interpretations in ALCQ. By Lemma 7, Im is a model of (T ,A).

3. Finally, we prove that aIm = (A)Im for all a =m A ∈ M. Suppose that
a =m A ∈ M. Then,

aIm = set(a) by Definition 10
= {set(x) | x ∈ (A)Ic} by Definition 9
= AIm by Definition 10

A direct corollary from the above result is that ALCQM satisfies the finite
model property.

6 Conclusions and Future Work

In this paper we present a tableau algorithm for checking consistency of an
ontology in ALCQM and prove its correctness. In order to implement our algo-
rithm, we plan to incorporate optimization techniques such as normalization,
absorption or the use of heuristics [2, Chapter 9].

A first step to optimize the algorithm would be to impose the following order
on the application of the expansion rules. We apply the rules that create nodes
(∃ and ≥) only if the other rules are not applicable. We apply the bifurcating
rules (�, choose or close-rules) if the remaining rules (all rules except the ∃, ≥,
�, choose and close-rules) are not applicable. One could prove that this strategy
is correct similarly to Section 5.

A second step to optimize the algorithm would be to change the ≈-rule.
Instead of adding A � ¬B and ¬A � B, we could add A ≡ B and treat this as a
trivial case of lazy unfolding.

We would also like to study decidability of consistency for the kind of meta-
modelling presented in this paper in more powerful Description Logics than
ALCQM.

We believe that consistency in ALCQM has the same complexity as ALCQ,
which is Exp-time complete [13]. We also plan to study worst-case optimal
tableau algorithms for ALCQM [3,6].

Acknowledgments. We are grateful to Diana Comesaña for sharing with us the data
from the ontology network on geographic objects she is developing in Uruguay [10].
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8. Jekjantuk, N., Gröner, G., Pan, J.Z.: Modelling and reasoning in metamodelling
enabled ontologies. Int. J. Software and Informatics 4(3), 277–290 (2010)

9. Kaushik, S., Farkas, C., Wijesekera, D., Ammann, P.: An algebra for composing
ontologies. In: Bennett, B., Fellbaum, C. (eds.) FOIS. Frontiers in Artificial Intel-
ligence and Applications, vol 150, pp. 265–276. IOS Press (2006)
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Abstract. Fuzzy Description Logics generalize crisp ones by provid-
ing membership degree semantics for concepts and roles by fuzzy sets.
Recently, answering of conjunctive queries has been investigated and
implemented in optimized reasoner systems based on the rewriting app-
roach for crisp DLs. In this paper we investigate how to employ such
existing implementations for crisp query answering in DL-LiteR over
fuzzy ontologies. To this end we give an extended rewriting algorithm
for the case of fuzzy DL-LiteR-ABoxes that employs the one for crisp
DL-LiteR and investigate the limitations of this approach. We also tested
the performance of our proto-type implementation FLite of this method.

1 Introduction

Description Logics (DLs) are a class of knowledge representation languages with
well-defined semantics that are widely used to represent the conceptual knowl-
edge of an application domain in a structured and formally well-understood way.
Some applications require to describe sets for which there exists no sharp, unam-
biguous distinction between the members and nonmembers. For example, when
classifying numerical sensor values into symbolic classes, a crisp (non-fuzzy),
unambiguous distinction between the members and nonmembers is not a natu-
ral way of modeling. To represent this kind of information faithfully, fuzzy vari-
ants of DLs were introduced. These variants generalize crisp ones by providing
membership degree semantics for their concepts and roles by fuzzy sets.

In the last years conjunctive query answering was the main reasoning task
investigated for DLs. This reasoning task allows to access data in a flexible
way. In order to cope with huge amounts of data, the property of first order
(FOL) rewritability of DLs was defined and investigated. This property of a
DL allows to implement query answering by a two step procedure: First, the
initial query is rewritten such that it captures the information from the TBox.
Second, this query is executed over a database capturing the facts from the ABox
by means of SQL queries. FOL rewritability is the key feature of the DL-Lite
family, which has been proposed and investigated in [2]. It guarantees that query
answering can be done efficiently—in the size of the data and in the overall size
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of the corresponding ontology. This is the main reason why DL-LiteR is the DL
underlying OWL 2 QL, one of the three profiles of OWL 2 language.

So far several fuzzy extensions of DL-Lite have been investigated. In [11,12]
the problem of evaluating ranked top-k queries in fuzzy DL-Lite is considered,
and a variety of query languages by which a fuzzy DL-Lite knowledge base can
be queried is presented in [6]. Though all of these approaches are tractable w.r.t.
data complexity, they do not exploit the optimized query rewriting techniques
that have been implemented in many systems for the classical case such as
QuOnto2 [1,7], Ontop [8], Owlgres [9], and IQAROS [14]. There are also reduc-
tion techniques for very expressive DLs such as SHIQ from fuzzy to crisp [5]
for query answering. These techniques are not promising in terms of efficiency,
since they don’t allow for FOL rewriting-based algorithms that employ relational
databases (as the DL-Lite family).

Our approach to answering conjunctive queries over fuzzy DL-LiteR-
ontologies is to use existing optimized crisp DL-Lite reasoners as a black box
to obtain an initial rewriting of the conjunctive query. We extend this query by
(1) fuzzy atoms and (2) by so-called degree variables that capture the numer-
ical membership degrees, which are used to return the corresponding fuzzy
degrees. This straightforward approach allows to employ a standard SQL query
engine—as in the crisp case and is thus easy to implement. It gives correct
answers for the Gödel family of operators, which is widely used. However, for
other families of fuzzy operators, answers concerning the degrees may be incor-
rect. We give a characterization of such cases and an estimation function for
the interval in which the correct degrees lie. We have implemented the query
answering engine FLite based on this approach for fuzzy DL-LiteR, which uses
the Ontop system [8] to obtain the initial crisp rewriting.

The rest of the paper is structured as follows: next, we introduce fuzzy
DL-LiteR. Section 3 presents the algorithms for consistency checking and query
answering for fuzzy DL-LiteR-ontologies. In Section 4 we describe limitations of
our approach: we characterize the cases in which incorrect results are obtained
and why other fuzzy extensions of DL-Lite-ontologies are problematic. The
FLite system, based on the Ontop framework, is described and evaluated in
Section 5. We end with conclusions and future work.

2 Preliminaries

We introduce the logic DL-LiteR, its ontologies and then the fuzzy variant of the
latter [6,12]. Starting from a set of concept names NC and role names NR complex
concepts can be build. DL-LiteR distinguishes basic concepts represented by B,
general concepts represented by C, basic roles represented by Q, and general
roles represented by R, by the grammar:

B →A | ∃Q C →� | B | ¬B Q →P | P− R →Q | ¬Q

where � is the top concept. A degree d is a number from the unit interval
[0, 1]. The DL-LiteR-concepts and -roles are used in axioms, which can have the
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Table 1. Families of fuzzy logic operators

Family t-norm a⊗b negation �a implication α ⇒ b

Gödel min(a, b)

{
1, a = 0

0, a > 0

{
1, a � b

b, a > b

�Lukasiewicz max(a + b − 1, 0) 1 − a min(1 − a + b, 1)

Product a × b

{
1, a = 0

0, a > 0

{
1, a � b

b/a, a > b

following forms:

B � C (general concept inclusion axiom)
Q � R (role inclusion axiom)

funct(Q) (functionality axiom)

A TBox T is a finite set of axioms. The set NI is the set of individual names. Let
a, b ∈ NI and d be a degree, then a fuzzy assertion is a statement of the form:

〈B(a), d〉 (fuzzy concept assertion)
〈P (a, b), d〉 (fuzzy role assertion)

An ABox A is a finite set of fuzzy assertions. A fuzzy DL-Lite ontology O =
(T ,A) consists of a TBox T and an ABox A. The crisp DL-LiteR-ontologies
(ABoxes) are a special case, where only degrees d = 1 are admitted.

The semantics of fuzzy DL-LiteR are provided via the different families of
fuzzy logic operators depicted in Table 1 and interpretations. An interpretation
for fuzzy DL-LiteR is a pair I = (ΔI , ·I) where ΔI is the interpretation domain
and ·I is an interpretation function mapping every individual a onto an element
aI ∈ ΔI , every concept name A onto a concept membership function AI : ΔI →
[0, 1], every atomic role P onto a role membership function P I : ΔI×ΔI → [0, 1].

Let δ, δ′ denote elements of ΔI and 	 denote fuzzy negation (Table 1), then
the semantics of concepts and roles are inductively defined as follows:

(∃Q)I(δ) = sup
δ′∈ΔI

QI(δ, δ′) (¬B)I(δ) = 	BI(δ) �I(δ) = 1

P−I(δ, δ′) = P I(δ′, δ) (¬Q)I(δ, δ′) = 	QI(δ, δ′)

We say an interpretation I satisfies a

– concept inclusion axiom B � C iff BI(δ) � CI(δ) for every δ ∈ ΔI ,
– role inclusion axiom Q � R iff QI(δ, δ′) � RI(δ, δ′) for every δ, δ′ ∈ ΔI ,
– functionality axiom func(Q) iff for every δ ∈ ΔI there is a unique δ′ ∈ ΔI

such that QI(δ, δ′) > 0.

We say that an interpretation I is a model of a TBox T , i.e. I |= T , iff it satisfies
all axioms in T . I satisfies a fuzzy concept assertion 〈B(a), d〉 iff BI(aI) � d,
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and a fuzzy role assertion 〈P (a, b), d〉 iff P I(aI , bI) � d. I is a model of an ABox
A, i.e. I |= A, iff it satisfies all assertions in A. Finally an interpretation I is a
model of an ontology O = (T ,A) iff it is a model of A and T .

Based on the formal semantics several reasoning problems can be defined for
DLs. A DL-LiteR-concept or TBox is satisfiable iff it has a model. Likewise,
a DL-LiteR-ontology is consistent iff it has a model, otherwise it is inconsis-
tent. Given a TBox T and two concepts C and D, C is subsumed by D w.r.t. T
(denoted C �T D), iff for all models I of T CI(δ) ≤ DI(δ) holds. The reasoning
problem we want to address in this paper is answering of (unions of) conjunctive
queries, which allows retrieval of tuples of individuals from the ontology by the
use of variables. Let NV be a set of variable names and let t1, t2 ∈ NI ∪ NV be
terms (either individuals or variable names). An atom is an expression of the
form: C(t1) (concept atom) or P (t1, t2) (role atom). Let x and y be vectors over
NV, then φ(x,y) is a conjunction of atoms of the form A(t1) and P (t1, t2). A con-
junctive query (CQ) q(x) over an ontology O is a first-order formula ∃y.φ(x,y),
where x are the answer variables, y are existentially quantified variables and
the concepts and roles in φ(x,y) appear in O. Observe, that the atoms in a CQ
do not contain degrees. A union of conjunctive queries (UCQ) is a finite set of
conjunctive queries that have the same number of answer variables.

Given a CQ q(x) = ∃y.φ(x,y), an interpretation I, a vector of individuals α
with the same arity as x, we define the mapping π that maps: i) each individual
a to aI , ii) each variable in x to a corresponding element of αI , and iii) each
variable in y to a corresponding element δ ∈ ΔI . Suppose that for an inter-
pretation I, Π is the set of mappings that comply to these three conditions.
Computing the t-norm ⊗ of all atoms: AI(π(t1)) and P I(π(t1), π(t2)) yields the
degree of φI(αI , π(y)). A tuple of individuals α is a certain answer to q(x),
over O, with a degree greater or equal than d (denoted O |= q(α) � d), if for
every model I of O:

qI(αI) = sup
π∈Π

{φI(α, π(y))} � d.

We denote the set of certain answers along with degrees, to a query q(x) w.r.t.
an ontology O with ans(q(x),O):

ans(q(x),O) = {(α, d) | O |= q(α) � d

and there exists no d′ > d such that O |= q(α) � d′}.

A special case of CQs and UCQs are those with an empty vector x of answer
variables. These queries return only a degree of satisfaction and are called degree
queries. An ontology entails a degree query q to a degree of d, if O |= q() � d
and O |= q() � d′ for every d′ > d. In the crisp case, these queries are Boolean
queries and return true of false. A crisp ontology entails a Boolean query q, if
O |= q().

Example 1. To illustrate the expressiveness of fuzzy DL-LiteR, we give an exam-
ple from the operating systems domain focusing on information about servers.
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The first two concept inclusions in the TBox Tex state that each server has a
part that is a CPU. The functional restriction states that no CPU can belong to
more than one server. The ABox Aex provides information about the connections
between servers and CPUs and each CPU’s degree of overutilization.

Tex := {Server � ∃hasCPU, ∃hasCPU− � CPU, func(hasCPU−)}
Aex := {〈Server(server1), 1〉, 〈hasCPU(server1, cpu1), 1〉,

〈OverUtilized(cpu1), 0.6〉, 〈hasCPU(server1, cpu2), 1〉,
〈OverUtilized(cpu2), 0.8〉 }

Based on the ontology Oex = (Tex,Aex) we can formulate the following queries:

q1(x) =CPU(x) (1)
q2(x, y) =hasCPU(x, y) ∧ OverUtilized(y) (2)

q3(x) =∃y hasCPU(x, y) ∧ OverUtilized(y) (3)

The query q1 asks for all the CPUs of our system. The query q2 asks for pairs
of Servers and CPUs with an overutilized CPU. The query q3 asks for Servers
for which there exists an overutilized CPU. If conjunction and negation are
interpreted based on the Gödel family of operators, the certain answers for each
of the queries w.r.t. Oex are:

ans(q1(x),Oex) = {(cpu1, 1), (cpu2, 1)}
ans(q2(x, y),Oex) = {(server1, cpu1, 0.6), (server2, cpu2, 0.8)}

ans(q3(x),Oex) = {(server1, 0.8)}.

3 Fuzzy Reasoning by Extending Crisp Rewritings

Let q(x) be the conjunctive query that the user has formulated over the vocabu-
lary of the DL-LiteR ontology O = (T ,A). The main idea underlying the classic
DL-LiteR reasoning algorithms is to rewrite the query with the information from
the TBox and then apply the resulting UCQ to the ABox A alone. The reasoning
algorithm rewrites q(x) by the use of T into a UCQ qT (x), called the rewrit-
ing of q w.r.t. T . For DL-LiteR-ontologies it is well-known that O |= q(α) iff
A |= qT (α) for any ABox A and any tuple of individuals in A holds [2,4]. The
PerfectRef(q, T ) algorithm, described in [4], computes the rewriting, i.e., the
corresponding UCQ.

In order to perform consistency checking for a given DL-LiteR-ontology
O = (T ,A) the system rewrites the information from T into a Boolean UCQ
qunsatT () that contains only existentially quantified variables by the Consistent
(O) algorithm, described in [4]. It holds that: an ontology O = (T ,A) is incon-
sistent iff A |= qunsatT ().

For fuzzy DLs we adopt the same approach for reasoning. The main differ-
ence is that the degrees of ABox assertions must also be taken into account
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here. The extensive investigation on the crisp algorithms for DL-LiteR [3,11]
and the readily available optimized reasoner systems motivate our investiga-
tion on how to employ the classic DL-LiteR algorithm as a black box pro-
cedure to perform reasoning for the fuzzy case as well. The main idea is to
apply the DL-LiteR rewriting algorithm on the crisp part of the ontology,
i.e., by considering assertions as crisp and treating the degrees in a separate
form of atoms in a second rewriting step. We apply this idea for satisfiabil-
ity checking and query answering, extending the classical Consistent(O) and
PerfectRef(q, T )
algorithms to the fuzzy setting.

Before presenting the algorithm, we need introduce some additional notation
to accommodate the degrees. For each concept name A we introduce the binary
predicate Af and for each role name P we introduce the ternary predicate Pf .
Intuitively, a fuzzy assertion of the form A(a) � d (or P (a, b) � d) can be
represented by a predicate assertion of the form Af (a, d) (or Pf (a, b, d)), where
d ∈ [0, 1]. The Af , Pf predicates can be stored as tables in a database. Simi-
larly to the relational database tables tabA, tabr of arity 2 and 3 respectively,
presented in [12].

Now, to have the fuzzy connectors implemented by the SQL engine correctly,
degree variables and degree predicates are needed, which represent the fuzzy
operators in the resulting query. These degree variables and predicates are used
in the rewritings and enrich the query format used by our algorithms internally.
Let NVd be a set of degree variables. Such degree variables xd, yd ∈ NVd can only
be mapped to a value in [0, 1]. By using degree variables in conjunctive queries,
we obtain again crisp UCQs with the fuzzy part represented by an additional
answer variable xd.

In order to represent fuzzy conjunction and negation by the t-norm and nega-
tion operator described in Table 1, we consider the degree predicates Φ>, Φ�, Φ⊗
such that for every α, β, β1, . . . , βn ∈ NVd:

Φ>(α, β) = {(α, β) | α > β} (4)
Φ�(α, β) = {(α, β) | α = 	β} (5)

Φ⊗(α, β1, β2) = {(α, β1, β2) | α = β1⊗β2} (6)
Φ⊗(α, β1, . . . , βn) = {(α, β1, . . . , βn) | α = β1⊗ . . . ⊗βn} (7)

We call an expression formed over a degree predicate and a tuple of degree
variables a degree atom. The degree predicates can be materialized in a query lan-
guage such as SQL or SPARQL by standard mathematical functions and compar-
ison operators. Depending on the family of operators used for fuzzy DL-LiteR,
the degree predicates Φ� and Φ⊗ are instantiated according to Table 1.

In the remainder of the paper we use f to distinguish between the fuzzy
and the crisp version of the algorithms and the parameters. For example, the
Consistent algorithm used for classic DL-LiteR is extended to the fuzzy case
in the Consistentf algorithm, similarly we use the predicates A and Af .
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3.1 The Consistentf Algorithm

The Consistentf method depicted in Algorithm 1 first computes the query
qunsatT () used for consistency checking in the crisp case. A second rewriting step
by RewriteWithDegrees introduces CQs with degree variables and atoms to
the query qunsatTf () to take into account the degrees from the ABox. The idea is
that each CQ in qunsatT () corresponds to a different type of inconsistency that
may appear in our ontology: line 5 of Function RewriteWithDegrees ensures
that no functional restriction is violated, line 7 that no inverse functional restric-
tion is violated, line 9 that no subsumption of the form A �T ¬A′ is violated,
line 11 that no subsumption of the form A �T ¬∃P is violated and so on. Since
these are all forms of clashes that can occurr in DL-LiteR, the crisp Consis-
tent algorithm produces the UCQ qunsatT (), which covers all possible cases. The
correctness of the method can be shown based on the semantics of fuzzy and
crisp DL-LiteR.

Example 2. According to the TBox T = {OverUtilized � ¬UnderUtilized} a
CPU cannot be in both states of utilization in the crisp case. Therefore, if the
conjunctive query qunsatTex

() = ∃x.OverUtilized(x) ∧ UnderUtilized(x) is entailed,
our ontology is inconsistent. However, for the fuzzy case, the degree of OverUti-
lization should also be taken into account. The query qunsatTex

() is rewritten to:

qunsatTexf () = ∃x, yd1 , yd2 , yd3 .OverUtilizedf (x, yd1) ∧ UnderUtilizedf (x, yd2) ∧
Φ>(yd1 , yd3) ∧ Φ�(yd3 , yd2).

This query asks, if there exists a CPU such that its degree of over-utilization is
greater than the negation of its degree of under-utilization. In such a case an
entailment O |= qunsatTexf () would only be given, if O is inconsistent.

3.2 The PerfectReff Algorithm for Answering Conjunctive Queries

Suppose, the conjunctive query q(x) = ∃y.φ(x,y), where φ(x,y) is a conjunction
of concept and role atoms containing variables from x,y, is to be answered.
Based on the crisp DL-LiteR PerfectRef algorithm, the CQ q(x) is rewritten
to the qT (x). This UCQ qT (x) contains atoms of the form A(t1) and P (t1, t2),
where t1, t2 are variables in x,y or individuals from O. For each CQ q′(x) in the
UCQ qT (x), each atom A(t1), P (t1, t2) is replaced by Af (t1, yd′), Pf (t1, t2, yd′)
respectively, where yd′ is a new degree variable. Likewise, the t-norms of all the
degree variables yd′ appearing in Af (t1, yd′) and Pf (t1, t2, yd′) are added in the
extended rewriting in form of degree predicates Φ⊗. The actual computation
of the degree values takes place, when the query is evaluated over the ABox.
This idea is made precise in Algorithm 2. This algorithm returns a UCQ that,
if answered w.r.t. the ABox A, results in tuples of individuals, along with the
degree by which they satisfy the query. If the same tuple of individuals is returned
as an answer, but with a different degree, then only the answer with the highest
degree is kept.
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Algorithm 1. The Consistentf algorithm
1: function Consistentf (O)

� O is a fuzzy DL-LiteRA ontology O = (T , A).
2: qunsatT () := Consistent(remove-degrees(O))

� The query qunsatT () is obtained from the crisp Consistent algorithm.
3: if ans(RewriteWithDegrees(qunsatT ()), A) = ∅ then
4: return true
5: else
6: return false
7: end if
8: end function

1: function RewriteWithDegrees(qunsatT ())

2: qunsatTf () := ∅
� qunsatTf () is an initially empty crisp UCQ.

3: for all CQs q in qunsatT () do

4: if q has the form ∃x, y1, y2.P (x, y1) ∧ P (x, y2) ∧ y1 �= y2 then

5: qf := ∃x, y1, y2, yd1 , yd2 .Pf (x, y1, yd1 ) ∧ Pf (x, y2, yd2 ) ∧ y1 �= y2 ∧
Φ>(yd1 , 0) ∧ Φ>(yd2 , 0)

� qf the extension of q for querying fuzzy ABoxes.

6: else if q has the form ∃x1, x2, y.P (x1, y) ∧ P (x2, y) ∧ x1 �= x2 then

7: qf := ∃x1, x2, y, yd1 , yd2 .Pf (x1, y, yd1 ) ∧ Pf (x2, y, yd2 ) ∧ x1 �= x2 ∧
Φ>(yd1 , 0) ∧ Φ>(yd2 , 0)

8: else if q has the form ∃x.A(x) ∧ A′(x) then

9: qf := ∃x, yd1 , yd2 , yd3 .Af (x, yd1 ) ∧ A′
f (x, yd2 ) ∧ Φ>(yd1 , yd3 ) ∧

Φ�(yd3 , yd2 )
10: else if q has the form ∃x, y.A(x) ∧ P (x, y) then

11: qf := ∃x, y, yd1 , yd2 , yd3 .Af (x, yd1 ) ∧ Pf (x, y, yd2 ) ∧
Φ>(yd1 , yd3 ) ∧ Φ�(yd3 , yd2 )

12: else if q has the form ∃x, y.A(x) ∧ P (y, x) then

13: qf := ∃x, y, yd1 , yd2 , yd3 .Af (x, yd1 ) ∧ Pf (y, x, yd2 ) ∧
Φ>(yd1 , yd3 ) ∧ Φ�(yd3 , yd2 )

14: else if q has the form ∃x, y1, y2.P (x, y1) ∧ P ′(x, y2) then

15: qf := ∃x, y1, y2, yd1 , yd2 , yd3 .Pf (x, y1, yd1 ) ∧ P ′
f (x, y2, yd2 ) ∧

Φ>(yd1 , yd3 ) ∧ Φ�(yd3 , yd2 )
16: else if q has the form ∃x, y1, y2.P (x, y1) ∧ P ′(y2, x) then

17: qf := ∃x, y1, y2, yd1 , yd2 , yd3 .Pf (x, y1, yd1 ) ∧ P ′
f (y2, x, yd2 ) ∧

Φ>(yd1 , yd3 ) ∧ Φ�(yd3 , yd2 )
18: else if q has the form ∃x, y1, y2.P (y1, x) ∧ P ′(y2, x) then

19: qf := ∃x, y1, y2, yd1 , yd2 , yd3 .Pf (y1, x, yd1 ) ∧ P ′
f (y2, x, yd2 ) ∧

Φ>(yd1 , yd3 ) ∧ Φ�(yd3 , yd2 )
20: else if q has the form ∃x, y.P (x, y) ∧ P ′(x, y) then

21: qf := ∃x, y, yd1 , yd2 , yd3 .Pf (x, y, yd1 ) ∧ P ′
f (x, y, yd2 ) ∧

Φ>(yd1 , yd3 ) ∧ Φ�(yd3 , yd2 )
22: else if q has the form ∃x, y.P (x, y) ∧ P ′(y, x) then

23: qf := ∃x, y, yd1 , yd2 , yd3 .Pf (x, y, yd1 ) ∧ P ′
f (y, x, yd2 ) ∧

Φ>(yd1 , yd3 ) ∧ Φ�(yd3 , yd2 )
24: end if

25: qunsatf := qunsatf ∪ {qf}
26: end for

27: return qunsatf

28: end function
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Algorithm 2. The PerfectReff algorithm
1: function PerfectReff (q(x), T )
2: qT (x) := PerfectRef(q(x), T )
3: qfT (x) := ∅
4: for all CQs q′(x) = ∃y.φ(x,y) in qT (x) do
5: yd := ()

� yd is a vector that keeps the existentially quantified degree variables.
6: φf (x,y) := ∅

� φf (x,y) is a conjunction of atoms corresponding to the fuzzy version of φ(x,y).
7: for all A(t) in q′(x) do
8: Add the degree variable yd′ to the vector yd

� yd′ is a fresh degree variable name.
9: φf (x,y) := φf (x,y) ∧ Af (t, yd′)

10: end for
11: for all P (t1, t2) in q′(x) do
12: Add the degree variable yd′ to the vector yd

13: φf (x,y) := φf (x,y) ∧ Pf (t1, t2, yd′)
14: end for
15: q′

f (x, xd) := ∃y,yd.φf (x,y) ∧ Φ⊗(xd,yd)

16: qfT (x, xd) := qfT (x, xd) ∪ {q′
f (x, xd)}

17: end for
18: return qfT (x)
19: end function

Example 3. Based on Oex = (Tex,Aex) from Example 1 we illustrate the appli-
cation of PerfectReff algorithm to the queries q1, q2, q3 from Example 1.
Initially, q1, q2, q3 are rewritten, by the crisp PerfectRef algorithm to the
following UCQs:

q1Tex
(x) ={CPU(x), ∃y.hasCPU(y, x)}

q2Tex
(x, y) ={hasCPU(x, y) ∧ OverUtilized(y)}

q3Tex
(x) ={∃y.hasCPU(x, y) ∧ OverUtilized(y)}

In the next step, the PerfectReff algorithm extends the queries with degree
variables and atoms, so that the corresponding degrees can be returned:

q1
f
Tex

(x, xd) ={CPU(x, xd), ∃y.hasCPU(y, x, xd)}
q2

f
Tex

(x, y, xd) ={hasCPU(x, y, yd1) ∧ OverUtilized(y, yd2) ∧ Φ⊗(xd, yd1 , yd2)}
q3

f
Tex

(x, xd) ={∃y.hasCPU(x, y, yd1) ∧ OverUtilized(y, yd2) ∧ Φ⊗(xd, yd1 , yd2)}
For the ABox Aex we get the following set of answers to each of the queries:

ans(q1
f
Tex

(x, xd),Aex) ={(cpu1, 1), (cpu2, 1)}
ans(q2

f
Tex

(x, y, xd),Aex) ={(server1, cpu1, 0.6), (server1, cpu2, 0.8)}
ans(q3

f
Tex

(x, xd),Aex) ={(server1, 0.6), (server1, 0.8)}
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Finally, for each answer to a query, only the one with the highest degree is kept
per (tuple of) individual(s):

ans(q1
f
Tex

(x, xd),Aex) ={(cpu1, 1), (cpu2, 1)}
ans(q2

f
Tex

(x, xd),Aex) ={(server1, cpu1, 0.6), (server1, cpu2, 0.8)}
ans(q3

f
Tex

(x, xd),Aex) ={(server1, 0.8)}

Unfortunately, this practical approach does not always yield correct results.
The simplifications made during the rewriting step by the crisp algorithms
PerfectRef and Consistent are correct for the crisp, but not for the fuzzy
case. Specifically, a conjunctive query that contains the atom A(x) repeatedly
is simplified in the crisp case to a conjunctive query containing the same atom
only once—an obvious optimization for the crisp case. However, in the fuzzy
case, such simplification causes our algorithm to become unsound, since for every
AI(o) ∈ (0, 1) it applies that AI(o) > AI(o) ⊗ AI(o) for the �Lukasiewicz and
product families of operators. Similarly, each time two atoms are unified during
the rewriting, one contribution degree is lost. These effects are better illustrated
by the following example.

Example 4. Suppose that ⊗ is the product (×) t-norm and our ontology has the
following TBox and ABox:

T = {A1 � A2, A3 � A4} A = {A1(a) � 0.8, A3(a) � 0.9}.

Then the conjunctive query q(x) = A1(x) ∧ A2(x) ∧ A3(x) ∧ A4(x) has a as an
answer with degree ≥ 0.5184, since A1

I(aI) × A1
I(aI) × AI

3 (aI) × AI
3 (aI) =

0.5184. Now, the crisp algorithm returns the following UCQ as rewriting:

qT (x) = {A1(x) ∧ A2(x) ∧ A3(x) ∧ A4(x), A1(x) ∧ A3(x) ∧ A4(x),
A1(x) ∧ A2(x) ∧ A3(x), A1(x) ∧ A3(x)}

For the crisp case there is no difference between the answers to the conjunctive
queries A1(x)∧A3(x) or A1(x)∧A1(x)∧A3(x)∧A3(x). If we apply our rewriting
technique for fuzzy queries to the last query, we get a fuzzy conjunctive query
of the form:

qf
T (x, xd) = ∃ydA1

, ydA3
.A1f (x, ydA1

) ∧ A3f (x, ydA3
) ∧ Φ×(xd, ydA1

, ydA3
) (8)

and the answer for the variables x and xd is (a, 0.72), i.e., a is an answer with a
degree ≥ 0.72 instead of 0.5184 which is the correct degree.

To conclude, our pragmatic approach for query answering over a fuzzy ontology,
that uses the rewritings obtained during crisp query answering, yields sound
results fuzzy semantics with idempotent operators such as the Gödel family of
operators. For other families of operators, that are not idempotent, the algorithm
need not be sound in the sense that the degree of a result returned may be greater
than the actual degree.
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4 Limitations of the Approach

4.1 Identifying and Assessing Unsound Results for Non-idempotent
Fuzzy DLs

Since our approach for conjunctive query answering is sound for the Gödel fam-
ily of operators, a natural question is when a case that might yield an unsound
result is encountered. To this end we present a straightforward idea for identi-
fing unsound results for the degrees and to give a narrowed down interval for
the missed degrees. Recall that the DL-LiteR-CQs have concept or role atoms,
whereas the UCQs returned from our algorithms have degree atoms in addi-
tion. Let |q(x)|CR denote the number of concept and role atoms of a CQ (degree
atoms are not taken into account), and let qf

T (x) be the UCQ that the algorithm
PerfectReff returns. A property of the crisp DL-LiteR algorithm is that

|q(x)|CR � |q′
f (x, xd)|CR for every q′

f (x, xd) ∈ qf
T (x).

This property allows to infer: if |q(x)|CR = |q′
f (x, xd)|CR for every CQ q′

f (x, xd)
in qf

T (x), then no atom simplification has been applied and thus our algorithm
gave a correct result.

In case |q(x)|CR � |q′
f (x, xd)|CR for some q′

f (x, xd) ∈ qf
T (x), a pessimistic

estimation for the not correctly calculated degrees can be computed in the fol-
lowing way. Suppose that |q(x)|CR = n, while |q′

f (x, xd)|CR = m with n > m.
Based on the PerfectRef algorithm, each concept and role atom in q(x) can
be mapped to some corresponding ‘fuzzy’ atom in q′

f (x, xd). Since n > m, there
is at least one atom in q′

f (x, xd) to which several atoms in q(x) map to. Thus a
simplification has taken place and the degree variables of some of the atoms in
q′
f (x, xd) are not calculated correctly. In fact, exactly n−m occurrences of degree

variables are ignored. Since |q′
f (x, xd)|CR = m, the query q′

f (x, xd) contains the
predicate Φ⊗(xd, yd1, . . . , ydm), where xd, yd1, . . . , ydm ∈ NVd. Each such simpli-
fication step causes a predicate atom Af (ti, ydi) or Pf (ti, t′i, ydi) with 1 ≤ i ≤ n
occurring in q(x) being omitted when computing the membership degree for the
conjunction in q′

f (x, xd) by evaluating Φ⊗(xd, yd1, . . . , ydm). Since it is unknown
which of the predicate atoms and consequently which degree variable is missing,
we consider the most pessimistic case, i.e., that the variable taking the lowest
degree in each answer has not been calculated. This minimum value is repre-
sented in the variable yλ: Φmin(yλ, yd1, . . . , ydm) (the predicate Φmin corresponds
to the predicate Φ⊗ in Equation 7 where ⊗ is replaced by the min t-norm). The
membership degree for the pessimistic case can be calculated by changing the
line 15 of Algorithm 2, so that the value of the degree variable xd in the query
is calculated by:

Φ⊗(xd,yd, yλ, . . . , yλ︸ ︷︷ ︸
n−m times

) ∧ Φmin(yλ, yd1, . . . , ydm).

The difference of the value returned by the algorithm and the value from the
pessimistic estimation, give an estimate how close the returned answer is to the
correct answer.
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Example 5. Extending Example 4, the query to acquire a pessimistic degree
estimation is:

qf
T (x, xd) = ∃ydA

, ydB
, yλ.Af (x, ydA

) ∧ Bf (x, ydB
)∧

∧ Φ×(xd, ydA
, ydB

, yλ, yλ) ∧ Φmin(yλ, ydA
, ydB

).

In the single pessimistic answer returned, yλ takes the value of 0.8 and the
estimation is that a is an answer to the query with a degree ≥ 0.4608. This
estimation is very close to the correct one, i.e., a is the answer to the query with
a degree ≥ 0.5184. Now, with the pessimistic answer (a, 0.4608) and the unsound
answer (a, 0.72), we know that the correct degree is between the two values.

4.2 Extended Use of Fuzzy Information

Our pragmatic approach can only handle fuzzy information in ABox assertions.
Sometimes it can be useful to have also concept inclusion axioms with degrees
or to extend conjunctive queries by fuzzy information.

Fuzzy DL-LiteR with Degrees in Concept Inclusions: So far we have
only considered concept inclusions of the form B � C in the extended rewriting
approach. To extend our approach to the general case of fuzzy concept inclusions,
i.e., 〈B � C, d〉, is not straightforward. Such concept inclusions are satisfied by an
interpretation I iff for every δ ∈ ΔI and the implication operator from Table 1:

(BI(δ) ⇒ CI(δ)) � d.

We present here the intuition what the obstacles are. Suppose that our algo-
rithm contains the concept inclusion 〈B � C, d〉 and the corresponding CQ con-
tains only the atom C(x). During the rewriting, the replacement of Cf (x, yC) by
Bf (x, yB) takes place and the degree d should also to be calculated, i.e., the CQ
returned after the replacement should be ∃yB .Bf (x, yB) ∧ Φ⊗(xd, yB , d), where
d is a degree and not a degree variable. Unfortunately, this cannot be done by
the crisp rewriting algorithm since it does not keep track of the degrees in fuzzy
concept inclusions.

One could introduce a new set of concept names corresponding to the α-cuts
of each concept, similar to the reduction technique presented in [10]. Here, the
concept B�0.3 represents the set of elements that belong to the concept B with
a degree greater or equal than 0.3 and the concept inclusion 〈B � C, d〉 can be
replaced by the set of concept inclusions: 〈B�d⊗d′ � C�d′ , 1〉 for each degree d′

in T . Then in the final query each concept atom Bf �d(x, ydB
) is replaced by

Bf (x, ydB
) and the degree d is simply used in the predicate atom Φ⊗(. . . ).

This procedure would remedy the above problem, but it would not yield
optimized queries for the following reasons:

– Simplifications, optimizations and variable unifications are not performed
since the crisp DL-Lite algorithm lacks the information that B�0.3 and B�0.4

are different α-cuts of the same concept.



Employing DL-LiteR-Reasoners for Fuzzy Query Answering 75

– If there are n nested replacements in the rewriting, then the algorithm would
need to compute all possible products of n factors for the �Lukasiewicz and
product families of operators.

Therefore this method needs to be further investigated regarding its applicability
and effectiveness.

Fuzzy DL-LiteR with Generalized Query Component: A generalized
form of fuzzy CQs are those queries in which a score of a query is computed via a
monotone scoring function. Such kind of queries have already been investigated
in [6,12] and the question is whether our black box approach can be applied
to answer them as well. Extending Example 4, we can express via a scoring
function that the parameter A3 is more important than A4 which in turn is
more important than A1 and A2:

q(x) = 0.2 · A1(x) + 0.1 · A2(x) ∧ 0.4 · A3(x) + 0.3 · A4(x). (9)

Again, due to the simplifications taking place in the crisp rewriting step,
some of the atoms may be merged and therefore after this step the initial
weight corresponding to the merged atoms are unknown. For equation 9, the
crisp PerfectRef algorithm returns an UCQ containing, among others, the
CQ A1(x) ∧ A3(x). For this CQ, one cannot guess correctly how to assign the
weights 0.2, 0.1, 0.4, 0.3 to the two remaining atoms.

Fuzzy DL-LiteR Threshold Queries: Another interesting form of queries
w.r.t. to a fuzzy ontology, are threshold queries. These queries ask for all individ-
uals that satisfy each atom with at least a certain degree. Threshold conjunctive
queries may take the following form:

q(x) = Server(x) � 1∧hasPart(x, y) � 1 ∧ CPU(y) � 1 ∧ Overutilized(y) � 0.4

Again, due to the simplifications taking place, threshold queries cannot be han-
dled directly by employing the crisp rewritings first.

5 Practical Implementation and Performance Test

5.1 The FLite Reasoner

We have developed a reasoner for conjunctive query answering with respect to
a TBox T and a fuzzy ABox A for DL-LiteR. FLite (Fuzzy DL-LiteR query
engine) implements the query answering algorithm presented in Section 3 and
it builds on the rewriting algorithms for crisp DL-LiteR implemented in the
Ontop framework [8] developed at the Free University of Bozen Bolzano.
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Fig. 1. FLite implementation

Figure 1 illustrates the whole
query answering pipeline and
the components involved. The
initial input is a conjunc-
tive query q(x) represented in
the form of a SPARQL query.
The Ontop framework requires
that the ABox A is stored in a
relational database. A mapping
M, in the form of multiple SQL queries, translates the Tables of the relational
database to ABox assertions. By combining the mapping M with the TBox
assertions, the Ontop framework rewrites the initial query to a UCQ qT (x), in
the form of an SQL query. The rewritten query is post-processed by FLite, as
described in Section 3, resulting in the UCQ qf

T (x, xd) that additionally asks for
the associated degree of each answer by means of degree variables. The final SQL
query is then evaluated over the relational database returning the corresponding
result set with degrees.

Example 6. Let’s consider again the three conjunctive queries and the ontol-
ogy Oex from Example 1 and assume that ABox Aex is stored in a relational
database. The mapping M is used to map the set of answers to: i) the query
select Server id from Servers to instances of the concept Server, ii) the
query select Server id,CPU id from CPUs to instances of the role hasCPU,
iii) the query select CPU id,Degree from Overutilized to instances of the
concept OverUtilized along with their corresponding degree. In this example,
only the concept OverUtilized is fuzzy. It is represented by rows in the Table
Overutilized stating the CPU and its degree of over-utilization. For an entry
(cpu1, 0.6) in Table Overutilized we have that OverUtilized(cpu1) � 0.6, all the
other concepts are crisp and therefore have a degree of 1.0. Next the Ontop
framework transforms the CQ in equation 2 to the following SQL query (in
black), which is augmented by our extended rewriting algorithm (in gray).

SELECT QVIEW1.Server_id AS x, QVIEW1.CPU_id AS y,

QVIEW2.Degree AS d

FROM CPUs QVIEW1 ,Overutilized QVIEW2

WHERE QVIEW1.Server_id IS NOT NULL AND QVIEW1.

CPU_id IS NOT NULL AND (QVIEW1.CPU_id = QVIEW2.

CPU_id)

5.2 An Initial Performance Evaluation

We have evaluated the performance of FLite on an ontology. The current version
of the HAEC fuzzy DL-LiteR ontology contains 311 TBox axioms, 178 concepts,
39 roles, together with 15 conjunctive queries. We performed our evaluation
for a complicated query containing 13 concept and role atoms. Out of these
13 atoms, 9 were about fuzzy concepts, thus the extended SQL contained 9
additional degree variables. Out of the 10 relational database tables used to
store the fuzzy ABox information 4 contained fuzzy information. Thus, about
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40% of the ABox assertions were fuzzy. We evaluated the performance of our
approach by comparing FLite to the standard Ontop framework for the classic
DL-LiteR language by simply ignoring the degrees in concept assertions.1

Fig. 2. Running times: Ontop - FLite

The evaluation of the system
was performed on a MacBook
Pro laptop with 2.6 GHz Intel
Core i7 Processor, 8 GB 1600
MHz DDR3 Memory, running
a PostgreSQL 9.3.4 on x86 64-
apple-darwin database. Figure 2
depicts the comparison between
Ontop and its extension FLite
in terms of running time. The
graph shows the performance
of the two query engines w.r.t.
the number of assertions in the
ABox. As we can see the over-
head of adding degrees and answering queries containing degrees can be handled
well by our algorithm and the database. In fact, FLite answered the queries
having to examine up to 326, 340 ABox assertions within only 1, 519 ms for the
crisp and within 2, 717 ms for the fuzzy case.

6 Conclusions

We presented a pragmatic approach for answering conjunctive queries over
ontologies with fuzzy ABoxes. Our approach uses rewritings obtained by the
algorithm for answering crisp queries. Although described here for DL-LiteR,
our approach can be extended to other DLs that enjoy FOL rewritability. Our
algorithm is sound for those t-norms that have idempotent operators, such as
the Gödel t-norm. This does not need be for other t-norms. We devised a method
by which unsound answers can be identified and the correct degrees estimated.
We implemented our approach in the FLite system and evaluated it against
the Ontop framework. Our initial experiments suggest that the overhead for
handling fuzzy information does not crucially affect the overall performance.

Our extended rewriting approach cannot be extended in straight-forward way
to other interesting forms of queries such as threshold queries. To answer these
kind of queries one would have to implement an algorithm from scratch [6,13]
or extend the source code of an existing rewriting implementation. A thorough
investigation of this subject remains future work.

1 A comparison of the performance of FLitewith SoftFacts [13] –an ontology mediated
database system based on the DLR-Lite language–would have been more appropri-
ate, but the system could not be set up.
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Abstract. Motivated on knowledge representation and veterinary
domain this project aims at using semantic technologies to develop a
tool which supports veterinary diagnosis. For this purpose an ontology
based inference engine was developed following the diagnosis task defini-
tion provided by CommonKADS methodology. OWL was the language
used for representing the ontologies, they were built using Protégé and
processed using the Jena API. The inference engine was tested with two
different ontologies. This shows the versatility of the developed tool that
can easily be used to diagnose different types of diseases. This is an
example of the application of CommonKADS diagnosis template using
ontologies. We are currently working to make diagnoses in other domains
of knowledge.

Keywords: Ontology · Inferences · Veterinary diagnosis · Common-
KADS

1 Introduction

Pets give us an undervalued benefit. Keeping our pets healthy contributes both
to our physical and mental health [1]. Veterinary medicine applies scientific and
technical knowledge to improve animal health and diseases prevention. Computer
science can be used as support of some veterinary activities like education [2],
epidemiology control [3] and information retrieval [4].

This research aims to applying Knowledge Engineering (KE) methods and
Semantic Web (SW) technology for the development of a prototype of diagno-
sis system that supports veterinary diagnosis. The diagnosis is performed using
ontologies and inference methods. In this kind of systems the knowledge typi-
cally is stored in a knowledge database that could be constructed using different
representation techniques like a raw database, simple rules or ontologies. We
used ontologies as knowledge database.

The inference methods was developed using CommonKADS task taxon-
omy [5]. CommonKADS is a methodology for KE which offers templates and
c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 79–86, 2015.
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definitions of knowledge intensive task, including diagnosis[6]. According Com-
monKADS, the knowledge has a stable internal structure that allows us to ana-
lyze and distinguish specific types of knowledge. In this project we developed a
diagnostic engine in an independent way of the knowledge database. We used
two different ontologies to test the diagnosis engine. The first one contains dog
skin diseases and the second gastrointestinal diseases. The diagnosis was lim-
ited, as suggested by CommonKADS methodology, to discarding and reinforc-
ing different possibilities by causal relation between system features and system
observable [6].

This paper is structured in six sections. At first is presented the introduc-
tion and work motivation. Secondly, it is presented a brief summary of the
CommonKADS methodology. The diagnosis tool prototype implementation is
detailed on section three. The results are presented on section four and in the
section five the results and future works are discussed. Finally, in the section six,
the conclusion is presented.

2 CommonKADS for Diagnosis

CommonKADS presents a comprehensive methodology that gives a basic but
thorough insight into the related disciplines of KE and Knowledge Management,
all the way to knowledge-intensive systems design and implementation, in an
integrated fashion [6]. Unlike other KE approaches, CommonKADS provides a
clear link to modern object-oriented development and uses notations compatible
with UML [7]. CommonKADS product has been developed over some 15 years
[8–10] and is now being used in wide variety of application projects and is the
in-house standard of a growing number of companies [11,12].

It has some task templates that provide a common type of a reusable combi-
nation of model elements [5]. A task template supplies the knowledge engineer
with inferences and tasks that are typical for solving a problem of particular
type. Diagnosis task is a subtype of analytic tasks. It is concerned with finding
a malfunction that causes deviant system behavior. A diagnosis task is a task
that tackles a diagnostic problem. Although in theory, “problem” and “task” are
distinct entities, in practice these have the same meaning [6]. In recent years,
CommonKADS have been used in the academic community to develop systems
supporting the diagnosis [13,14].

3 A Tool for Veterinary Diagnosis Based on Ontology
Inferences

The prototype was built using: i) the OWL language1, ii) the ontology modeling
tool Protégé2 and iii) the JENA API3.

1 http://www.w3.org/2001/sw/wiki/Main Page
2 http://protege.stanford.edu/
3 https://jena.apache.org/

http://www.w3.org/2001/sw/wiki/Main_Page
http://protege.stanford.edu/
https://jena.apache.org/
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To perform the diagnostic process CommonKADS methodology was applied
[6]. CommonKADS allows building Knowledge-Based Systems on large scale,
structured, in a controllable and repeatable way. Is characterized by the sepa-
ration of flow-of-control design from selection of representations and techniques
[15] distinguishing among the problem-solving agent, the knowledge of the world
about which the agent is doing problem solving, and knowledge about how to
solve problems [5].

CommonKADS methodology defines a template for the diagnosis task which
was adapted to work with ontologies [16]. According to CommonKADS the diag-
nosis task consists in finding a fault that causes the malfunctioning of a sys-
tem [6]. The template for the diagnosis task suggests defining a system behavior
model but states it is possible to reduce the task to a classification problem
replacing this model by a direct association within symptoms and faults. The
algorithm 1 presents the diagnosis task proposed by CommonKADS template.

Input: complaint: Finding that initiates the diagnostic process
Output:
fault: the faults that could have caused the complaint;
evidence: the evidence gathered during diagnostic
Data:
INFERENCES: cover, select, specify, verify;
TRANSFER-FUNCTION: obtain;
/* differential: active candidate solutions;

hypothesis: candidate solution;

result: boolean indicating result of the test;

expected-finding: data one would normally expected to find;

actual-finding: the data actually observed in practice; */

CONTROL-STRUCTURE:
while NEW-SOLUTION cover(complaint → hypothesis) do

differential ← hypothesis ADD differential
end
repeat

select(differential → hypothesis);
specify(hypothesis → observable);
obtain(observable → finding);
evidence ← finding ADD evidence;
for hypothesis IN differential do

verify(hipothesis + evidence → result);
if result==false then

differential ← differential SUBTRACT hypothesis;
end

end

until SIZE differential ≤ 1 ∧ ’No more observable left’ ;
faults ← differential;

Algorithm 1. CommonKADS diagnosis task specification. Adapted from [6]

The task starts with a complaint, an observable which causes malfunctioning.
For the problem at hand the complaint is considered a symptom. The output
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is the faults found and the evidence that supports the results. These are the
diseases or disease found and the evidence used to discard other options. The
control structure is the method used to obtain the outputs. CommonKADS
proposes a causal covering method which will go cover the rules defined on the
ontology.

The intermediate roles defined are: differential, hypothesis, result, expected-
finding, actual finding. The differential is a set of hypotheses that are candi-
date to become a fault. A hypothesis is a possible fault that must be tested
against evidence. A result is the outcome of a test to discard or reaffirm a
hypothesis. A finding is a piece of new information that could be expected or
actual, depending if it was internally inferred or external. In the control struc-
ture rightwards arrows represent a result obtained and leftward arrows represent
assignations.

The following inference functions are defined: cover, select, specify and ver-
ify. There is also a transference function, obtain, which is used to get external
information about an observable. Picture 1 shows these functions interaction to
obtain the results. The cover inference takes a complaint and builds the differen-
tial with all the possible hypothesis associated to that complaint. In this case, all
the diseases associated to a symptom. The select inference takes an hypothesis
from the differential based on some criteria related to the knowledge represen-
tation. Diseases with unique or rare symptoms have higher priority in order to
reduce the differential. The specify inference takes the selected hypothesis and
returns a related observable for testing. The transference function, obtain, gets
external information about the specified observable. The verify inference takes
the new finding obtained and validates the differential against the evidence dis-
carding the hypothesis that do not match the evidence. This process follows
until the differential has only the desired number of hypothesis, usually one,
or when there is no more evidence. In this last case the resulting differential is
returned.

Fig. 1. CommonKADS inference method structure. Adapted from [6]
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4 Results

The tool, built following CommonKADS diagnosis template, allows to diagnose
a disease based on a complaint and external information about the presence of
symptoms. The rules used for this purpose are encapsulated in an ontology which
the inference engine queries searching for symptoms to easily discard diseases.
Here is an example of the functioning tool.

The process starts by identifying a representative symptom and providing the
number of desired disease suggestions. Once validated, a representative symptom
is selected and its presence is verified through external input from the user. If
the symptom is present, the related diseases are discarded, else, the evidence of
the related diseases is strengthened. In both cases, feedback messages are shown
to the user. This process repeats until there is no more evidence or the desired
number of results is reached. This allows the user to interactively discard or
validate present symptoms related to the current hypothesis considered on the
process of diagnosis. After each validation, the user can check which related
diseases were affected by the new evidence.

We will show the flow for a test case corresponding to the gastrointestinal
diseases ontology. We chose a common initial complaint to show the process of
discarding.

Given the disease Pancreatitis and its medical description: “Acute pan-
creatitis is characterized by the abrupt onset of vomiting and severe pain in the
abdomen. The dog may have a tucked-up belly and assume a prayer position.
Abdominal pain is caused by the release of digestive enzymes into the pancreas
and surrounding tissue. Diarrhea, dehydration, weakness, and shock may ensue”.
With the initial complaint Vomiting, the following results were obtained:

Table 1. Pancreatitis disease diagnosis

Question Answer

Does the patient present the symptom Frequent Heartburn? No
Does the patient present the symptom Palpable Abdominal Mass? No
Does the patient present the symptom Weakness? Yes
Does the patient present the symptom Polyphagia? No
Does the patient present the symptom Tucked Up Belly? Yes
Does the patient present the symptom Peritonitis? No

The system reports that the disease obtained was pancreatitis.
This illustrates the process of discarding and reinforcing of each symptom

based on the relations established on the ontology. All mapped diseases were
tested successfully according to the specifications for each of them. Almost two
thirds of the cases, took very few questions, between one or two.

The system was validated using the current gastrointestinal diseases ontology
against the criteria of a veterinarian. After choosing two diseases and answering
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the questions based on his experience, three answers were obtained, the two
diseases he choose and a third one which he recognized as valid according to his
symptom selection.

The feedback obtained pointed to develop a more flexible interface for inter-
action with the knowledge. The system guiding the diagnosis is too strict in
terms of combining symptoms. It is recommended to let the veterinarian choose
a set of symptoms a try multiple combinations so the systems shows possible
diseases and symptoms suggestions. The overall opinion of the veterinarian was
optimistic given the lack of automatization of peruvian veterinary clinics pro-
cesses and the possibility of developing a support tool which could broaden the
spectrum of possibilities in diagnosis. There were also indications on usability,
the veterinarian must interact with the dog during diagnosis so there should be
a more simple interaction layer, typing the symptoms can be impractical.

The system was tested against 30 historical cases and it successfully diag-
nosed 70% based on the information obtained by a veterinarian for each case.
The next step is to improve the ontology with the help of a veterinarian, adapt
it to present a more flexible interface and resume the testing.

5 Discussion and Future Works

CommonKADS methodology and the disease template lead the inference tool
development, it offered a structure for the knowledge database and the infer-
ence engine. CommonKADS has templates for various knowledge intensive tasks.
These tasks are classification, assessment, monitoring, synthesis, configuration
design, assignment, planning and scheduling. Any of them would make an inter-
esting research topic to work with.

There are various methods to represent knowledge, ontologies were chosen
given their potential reutilization in various projects, saving time and effort
modeling knowledge. It would be interesting to test the same method on different
domains, this is as simple as expressing the domain knowledge in terms of the
ontology created. Not only different disease types can be explored, there are
other options like mechanic tools malfunctioning or networks troubleshoot.

If the structure of the ontology is modified, the ontology access methods
should reflect the changes. The relations and elements of the ontology are loaded
independently so there is no problem with the ontology loader. The inference
engine flow depends on the information received by the ontology access methods,
it should be adapted to any changes made to the ontology. It is important to
maintain the causal relation between a system state and a system feature as this
is the basic structure suggested by CommonKADS diagnosis template.

The two formats evaluated for the construction of the knowledge database
were OBO and OWL. We choose OWL because it had better documentation and
it is a web standard according to W3C. There were two candidate tools to work
with on the ontology processing, Jena and BaseVIsor. Jena was chosen because
it offered and interesting set of classes to work with ontologies but BaseVIsor
seems like a fair alternative too.
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The designed tool lacks the potential to be launched as a veterinary tool, one
of the future works is to improve the tool and the knowledge database. The first
step is to reduce response time when working with huge ontologies. The ontology
built proved to be manageable but there are modifications pending to reduce
processing time when the knowledge encapsulated is vast.

The inference functions can also be optimized by adding probabilistic values
to the relations stated on the ontology. There is a need for veterinary experts to
get involved in the development of a complete domain ontology. This could be
done incrementally, step by step for different types of disease. Jena also modifi-
cations to the ontology so an interface could be built to make this job easier to
the experts.

The scope of the project is the development of a complete software for veteri-
nary diagnosis support. Including an ontology editor and dynamic sets of rules,
allowing the veterinary to edit the ontology or replace it on the parameters input
window. Another interesting option is an online query tool. jOWL is a jQuery
plugin which supports ontologies and it offers similar features as Jena.

6 Conclusion

The motivation for this project was a personal interest for knowledge represen-
tation, simulation of rational thinking and veterinary medicine. The main goal
was proving that ontologies make a good alternative for representing knowledge
necessary for diagnosis. The tools and the process to develop an ontology based
inference engine have been proposed and tested. The prototype build opens a
new path into developing a complete tool which could be useful not only for
clinical diagnosis but also for educational purposes.

An application of the diagnosis template proposed by CommonKADS has
been structured and a functional application is being developed. The prototype
proves it is possible to built a complete tool with improved inference functions. It
is interesting that, despite not considering ontologies during the development of
CommonKADS methodology, the knowledge model proposed was easily adapted
to work with ontologies.

Other tools used on the process were the Jena API which allowed loading and
querying the ontology, accessing to classes, individuals and properties. Protégé
which was used to build and edit the ontology.

The main benefit of using ontologies to represent knowledge is that they make
the knowledge structure reusable for various domains. We run the diagnosis pro-
cess using two different ontologies and obtained positive results. Actually, any
diagnosis problem similar to differential diagnosis in medicine could be encap-
sulated and processed by the same engine.

The tool has some drawbacks with respect to data size and knowledge com-
plexity, solving this problems is the main goal right now. It is a good start
point in the development of a complete functional tool for diagnosis based on
ontologies and CommonKADS diagnosis task template.
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Abstract. Recently, it is very important to educate about information literacy 
since information techniques are rapidly developed. However, common view 
and definition on information literacy are not established enough. Therefore, it 
is required to systematize concepts related to information literacy. This article 
discusses an experimental development of Information Literacy Ontology and 
its use for guidance plan design. 

Keywords: Ontology · Information literacy · Education · Guidance plan 

1 Introduction 

Recently, a variety of information technology devices such as tablets and smart 
phones in addition to PCs and mobile phones are widespread use. According to such 
developments of information technologies, it becomes more important to educate 
about information literacy to deal with a vast of information appropriately. For exam-
ple, Kanoh discusses information literacy which should be studied by young people so 
called net-generations [1].  

However, necessary skills and considerable problems for appropriate managements 
of information are very complicated because of rapid developments of information 
technologies and devices. It seems to cause a situation that there is not enough common 
understanding and definition of information literacy. It is an important first step for 
considering education of information literacy to overcome this situation by systematiz-
ing concepts related to information literacy and clarifying relationships among them. 
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The purpose of our study is to develop an information literacy ontology and classifying 
goals for education of information literacy based on it. In this paper, we discusses the 
information literacy ontology we built and how it can be used for design guidance plan.   

In section 2, we discuss requirements for an information literacy ontology, then we 
outlines an ontology on problem solving as an example of our information literacy 
ontology. Section 4 shows how the ontology is used for guidance design and we con-
clude this paper with some future works in the section 5. 

2 Requirements  

We define information literacy as abilities to appropriately read, understand and analyze 
phenomenon, make a judgment, represent and communicate it by acquiring a way of 
looking and thinking based on information science [1]. We aim to design goal setting 
and education curriculum for 12 years at elementary, junior high and high schools.  

In the current Japanese education curriculum, only high schools teach information 
technology as an independent subject while some related topics are taught as parts of 
other subjects. So, we started to extract important terms form textbooks of informa-
tion technology for high school and classified them in order to develop an information 
literacy ontology. Then, we added terms in the education guideline by the Ministry of 
Education, Culture, Sports, Science and Technology, Japan.   

After that, we reorganized the classification based on the developmental discussion 
method proposed Norman R. F. Maier [2]. We conducted a discussion by five  
researchers for six hours. Through some coordination, we introduced 7 top-level cate-
gories information and communications technology, information system, problem 
solving, information analysis, history of information technology, and operation of IT 
devices as the result.   

3 An Information Literacy Ontology 

Considering the above requirements, we developed an information literacy ontology 
using Hozo 1  [3]. It consists of 1,117 concepts and will be available at the URL 
https://informationliteracy2.wordpress.com/ in Hozo and OWL formats.  In this paper, 
we outline ontologies on problem solving and information system as examples [4].  

Problem solving discusses methods that detect a problem and find solution for it 
through collection and analysis of various information. It is one of important topic 
must be taught in education of information technology. Fig. 12 shows a part of the 
ontology. 

Content, Representation and Representation Form (see. Fig. 1) are concepts which 
represent information related to problem solving based on the ontology of representa-
tion in a top-level ontology YAMATO [4].  As shown in Fig. 1, Basic concepts such 
as  Data, Problem, concepts which represent content (e.g. Processing procedure) are 

                                                           
1 http://www.hozo.jp 
2 The whole otology are available at https://informationliteracy2.wordpress.com/ 
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defined.  In addition to them, it defines concepts which represents them in a form 
such as Model, Data structure, and Program and Representation Forms which are 
used to represent them. These are main concepts which are referred not only in the 
ontology of problem solving but also in other ontologies. 

 

 

Fig. 1. A part of the ontology on problem solving (Content, Representation, etc.) 

On the other hands, Fig. 2 shows definitions of Acts which related to problem solving. 
A problem solving is usually conducted as a compound process which includes sub-
processes such as Discovery of problem, Analysis of the problem,  Discovery of solution 
for it, Optimization of the solution, Feedback, and Evaluation. Partial acts represent that 
a problem solving is achieved by these acts. Each Act is defined by its Target object, 
Actor, Method, Use software, and etc. Though most acts appeared in the education of  
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Fig. 2. A part of the ontology on problem solving (Act) 

 

Fig. 3. A part of the ontology on problem solving (Method) 

information technology are targeted at data such like Collection of data and Analysis of 
data, we introduced more general act such as Collection and Analysis in order to 
represent abstract concepts which are common to other domains.    

Methods for problem solving are defined in another is-a hierarchy. For example, 
Examination method for data gathering includes sub-concepts such as The question 
paper investigating method, The interviewing method, The experimenting method, 
Participant observation method, The surveying method (see. Fig. 3) .  
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4 Design Example of Guidance Plan Based on the Ontology 

In this section, we discusses how teachers design guidance plan for their class based 
on the information literacy ontology. The ontology shows concepts which students 
should study in their class. Therefore, teachers can refer concepts in the ontology 
when they design their guidance plans. 

Table. 1 shows a design example of a guidance plan based on the ontology on 
problem solving discussed in the previous section. Its topic is to learn a difference 
between the question paper investigating method and the interviewing method. We 
suppose a 45 minutes class for around 10 years old in an elementary school. The goal 
of study is to learn features of each methods and to explain which methods are suita-
ble for collecting which kinds of data.  

Table 1. An example of guidance plan to learn a diffrence between the question paper 
investigating method and the interviewing method 

Flow Study Topic 

Introduction 

10 min. 

 

 

 

 

 

 

Deployment 

[Group 

 Discussion] 

20 min. 

 

 

 

 

 

 

Summary  

10 min. 

 

 

5 min. 

The teacher introduces two kinds of Examination me-

thods; the question paper investigating method and the 

interviewing method as examples to examine familiar 

topics as favorite foods and how to spend at a holiday 

by illustrate with the following methods; 

A）Collecting the answers by show of hands for pre-

sented choices.  

B ） Collecting the answers from conversations with 

students.  

 

The teacher assigns supposed themes such as “decide 

where we should go for school trip” and “decide 

casts for a drama performed in a school festival” to 

discuss in each group. Then, each group discusses 

which ways are good for reasonable decisions.  

In the discussion processes, the teacher give an ad-

vice to consider whether they should take the above 

method A) or b), and what questions are effective for 

the purpose. 

 

Each group presents the result of their discussions 

and summarizes which method (the above A) or B)) is 

suitable for which themes on a blackboard.  

 

The teacher summarizes the class through the results 

written on the blackboard. Then, each student write 

the summary on his/her notebook. 
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In the beginning of the class, the teacher introduce the question paper investigating 
method and the interviewing method through familiar examples. Then, the teacher 
gives supposed themes to each students group for discussing about which methods are 
good and what questions are effective to collect good data. After group discussions, 
students explain the results of their discussions.  

In the Table. 1, concepts defined in the ontology are denoted by underline. It shows 
that not so much concepts are appeared in guidance plan. This is because the role of 
the information literacy ontology is to provide main concepts which students should 
study. That is, strategies for education is out of scope of the ontology while it are 
discussed by some researches in e-learning domains [6]. In other words, it is impor-
tant for the information literacy ontology to cover enough wide range of concepts. 
This is why we introduces 7 categories as discussed in the section 2. 

5 Concluding Remarks and Future Works 

In this paper, we shows an information literacy ontology to classify goal of education 
and design guidance plans through an example on problem solving filed.  Many con-
cepts are related to problem solving according to kinds of a target problem and its 
features. In particular, there are much more concepts related to acts and their methods 
for problem solving than the current ontology we built. Therefore, we suppose that we 
have to extend our ontology when we consider education plans for 12 years.  

The first version of ontologies on other top-level categories are also available. We 
already have tried to design some sample guidance plans for other categories. 
Through these experience, we suppose these ontologies are a good first step for sys-
tematizing concepts which teachers should consider to teach information literacy.  

As the next step, we plan to develop a support system to design goal settings and 
guidance plans for information literacy based on the information literacy ontology. 
Because the ontology provides necessary concepts for the education, the users can 
easily understand which topics should be covered by their plans. That is, the informa-
tion literacy ontology can be used as a check list to compare learning goals each plans 
cover. We suppose to develop the system as a web based system using linked data 
techniques since designed guidance plans should be shared among teachers across 
schools so that they improve quality of education. After that, we plan to evaluate our 
ontology and developed system through user tests. 

Another important future work is to conduct international comparison of education 
for information literacy. We suppose to compare education guidelines provided by 
governments in each country based on the information literacy ontology. 

Acknowledgement. This work was supported by JSPS KAKENHI Grant Number 25282031. 
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Abstract. Multiple datasets that add high value to biomedical research
have been exposed on the web as a part of the Life Sciences Linked
Open Data (LSLOD) Cloud. The ability to easily navigate through these
datasets is crucial for personalized medicine and the improvement of drug
discovery process. However, navigating these multiple datasets is not
trivial as most of these are only available as isolated SPARQL endpoints
with very little vocabulary reuse. The content that is indexed through
these endpoints is scarce, making the indexed dataset opaque for users. In
this paper, we propose an approach for the creation of an active Linked
Life Sciences Data Roadmap, a set of configurable rules which can be
used to discover links (roads) between biological entities (cities) in the
LSLOD cloud. We have catalogued and linked concepts and properties
from 137 public SPARQL endpoints. Our Roadmap is primarily used
to dynamically assemble queries retrieving data from multiple SPARQL
endpoints simultaneously. We also demonstrate its use in conjunction
with other tools for selective SPARQL querying, semantic annotation
of experimental datasets and the visualization of the LSLOD cloud. We
have evaluated the performance of our approach in terms of the time
taken and entity capture. Our approach, if generalized to encompass
other domains, can be used for road-mapping the entire LOD cloud.

Keywords: Linked Data (LD) · SPARQL · Life Sciences (LS) · Seman-
tic web · Query federation

1 Introduction

A considerable portion of the Linked Open Data cloud is comprised of datasets
from Life Sciences Linked Open Data (LSLOD). The significant contributors
includes the Bio2RDF project1, Linked Life Data2, Neurocommons3, Health care
1 http://bio2rdf.org/ (l.a.: 2014-03-31 )
2 http://linkedlifedata.com/ (l.a.: 2014-07-16 )
3 http://neurocommons.org/page/Main Page (l.a.: 2014-07-16 )

c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 97–112, 2015.
DOI: 10.1007/978-3-319-15615-6 8
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and Life Sciences knowledge base4 (HCLS Kb) and the W3C HCLSIG Linking
Open Drug Data (LODD) effort5. The deluge of biomedical data in the last
few years, partially caused by the advent of high-throughput gene sequencing
technologies, has been a primary motivation for these efforts. There had been
a critical requirement for a single interface, either programmatic or otherwise,
to access the Life Sciences (LS) data. Although publishing datasets as RDF
is a necessary step towards unified querying of biological datasets, it is not
sufficient to retrieve meaningful information due to data being heterogeneously
available at different endpoints [2,14]. Despite the popularity and availability
of bio-ontologies through ontology registry services6, it is still very common
for semantic web experts to publish LS datasets without reusing vocabularies
and terminologies. The popularity of bio-ontologies has also led to the use of
overlapping standards and terminologies, which in turn has led to a low adoption
of standards [14]. For example, the exact term “Drug” is matched in 38 bioportal
ontologies7 - it is not clear which of these should be chosen for publishing LD.

In the LS domain, LD is extremely heterogeneous and dynamic [8,16]; also
there is a recurrent need for ad hoc integration of novel experimental datasets
due to the speed at which technologies for data capturing in this domain are
evolving. As such, integrative solutions increasingly rely on federation of queries
[5–7]. With the standardization of SPARQL 1.1, it is now possible to assemble
federated queries using the “SERVICE” keyword, already supported by multiple
tool-sets (SWobjects, Fuseki and dotNetRDF). To assemble queries encompass-
ing multiple graphs distributed over different places, it is necessary that all
datasets should be query-able using the same global schema [17]. This can be
achieved either by ensuring that the multiple datasets make use of the same
vocabularies and ontologies, an approach previously described as “a priori inte-
gration” or conversely, using “a posteriori integration”, which makes use of map-
ping rules that change the topology of remote graphs to match the global schema
[6] and the methodology to facilitate the latter approach is the focus of this
paper. Moreover for LD to become a core technology in the LS domain, three
issues need to be addressed: i) dynamically discover datasets containing data
on biological entities (e.g. Proteins, Genes), ii) retrieve information about the
same entities from multiple sources using different schemas, and iii) identify, for
a given query, the highest quality data.

To address the aforementioned challenges, we introduce the notion of an
active Roadmap for LS data – a representation of entities as “cities” and the links
as the “roads” connecting these “cities”. Such a Roadmap would not only help
understand which data exists in each LS SPARQL endpoint, but more impor-
tantly enable assembly of multiple source-specific federated SPARQL queries. In
other words, the ability to assemble a SPARQL query that goes from A (e.g.
a neuroreceptor) to B (e.g. a drug that targets that neuroreceptor), requires a

4 http://www.w3.org/TR/hcls-kb/ (l.a.: 2014-07-16 )
5 http://www.w3.org/wiki/HCLSIG/LODD (l.a.: 2014-07-16 )
6 http://bioportal.bioontology.org/ (l.a.: 2014-07-12)
7 http://bioportal.bioontology.org/search?query=Drug (l.a.: 2014-07-12)

http://www.w3.org/TR/hcls-kb/
http://www.w3.org/wiki/HCLSIG/LODD
http://bioportal.bioontology.org/
http://bioportal.bioontology.org/search?query=Drug
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Roadmap that clarifies all the possible “roads” or “links” between those two
entities. Our initial exploratory analysis of several LS endpoints revealed that
they not only use different URIs but also different labels for similar concepts (e.g.
Molecule vs Compound). Our methodology for developing the active Roadmap
consisted of two steps: i) catalogue development, in which metadata is collected
and analyzed, and ii) links creation and Roadmap development, which ensures
that concepts and properties are properly mapped to a set of Query Elements
(Qe) [19]. Hasnain et. al [9] described the Link Creation mechanism, linking
approaches as well as the linking statistics and in this paper we focus primar-
ily on the Cataloguing mechanism that facilitates linking as a second step. We
assumed in this work that federated queries are assembled within a context –
as such, our Roadmap relies on identifying the global schema onto which enti-
ties should be mapped. This entails the initial identification of a set of Qe8,
in the context of cancer chemoprevention[19], identified by the domain experts
participating in the EU GRANATUM project9.

The rest of this paper is organized as follows: In Section 2, we discuss the
related research carried out towards integrating heterogeneous LD. In Section 3,
we introduce the catalogue and link generation methodologies to build Roadmap.
In Section 4, we showcase four applications of the generated Roadmap - notably
a domain-specific federated query engine which reasons over the Roadmap to
query the LSLOD. We evaluate the performance of Cataloguing Mechanism in
terms of time taken and entity capture in Section 5.

2 Related Work

Approaches to facilitate the “A posteriori integration” is currently an area of
active research. One approach is through the use of available schema: semantic
information systems have used ontologies to represent domain-specific knowledge
and enable users to select ontology terms in query assembly [13]. BLOOMS,
for example, is a system for finding schema-level links between LOD datasets
using the concept of ontology alignment [11], but it relies mainly on Wikipedia.
Ontology alignment typically relies on starting with a single ontology, which is
not available for most SPARQL endpoints in the LOD cloud and therefore could
not be applied in our case. Furthermore, ontology alignment does not make use
of domain rules (e.g. if two sequences are the same, they map to the same gene)
nor the use of URI pattern matching for alignment – these issues had already
been discussed by Hasnain et. al [9]. Other approaches such as the VoID [1] and
the SILK Framework [18] enable the identification of rules for link creation, but
require extensive knowledge of the data prior to links creation. Query federation
approaches have developed some techniques to meet the requirements of efficient
query computation in the distributed environment. FedX [15], a project which
extends the Sesame Framework [3] with a federation layer, enables efficient query
processing on distributed LOD sources by relying on the assembly of a catalogue
8 http://srvgal78.deri.ie/RoadMapEvaluation/#Query Elements(l.a.: 2014-07-19)
9 http://www.granatum.org(l.a.: 2014-07-05)

http://srvgal78.deri.ie/RoadMapEvaluation/#Query_Elements
http://www.granatum.org
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Fig. 1. Roadmap and Query Engine Architecture

of SPARQL endpoints but does not use domain rules for links creation. Our
approach for link creation towards Roadmap development is a combination of the
several linking approaches as already explained by Hasnain et. al [9]: i) similarly
to ontology alignment, we make use of label matching to discover concepts in
LOD that should be mapped to a set of Qe, ii) we create “bags of words” for
discovery of schema-level links similar to the approach taken by BLOOMS, and
iii) as in SILK, we create domain rules that enable the discovery of links.

3 Methodology

We developed an active Roadmap for navigating the LSLOD cloud. Our method-
ology consists of two stages namely catalogue generation and link generation.
Data was retrieved from 137 public SPARQL endpoints10 and organized in an
RDF document - the LSLOD Catalogue. The list of SPARQL endpoints was cap-
tured from publicly available Bio2RDF datasets and by searching for datasets
in CKAN11 tagged “life science” or “healthcare”.

3.1 Methodology for Catalogue Development
Connecting the different concepts i.e. making links between them, is an ultimate
goal of this research to facilitate the navigation across the LSLOD Cloud. As
an example from a drug discovery scenario, it is often necessary to find the
links between “cancer chemopreventive agent” and “publication”. For enabling
this, a preliminary analysis of multiple SPARQL Endpoints containing data from
both the Life Sciences and the Health care domains was undertaken. A semi-
automated method was devised to retrieve all classes (concepts) and associated
properties (attributes) available through any particular endpoint by probing

10 http://goo.gl/ZLbLzq
11 http://wiki.ckan.org/Main Page (l.a.: 2014-05-05)

http://goo.gl/ZLbLzq
http://wiki.ckan.org/Main_Page
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data instances. The workflow definition for probing instances through endpoint
analysis using the W3C SPARQL algebra notation12 is as follows:

1. For every SPARQL endpoint Si, find the distinct Classes C(Si) :
C(Si) = Distinct (Project (?class (toList (BGP (triple [ ] a ?class ))))) (1)

2. Collect the Instances for each Class Cj(Si) :
Ii : Cj(Si) = Slice (Project (?I (toList (BGP (triple ?a a < Cj(Si) > )))), rand()) (2)

3. Retrieve the Predicate/Objects pairs for each Ii : Cj(Si):
Ii(P,O) = Distinct (Project (?p, ?o (toList (BGP (triple < Ii : Cj(Si) > ?p ?o )))) (3)

4. Assign Class Cj(Si) as domain of the Property Pk :
Domain(Pk) = Cj(Si) (4)

5. Retrieve Object type (OT ) and assign as a range of the Property Pk :

Range(Pk) = OT ;OT =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

rdf : Literal if (Ok is String)
dc : Image if (Ok is Image)
dc : InteractiveResource if (Ok is URL)
Project (?R (toList (BGP
(triple < Ok > rdf : type ?R))) if (Ok is IRI)

(5)

It is worth noting that step 2 is heuristic – performing step 3 on a list of
random instances is only necessary to avoid query timeout as the alternative
(triple [ ] ?p ?o) would generally retrieve too many results. Step 5 effectively
creates links between two entities (Cj(Si) and the Object Type OT ), but only
when the object of the triples (Ok) retrieved in step 3 are URIs. We found that
the content-type of properties can take any of the following formats:

1. Literal (i.e non-URI values e.g: “Calcium Binds Troponin-C”)
2. Non-Literal; these can further be divided into one of following types:

(a) URL (e.g.: <http://www.ncbi.nlm.nih.gov/pubmed/1002129>) which is
not equivalent to a URI because is cannot retrieve structured data.

(b) Images (e.g: <http://www.genome.jp/Fig/drug/D00001.gif>)
(c) URI (e.g.: <http://bio2rdf.org/pubchem:569483>); the most common

types of URI formats that we have discovered were:
i. Bio2RDF URIs (e.g.: <http://bio2rdf.org/gi:23753>)
ii. DBpedia URIs (e.g.: <http://dbpedia.org/resource/Ontotext>)
iii. Frei e Universität Berlin URIs e.g.:

<http://www4.wiwiss.fu- berlin.de/drugbank/resource/drugs/DB00339>

iv. Other URIs (e.g.: <http://purl.org/ontology/bibo/Journal>)

RDFS, Dublin Core13 and VoID14 vocabularies were used for representing the
data in the LSLOD catalogue. A slice of the catalogue is presented as follows15:
12 http://www.hpl.hp.com/techreports/2005/HPL-2005-170.pdf (l.a.: 2014-07-30)
13 http://dublincore.org/documents/dcmi-terms/ (l.a.: 2014-07-12)
14 http://vocab.deri.ie/void (l.a.: 2014-07-12)
15 In this paper, we omit URI prefixes for brevity. All prefixes can be looked up at

http://prefix.cc/ (l.a.: 2014-07-31 )

http://www.hpl.hp.com/techreports/2005/HPL-2005-170.pdf
http://dublincore.org/documents/dcmi-terms/
http://vocab.deri.ie/void
http://prefix.cc/
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Listing 1. An Extract from the LSLOD Catalogue for KEGG dataset

<http :// kegg.bio2rdf.org/sparql > a void:Dataset ;

void:class <http :// bio2rdf.org/ns/kegg#Enzyme > ;

void:sparqlEndpoint <http :// kegg.bio2rdf.org/sparql >,

<http ://s4.semanticscience.org :12014/ sparql > .

<http :// bio2rdf.org/ns/kegg#Enzyme > rdfs:label "Enzyme ";

void:exampleResource <http :// bio2rdf.org/ec :3.2.1.161 >.

<http :// bio2rdf.org/ns/kegg#xSubstrate > a rdf:Property;

rdfs:label "# xSubstrate" ;

voidext:domain <http :// bio2rdf.org/ns/kegg#Enzyme > ;

voidext:range <http :// bio2rdf.org/kegg_resource:Compound >.

<http :// bio2rdf.org/kegg_resource:Compound >

void:exampleResource <http :// bio2rdf.org/cpd:C00001 >;

void:uriRegexPattern "^http :// bio2rdf \\. org/cpd :.*" ;

voidext:sourceIdentifier "cpd" .

The RDF above is an illustrative example of a portion of the catalogue
generated for the KEGG SPARQL endpoint16. VoID is used for describing the
dataset and for linking it with the catalogue entries: the void#Dataset being
described in this catalogue entry is “KEGG” SPARQL endpoint. In cases where
SPARQL endpoints were available through mirrors (e.g. most Bio2RDF end-
points are available through Carleton Mirror URLs) or mentioned using alterna-
tive URLs (e.g. http://s4.semanticscience.org:12014/sparql), these references
were also added as a second value for the void#sparqlEndpoint property. Listing 1
also includes one identified Class (http://bio2rdf.org/ns/kegg#Enzyme),and one
property using that class as a domain (http://bio2rdf.org/ns/kegg#xSubstrate).

Classes are linked to datasets using the void#classproperty; the labels were col-
lected usually from parsing the last portion of the URI and probed instances were
also recorded (http://bio2rdf.org/ec:3.2.1.161)as values for void#example

Resource. Properties (http://bio2rdf.org/ns/kegg#xSubstrate) collected by our
algorithm (steps 3,4,5) were classified as rdfs:property.

When the object of a predicate/object pair is of type URI, (e.g. as for KEGG
shown in Listing 1) the algorithm attempts to perform link traversal in order
to determine its object type (OT ). In most cases, however, the URI was not
dereferenceable and in such cases an alternative method relies on querying the
SPARQL endpoint for the specific “type” of the instance. In example above,
dereferencing the object URI <http://bio2rdf.org/cpd:C00001> resulted in class
<http://bio2rdf.org/kegg_resource:Compound>. We call this as a “range class”
used as the range of the property <http://bio2rdf.org/ns/kegg#xSubstrate>.
Actual object URI <http://bio2rdf.org/cpd:C00001> is classified as
void#exampleResource of <http://bio2rdf.org/kegg_resource:Compound>and the
URI regular expression pattern is recorded under void#uriRegexPattern. We
found that, in many cases, the \sourceIdentifier" or the identifier that appears
before the “:” symbol in case of many URIs could be used for discovering the
appropriate type for the non-dereferenceable URI when none was provided.
16 http://kegg.bio2rdf.org/sparql (l.a.: 2014-02-01)

http://kegg.bio2rdf.org/sparql


A Roadmap for Navigating the Life Sciences Linked Open Data Cloud 103

Although this is not a standardised method, we found it to be useful in mapping
classes nonetheless. For non-dereferenceable URIs with no actual class as OT

(termed Orphan URIs), a new OT is created using UUID, which is classified as
voidext#OrphanClass (Listing 2).

Listing 2. Orphan Classes captured in Catalogue

<http :// bio2rdf.org/ns/kegg#xSubstrate > a rdf:Property;

voidext:domain <http :// bio2rdf.org/ns/kegg#Reaction > ;

voidext:range roadmap:CLASS2c2ab5b75a454f678a9056dfc1d1214.

roadmap:CLASS2c2ab5b75a454f678a9056dfc1d1214

a voidext:OrphanClass;

void:exampleResource <http :// bio2rdf.org/cpd:c00890 > ;

void:uriRegexPattern "http :// bio2rdf \\. org/cpd :*" ;

voidext:sourceIdentifier "cpd" .

3.2 Methodology for Link Generation

During this phase subClassOf and subPropertyOf links were created amongst
different concepts and properties to facilitate “a posteriori integration”. The cre-
ation of links between identified entities (both chemical and biological) is not only
useful for entity identification, but also for discovery of new associations such as
protein/drug, drug/drug or protein/protein interactions that may not be obvious
by analyzing datasets individually. A link is a property of an entity that takes
URI as a value. The following RDF statement is both a property of the chemo-
prevention agent acetophenone as well as a link between that chemoprevention
agent and a publication:<pubmed_id:18991637>dc:hasPart"acetophenone".
Leveraging the class descriptions and its properties in the LSLOD catalogue,
links were created (discussed previously in [9]) using several approaches: i) Näıve
Matching/ Syntactic Matching/ Label Matching, ii) Named Entity Matching,
iii) Domain dependent/ unique identifier Matching, and iv) Regex Matching.

Regular Expression Matching. Regular expression matching can be consid-
ered as a special case of “Näıve Matching”. The regular expressions for all those
URIs that may or may not be dereferenced (Orphan URIs) were captured dur-
ing catalogue generation phase. By looking to the similar regular expressions it
can be concluded that two distinct URIs belong to the same class. Considering
the same regular expressions of instances of Orphan and non-Orphan URIs, an
Orphan URI can safely be linked with a non-Orphan URIs.

4 Roadmap Applications

The Roadmap is exposed as a SPARQL endpoint17 and relevant information is
also documented18. As of 31st May 2014, the Roadmap consists of 263731 triples
representing 1861 distinct classes, 3299 distinct properties and 13027 distinct
Orphan Classes catalogued from 137 public SPARQL endpoints.
17 http://srvgal78.deri.ie:8006/graph/Roadmap (l.a.: 2014-07-31)
18 Roadmap Homepage: https://code.google.com/p/life-science-roadmap/

http://srvgal78.deri.ie:8006/graph/Roadmap
https://code.google.com/p/life-science-roadmap/
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Fig. 2. Number of retrieved Instances and Subclasses linked to any Qe

4.1 Domain-Specific Query Engine
Fundamentally, the Domain-specific Query Engine (DSQE) is a SPARQL query
engine that transforms the expressions from one vocabulary into those repre-
sented using vocabularies of known SPARQL endpoints and combines those
expressions into a single query using SPARQL “SERVICE” calls. The engine
executes the resulting statement and returns the results to the user (Fig. 1).
DSQE is implemented on top of the Apache Jena query engine and extends it
by intercepting and rewriting the SPARQL algebra19. Most of the algebra is
unmodified and we concentrate on the base graph patterns (BGP) which are
effectively the triples found in the original SPARQL query.

DSQE comprises of two major components: the SPARQL Algebra rewriter
and the Roadmap. The algebra rewriter examines each segment of the BGP
triples and attempts to expand the terms based on the vocabulary mapping
into terms of the endpoint graphs and stores the result for each. Hence, it effec-
tively builds the BGPs for all known graphs in parallel. In the final stage, the
rewriter wraps the BGPs with SERVICE calls, using the Roadmap to determine
the “relavent” endpoint, and unions them together along with the original BGP.
The result is passed back into the standard Jena query process and the execution
continues normally. Each endpoint is therefore accessed via a SERVICE call and
the relevant underlying data is incorporated in the result. Early implementa-
tions [6] have shown such algebraic rewrite to be functional and efficient. Our
enhancement was two fold - i) Based on the presence of OWL2 hasKey proper-
ties, we added the ability to identify similar subjects with different URIs, ii) we
added the ability to rewrite generic queries for different endpoints.

Identifying Subjects with Different URIs. For a given query:
SELECT ?p ?o WHERE { ?x a <T>; ?p ?o } and two endpoints E1 and E2 with
synonymous topics T1 and T2 for T and K1 and K2 synonyms for K. We want to
expand the query as shown in Listing 3. To ensure that there exists a triple that
matches ?alias <K> ?key in the local graph, we use a temporary graph that
19 http://www.w3.org/TR/sparql11-query/#sparqlAlgebra (l.a.: 2014-07-30)

http://www.w3.org/TR/sparql11-query/#sparqlAlgebra
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only exists for the duration of the query and is merged with the normal local
graph during execution. Hence, when DSQE executes the query we retrieve the
necessary information from the remote SPARQL endpoints to merge the results
together even if they use different values for the Subject.

Listing 3. SPARQL Construct

SELECT ?p ?o WHERE { { SERVICE <E1> {

SELECT (?Ap as ?p) (?Ao as ?o) (?Akey as ?key)

WHERE { ?Ax a <T1> ; <K1> ?Akey ; ?Ap ?Ao } }

FILTER ( insertKeyFilter( K, ?key )) }

UNION { SERVICE <E2> {

SELECT (?Bp as ?p) (?Bo as ?o) (?Bkey as ?key)

WHERE { ?Bx a <T2> ; <K2> ?Bkey ; ?Bp ?Bo } }

FILTER ( inserKeyFilter( K, ?key ))

} ?alias <K> ?key ?p ?o }

An instance20 of the DSQE is deployed in the context of cancer chemoprevention
drug discovery [10]. To facilitate the user to build federated SPARQL queries for
execution against the LSLOD, the DSQE provides a ‘Standard’ and a ‘Topic-
based’ query builder. The user can select a topic of interest (e.g. Molecule) and
a list of associated Qe are automatically generated. The user can also select
relevant filters (numerical and textual) through the ‘Topic-based’ builder. Our
implementation exposes a REST API and provides a visual query system, named
ReVeaLD [12], for intuitive query formulation and domain-specific uses [10]. The
catalogued subclasses of few Qe and as a result the total number of distinct
instances retrieved per Qe while querying using DSQE is shown in Fig. 2.

4.2 Roadmap for Drug Discovery
Mining LD for drug discovery can become possible once domain experts are
able to discover and integrate the relevant data necessary to formulate their
hypothesis [10]. For domain users, it is not always obvious where the data is
stored or what are the appropriate terminologies used to retrieve/publish it.
Although multiple SPARQL endpoints contain molecular information, not all of
them use the same terminology, as we have shown in our LSLOD catalogue. For
example, one of the most intensive uses of LD is to find links which translate
between Disease → Drugs → Protein targets → Pathways. Such data is not
available at a single source and new datasets relevant for such query needs to
be added ad hoc. Our Roadmap provides a possible solution to this dilemma
by enabling the dynamic discovery of the SPARQL endpoints that should be
queried and the links between these concepts (Listing 4).

Listing 4. Roadmap Links between concepts relevant for drug discovery

?disease a :Disease ; :treatedWith ?Drug .

?Drug a :Drug ; :interactsWith ?target .

?target a :Target ; :involvedIn ?pathway .

?pathway a :Pathway .

20 http://srvgal78.deri.ie:8007/graph/Granatum

http://srvgal78.deri.ie:8007/graph/Granatum
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Consider Qe to be any of the possible query elements and XQe to be an
instance of that query element, the following can be used by a SPARQL 1.1
engine to list all possible XQe regardless of where they are stored:

Ci � Qe && XCi : Ci ⇒ XQe,XCi : Qe (6)

Listing 5. SPARQL Construct to list all possible instances

CONSTRUCT { ?x a [QeRequested] } WHERE {

?SparqlEndpoint void:class [QeRequested ]} UNION

{? QeMatched rdfs:subClassOf [QeRequested ].}

SERVICE ?SparqlEndpoint {?x a ?QeMatched. } }

In Listing 5, [QeRequested] can be Disease, Drug, Protein or Pathway.
Similarly, to discover which properties link two Qe together, the Roadmap can be
used to create new graphs that map elements to those available in the chosen set
of query elements. For any “linked” Qe, there is a set of incoming links (properties
that use Qe as its rdfs:domain) and a set of outgoing links (properties that use
Qe as its rdfs:range). We denote the collection of incoming and outgoing links
from a particular concept as Ci(ICi, OCi). When concepts from available graphs
are mapped to Qe, it becomes possible to create new incoming (Ii) and outgoing
(Oi) links connected to Qe. This is illustrated by the following principle:

Ci(ICi, OCi) && Ci � Qe ⇒ Qe({ICi, IQe}, {OCi, IQe}) (7)

We exemplify the above principle by the following SPARQL CONSTRUCT:

Listing 6. SPARQL Construct to create new incoming and outgoing links

CONSTRUCT {? DomainQe ?PropertyDomainRange ?RangeQe } WHERE {

?PropertyDomainRange rdfs:domain [DomainQe] .

?PropertyDomainRange rdfs:range [RangeQe]

{ FILTER (? DomainQe == [DomainQe ]) } UNION

{ ?DomainQe rdfs:subclassOf [DomainQe] }

{ FILTER (? RangeQe == [RangeQe ]) } UNION

{ ?RangeQe rdfs:subclassOf [RangeQe] }}

4.3 SPARQL Endpoint Selection Based on Availability
While probing instances through SPARQL endpoint analysis, there was clear evi-
dence that a particular class or a property may be present at multiple SPARQL
endpoints. We also noticed the problems of service disruption and perennial
unavailability of some of the endpoints throughout. Our Roadmap has opened
an avenue for easy, continuous and uninterrupted accessibility of data from sev-
eral SPARQL endpoints, in cases where the same data may be available from
multiple underlying data sources. Mondeca Labs provides a service21 which mon-
itors the availability status of SPARQL endpoints [4]. The status of any endpoint
can be - i) Operating normally, ii) Available but problems within last 24 hours,
iii) Service disruption, or iv) Still alive? Exploiting the knowledge available in

21 http://labs.mondeca.com/sparqlEndpointsStatus.html (l.a.: 2014-07-30)

http://labs.mondeca.com/sparqlEndpointsStatus.html
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Fig. 3. Visualizing the mapped LSLOD Cloud

our Roadmap in conjunction with this service, we can direct our query to only
that endpoint which is currently available, quick to respond and has similar data.
In Listing 7, we present a sample SPARQL query determining the availability
status of SPARQL endpoints providing data on Protein-similar concepts in the
LSLOD.

Listing 7. Availability of SPARQL Endpoints for Protein-similar concepts

SELECT * WHERE { SERVICE

<http :// hcls.deri.org :8080/ openrdf -sesame/repositories/

roadmap >

{{ ?sparqlEndpoint void:class ?proteinClass .

FILTER (? proteinClass = granatum:Protein )}

UNION { ?sparqlEndpoint void:class ?proteinClass .

?proteinClass rdfs:subClassOf granatum:Protein . }}

SERVICE <http :// labs.mondeca.com/endpoint/ends > {

?dataset void:sparqlEndpoint ?sparqlEndpoint .

?dataset ends:status ?status .

?status dcterms:date ?statusDate .

?status ends:statusIsAvailable ?isAvailable . }}

ORDER BY DESC(? statusDate)

4.4 Visualization of the Mapped LSLOD Cloud
A Visualization interface22 is also developed to enable the domain users for intu-
itively navigating the LSLOD Cloud using the generated Roadmap (Fig. 3). The
linked concepts and literals are displayed as nodes arranged in a force-directed
concept map representation, as previously introduced in [12]. The Qe used for
linking are displayed as Light Brown-colored nodes, whereas catalogued concepts
22 http://srvgal78.deri.ie/roadmapViz/ (l.a.: 2014-07-31)

http://srvgal78.deri.ie/roadmapViz/
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Fig. 4. Time taken to catalogue 12 SPARQL endpoints

(Blue-colored nodes) are linked to these Qe using the voidext:subClassOf.
Properties with the content-types rdf:Literal and dc:InteractiveResource
are shown as Red and Green-colored nodes respectively, whereas URI-type prop-
erties are represented as Black -colored edges between the domain and the range
concepts. The final result is a densely-clustered network graph representing the
mapped LSLOD. Hovering over any particular node reduces this graph to dis-
play only the first-level associations. An information box is also displayed (Fig.
3), which provides additional details to the user regarding the source SPARQL
endpoint from which the concept was catalogued, its super classes and the list
of properties for which the selected concept may act as a domain/range, along
with the name of the associated node or the OT (Literal, Interactive Resource).

4.5 Google Refine Tool
Drug compounds and molecular data are available in machine-readable formats
from many isolated SPARQL endpoints. In order to harvest the benefits of their
availability, an extension23 to the popular Google Refine24 tool was devised for
providing researchers with an intuitive, integrative interface where they can use
the Roadmap to semantically annotate their experimental data. Researchers load
a list of molecules into the application and link them to URIs. The extension
is able to make use of the URIs in conjunction with the Roadmap to collect all
possible literal properties that are associated with the “Molecule” instances and
help users enhance their datasets with extra molecular properties.

5 Evaluation
We have previously evaluated the performance of our Link Generation method-
ology by comparing it against the popular linking approaches [9].

5.1 Experimental Setup
We evaluated the performance of our catalogue generation methodology (shown
in Section 3.1). The aim of this evaluation was to determine if we could catalogue
23 http://goo.gl/S809N2 (l.a.: 2014-07-31)
24 http://refine.deri.ie (l.a.: 2014-07-31)

http://goo.gl/S809N2
http://refine.deri.ie
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Fig. 5. Comparative plot of available versus catalogued Query Elements

any SPARQL endpoint and link it to the Roadmap in a desirable amount of time
with a satisfactory percentage capture (catalogued elements/total elements). We
proceeded by recording the times taken to probe instances through endpoint anal-
ysis of 12 different endpoints whose underlying data sources were considered rele-
vant for drug discovery - Medicare, Dailymed, Diseasome, DrugBank, LinkedCT,
Sider,NationalDrugCodeDirectory (NDC), SABIO-RK, SaccharomycesGenome
Database (SGD),KEGG,ChEBIandAffymetrixprobesets.Thecataloguingexper-
iments were carried out on a standard machine with 1.60Ghz processor, 8GB RAM
using a 10Mbps internet connection. We recorded the total available concepts and
properties at each SPARQL endpoint as well as those actually catalogued in our
Roadmap (Fig. 5). Total number of triples exposed at each of these SPARQL end-
points and the total time taken for cataloguing was also recorded. We attempted
to select those SPARQL endpoints which have a better latency for this evaluation,
as the availability and the uptime of the SPARQL endpoint is an important factor
for cataloguing. Best fit regression models were then calculated.

5.2 Evaluation Results

As shown in Fig. 4, our methodology took less than 1000000 milliseconds (<16
minutes) to catalogue seven of the SPARQL endpoints, and a gradual rise with
the increase in the number of available concepts and properties. We obtained
two power regression models (T = 29206 ∗ C1.113

n and T = 7930 ∗ P 1.027
n ) to

help extrapolate time taken to catalogue any SPARQL endpoint with a fixed
set of available concepts (Cn) and properties (Pn), with R2 values of 0.641 and
0.547 respectively. Using these models and knowing the total number of available
concepts/properties, a developer could determine the approximate time (ms) as
a vector combination. A comparative plot of the total number of concepts and
properties available at the endpoints against those catalogued by our method-
ology was also prepared. We obtained a >50% concept capture for 9 endpoints,
and a >50% property capture for 6 endpoints. KEGG and SGD endpoints had
taken an abnormally large amount of time for cataloguing than the trendline.
The reason for this may include endpoint timeouts or network delays.
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6 Discussion

There is great potential in using semantic web and LD technologies for drug
discovery. However, in most cases, it is not possible to predict a priori where the
relevant data is available and its representation. An additional consequence of
the deluge of data in life sciences in the past decade is that datasets are too large
(in the order of terabytes) to be made available through a single instance of a
triple store, and many of the source providers are now enabling native SPARQL
endpoints. Sometimes only a fraction of the dataset is necessary to answer a
particular question – the decision on “which” fraction is relevant will vary on the
context of the query. In this paper we describe the concept and methodology for
devising an active Linked Life Sciences Data Roadmap. Our methodology relies
on systematically issuing queries on various life sciences SPARQL endpoints and
collecting its results in an approach that would otherwise have to be encoded
manually by domain experts or those interested in making use of the web of data
for answering meaningful biological questions. In an effort to explore how often
concepts are reused, we define a methodology that maps concepts to a set of Qe,
which were defined by domain experts as relevant in a context of drug discovery.

6.1 Catalogue Development and Links Creation

The number of classes per endpoint varied from a single class to a few thousands.
Our initial exploration of the LSLOD revealed that only 15% of classes are
reused. However, this was not the case for properties, of which 48.5% are reused.
Most of the properties found were domain independent (e.g. type, xref, sameAs,
comment, seeAlso); however, these are not relevant for the Roadmap as they
cannot increase the richness of information content. These properties can be
more easily resolved through the concepts that are used as domain/range. In
class matching, most orphan classes, which were created in cases where object
URI were non-dereferenceable, could be mapped to Qe through matching URI
regular expression patterns and source identifiers. From these results, we found
that maintaining consistency of the catalogue even when the URIs were non-
dereferenceable is critical as the merging of data with other sources enable the
classification of the instances and identification of “roads” between different
SPARQL endpoints. We faced multiple challenges during catalogue development
which can hinder the applicability of our approach:

– Some endpoints return timeout errors when a simple query (SELECT DISTINCT

?Concept WHERE {[ ] a ?Concept}) is issued.
– Some endpoints have high downtime and cannot be generally relied.
– Many endpoints provide non-deferenceable URI and some derefenceable URI

do not provide a “type” for the instance.
Nevertheless, we still found the Roadmap approach highly applicable for

solving complex biological problems in drug discovery [10]. Although a very
low percentage of linking becomes possible through näıve matching or man-
ual/domain matching, the quality of links created are highly trusted [9]. For
Orphan classes 34.9% of classes were linked by matching the URI regex pat-
terns. It is also worth noticing that 23% of identified classes, and 56.2% of the
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properties remained unlinked, either because they are out of scope or cannot
match any Qe. This means that the quality as well as the quantity of links
created is highly dependent on the set of Qe used: if the Qe gr:Gene is avail-
able, kegg:Gene would be mapped to it as opposed to the current case where
it is mapped to gr:nucleicAcid. In such cases, additions to the Qe could be
suggested. It is worth noting that these Qe were created to fit the drug discov-
ery scenario, and can be replaced in alternative contexts e.g “Protein-Protein
Interaction”. Changing the Qe will result in different Roadmaps. The aim of the
LSLOD Roadmap is to enable “a posteriori integration” e.g. adding the relation
R1:{kegg:Drug voidext:subClassOf gr:Drug} ensures that DSQE would infer all
instances of kegg:Drug as instances of gr:Drug but not vice versa.

6.2 Semantic Inconsistencies and Future Work
In some cases, we found that catalogued classes would be better described as prop-
erties e.g. term Symbol is used both as a property and as a class. Since RDFS
semantics does not allow a Class to be made a subclass of an entity of type “Prop-
erty”, these could not match using our methods. Moreover some URIs are used
both as a class and as a property e.g. http://bio2rdf.org/ncbi_resource:gene.
This can cause an inconsistency since a reasoning engine would either accept a URI
as a property or a class. The algorithm used to create catalogue covers only classes
containing instances and therefore our catalogue may not be capturing uninstanti-
ated classes in any endpoints. Since our Roadmap was aimed only at linking classes
for which roads can be discovered, we considered uninstantiated classes to be out of
scope of our Roadmap. Class and property labels, used for discovering links, were
generally obtained from theURI itself; however, theremaybe caseswhere labels for
those entities may have been made available as part of ontologies or through exter-
nal SPARQL endpoints. Those labels were not investigated in the Roadmap pre-
sented – however, Bioportal has exposed their annotated ontologies as a SPARQL
endpoint and therefore in future we expect to make use of the labels provided by
the original creators of the data.

7 Conclusion

Our preliminary analysis of existing SPARQL endpoint reveals that most Life
Sciences and bio-related data cannot be easily mapped together. In fact, in the
majority of cases there is very little ontology and URI reuse. Furthermore, many
datasets include orphan URI - instances that have no “type”; and multiple URIs
that cannot be dereferenced. Our Roadmap is a step towards cataloguing and
linking the LSLOD through several different techniques. We evaluated the pro-
posed Roadmap in terms of cataloguing time and entity capture and also show-
cased a few applications - namely query federation, selective SPARQL querying,
drug discovery, semantic annotation and LSLOD visualization.
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Abstract. Linked Open Data for ACademia (LODAC) together with Na-
tional Museum of Nature and Science have started collecting linked data of in-
terspecies interaction and making link prediction for future observations. The 
initial data is very sparse and disconnected, making it very difficult to predict 
potential missing links using only one prediction model alone. In this paper, we 
introduce Link Prediction in Interspecies Interaction network (LPII) to solve 
this problem using hybrid recommendation approach. Our prediction model is a 
combination of three scoring functions, and takes into account collaborative fil-
tering, community structure, and biological classification. We have found our 
approach, LPII, to be more accurate than other combinations of scoring func-
tions. Using significance testing, we confirm that these three scoring functions 
are significant for LPII and they play different roles depending on the condi-
tions of linked data. This shows that LPII can be applied to deal with other real-
world situations of link prediction. 

Keywords: Biological classification · Collaborative filtering · Community 
structure · Hybrid recommendation approach · Interspecies interaction · Linked 
data · Link prediction 

1 Introduction 

The technologies of semantic web and linked data have begun connecting world’s 
data through the Internet [1]. Biodiversity observational data is one of timely issues of 
linked open data. It has been gathered and shared for several years by some research 
communities such as GBIF1, LODAC2, TDWG3, etc., so information of living things 
throughout the world has started linking. In Japan, Linked Open Data for ACademia 
(LODAC) has collected taxon concepts in Resource Description Framework (RDF)4 

                                                           
1  Linked Open Data for ACademia (http://lod.ac) 
2  Global Biodiversity Information Facility (http://www.gbif.org) 
3  Biodiversity Information Standard (http://www.tdwg.org) 
4  http://www.w3.org/TR/rdf11-concepts 
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and provided Simple Protocol and RDF Query Language (SPARQL)5 endpoint for 
public access [2]. It results in a great benefit for scientists and people who are inter-
ested in the interconnected information of biodiversity.  

Moreover, LODAC and National Museum of Nature and Science6 have started col-
lecting links of fungus-host interactions from a list of fungi recorded in Japan [3] and 
transforming them into RDF. This project is initiated not only for offering an online 
dataset of interspecies interaction but also preforming a recommendation system for 
predicting potential links of species. It becomes a navigator for biologists to make 
further biological observation and help them to reduce observation’s cost including 
time and budget. For this reason, this study aims to predict potential missing interspe-
cies interactions in the network of linked data, and give them rankings.  

This paper, which is one part of the according project, introduces an approach to 
the Link Prediction in Interspecies Interaction network (LPII). In this study, we ana-
lyze the interaction between fungi and their hosts, which can be either animals or 
plants, in order to give predictive scores to missing links of fungus-host. The difficul-
ty of this research is to deal with a very sparse and rarely connected dataset, so a large 
number of missing links are waiting to be discovered. This situation is similar to the 
beginning phase of linked data that pieces of data are linked in small scale; so much 
effort to discover more interconnections is required. In this case, a well-known scor-
ing function for link prediction such as corroborative filtering [4] alone is not enough; 
hence more perspectives such as community detection [5] and prior knowledge of 
biological classification [6] are considered to be scoring functions for our model. 

The accuracy of this prediction model is verified by the Area Under the receiver 
operating characteristic Curve (AUC) [7] that is generally used in the link prediction 
problem [8], and the suitability of the model is evaluated by domain experts.  Roles of 
all scoring functions based on different conditions of the dataset are discussed as well. 

Therefore, the contribution of our research is to introduce LPII, a hybrid approach 
that combines three concepts of collaborative filtering, community structure, and 
biological classification. To express our approach more clearly, a diagram in Fig. 1 
presents a workflow as a big picture of our work including four main steps. First, 
existent links of interspecies interactions are queried, and then transformed into a 
bipartite graph. Second, the graph is analyzed, nonexistent links are introduced, and 
then their predictive scores are given using the combination of three scoring func-
tions, which indicate the possibility to discover interactions between species based on 
the three mentioned concepts. Next, the missing links between species are ranked by 
the given scores. At last, biologists use the predicted result to be a guideline for mak-
ing observations and feed their observed results back to the database again. These 
steps are described in more detail in the following sections. 

This paper is organized as follows. The background and related work are reviewed 
in Section 2. Our approach, LPII, is introduced in Section 3. Our experiments are 
described in Section 4. Then, the result is discussed in Section 5. Finally, we conclude 
and suggest future work in Section 6.  

                                                           
5  http://www.w3.org/TR/rdf-sparql-query 
6  http://www.kahaku.go.jp/english 
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2 Background and Related Work 

This section describes the dataset, link prediction model, and evaluation model. 

2.1 Dataset of Interspecies Interaction 

LODAC developed ontology and dataset describing taxon concept in RDF. For ex-
ample, a rust fungus species named Melampsora yezoensis from genus Melampsora, 
and a host plant species named Salix pierotii from the genus Salix can be expressed as 
the following statements. 

 @prefix rdf:  <http://www.w3.org/1999/02/22-rdf-syntax-ns#> . 

 @prefix rdfs:  <http://www.w3.org/2000/01/rdf-schema#> . 

 @prefix lodac:  <http://lod.ac/species/> . 

 @prefix species: <http://lod.ac/ns/species#> . 

 

 lodac:Melampsora  species:hasTaxonRank  species:Genus. 

 lodac:Salix    species:hasTaxonRank  species:Genus. 

 

 lodac:Melampsora_yezoensis 

  rdfs:label       “Melampsora yezoensis”@la ; 

  species:hasTaxonRank  species:Species ; 

  species:hasSuperTaxonlodac:Melampsora . 

 

 lodac:Salix_pierotii   

  rdfs:label       “Salix pierotii”@la ; 

  rdf:type        species:ScientificName ; 

  species:hasSuperTaxonlodac:Salix . 

To define an interaction between species, in this case, commensalism of rust fungi 
and hosts can be organized by a predicate named species:growsOn. Thus, the rela-
tionship between Melampsora yezoensis and Salix pierotii becomes  

lodac:Melampsora_yezoensis species:growsOn lodac:Salix_pierotii. 

There are 903 URIs of fungi, 2001 URIs of hosts, and 2,966 triples formed by the 
property species:growsOn in our dataset. This data also acts as a bipartite graph 
whose one side is a set of fungi and the other side is a set of hosts. However, the oc-
currence appears to suggest that the dataset is very sparse because the average out-
degree of fungi is about 3.28 and the average in-degree of hosts is about 1.48. Thus, 
the density of actual interactions is approximately 0.15% of the maximum number of 
all possible links. It means that more than 1.8 millions of links are theoretically calcu-
lated, and further more relationships await to be discovered. Without any proper strat-
egies, this activity may lead to high experimental cost, so the link prediction approach 
becomes a solution to handle this situation. 
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Fig. 2. (a) Bipartite graph indicates fungi from A-side nodes grow on hosts from B-side nodes. 
(b) NFungi-Projection is built from a bipartite graph using Jaccard index. (c) Community struc-
ture is detected from NFungi-Projection and represented by grey clusters. (d) Red dash lines are 
predicted links according to biological classification of A-side nodes. 

2.2 Link Prediction Model 

For link prediction in a bipartite graph, the collaborative filtering method [4], which 
gives predictive scores for missing fungus-host pairs based on number of common 
hosts among fungi, is used. It transforms one side of a bipartite graph into a classical 
graph using a similarity index, find some close neighbors, and scores all predicted 
links. In general, a bipartite graph GBipt=(NA, NB, LExist) is firstly defined by a set NA of 
A-side nodes, a set NB of B-side nodes, and a set LExist⊆ NA×NB of existent links. For 
example, the graph containing NA={a1, a2, a3, a4, a5}, NB={b1, b2, b3, b4, b5}, and 
LExist ={(a1,b1), (a2,b1), (a2,b2), (a3,b2), (a3,b3), (a4,b4), (a5,b5)} are demonstrated 
in Fig. 2(a). A set of missing links (LMiss), which does not exist in the GBipt, is defined 
by LMiss = NA×NB - LExist. Hence, LMiss is {(a1,b2), (a1,b3),(a1,b4), (a1,b5), (a2,b3), 
(a2,b4), (a2,b5), (a3,b1), (a3,b4), (a3,b5), (a4,b1), (a4,b2), (a4,b3), (a4,b5), (a5,b1), 
(a5,b2), (a5,b3), (a5,b4)}. Next, a predictive score of each missing link is calculated 
using collaborative filtering through the similarity of either A-side or B-side nodes. In 
the research, A-side nodes are considered, so it needs to produce a similarity network 
of A-side nodes called NA-projection. The NA-projection of GBipt is GProjA = (NA, EProjA) 
that is defined by as set of edges EProjA={(x,y)|x,y∈ NA and Γ(x)∩Γ(y)≠∅} where ∅ is 
an empty set, and Γ(n) returns a set of nodes that have direct interactions with the 
node n, such as Γ(a2)={b1, b2}. Therefore, the GProjA becomes ({a1, a2, a3, a4, a5}, 
{(a1,a2), (a2,a3)}) that is presented in Fig. 2(b). After that, weight of each edge in NA-
projection is measured using a proper similarity index, such as  

─ Common Neighbors (CN) [8]:  |Γ x Γ y | , 

─ Jaccard Index [9]:   
| || | , 

─ Sørensen index [10]:   
| || | | | , 
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─ Hub Depressed Index (HDI) [8]: 
| | ,  , and 

─ Resource Allocation Index (RA) [11]: ∑    | | . 

For example, weight of (a1,a2) or w(a1,a2) using Jaccard index is 0.5, and w(a2,a3) 
is 0.33. Last, the predictive score of a missing link (ai,bi) using collaborative filtering, 
PCF(ai,bi), is  

 ,  ∑ ,     (1) 

where neighborsOf(ai) returns a set of neighbors of the node ai under GProjA; 
linksTo(bi) gives a set of nodes that have direct links to bi; and w(ai,aj) is weight 
between nodes ai and aj. For example, PCF(a1,b2) computed by w(a1,a2) is 0.5.  

A closer look at the projection of fungi (NFungi-projection or GProjFungi) from the in-
terspecies interaction dataset shows that the degrees of most fungi are very low and 
some of them do not have neighbors, so the collaborative filtering alone does not 
provide enough prediction for this situation. The authors of [12] suggested recom-
mending user-item pairs based on probability of item in a cluster of users. In the case 
of our dataset, there are two perspectives of clustering of fungi, one is host-based 
similarity, and the other one is clustering based on background information.  

The former perspective is a clustering based on fungi that individuals’ relationship 
similarity among fungi is not explicitly given. Fore example, it cannot find PCF(a1,b3) 
because w(a1,a3) is not presented in the collaborative filtering. This situation indi-
cates that a community of fungi becomes an appropriate solution, so community 
structure of fungi in NFungi-projection needs to be detected. In the community detec-
tion problem, a cost function is a key player. A well-known cost function is the Mod-
ularity, which measures the quality of the division of a graph into communities [13]. 
The modularity function Q is defined by 

  ∑ ,   ,  (2) 

where node ai and node aj are in a same community, m is half of number of edges 
appearing in an undirected graph, the function w(ai,aj) is the appropriate weight func-
tion, and functions d(aj) and d(aj) returns degrees of node ai and node aj in NFungi-
projection respectively. Many researches about graph mining proposed community 
detection methods such as,  

─ Walktrap that employed random walk and estimated total Modularity in every 
step before merging clusters [14], 

─ Fast Greedy that used the same random walk as Walktrap but calculated only 
local Modularity [14], 

─ Edge Betweenness that is a top-down clustering method where edges are removed 
in the decreasing order of their edge-betweenness scores [15], and 

─ InfoMap that used an information theoretic clustering on a graph to be a map of 
random walks representing information flow on a network [16]. 
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The output of a community detection method is a set of sub graphs of NFungi-
projection having dense connections between the nodes within a cluster but sparse 
connections between nodes in different clusters as demonstrated in Fig. 2(c).  

Besides the community detection, the latter perspective is a clustering based on 
static knowledge of fungi. Some reviews indicated that some groups of fungi are 
mostly found at some particular plants, for instance, fungi from genus Cyttaria always 
grow on plants from genus Nothofagus [6]. This fact seems to suggest that clustering 
based on biological classification is meaningful for finding missing associations be-
tween fungi and hosts. For example, if {a1, a2} is under the same genus, and {a3, a4, 
a5} is from another genus, the possible missing links is displayed are Fig. 2(d). 

2.3 Evaluation Model 

In the evaluation phase, the LExist is split into training links (LTrain) and test links (LTest). 
The LTrain is an input of prediction model for preparing predicted links (LPredict) to-
gether with the predictive score of missing interspecies interactions called PII. Thus, 
LPredict is a subset of LTest∪ LMiss. In this case, to the best of our knowledge, Precision 
is not suitable for our case, because the number of LPredict is much larger than LTest. 
Moreover, it exactly relies on positive and negative results rather than ranking of 
predictive scores. Area Under the receiver operating characteristic Curve (AUC) is 
always used to evaluate prediction algorithms because the comparison of the ranking 
of both LMiss and LTest is calculated [7]. The AUC becomes higher when elements of 
LTest have high rankings among LPredict descending order by PII.  The AUC is 

 
.  

  (3) 

where there are n comparisons,  n' is times of PII score of LTest being higher than LMiss, 
and n" is times they have the same score. For example, let LPredict = {(a1,b1), (a2, b2), 
(a3,b4), (a4,b5)}, LTest = {(a1,b1), (a2, b2)}, PII(a1,b1)=0.5, PII(a2,b2)=0.3, 
PII(a3,b4)=0.3, and PII(a4,b5)=0.4; the comparisons are PII(a1,b1)>PII(a3,b4), 
PII(a1,b1)>PII(a4,b5), PII(a2,b2)<PII(a4,b5), and PII(a2,b2)=PII(a3,b4); so AUC val-
ues equals (2×1 + 1×0.5)÷4 = 0.625. 

3 LPII Approach 

According to previous sections, the link prediction approach to collaborative filtering 
alone does not well address the issue of our dataset. A hybrid approach consisting of 
collaborative filtering and other suitable methods is regularly presented by some stu-
dies such as [12] and [18]. For this reason, the hybrid approach to Linked Predication 
on Interspecies Interaction (LPII) is introduced. To make the purpose more clearly, 
we presented a workflow in the second step of Fig. 1. as a big picture of this section. 

Our approach is initiated based on the views that (1) a fungus should be found at a 
host shared by its host-based neighbors, (2) fungi from the same community should 
be found at hosts shared by most members, and (3) fungi in the same biological  
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classification should have similar fungus-host intersections. The hybrid approach of 
our work combines three prediction models, also known as scoring functions for link 
prediction, that are collaborative filtering (PCF), community structure (PCS), and bio-
logical classification (PBC). The total scoring function, which combines all functions, 
for predicting interspecies interaction (PII) of a fungus f and a host h is represented by 

 ,   · ,  ,  ,   (4) 

where α, β, and γ are constant variables indicating importance of scoring functions 
respectively. 

In our research, PCF introduced by [4] is proposed to be a baseline that is calculated 
using the equation (1). To prepare data for the prediction process, GBipt=(NFungi, NHosts, 
LExist) is constructed by transforming RDF dataset into a bipartite graph; then GProjFungi 
= (NFungi, EProjFungi) is built by  

 , ,     Γ Γ  (5) 

where Γ  ,  (6) 

Next, PCS(f,h) is derived from the idea of [12], if a host h is frequently shared by most 
fungi under the same community as fungus f, the fungus f is more likely found at the 
host h. This research considered Naïve Bayes [17], which is a likelihood classification 
function, to evaluate the probability of finding the fungus f at the host h. Because 
cluster is known, the probability to find h in the community of f is simply defined by 

 , ∑    ,∑     ,,  (7) 

where MC(f), which stands for “Members of Community of”, returns all members of 
the community of the fungus f; and 1{(fi,h)∈LExist} returns 1 if a link (fi,h) is existent, 
otherwise 0; and 1{(fi,hj)∈LExist} returns 1 for every existent link given by fi. 

Last, PBC(f,h) is computed based on probability of a host h comparing to all hosts 
shared by all fungi under the same biological classification as the fungus f. This func-
tion is expressed by 

 , ∑    ,∑     ,,  (8) 

The definition is similar to equation (7), whereas the term MB(f), which stands for 
“Members of Biological classification of”,  returns the set of all fungi under the same 
biological classification than a fungus f. 

4 Experiment 

In order to demonstrate the feasibility and suitability of the LPII approach, the expe-
riment was designed to achieve the following objectives. 
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1. To prove that our model is suitable for RDF data of interspecies interaction. 
2. To prove that the combination of collaborative filtering, community structure, and 

biological classification provides better prediction result than other ones. 
3. To find out the relative importance of roles that collaborative filtering, community 

structure, and biological classification play in the prediction model. 

4.1 Preparing Data 

The initial input of this model is the bipartite graph of interspecies interaction, 
GBipt=(NFungi, NHosts, LExist), that is generated from RDF data as presented in the first 
step of Fig. 1. Let a variable ?f represent a fungus and a variable ?h represent a host, 
the following SPARQL statements are as suggested. 

─ NFungi is initiated by “select ?f where {?f  species:growsOn ?h .}”, 
─ NHost  is initiated by “select ?h where {?f  species:growsOn ?h .}”, and 
─ LExist  is initiated by “select ?f, ?h where {?f  species:growsOn ?h .}”. 

Besides GBipt, GProjFungi = (NFungi, EProjFungi) together with the weight function w are 
built and executed based on LExist. Since our data is very sparse, links in EProjFungi are 
about 1,500 and it is not enough for performing community detection. Thus, biologi-
cal classification of hosts species is utilized. In this case, LExist* is introduced for col-
lecting relationships between fungus species and host genus, so LExist* is retrieved 
from the SPARQL statement “select ?f, ?hGe where {?f species:growsOn 
?h. ?h species:hasSuperTaxon ?hGe. ?hGe species:hasTaxonRank 
species:Genus. }”. Then, in our experiment, the term LExist of  the equations (6), 
(7), and (8) was replaced by the bag LExist*; and the value of argument h of PCS(f,h) 
and PBC(f,h) was altered to the genus of that host h. Therefore, EProjFungi contains inte-
ractions up to 5,530 links that are enough for performing network analysis.  

In addition, the function MB(f) is evaluated by a query “select ?member where 
{?member species:hasSuperTaxon ?fGe. :f species:hasSuperTaxon 
?hGe. ?hGe species:hasTaxonRank species:Genus. }”, where :f is a URI 
of the focusing fungus.  

4.2 Executing Link Prediction 

Before testing the second objective, a well-suited similarity index for PCF and a com-
munity detection method for PCS have to be selected. The first experiment is to eva-
luate AUC from stated similarity indices: Common Neighbors (CN), Jaccard Index, 
Sørensen Index, Hub Depressed Index (HDI), and Resource Allocation Index (RA). 
Next, the similarity index providing highest AUC is used to build EProjFungi. Then, 
comparison among community detection methods is performed. According to Section 
2.2, Walktrap, Fast Greedy, Edge Betweeness, and InfoMap are candidates. After 
that, the similarity index and community detection method providing highest AUC 
result are selected to be key players in the next experiment. 

To prove the second objective, our approach is evaluated on the dataset. There are 
several steps of testing in each interaction as follows: 
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─ 20% of LExist is split into LTest. 
─ The remaining 80% of LExist becomes LTrain. 
─ LExist* is initiated according to the LTrain. 
─ EProjFungi is built according to the the LExist* using the selected similarity index. 
─ Community structure of fungi is detected based on EProjFungi using the selected 

community detection method. 
─ LPredict that is a subset of LTest∪ LMiss is generated. 
─ The predictive score of each predicted link in LPredict is computed by PCF(f,h), 

PCS(f,h), and PBC(f,h), and then the score is normalized to 0-1 range.  
─ AUC is calculated based on combinations of the scoring functions:  

• Stand-alone function:    (PCF ), (PCS ), and (PBC ) 
• Summation:     (PCF + PCS ), (PCF + PBC ), ( PCS + PBC ), and (PCF + PCS + PBC ) 
• Multiplication: (PCF × PCS ), (PCF × PBC ), ( PCS × PBC ), and (PCF × PCS × PBC ) 

4.3 Significance Testing 

In this section, we run significance testing [19] to prove the importance of scoring 
functions: PCF, PCS, and PBC. An experiment is proposed based on the view that the 
variation of scoring functions results in the change of AUC. In this case, we specify 
varied weights of scoring functions and validate AUC in every iteration. After that, 
the statistical significance testing is made against the assumption that the transition of 
each factor does not have an impact on the change of AUC. This experiment is done 
with the whole dataset and its samples divided by conditions of each fungus node. 
When every node located in GProjFungi was thoroughly investigated, we found that the 
degree distribution is skewed and can be categorized into the following groups. 

─ High degree means the degree is more than 50. 
─ Normal degree means the degree is between 5 and 50.  
─ Low degree means the degree is less than 5. 

Besides degree distribution, community size has a high variance as presented in Fig. 3. 
The distribution of communities’ size is summarized by the following list. 

─ Big community means the number of members is more than 50. 
─ Normal community means the number of members is between 5 and 50. 
─ Small community means the number of members is less than 5. 

These characteristics of fungus node are combined into several conditions such as, 
(Degree=High, Community=Big), (Degree=Normal, Community=Big), etc. Then, the 
variation of the significance of PCF, PCS, and PBC is tested on each condition.  

In addition, this experiment intends to find out the suitable value of α, β, and γ of 
equation (4). In this case, patterns of α, β, and γ that are meaningful for high value of 
AUC are monitored. Compromised values of all coefficients according to conditions 
of dataset are studied as well.  
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were raised up to 4,000 higher ranks. In our experiment, many zero-score test links 
computed by only PCF were moved up to the top 10% rankings after PCS and PBC were 
added. Thus, the prediction model expressed by the equation (4) has been confirmed. 

Table 1. AUC calculated by scoring funtions from different similarity indices 

 CN Jaccard Sørensen HDI RA 
AUC 0.837 0.859 * 0.841 0.854 0.854 

Table 2. AUC calculated by scoring function from different communinty detection methods 
together with Jaccard index 

 Walktrap Fast Greedy Edge Betweeness InfoMap 
AUC 0.823 * 0.747 0.652 0.749 

Table 3. AUC calculated by combinations of scoring functions for link prediction using 
Walktrap togehter with Jaccard index 

Combination Scoring Function(s) AUC 
Stand-alone function PCF 0.859 
 PCS 0.823 
 PBC 0.680 
Summation of functions PCF + PCS 0.867 
 PCF + PBC 0.876 
 PCS + PBC 0.865 
 PCF + PCS + PBC 0.892 * 
Multiplication of functions PCF × PCS 0.817 
 PCF × PBC 0.862 
 PCS × PBC 0.827 
 PCF × PCS × PBC 0.818 

5.2 Evaluating the Significance of Each Scoring Function 

Although the summation of all scoring functions was confirmed, it did not mean that 
all scoring functions played equal role in the LPII. After significant testing was done, 
result on the whole dataset presented in the last row of Table 4 showed that P-Values 
of both PCF and PCS were lower than 0.05, whereas P-Value of PBC was higher than 
0.05. It could be interpreted that both PCF and PCS were significant for the prediction 
model but not PBC, so the scoring function PBC should be removed from the prediction 
model generally. However, the Table 3 confirmed that the combination of three func-
tions was better than two functions. When we analyzed the behavior of each coeffi-
cient thoroughly, as presented in Fig. 4, we found that the increase of each coefficient 
had an effect on AUC. Fig. 4(a), (d), and (e) demonstrated that α and β were consis-
tent with each other and also with AUC. Because the increasing sequence values of α 
and β was always accompanied by the increasing sequence of AUC as expressed by 
the dark color in the heat map. However, Fig. 4(b) and (c) showed that the pattern of γ 
was not coherent with other ones especially AUC. A closer look at the behavior of γ 
and AUC in Fig. 4(f) showed that γ should be very small value otherwise AUC would 
be dropped. Thus, it can be interpreted that PBC is still necessary for our approach.  
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Table 4. Statistical significance of each scoring function were detemined by characteristics of 
nodes having different degree and community sizes under GprojFungi. (Note: Number of * 
indicates significance level, while P-Value≤0.05 is not siginificant) 

Characteristic of Node P-Value 
Degree Community Size PCF PCS PBC 
High Big < 0.001 *** < 0.001 *** 0.094  
Normal Big < 0.001 *** < 0.001 *** < 0.001 *** 
Normal Normal < 0.001 *** < 0.001 *** < 0.001 *** 
Normal Small < 0.001 *** < 0.001 *** < 0.001 *** 
Low Big < 0.001 *** < 0.001 *** 0.011 * 
Low Normal 0.058  0.003 ** 0.032 * 
Low Small 0.056  0.084  < 0.001 *** 

Whole dataset < 0.001 *** < 0.001 *** 0.086  

 

Fig. 4. Heat maps (a), (b), and (c) display AUC resulted from two coefficients while the other 
one is 0.5. Charts (d), (e), and (f) demonstrates the AUC impacted by each individual coeffi-
cient when others are 0.5, and a dash line shows AUC value when α = β = γ. 

Moreover, when data was investigated based on a condition of each fungus node 
mentioned in Section 4.3, it was found that PCF, PCS, and PBC have different roles in 
different conditions. One can note that there is no high degree fungus in either normal 
or small communities, so these two conditions were excluded. Table 4 demonstrated 
the significance of PCF, PCS, and PBC according to the conditions of nodes in the graph 
GProjFungi.  
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─ PCF is not significant if nodes have low degree and are not in a big community. 
─ PCS is not significant if nodes have low degree and are in a small community. 
─ PBC is not significant if nodes have high degree and are in a big community. 

The result satisfied the condition that when there were not enough fungus-host inte-
ractions, fungi have low degree and stay in small community, so the background 
knowledge of fungi such as biological classification, became important criterion for 
the prediction model. According to the Fig. 3, there were a lot of fungi corresponding 
to this condition, so PBC needs to be used. 

Besides, appropriate values for α, β, and γ appearing in the equation (4) were de-
termined. As we selected and analyzed top list of α, β, and γ that provided high AUC 
in every condition of the dataset, there was no pattern among these values and there 
was no clear implication on the significance of scoring functions. Although the golden 
values of all coefficients cannot be claimed, a closer look at the data and Fig. 4 indi-
cated that γ should be smaller than α and β in general. 

5.3 Discussion 

As mentioned in the first section, dealing with sparse data is always unavoidable in 
the beginning phase of data collection, especially the early stage of linked data. The 
associations between resources are not dense, so it is really difficult to predict the 
future link. The prediction based on collaborative filtering is suitable when the data is 
dense enough. Then, prediction based on community structure becomes important for 
data that is less dense but high clustered. When data is less connected, projection of a 
bipartite graph and community detection are hardly possible to be implemented, so 
the link prediction based on clustering defined by background information of re-
sources becomes a key player. In case of normal linked data, taxonomy of resources 
identified by well-known predicates such as rdf:type, rdf:subClassOf, skos:broader, 
skos:narrower, etc., are evaluated. Therefore, the link prediction based on the dimen-
sions of similarity between collaborators, probability to find links among community 
members, and probability to find links among nodes having similar background 
knowledge are always necessary for early stage of linked data. 

In addition, domain experts such as biologists are to evaluate the predicted results. 
A fungus-host link having high score is highly possible to be discovered, because the 
focusing host is frequently interacted by fungi that are adjacent neighbors, members 
of the same community, and under the same biological classification. For example:  

─ lodac:Phragmidium_mucronatum  species:growsOn lodac:ハマナス . 

─ lodac:Phragmidium_fusiforme   species:growsOn lodac:ハマナス . 

─ lodac:Phragmidium_potentillae species:growsOn lodac:イワキンバイ . 

which are not presented in the dataset [3], have been discovered. Then, the result of 
observation is preserved in an RDF repository and shared to Linked Open Data 
(LOD) cloud as presented in the third, fourth, and first steps of the workflow in Fig. 1. 
Therefore, due to our investigation and outcome, we can assure that this research is 
suitable and feasible to be carried out in the real-world situations. 
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6 Conclusion and Future Work 

This study is an attempt to address the issue of link prediction in sparse network of 
linked data. This paper introduces LPII, a hybrid recommendation approach for link 
prediction. The research can be summarized into four steps as demonstrated in the 
Fig. 1. In the first step, a bipartite graph of fungus-host associations is generated from 
linked data of interspecies interaction using SPARQL query. In the second step, this 
bipartite graph is executed by our prediction model that combines three scoring func-
tions based on different perspectives: collaborative filtering, community structure, and 
biological classification. Collaborative filtering prediction is evaluated based on the 
view that fungi will be found at hosts where similar fungi are already found. The oth-
er perspectives are based on possibility of links between fungi and hosts that are al-
ways found in the same community and in the same biological classification of fungi. 
When our approach was evaluated by AUC, it has been found that the linear combina-
tion of three scoring functions is more accurate than other combinations. Moreover, 
all perspectives are statistically significant and play different roles in different charac-
teristics of data. Collaborative filtering and community structure are highly significant 
when fungus degree and its community size are not low, whereas biological classifi-
cation becomes highly important when node degree and community size are not high. 
The experiment also suggested that the coefficient of the biological classification 
should be lower than the other ones in order to improve AUC. After the calculation of 
LPII, in the third step, the list of missing links together with predictive scores is pro-
vided. At last, biologists make an observation over the prediction result of fungi and 
hosts as presented in the fourth step. An observed result will be preserved in an RDF 
repository and published to LOD cloud in order to be knowledgebase for a next pre-
diction.  

However, when more data is observed and collected, the data becomes denser. The 
link prediction inside a cluster may not be appropriate anymore. While using link 
prediction across clusters [20] together with semantic distance among resources [21] 
would be considered in our future work. 
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Abstract. As mobile devices proliferate and their computational power
has increased rapidly over recent years, mobile applications have become
a popular choice for visitors to enhance their travelling experience.
However, most tourist mobile apps currently use narratives generated
specifically for the app and often require a reliable Internet connection
to download data from the cloud. These requirements are difficult to
achieve in rural settings where many interesting cultural heritage sites
are located. Although Linked Data has become a very popular format
to preserve historical and cultural archives, it has not been applied to a
great extent in tourist sector. In this paper we describe an approach to
using Linked Data technology for enhancing visitors’ experience in rural
settings. In particular, we present CURIOS Mobile, the implementation
of our approach and an initial evaluation from a case study conducted
in the Western Isles of Scotland.

1 Introduction

From the data perspective, most heritage based mobile applications (apps) to
date have used content specifically tailored for the apps. This content usually fol-
lows a pre-set geographical route and story-lines while requiring a large amount
of human effort to generate. Even though this approach can provide user-friendly
and concise content to visitors, it is not very practical for small local community
groups. Local community groups often develop their cultural heritage collections
in an archive instead of a collection of stories that can be presented to visitors.
Moreover, if this data covers a large, non-linear geographical area, it is not real-
istic to use pre-set geographical routes and expect visitors to follow them.

Linked Open Data is a set of best practices to publish structural data on the
web, as introduced by Tim Berners-Lee [1]. It has several important advantages
over traditional relational databases such as integrability and reusability, which
has made it become increasingly popular within the cultural heritage sector.
There have been several efforts to bring cultural heritage archives into Linked
Data formats such as in the CultureSampo project [2] and the OpenART [3]
project. The ultimate goal of such projects is to allow data to be able to contex-
tualised, reused, and integrated further.
c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 129–145, 2015.
DOI: 10.1007/978-3-319-15615-6 10
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The work described in this paper was carried out as parts of the CURIOS
Mobile project at the University of Aberdeen, a follow-up of the CURIOS project.1

The CURIOS project aims to produce a set of software tools to allow small local
community groups to produce and consume their cultural heritage archives in
Linked Open Data formats. The main software is a Linked Data Content Manage-
ment System (CMS) [4,5].This Linked Data CMS provides a platform for novice
users to produce more Linked Data by providing a friendly user interface as in the
traditional CMSs such as Wordpress or Mediawiki.

Given the rich content generated in Linked Data formats, CURIOS Mobile
explored the ways to exploit Linked Data in order to provide visitors with an
enjoyable user experience while exploring rural areas. The objective of CURIOS
Mobile was to deliver a tourist mobile application which can 1) exploit the
current linked dataset generated by the CURIOS CMS and 2) work reasonably
well with unreliable mobile Internet connection in rural areas. The Hebridean
Connections’ dataset has been used as the main case study for the CURIOS
Mobile project.

There have been several attempts to bring Linked Data and the Semantic
Web closer to mobile devices: DBPedia Mobile [6], mSpace Mobile [7], Who’s
Who [8], etc. However, previous work either focuses on only specific problems
such as context discovery and visualisation, or assumes that data connection
is always available and reliable. In contrast, in this paper we present a generic
framework to exploit Linked Data archives for tourist activities, especially in a
rural context where limited or no data connection is available to mobile devices.
Below are the summary of the paper’s main contributions.

1. A generic framework to use Linked Data archives for tourist activities via a
mobile application.

2. Linked Data-based caching solutions to the unreliable data connection issue
in rural areas.

3. A recommendation mechanism to choose which information to present to
visitors on the site based on data characteristics.

4. A simple mechanism to generate text-based descriptions directly from RDF
triples based on the techniques introduced in [9].

This paper is organised as follows. In Section 2 we briefly introduce the
context of this paper; in particular the technologies and dataset we are using, as
well as the broader framework as to where the system described in this paper
fits. In Section 3 we introduce the main challenges for developing and deploying
tourist mobile applications in rural areas. In Section 4 we introduce our approach,
including a brief overview of the system and our solutions to the challenges
mentioned in Section 3. In Section 5 we present some preliminary results of our
implementation. Section 6 is the discussion of related work. Section 7 includes
the conclusion and some pointers to future work.

1 http://curiosproject.abdn.ac.uk

http://curiosproject.abdn.ac.uk


CURIOS Mobile: Linked Data Exploitation 131

2 Background

2.1 Linked Open Data

A 4-star Linked Open Data as described in Tim Berners-Lee’s note [1] would
use HTTP URIs2 to denote things (i.e., individuals) and W3C standards such
as RDF or OWL3 to describe such individuals’ information or to relate one
individual to another. The Resource Description Framework (RDF) is used as
a standard format to describe things and their relationships within a linked
dataset as RDF triples. The RDF triples are then stored in a type of database
system, namely a triplestore and can be retrieved or maintained via a specific
query language, SPARQL4. The vocabularies used to describe things and their
relationships using RDF are usually defined in an OWL ontology.

2.2 The CURIOS Project

The CURIOS project aims to provide a sustainable and extensible software sys-
tem for historical societies to produce and consume cultural heritage data in
the form of Linked Open Data. By combining Linked Data standards and soft-
ware with Drupal, a popular open source CMS, CURIOS provides users with
limited knowledge on semantic technology a friendly front-end in order to pro-
duce linked data without noticing the underlying technologies (e.g., SPARQL,
RDF). In CURIOS, the data entered by users are stored in a triplestore while
the configuration of how data are presented to users is stored in Drupal’s tra-
ditional SQL database. This approach allows the linked dataset maintained by
CURIOS to be loosely coupled to Drupal meaning it can be reused in different
applications or by other software. There have been two main case studies con-
ducted to evaluate the CURIOS system: one involving historical societies based
in the Western Isles of Scotland (Hebridean Connections) and another one with
a local historical group at Portsoy, a fishing village located in the North East
of Scotland. These two case studies are very different in terms of dataset’s scale
and the organisation structure. However, CURIOS has been well-received from
both communities.

2.3 The Hebridean Connections Case Study

Hebridean Connections is a project connecting local historical societies across the
Western Isles of Scotland (a.k.a. Outer Hebrides). Thousands of records about
the genealogy, places, traditions, cultural and history of the islands have been
generated by local historical societies and their contributors. Before the release
of CURIOS, the data had been preserved in multiple physical archives by each
local historical society and in a relational database maintained via proprietary
2 Uniform Resource Identifier
3 Web Ontology Language
4 Simple Protocol And RDF Query Language
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software. This dataset has been digitised and preserved in a Linked Open Data
standard format (RDF). More and more linked data has been added into the
archive using the CURIOS Linked Data Content Management System since its
first release (February 2014). The CURIOS system has been deployed on the
Hebridean Connections website recently (available at http://www.hebrideanconn
ections.com).

As of 28/07/2014, the dataset in the Hebridean Connections case study con-
sists of 864,429 RDF triples before inference, incorporated within a relatively
simple OWL ontology. These triples form a total of 44,358 records. Basically,
a CURIOS record is the set of triples, usually presented together, describing a
particular subject (identified by a URI). Formally, a CURIOS record is defined
as follows.

Definition 1 (CURIOS Record). A CURIOS record rs of a subject s is a set
of RDF triples of the form < s, p, o > where s is the URI identifying the record
by its numeric identifier, p is either a datatype property or an object property,
and o is either a literal value or a URI.

Figure 1 shows an example of a person record within the Herbidean Con-
nections’ dataset. Each record in the dataset will have at least a subject
ID(e.g., 23160), a title (e.g., "Angus Macleod") and a record type associated
with it (e.g., hc:Person). Moreover, depending on its type (e.g., hc:Person,
hc:Location, etc.), a record can have different datatype properties. For exam-
ple, only hc:Person records can have hc:occupation datatype property while
hc:Location records can have geographical information (i.e., hc:easting and
hc:northing). A record might also contain “links” (i.e., object properties) to
other records such as hc:childOf.

hc:23160 hc:title "Angus Macleod"

hc:23160 hc:subjectID 23160

hc:23160 rdf:type hc:Person

hc:23160 hc:sex "Male"

hc:23160 hc:description "Angus Macleod was born in 1916 to 8 Calbost..."

hc:23160 hc:approvedForPub "yes"

hc:23160 hc:bkReference "CEP 2335"

hc:23160 hc:isChildOf hc:23112

hc:23160 hc:isBornAt hc:369

Fig. 1. Part of a record of a person in Hebridean Connections’ dataset

Figure 2 shows some statistics of the Hebridean Connections dataset (as of
28/07/2014), including the total number of records grouped by categories, pub-
lished records, records with geographical information and records with a descrip-
tion. Note that even though the records have already been digitised and stored
in a triplestore, not all of them are available to the public for browsing because
parts of the datasets are still under revision. The records are grouped into 17
categories and records about people and places make up a large proportion of the

http://www.hebrideanconnections.com
http://www.hebrideanconnections.com
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Record types #records #published #geog info #with description

Vehicles 30 6 29
Sound files 39 39 39
Gaelic verses 55 51 55
Historical events 81 71 79
Businesses 82 65 4 69
Natural landscape features 92 64 62 77
Organisations 123 103 111
Resources 190 88 146
Buildings and public amenity 206 122 75 142
Objects and artefacts 216 215 215
Stories, reports and traditions 448 435 446
Boats 487 412 450
Locations 1,137 700 204 757
Landmarks and archaeological sites 2,255 2,221 2,198 2,243
Croft and Residences 2,818 1,527 498 1,368
Image Files 3,226 3,185 3,065
People 32,873 17,398 27,883

Total 44,358 26,702 3,041 37,174

Fig. 2. The Hebridean Connections dataset

dataset. Column #geog info shows the number of records with geographical
information (e.g., having hc:easting and hc:northing properties to represent
an Ordnance Survey grid reference). Most records also have a description, a
human-generated text giving more information about the record. Some of the
description might have annotations, i.e., links to other records. However, not all
records have a description, as shown in the last column of Figure 2.

3 Challenges to Tourist Mobile Apps in Rural Areas

3.1 Unreliable Connectivity and Expensive Download Costs

Tourist mobile applications can be grouped into two main groups: on-the-fly
download and one-off download approaches. The on-the-fly download approach
provides the most up-to-date information and requires much less initial down-
load. A typical category of applications following this approach is the so-called
mobile web-apps. Every time a user requests some information, the application
pulls the response onto the device and displays it to the user. This information
might or might not be stored on the device. An advantage of this approach is
that users generally only download (pay for) what they browse. This approach
is best suited for central places of interests such as museums and galleries where
mobile Internet connection is generally good or where Wi-Fi connection is avail-
able. Unfortunately, in rural areas the apps using this approach will become very
unresponsive, or in the worst case, will not work at all. For example, when there
is no Internet connection, the Brighton Museum app5 only prompts a message
that users need to have Internet connection to simply open the app.
5 https://play.google.com/store/apps/details?id=com.surfaceimpression.

brightonmuseums

https://play.google.com/store/apps/details?id=com.surfaceimpression.brightonmuseums
https://play.google.com/store/apps/details?id=com.surfaceimpression.brightonmuseums
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The one-off download approach, in contrast, relies on an assumption that the
visitors intentionally use the mobile app for their exploration activities. A typical
scenario is that the visitors download the app at home or at places with good
Wi-Fi connection and then bring the app with them on-site for offline usages.
This approach therefore requires a heavy initial download in order to ensure
good user experience in terms of rich contents (more audio, images and videos)
and a responsive user interface (all data is kept on the device). Some examples
using this approach are the Timespan - Museum Without Walls iOS app6 and
Great Escape Moray published by the National Library of Scotland7. These apps
require an initial download from 350MB to more than 450MB. Despite bringing
rich and layered content to users, the one-off download approach suffers several
drawbacks, especially in a rural context. Firstly, visitors need to know about the
app before coming to the site. This is suitable for popular tourist sites but not
for the small-scaled, remote areas less known for tourist activities. Secondly, as
the data is downloaded as a whole, it is not as pertinent for tourists who only
have certain interests in the information. For example, the user might only be
interested in certain places or people only, and in this instance it would be best for
the app to only pre-download such information. Thirdly, applications using this
approach cannot cope with frequently updated data. For this approach, updates
are done much less often and usually require another heavy data download.

3.2 Manual Recommendation in a Large Archive

Given the large total number of records in the archive (about 45 thousands
records in which over 3000 are places), it is challenging to choose which ones
should be presented to the users. A simple solution is to ask for recommen-
dations from local people. Hebridean Connections, our local partner, helped to
recommend 325 records related to the Pairc area of Lewis, Scotland. Of these
325, 64 records are about places of interests but only 55 of these are available
to the public due to on-going revisions. Clearly, recommending 325 records (64
places) over 45 thousand records (3000 places) is not a trivial task and requires
much time and effort.

In addition to this, even when there is a list of suggested records from local
people, it is also not easy to choose which records should be given to the users
and/or should be cached in the users mobiles. For example, some records are
very general and can be related to many other records such as “World War I”,
“Pairc Historical Society”. For example, a major event such as “World War I”
can be associated with hundreds of other records ranging from people to places
and stories. However, a user viewing the “World War I” record is not necessarily
interested in all several hundreds of related records. In fact, presenting all records
would be not only expensive in terms of downloading cost and time, especially
in the rural context, but also confusing to users, as there would be too many
records to browse.
6 https://itunes.apple.com/gb/app/museum-without-walls-scotlands/id556429487
7 http://www.nls.uk/learning-zone/great-escapes

https://itunes.apple.com/gb/app/museum-without-walls-scotlands/id556429487
http://www.nls.uk/learning-zone/great-escapes
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3.3 Presenting Records without a Description

For such a large, crowd-sourced archive like Hebridean Connections, it is often
the case that not all records have a detailed description. Recall from Section
2.3, Figure 2 shows that only 83.8% (37,174 out of 44,358) of the records have
a description. This might not be a very important issue if the data are only
browsed on the web or shared in a linked data cloud. However, for tourist appli-
cations, the lack of detailed, human-readable description will significantly affect
the experience of visitors. Fortunately, despite the lack of a human-generated
description, these records still have a set of triples with datatype properties
and object properties, which can be used to generate a very simple description.
Therefore, instead of presenting to visitors a set of raw RDF triples and no
description, the system should be able to generate a simple description based on
the RDF data of that record.

4 The CURIOS Mobile System

4.1 System Architecture

The CURIOS Mobile System adopts the client-server software model, as shown in
Figure 3. As can be seen, CURIOS Mobile is a component of the whole CURIOS

Fig. 3. CURIOS Mobile System

System, in which it reuses the database (the triple store) maintained via the
CURIOS CMS. This database is wrapped by a RESTful8 web service, which
8 REpresentational State Transfer (REST) is a web architecture style commonly used

for the implementation of web-based APIs [10].
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provide data to the mobile devices via an API (Application Programming Inter-
face). By using this software model, the same API/Web-services can be used for
multiple mobile platforms: Android, iOS, Windows Phone, etc. However, unlike
the traditional client-server software model, where the client side is very thin and
only shows results retrieved from the server, the client side in CURIOS Mobile
system also caches and stores data in a database. Below we describe briefly the
components of the CURIOS Mobile system as well as the main CURIOS system
and how they interact to each other.

The CMS is not a component of the CURIOS Mobile system in particular, but
a key component for the whole CURIOS system, where it allows users (members
of historical societies) to enter and curate data. It is also the central place for the
public to browse and explore the archive as well as to contribute to the dataset
in some way via social media tools such as the commenting system. The CMS
uses both a relational database as a back-end for Drupal’s internal data (e.g.,
nodes, entities) and a triplestore to store data (records) generated from users.

The triplestore is used for both the CMS and the CURIOS Mobile system.
The RDF triples are stored in the Jena TDB persistent storage system. As the
same triplestore serves multiple applications (e.g., the CMS and the RESTful
web service), Jena Fuseki SPARQL server [11] is used for data retrieval and
maintenance. Data held in the triplestore are generated and maintained via
updates sent from the CMS. In return, the triplestore answers the requests sent
from the CMS and the RESTful web service and hence allow users or client apps
to browse the dataset.

In theory, the advantage of Linked Data technologies is to enable open data,
and hence the triplestore can be accessed (read-only) by web-users directly with-
out going through the middle-services such as the CMS or the RESTful web
service. Therefore, the CURIOS Mobile system or the CMS are just examples
of how the linked datasets can be used and reused. In the CURIOS Mobile
project, there are two important reasons why direct access to the triplestore
should be avoided: access control and data pre-processing. Recall from Section
2.3, parts of the dataset are not visible to the public and some datasets, e.g., in
the Hebridean Connections case study, require a complex hierarchy of user-roles
and associated permissions, which needs to be implemented in a middleware
like the CMS. Another reason is that some of the data are not yet ready to be
presented in their current form and hence require some pre-processing before
sending back to the client apps/end-users. For example, the coordinate system
used in the Hebridean Connections’ dataset is the Ordnance Survey Grid Refer-
ence (e.g., using easting/northing) while most mapping API/services for mobile
devices nowadays use the latitude/longitude system.

The RESTful web service provides an easy, flexible way for mobile devices
to request and retrieve data from the server.9 Beside the main role as an API for
9 The RESTful web-service is currently hosted at http://curiosmobile.abdn.ac.

uk:8080/CuriosMobile and the API Documentation is given at http://docs.
curiosmobile.apiary.io.

http://curiosmobile.abdn.ac.uk:8080/CuriosMobile
http://curiosmobile.abdn.ac.uk:8080/CuriosMobile
http://docs.curiosmobile.apiary.io.
http://docs.curiosmobile.apiary.io.
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mobile clients to access the data stored in the triplestore, this sub-component
of CURIOS Mobile also has three more tasks: caching recommended data from
the triplestore; generating narratives for records without a description; and pre-
processing data before sending to the client apps under JSON format. The web
service is also responsible for validating/updating cached entries, e.g., to see if
a record has been update recently, and send corresponding updates to the client
apps so that the second layer of data caching (see the next section) is kept
up-to-date.

The client apps include a GUI (Graphical User Interface) for end-users to
browse the dataset and a second layer of data caching. More specifically, data
retrieved from the RESTful web service will be stored in a SQLite database of
the device. This caching layer would optimise the performance of data browsing
using the mobile devices, especially with unreliable Internet connectivity. Three
main tasks of the client apps are:

– to allow users to view the archived records using the mobile devices,
– to cache records in advance based on users’ location and the previous brows-

ing history, and
– to send notifications about places of interest when they approach them.

4.2 Data Caching for Rural Settings

As mentioned above, CURIOS Mobile maintains two layer of data caching, one
in the RESTful web service and one in the client apps. The first layer is to avoid
overhead while querying data against the triplestore as well as to keep track of
which records have been out of date. In this section we focus on the second layer
of data caching since this is used to overcome the problem of unreliable Internet
connection in rural areas.

The caching services can be used to download relevant data when the visitors
have good Internet connection such as WIFI or 3G. Relevant data will already be
downloaded and stored in client apps even before the visitor arrives at the places
of interest. When the visitor goes to rural areas with limited or even no access
to the Internet, the app will still be able to use seamlessly. Below we present two
caching services implemented in CURIOS Mobile: Location-based Caching and
Semantics-based Caching.

Location-based Caching is to cache the records with geographical informa-
tion (i.e., a pair of easting/northing or latitude/longitude) based on the cur-
rent user’s location. Therefore, only the records located around the geographical
area the user is visiting are cached. To adapt different case studies and dif-
ferent geographical areas, we use a parameter, the euclidean distance (denoted
by distancee) between the user’s current location and the record’s location, to
adjust the level of of caching. Records within the radius of distancee from the
user’s current location are cached. However, one should be careful while adjust-
ing distancee as this parameter should be proportional to the average distance
between places of interest to be most effective. For example, if distancee is much
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greater than the average distance between places, most places will be cached,
and the client apps end up downloading all the dataset even when the visitors
are not keen on viewing all the places. In contrast, if distancee is smaller com-
pared to the range where mobile data connection (signal) is available, it is likely
that no record can be downloaded and cached due to no Internet connection.

Semantics-based Caching. As the data used within CURIOS Mobile is repre-
sented as linked data, it is also possible to perform ahead caching for the related
records with respect to what the users have been viewing. We call this style of
caching Semantics-based Caching. Similar to Location-based Caching, we use a
parameterisable distance to control the level of caching needed. We refer to this
distance as the semantic distance, as defined in Definition 2.

Definition 2 (Semantic Distance). The semantic distance of two CURIOS
records rs1 and rs2 in a triplestore R, denoted by distances(rs1, rs2), is the length
of the shortest path in the RDF graph connecting s1 and s2.

If two records are directly linked, i.e., < s1, p, s2 >∈ R then distances(rs1, rs2) =
1. However, like location-based caching, it is pertinent that this distance should
be chosen carefully to avoid downloading too much data, which might not be
relevant enough to users. For example, CURIOS Mobile only downloads and
caches records one link away from the viewing record, i.e., distances(rs1, rs2) =
1. These records will be downloaded in the background process and hence cannot
interfere with users current activities. Subject to successful downloads, these
records are stored in the app’s SQLite database. In reality, some records are
general and linked to many other records, and it is not practical to download
and store all of them. Therefore, it is necessary to have a mechanism to sort the
records based on the level of interest, and then only pick the top of them (i.e.,
the most interesting ones). This mechanism will be described in detail in the
following section.

4.3 Auto-Recommendation of Things of Interest

As presented in Section 3.2, it is not trivial to manually choose which records
should be presented to users in a large archive like the Hebridean Connections’s
dataset. To tackle this challenge, we have constructed a utility function to assess
the level of interest in each record. Firstly, if a user is interested in some records
or contents by viewing or searching for them, not only these records but also the
related records (selected via the semantic distance in Definition 2) can be the
potential candidates for caching. Secondly, to avoid over-caching uninteresting
records, related records will be sorted, picked, downloaded and cached based on
their level of interest (the result of the utility function).

While assessing the level of interest of a record, there are three factors taken
into account: 1) the recommendations from local people, 2) the quality of the
record description (based on text length) and 3) the number of links to and from
that record, as described in the below equation:

Utility(r) = p1 × is suggested(r)+ p2 × description quality(r)+ p3 × links quality(r)
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where r is a CURIOS record, is suggested(r) is a binary bit representing whether
the record has been suggested by locals, description quality(r) ranging from 0 to
1 represents the quality of r in terms of its description and links quality(r) rang-
ing from 0 to 1 represents the quality of the record r in terms of the links from/to
it, and p1, p2, p3 the preferences given to each factor of the utility function.

Note that the utility function can be easily modified to adapt different
datasets/case studies. For example, in CURIOS Mobile we set p1, p2 and p3
the values of 0.5, 0.3 and 0.2 respectively so that the priority is then given to
suggested records and records with higher quality description. For example, a
record without a description and which is not suggested by locals will unlikely be
selected and cached. Links to and from that record are also taken into account,
but with a lower preference. This factor only counts 20% towards the final utility
value, because this might add noise to the utility function, particularly in cases
where the record is a generic term such as a book, a historical society or an
important historical event (e.g., “World War I”).

The utility value of a record can be used in a couple of ways. Firstly, the app
can have a threshold value to allow some records to be downloaded and cached
in the clients apps based on the utility values. This initial set of cached records
will be used to give basic information to the user in the beginning. After that,
as soon as the user starts to browse this set of records, other records related to
this set will also be selected and cached using the semantic distance. Eventually
the set of cached records will be growing until there is no Internet connectivity
or no user activity. Secondly, when a record is linked to many other records, it is
possible to compare the utility values of these linked records to decide which ones
should be downloaded and presented to users. In CURIOS Mobile, these tasks
are done on the server side, before sending back the record to mobile clients.

4.4 Description Generation from RDFs

To present records without a description to users (see Section 3.3), we adopted
the free generation approach similar to the one in the Triple-Text system [9]. An
example of a CURIOS record which only contain RDF triples and no descrip-
tion is shown in Figure 4. Now the general ideas are that each text sentence is
generated from an RDF triple and the verbs in these sentences are constructed
directly from RDF property names. An advantage of this approach is that it is
domain-independent, meaning that this can be used as a generic approach for
CURIOS Mobile to exploit any archived linked data generated via the CURIOS
system. However, this approach requires the ontology designers to think ahead of
properties and concept names so that they can be used later to generate correct
verbs and nouns. Narrative generation is done on the server side of CURIOS
Mobile (i.e., in the RESTful web service) using the SimpleNLG library [12].

The description generation process for a record has three steps. Firstly, all
RDF triples within the record containing irrelevant data such as metadata (e.g.,
record owner, publication status) are filtered out. Secondly, we build an abstract
model of a record from the RDF triples. A record has a title, a type, a set of
datatype properties and their values (e.g., hc:occupation:Teacher) and a set
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hc:10738 hc:ownedBySociety "CEBL"

hc:10738 hc:approvedForPub "yes"

hc:10738 rdf:type hc:Person

hc:10738 hc:subjectID 10738

hc:10738 hc:title "Margaret Smith"

// datatype properties

hc:10738 hc:sex "Female"

hc:10738 hc:BKReference "CEBL 73"

hc:10738 hc:alsoKnownAs "Mairead Iain Mhoireach"

hc:10738 hc:dateOfBirth hc:Dr6411

hc:10738 hc:dateOfDeath hc:Dr641

// object properties

hc:10738 hc:married hc:10708

hc:10738 hc:livedAt hc:792

hc:10738 hc:livedAt hc:780

hc:10738 hc:isChildOf hc:861

hc:10738 hc:isChildOf hc:863

hc:10738 hc:isParentOf hc:5521

hc:10738 hc:isParentOf hc:6015

hc:10738 hc:isParentOf hc:4219

hc:10738 hc:isParentOf hc:17394

hc:10738 hc:informationObtainedFrom hc:5181

Fig. 4. RDF triples of the record hc:10738

of object properties (e.g., hc:isChildOf) and their values’ titles. The names of
datatype properties and object properties are usually nouns and verbs respec-
tively. In Figure 4, although hc:dateOfBirth and hc:dateOfDeath are listed as
datatype properties, they are in fact object properties linking to a hc:DateRange
individual. The values of the hc:DateRange individual is computed from a a pair
of time points. A pair of time points can cover different periods, e.g., a date, a
year, a decade, a century, etc. This approach is to deal with inexact dates that
occur very frequently in the cultural heritage domain. This also explains why in
the generated text there are different formats of “date” (see Figure 5). Thirdly,
we generate a description for the record based on this abstract model, sentence
by sentence. The generated description of a record is a paragraph consisting of:
a sentence describing the record’s title and type, a set of sentences generated
from the datatype properties, and a set of sentences generated from the object
properties. Because datatype properties are usually named as nouns, we used
possessive adjectives (e.g., his, her, its) for sentence construction. Similarly, we
use pronouns (e.g., he, she, it) for sentences constructed from object properties.
All generated sentences are added into a paragraph and realised by SimpleNLG.

Figure 5 shows the description generated from the RDF triples in Figure 4.
Datatype properties which are not recognised as a noun such as hc:alsoKnownAs
are used as complements for the subject in the first sentence. For object prop-
erties with multiple values such as hc:isParentOf and hc:isChildOf, instead
of producing multiple similar sentences which cause redundancy and disinterest,
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Margaret Smith also known as Mairead Iain Mhoireach is a person.

Her date of death is Thu, 18 Dec 1873. Her date of birth is 1801.

Her bk reference is CEBL 73. Her sex is Female. Margaret Smith is

parent of John Gillies, Henrietta Gillies, Christina Gillies and

Peter Gillies. She is child of John Smith and Catherine Maciver.

She marries Angus Gillies. She lives at Bosta and 1 Earshader. She

informations obtained from Register of Births, Marriages and Death.

Fig. 5. The generated description for hc:10738 from the triples in Figure 4

the RDF triples are aggregated into one sentence. If there are too many val-
ues for an object properties (e.g., more than 5), the system only generates
the total count and some records, sorted by the level of interest using the
utility function mentioned in Section 4.3. It can be seen that this approach
cannot deal with object properties whose names are not verbs. For example,
hc:informationObtainedFrom is translated as a verb “informations obtained
from”. Also, the articles such as “a/an/the” are also missing.

5 Preliminary Results

In this section we present some preliminary evaluation of our implementation
of the data caching services. The testing were done at the Pairc area in the
Isle of Lewis, Scotland. As shown in Figure 6, three Android-based devices with
different settings are used to evaluate the caching services.

#Device Network Device OS Caching distance Test

Device 1 3 UK Moto G (3G) Android 4.4.2 12km (3G available) Both
Device 2 O2 UK Moto G (3G) Android 4.4.2 7km (only GPRS available) Location-based caching
Device 3 No 3G Nexus 7 Android 4.4.3 Not applicable Semantics-based caching

Fig. 6. Devices used for testing

We aimed to use Device 1 for testing the combination of both caching ser-
vices, Device 2 for testing location-based caching only, and Device 3 for testing
semantics-based caching only. Device 1 and 2 were able to use data connec-
tion (e.g., 3G or GPRS) while Device 3 could only access to WIFI connection
and hence Device 3 could not use the location-based caching during the jour-
ney. Because 3G data connection is only available within 10-12km of the site
and only GPRS is available within 5-7km of the sites, to test the location-based
caching service, we adjusted the caching distance (distancee in Section 4.2) to
12km and 7km for Device 1 and 2 respectively. By doing so, Device 1 could use
the 3G network for its location-based caching service while Device 2 could only
use the slower GPRS for its caching service. Information about how strong the
signal would be in different areas along the route can be obtained easily from
any operator’s online coverage map.
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To test the semantics-based caching service, before going to the site, users
for Device 1 and Device 3 were asked to randomly browse and read records for
15 to 20 minutes. After browsing, the number of cached records for Device 1 and
Device 3 were 230 and 128 respectively. The number of cached records in Device
2 remained 0.

During the journey towards the site, Device 1, with a 12km caching distance
setting, had increased the number of cached records from 230 to 285 and settled
at this number (all 55 recommended places had been cached) at about 10km
away from the Pairc area. The user with Device 1, with 285 cached records, could
browse most records about places and related things such as people, stories, etc.
on site even without an Internet connection. Only 15% of the clicked record
could not be rendered, meaning that 85% of clicked records are cached by both
caching services.

Device 2 got some messages showing that some of the to-be-cached records
had not been downloaded successfully while driving at a speed of approximately
80-90km per hour. When stopped, however, after remaining in a location for
several minutes the caching resumed correctly. This is because Device 2 could
only use GPRS data connection which is much slower than 3G meaning that the
downloads were interrupted while moving fast between places with and without
a data connection. At 6km away from the sites, 16/55 records had been cached
and when arriving at Ravenspoint, a place within the Pairc area and about 4-
5km away from the nearest suggested place, all 55/55 records had been cached
in Device 2. This suggests that the location-based caching service worked well,
even with a slow data connection such as GPRS.

Fig. 7. The cache’s growth using the semantics-based caching service

For Device 3 (only using semantics-based caching), the user was asked to
browse the places which they would like to visit on the map as well as the records
related to these places randomly. We measured the number of records which the
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user clicked to view, the number of cached records after viewing the record, and
how many of the cached records were recommended by locals. Figure 7 shows the
growth of the cache while the records were browsed randomly. Firstly, the cache
size (blue column) almost grows linearly to the number of viewed records. This
means that the system did not over-cache records and hence could keep the cost
of data download low for visitors. Obviously, as a visitor approaches to brows-
ing all records then the cache will settle at some point because there would be
nothing left to cache. Secondly, in average, recommended records (red column)
count about 35% of the cache, meaning that the semantics-based caching service
downloaded a good amount of high quality records, which would be very likely to
be viewed by visitors when they arrived at the site. Like location-based caching,
records cached using semantics-based caching can be used to send pushed notifi-
cations to users while they are passing the places related to the cached records.
This process can be done completely offline as only user’s current location is
required. Therefore, users would be able to read records along the way, even in
the areas with no connectivity.

The initial results suggested that although the combination of both caching
services worked best, it would still be possible for devices without 3G service
like Device 3 to use semantics-based caching to give users information about
interesting places (and related records) as they are passing them. As for location-
based caching, the results showed that not only 3G but also GPRS data service
was sufficient for downloading the records. However, the coverage pattern of
Internet availability and the user’s moving speed should be taken into account
while performing location-based caching.

6 Related Work

There have been a significant amount of work on the Semantic Mobile Web.
DBPedia Mobile [6] is a location-aware mobile app which can explore and visu-
alise DBPedia resources around the user’s location. DBPedia Mobile also main-
tains a cache of resources on the server side similar to the first layer of caching in
CURIOS Mobile. mSpace Mobile [7] is a framework that can retrieve Semantic
Web information (RDF) from different sources and visualise the retrieved data
to users. However, unlike our approach, in both approaches mentioned above
there is no or only minor caching on the client side. These approaches require
a reliable Internet connection to operate and hence would be difficult to work
in a rural context. In terms of caching services, the most relevant work to our
approach is Who’s Who [8] althought this work does not allows location-based
caching. In Who’s Who, data retrieved from the server side are kept in a local
RDF store in the devices and SPARQL queries are used to retrieve requested
information from the device’s RDF store.When needed, the device will ask for
more triples from the server. The main difference between our caching service
and Who’s who is that in the mobile device’s caching layer, we use the mobile
SQLite database instead of an RDF store. This solution is much simpler for
deployment as no RDF store needs to be installed and operated in the device
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while a good performance can still be achieved. Another difference is that our
approaches does use the semantics-based caching service for caching related data
in addition to the requested data.

Previous works on natural language generation from linked data mostly focus
on using the ontology statements to generate text, such as NaturalOWL [13] or
SWAT [14]. These approaches therefore require taking the ontology as an input
to generate text. However, this is not possible in CURIOS Mobile, where the
server side has access to only the triple store via a SPARQL server but not the
OWL ontology. As a result, it is necessary that the description of a record must
be generated directly from RDF triples. Therefore we adopted the approach
introduced in [9]. Although it was not perfect (e.g., grammatical errors and
ontology design commitments), we believe that it is a simple yet acceptable
solution to the problem of presenting records without a description.

7 Conclusion and Future Work

In this paper we described CURIOS Mobile, a framework to exploit linked data-
based archive for tourist activities in rural areas. We showed how our approach
can overcome the connectivity issues in rural areas by using different caching
services, especially the semantics-based caching which takes advantage of the
Linked Data format. In addition, we introduced the mechanisms to recommend
things of interest in a large archive such as the Hebridean Connection dataset.
Finally, we presented a simple mechanism to generate text from RDF triples for
records without a description.

There are two important directions of future work. Firstly, the current CURIOS
Mobile system only focuses on the consumption of linked data and hence it would
be interesting to explore how to extend the system to allow the production of
linked data from visitors. Secondly, we would like to investigate how to improve
the utility function and the narrative generation service so that visitors’ prefer-
ences and activity history can be taken into account.
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Abstract. A wide variety of mechanical parts are used as products in
the area of manufacturing. The code systems of product information are
necessary for realizing Electronic Data Interchange (EDI) of business-to-
business. However, each code systems are designed and maintained by
different industry associations. Thus, we built an industrial parts Linked
Open Data (LOD), which we called “N-ken LOD” based on a screw
product code system (N-ken Code) maintained by Osaka fasteners coop-
erative association (Daibyokyo). In this paper, we first describe building
of N-ken LOD, then how we linked it to external datasets like DBpedia,
and built product supplier relations in order to support the EDI.

Keywords: Linked Data · Linked Open Data · Semantic Web ·
Manufacturing

1 Introduction

Japanese LOD is increasing every year; for example, regional information, disas-
ter information, sub-culture, and more domains, whereas LOD is still not familiar
in the manufacturing area. The spread of LOD will contribute to development
of information technology in the manufacturing area. For example, developers
can build applications utilizing LOD, such as publishing data about produc-
tive relationship and product information. By these applications, the relation
between products and external data are visualized and they may lead to sales
support that links to Electric Commerce (EC) site, EDI, and the creation of
new business. In our previous work [1] [2], we focused on the mechanical parts
distribution in the manufacturing area, and built a fastener LOD (N-ken LOD).
Specifically, we built LOD based on a screw product code system (N-ken code)
for EDI maintained by Osaka fasteners cooperative association (Daibyokyo1).
Furthermore, we developed an application that links CAD to think of utilization
of N-ken LOD.
1 http://www.daibyokyo.com/
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In order to populate N-ken LOD, however, it is necessary to raise utility;
for example, increasing links as additional information and product information.
Thus, we describe a method to improve the utility of the LOD in addition to our
building method of N-ken LOD in this paper. Specifically, we describe a method
for linking DBpedia Japanese [3] based on similarity of labels, and building of
product supplier relations. Especially, we describe a procedure to resolve con-
tradiction between the structure of N-ken LOD and external datasets.

The rest of the paper is organized as follows. In section 2, an overview of
Japanese LOD is described. In section 3, N-ken LOD is explained. In section 4,
a method for linking to DBpedia Japanese is described. In section 5, a method
for building of product supplier relations is described. In section 6, evaluation
results and discussion are presented. Finally, in section 7, we conclude this work
with future works.

2 Related Work

In recent years, several kinds of existing data have been converted to Resource
Description Framework (RDF) and published on the Web as “Linked” Open
Data in the world. In Japan, there are also several projects to publish dataset
as LOD; for example, Yokohama Art LOD, Linked Open Data for ACademia
(LODAC) Museum [4], DBpedia Japanese, Japanese Wikipedia Ontology [5],
and many more. Also, Linked Open Data Challenge Japan has been held every
year since 2011. This challenge increases datasets for LOD, applications using
LOD and developer tools. Some applications that support for application devel-
opment using LOD are also published, such as LinkData.org [6] provided by
RIKEN and SparqlEPCU [7] provided by Chubu University. However, building
of LOD is not progressing in the industrial area. Graube et al. [8] have proposed
an approach that integrating the industrial data using Linked Data, but have
not published LOD. Our N-ken LOD is only LOD in the industrial area.

An approach of generating RDF from tabular data is Direct Mapping. This
approach generates RDF from rows as subject, columns as property, and values
of cells as object. D2R Server [9] can output RDF from relational database such
as MySQL. W3C recommended RDB to RDF Mapping Language (R2RML)2

for mapping relational databases to RDF in more detail. In addition, there are
tools to generate RDF from tabular data such as RDF Refine3. RDF Refine is an
extension of Google Refine that is a data cleaning tool. However, if we used these
approaches for N-ken Code, we cannot provide intended RDF, because N-ken
Code consists of multiple multidimensional tabular data. Hence, we generated
RDF using Apache POI4 and Apache Jena5.

Exact matching and measuring of string similarity are commonly-used tech-
niques for ontology alignment (e.g. TF-IDF, cosine similarity, edit distance, Jaro-
Winkler, and more) [10]. Moreover, there is an approach utilizing synonymous
2 http://www.w3.org/TR/r2rml/
3 http://refine.deri.ie/
4 http://poi.apache.org/
5 https://jena.apache.org/
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relations such as ‘owl:sameAs’ and ‘skos:exactMatch’ [11]. These approaches are
used when ontology and LOD are dynamically changing and their internal links
or texts are rich. However, N-ken LOD has less text and internal links, and
thus it was difficult to increase links between heterogeneous LOD using these
approaches alone. In this paper, therefore, we propose an approach of instance
matching with high precision, in the case that LOD has little text and internal
links, and matching instances are little in other LOD.

3 N-Ken LOD

N-ken LOD is LOD based on a screw product code system for EDI called “N-ken
Code” which is owned by Daibyokyo. The project of “N-ken Code” started aim-
ing to develop a common code by a volunteer research group of screw Business-
to-Business information processing in Higashi-Osaka, Japan. The group was
organized by about 30 screw trading companies gathered from Osaka, Kyoto
and Nara in order to develop a common EDI system. Since 1997, this group has
worked with coding unified screw names and related matters, enactment of the
protocol, determination of communication means, and implementation of the
core system concept for the introduction of EDI. In 2004, Web-EDI was built in
ASP; it has been used in the group member companies. In 2011, this group was
dissolved and N-ken Code is now maintained by Daibyokyo.

3.1 Building of N-Ken LOD

N-ken Code consists of structure of product classifications, classification code,
trade name code, form notation name, nominal designation, and others in tab-
ular data. Figure 1 shows the structure of product classifications. According to
product types, they are classified into four classes, large classification, middle
classification, small classification, and subtyping. As indicated by the arrows,
however, there is the case that they are classified into three classes of large
classification, medium classification, and subtyping, or large classification, small
classification, and subtyping. Furthermore, they may be classified into two classes
of large classification and subtyping in some cases. Finally, the products are con-
cluded as the trade name and the abbreviation of the form name. We converted
this data to RDF based on the basic principles of Linked Data, and we are
publishing it on the Web as N-ken LOD6.

Fig. 1. Structure of product classifications

6 http://monodzukurilod.org/neji/

http://monodzukurilod.org/neji/
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Table 1. General kind master (Cross-recessed round head machine screw H-type JIS)

Trade name code NMCPA

Large classification name Machine screw

Middle classification name Cross-recessed machine screw

Small classification name Cross-recessed round head machine screw

Subtyping name Cross-recessed round head machine screw H-type JIS

Screen notation name (+) round head machine screw H-type/J

Form notation name (+) round head machine screw H-type/J

Product classification code 01 01 01 01

Table 2. General product master(Cross-recessed round head machine screw H-type
JIS)

Subtyping name Cross-recessed round head machine screw H-type JIS

Form notation name (+) round head machine screw H-type/J

Trade name code NMCPA

Product classification code 01 01 01 01

Nominal designation M1.6X888
...

M10X888

We explain our approach of generating RDF from N-ken Code based on
“cross-recessed round head machine screw H-type JIS” as an example. Table 1
shows the general kind master. Table 2 shows the general product master. Due
to space limitation, some rows and columns of the original data are omitted.

First, trade name code, large classification, middle classification, small clas-
sification, subtyping, screen notation name, form notation name, and product
classification code are extracted from the general kind master. Also, nominal
designations are extracted from the general product master. The product clas-
sification is composed of the numeric string of up to eight digits by 1-4 frames
of two-digit numbers. Large classification code is entered in the first frame,
middle classification code is entered in the second frame, small classification
code is entered in the third frame, and subtyping code is entered in the fourth
frame. The Uniform Resource Indicators (URIs) of resources are created based
on the product classification code, because all entities should be presented by a
unique URI in RDF. The URI of the resource of each classification is defined as
follows.� �

http://monodzukurilod.org/neji/resource/{classification code}
� �

The prefix of this URI is “neji”, and that means “screw” in Japanese. Table
3 shows examples of URI and name of resources. Figure 2 shows an RDF graph
of N-ken LOD representing “cross-recessed round head machine screw H-type
JIS”.
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Table 3. Examples of URI and name of resources

URI(QName) Name

neji:01 Machine screw

neji:0101 Cross-recessed machine screw

neji:010101 Cross-recessed round head machine screw

neji01010101 Cross-recessed round head machine screw H-type JIS

Fig. 2. RDF graph (Cross-recessed round head machine screw H-type JIS)

4 Linking to DBpedia Japanese

4.1 Linking to Resources of Additional Data

N-ken LOD includes links to resources of DBpedia Japanese as an external LOD.
However, the linking method was a simple exact matching of label strings, and
as a result, the number of linked resources were very little. Thus, we employ a
similarity measure to increase the links.

First of all, we collect resources that are classified as “manufacturing” and
“machine element” category from a SPARQL endpoint of DBpedia Japanese.
Regarding each resource of N-ken LOD, we calculate similarities with all re-
sources that we collected from DBpedia Japanese. The similarity is calculated
by the Equation 1, that have some weight parameters on classical string-distance
measure.

sim1(la, lb) = 1 −
(

EditDist(la, lb)
max(|la|, |lb|) · α · β

)

(1)

la is a ‘rdfs:label’ of the resource of N-ken LOD, lb is a ‘rdfs:label’ of the
resource of DBpedia Japanese. EditDist(la, lb) is the edit distance of la and lb,
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and it is the minimum number of editing operations needed to make la and
lb the same string. There are two types of the edit distance. One is the type,
where each cost of deletion, insertion, and substitution is 1. The other is the
type, where the cost of the substitution is 2. We use the latter in this method.
α and β are weights to increase precision. When we caluculate the edit distance
between la and lb, coincidental characters can appear at multiple points. In this
case, Longest Common Subsequence (LCS) between la and lb is divided into
multiple sets. Therefore, in the case that LCS between la and lb is divided into
more than three sets, we set the value of α to 1.5. For the other case, the value
of α is 1. Even if the similarity based on the edit distance is high, in fact, there
is the case that the candidate resource of DBpedia Japanese has no relation
with the screw. Therefore, in the case that the candidate resource of DBpedia
Japanese does not link to the resource that belongs to the “screw” category,
we set the value of β to 1.5. For the other case, the value of β is 1. N-ken
LOD has a variety of industrial parts, but we selected “screw” category because
most resources are screw-related in N-ken LOD. We altered ‘owl:sameAs’ to
‘rdfs:seeAlso’ as a link property. Linking by ‘owl:sameAs’ ensures consistency,
even if all properties of two resources are replaced. Since the resources of N-ken
LOD and linked candidate resources of DBpedia Japanese are not identical, we
assumed that the use of ‘owl:sameAs’ is incorrect and used ‘rdfs:seeAlso’. By
using ‘rdfs:seeAlso’, we linked resources of N-ken LOD to resources of DBpedia
Japanese, so that additional information can be obtained.

4.2 Selecting a Property in Consideration of Category

In the method of the previous section, there are the cases that N-ken LOD is
incorrectly linked to the resources of DBpedia Japanese such as materials and
processing methods. We show an example that is incorrectly linked as follows.
� �

Polyacetal wing bolt rdfs:seeAlso Polyacetal .
Knurled nut rdfs:seeAlso Knurl .

� �

To avoid these incorrect links, we defined properties of materials and process-
ing methods. First of all, we investigate two level deep categories of the linking
candidate resource of DBpedia Japanese. If the resource is classified into the
material category, we use ‘nejiterms:material’ as a link property. Also, if the
resource is classified into the processing category, we use ‘nejiterms:processing
Method’ as a link property. If the resource is classified into both the material cat-
egory and the processing category, we select a lower category and use an appro-
priate property. If the resource is classified into a category of “screw”, “machine
element”, “joining”, or “fastener”, we use ‘rdfs:seeAlso’ as linking property. This
process is outlined in Algorithm 1.
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Procedure 1 . Calculate Similarity
Input: NkenLODList,DBpediaList
Output: RDF

1: maxSim ⇐ 0

2: RDF ⇐ null

3: for each label la ∈ NkenLODList do
4: for each label lb ∈ DBpediaList do

5: / ∗ get edit distance ∗ /

6: s1 ⇐ EditDist(la, lb)
7: / ∗ get the number of LCS divisions ∗ /

8: s2 ⇐ getNumCS(la, lb)

9: if s2 ≥ 3 then
10: alpha ⇐ 1.5
11: else
12: alpha ⇐ 1

13: end if

14: sim ⇐ 1 − (s1/max(la.length, lb.length) ∗ alpha)
15: if sim > maxSim then

16: / ∗ get categories of lb ∗ /

17: cat ⇐ getCategories(lb)
18: if cat contains material then

19: property ⇐ “nejiterms : material”
20: maxSim ⇐ sim
21: result ⇐ lb
22: else if cat contains process then
23: property ⇐ “nejiterms : processingMethod”
24: maxSim ⇐ sim

25: result ⇐ lb
26: else

27: / ∗ investigate whether lb links to
28: the resource that belongs to “screw” category ∗ /
29: w ⇐ getNumWikiPageWikiLink(lb)

30: if w = 0 then

31: beta ⇐ 1.5
32: else

33: beta ⇐ 1

34: end if
35: sim ⇐ 1 − ((1 − sim) ∗ beta)
36: if sim > maxSim then
37: property ⇐ “rdfs : seeAlso”

38: maxSim ⇐ sim

39: result ⇐ lb
40: end if

41: end if

42: end if
43: end for

44: if result ! = null then

45: / ∗ create triple ∗ /
46: triple ⇐ link(la, result, property)
47: RDF.add(triple)

48: end if

49: end for
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4.3 Linking to Broader Concepts in Consideration of Synonymous
Relations

All articles in Japanese Wikipedia are classified into some categories. Index of the
articles summarized by area is described in a category page. DBpedia Japanese
defines the resource of the category page as ‘skos:Concept’. The resource of
DBpedia Japanese corresponding to the article in Japanese Wikipedia is clas-
sified into the category resource by ‘dcterms:subject’. The large classification’s
resource is top-level concepts in N-ken LOD, and there are 27 resources. Each
large classification has a tree. By selecting the category resource of DBpedia
Japanese as the broad concept of the large classification, reasoning through the
category of DBpedia Japanese is possible and it increases the utility of LOD. In
the following, the method to link the category resource of DBpedia Japanese as
the broader concept is described.

Process 1. We use the method to large classification resources that are linked
to a resource of DBpedia Japanese by ‘rdfs:seeAlso’. We assume that categories
of the DBpedia Japanese resource that have rdfs:seeAlso relations with the large
classification resource are synonymous with the broader concept of the large clas-
sification resource. Also, we investigate whether the DBpedia Japanese resource
that has ‘rdfs:seeAlso’ relations with the large classification resource has been
classified into “machine element”, “manufacture”, or these subcategory. If it is
true, this category is linked as a broader concept of large classification resources
of N-ken LOD. Figure 3 shows the process of linking to category resources of
DBpedia Japanese in consideration of ‘rdfs:seeAlso’ relations using washer as an
example.

Process 2. In the rest of large classification resources, the broader concepts of
resources, where the end of the label is “screw”, “bolt”, or “nut” are defined
“screw” category, and broader concepts of resources, where the end of the label
is “parts” are defined “machine element” category. Also, the broader concepts
of resources, where the end of the label is “rivet” are defined “joining” category
based on the result of “rivet” in process 1. The other broader concepts of large
classification are defined “fastener” category.

5 Building of Product Supplier Relations

It is considered that linking of N-ken LOD and product data of companies enables
to apply N-ken LOD to EDI and Electronic Ordering System (EOS). However,
most companies have not published product information as machine-readable
format such as eXtensible Markup Language (XML) and Comma-Separated Val-
ues (CSV). In contrast, most companies have published product information as
HTML. We, thus extracted product information from the website, and built
product supplier relations.
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Fig. 3. The method that links to category resource of DBpedia Japanese

5.1 Getting product pages

First, we get a list of websites of fastener companies. The list consists of mem-
ber companies’ websites in Daibyokyo and websites classified into the following
categories in “Yahoo! Category”.

1. “nails, screws, and fasteners” category
2. All subcategories and descendants of (1)
3. All shortcut categories of (2)
4. All subcategories and descendants of (3)

Shortcut category is a category that does not exist in current category, and exists
in another category and is related to the current category.

Second, we retrieve texts of pages that describe product information from
websites in the list. Description of the product information is different in each
website. There are websites that describe all product information on the top
page, and websites that have a product catalog page. Thus, we retrieve text of
the top page, product page, and child page of the product page in order to extract
trade name from websites as much as possible. We assumed that the product
page is the page linked from the top page by the anchor link that contains the
string of “goods”, “products”, or “catalog”.



Building of Industrial Parts LOD for EDI 155

5.2 Searching Trade Names

In many cases, products of screw and fastener have different names, even if
they are the same meaning. Therefore, simple exact matching cannot extract
the trade name from text of the product page. Using N-gram and the measuring
of the string similarity, we search the trade name that is similar to a product
resource (subtyping resource) of N-ken LOD from retrieved texts. N-gram splits
the text into N-characters and makes the index of appearance position as heading
of the split string. Also, N-gram splits the search term into N-characters. By the
search based on the index, it is possible to search the string without omission.
Since N-gram is the method of string search for an exact matching, it is not
possible to search only product that exactly matches the name of the product
resource of N-ken LOD. We use the measuring of string similarity when matching
string, to search the trade name similar to the name of the product resource of
N-ken LOD. However, since the target is not DBpedia Japanese, we cannot use
Equation 1. Since the data is related to companies, we assumed that the high
precision is required. Therefore, we measure string similarity using Equation 2.

sim2(la, lb) = 1 − EditDist(la, lb) − Trans(la, lb)
LCS(la, lb)

(2)

LCS(la, lb) is LCS between la and lb. Trans(la, lb) is the cost of strings trans-
position. The string transposition is possible, when the same string is contained
in the both strings that is la and lb. But the positions are different. In this
method, we consider only the string consisting of two or more characters, and
the cost is 1 per character. We assumed that use of LCS increases the precision,
and the string transposition increases the recall.

5.3 Generate Triples

If the target string is found, we generate triples using the GoodRelations7 that
is the ontology for e-commerce, and add to the N-ken LOD.
� �

@prefix rdf: <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix gr: <http://purl.org/goodrelations/v1#> .
@prefix rdfs: <http://www.w3.org/2000/01/rdf-schema#> .
@prefix foaf: <http://xmlns.com/foaf/0.1/> .
<http://monodzukurilod.org/neji/resource/{company name}> rdf:type
gr:BusinessEntity ;
rdfs:label “company name”@ja ;
gr:legalName “company name”;
gr:offers <http://monodzukurilod.org/neji/resource/{classification code}> .
foaf:page <http://example.com/> .

� �

7 http://purl.org/goodrelations/v1

http://purl.org/goodrelations/v1
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Fig. 4. RDF graph that is finally generated (U-bolt)

The ‘gr:offers’ property defines ‘gr:BusinessEntitiy’ class as domain, and
defines ‘gr:offering’ class as range. Therefore, it is necessary to define ‘gr:offering’
as a ‘rdf:type’ of product resources that is range of ‘gr:offers’. However, since a
product resource is a subclass of a small classification, contradiction occurs if the
type of product resource is defined as ‘gr:offering’. Hence, we resolve contradic-
tion by defining the type of a product resource as a small classification class and
‘gr:offering’. Also, we delete instances of product resources and add the property
of nominal designation to product resources. Figure 4 shows an RDF graph that
was built based on “U-bolt” as an example.

6 Evaluation and Discussion

In this section, we evaluate the linking method described in section 4 and the
building method of product supplier relations described in section 5.

6.1 Evaluation of Linking Accuracy to DBpedia Japanese

Table 4 shows the results of linking to DBpedia Japanese using the method
described in section 4. Resources, where similarity is more than 0.2 are linked.
In DBpedia Japanese, there is little information of screw and fastener. Therefore,
it is unlikely that all resources of N-ken LOD link to the corresponding resources
of DBpedia Japanese. Also, it is difficult to investigate all of the resources corre-
sponding to the resource of N-ken LOD from DBpedia Japanese. Therefore, we
randomly sampled 500 resources from N-ken LOD and manually checked these
resources that have a corresponding to resource of DBpedia Japanese. We deter-
mined the number of resources that have a corresponding resource of DBpedia
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Table 4. Results of linking to DBpedia Japanese

Method Correct triple Precision Recall F-measure

EditDistance 1502 0.57 0.46 0.51
Method1 1426 0.80 0.44 0.56
Method2 1456 0.76 0.45 0.56

Table 5. Examples of incorrect links

N-ken LOD DBpedia Japanese Property

Bolt for chemical anchor Chemical anchor rdfs:seeAlso
Hexagon nut with flange Flange rdfs:seeAlso

Concrete drill Concrete material
TRF drill screw Drill (tools) processingMethod

Japanese as the number of correct answers. Method1 is the method that links
to additional information. Method2 is the method that links to material cate-
gory and process category. Precisions of Method1 and Method2 are higher than
that of classic approach, and F-measures of Method1 and Method2 are higher
than that of classic approach. Also, the recall of Method2 is higher than that
of Method1, but the precision is lower than that of Method2. Therefore, the
F-measure did not change. Recalls are low, even if any method is used. The
reason is that there are many resources in N-ken LOD, which have the label
including modifiers, such as standard name, application, and other parts name.
Table 5 shows examples of incorrect links.

The modifier part of label such as “chemical anchor” and “flange” is longer
than the part representing the classification of the resource, such as “bolt” and
“nut”. As a result, similarity with the modifier becomes higher and incorrect links
increase. If the modifier is about material and processing method, we succeed
to filter incorrect links. But, we could not filter with respect to such applica-
tion and partial names, and it is the reason to lower the precision and recall. In
addition, there are incorrect links in terms of material and processing method.
For example, “concrete drill” (rotary hammer drill) is linked to “concrete” as
material, but in fact, it is a drill to be used for concrete. In DBpedia Japanese,
the concrete is classified into the concrete category and composite material cat-
egory. Composite material category is subcategory of material category. Thus,
since there are words used as an application in N-ken LOD, even if they have
been classified into the material category in DBpedia Japanese, they are linked to
incorrect entityAlso, “TRF drill screw” is linked to “drill (tools)” as a processing
method, but “drill (tools)” is not a processing method. In DBpedia Japanese,
process category includes many process-related resources and category such as
processing method, tool, and work pieces. Therefore, there is a case of incorrectly
linking to a resource that is not a processing method. It is considered to solve
these problems, when it gets resources by selecting a category from DBpedia
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Japanese and filtering, it is necessary to select as lower category as possible. In
order to solve these problems, it is considered necessary to select as lower cate-
gory as possible, when getting resources by selecting a category from DBpedia
Japanese. Because there is a problem in the hierarchical structure of the DBpe-
dia Japanese and Japanese Wikipedia, it is considered necessary to modify the
hierarchy.

6.2 Evaluation of Building of Product Supplier Relations

We built product supplier relations using the method described in 5.2. We set the
threshold to 0.66. In this method, we get 210 websites of fastener companies from
Yahoo! Category and Daibyokyo. As a result, we were able to build product sup-
plier relations from 66 websites. It is considered that one of the reasons that the
number of websites largely decreased is that there are many companies which
are not member of Daibyokyo in Yahoo! Category. It is considered that since
N-ken LOD has been built based on N-ken Code, we could not extract trade
names which are defined by the fasteners cooperative association in Tokyo,
Kanagawa, and Aichi. The recall was low, whereas the precision is high. This
reason is that there are many websites, whose product pages are not retrieved
by our crawler. Structure of the websites vary from company to company. In
this method, we assumed that a product page is linked from the top page by the
anchor link that contains the string of “goods”, “products”, or “catalog”, but,
there are many websites, whose product pages are linked by images. Therefore,
the crawler could not retrieve those product pages and extract trade names. This
caused the low recall.

6.3 Discussion

In this paper, we described a method for expanding N-ken LOD in order to
enhance utility of LOD. In N-ken LOD, since there is no description of resources
and ‘owl:sameAs’ link, it was difficult to use the existing matching approach.
Thus, we linked N-ken LOD to DBpedia Japanese by the method proposed in
this paper. Since there are not enough resources related to screw and fastener in
DBpedia Japanese, increasing the recall was difficult, but we could get the high
precision. It is considered that a dictionary of screw and fastener is necessary to
increase precision and recall furthermore.

N-ken LOD has been included in Japanese Linked Data cloud diagram8

shown in Figure 5. Japanese Linked Data cloud diagram is a diagram that visu-
alizes the connection of Japanese LOD to the following criteria:

1. Data publisher is a person on organization in Japanese
2. There is a label of Japanese in the dataset.
3. The dataset must contain at least 1000 triples.
4. The dataset must be connected via RDF links to a dataset that is already in

the diagram, and require at least 10 links.
8 http://linkedopendata.jp/?p=486

http://linkedopendata.jp/?p=486
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Fig. 5. Japanese Linked Data cloud diagram[12]

5. Access of the entire dataset must be possible via http (https), via an RDF
dump, or via a SPARQL endpoint.

For criteria included in the original LOD cloud diagram9, the dataset must
be connected via RDF links to a dataset that is already in the diagram, and
requires at least 50 links. N-ken LOD before this research did not apply to this
criteria. By the result of this research, the number of links with external datasets
was increased to 1456. Therefore, N-ken LOD was included in Japanese LOD
cloud diagram criteria original LOD cloud shown in Figure 6. As can be seen
from Figure 5,6, Japanese LOD in the industrial area is only N-ken LOD, and
there is room for the spread of LOD in the industrial area. This is due to the fact
that Open Data about enterprise information is not well developed in Japan. We
believe that creating new services will be published by increasing industrial LOD

9 http://lod-cloud.net/

http://lod-cloud.net/
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Fig. 6. Japanese LOD cloud diagram (original criteria)[12]

and linking them to N-ken LOD in the future. Then, understanding of usefulness
of these services will promote Open Data in the industrial area.

7 Conclusion and Future Work

In this paper, we described a method for building and expanding the industrial
parts LOD, called N-ken LOD. It is considered that N-ken LOD will enable
the development of information systems to provide new services by linking to
industry LOD in the future.

We extracted product information from several companies’ websites, and we
built product supplier relations. But it was difficult to extract all trade names,
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because the structures of websites related to a fastener are very different. In the
future, we will improve the quality of the crawler and try to expand product
supplier relations. Also, we plan to address the construction of other LOD in the
industrial area.
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Abstract. Information access over linked data requires to determine
subgraph(s), in linked data’s underlying graph, that correspond to the
required information need. Usually, an information access framework is
able to retrieve richer information by checking of a large number of possi-
ble subgraphs. However, on the fly checking of a large number of possible
subgraphs increases information access complexity. This makes an infor-
mation access frameworks less effective. A large number of contempo-
rary linked data information access frameworks reduce the complexity by
introducing different heuristics but they suffer on retrieving richer infor-
mation. Or, some frameworks do not care about the complexity. However,
a practically usable framework should retrieve richer information with
lower complexity. In linked data information access, we hypothesize that
pre-processed data statistics of linked data can be used to efficiently check
a large number of possible subgraphs. This will help to retrieve compara-
tively richer information with lower data access complexity. Preliminary
evaluation of our proposed hypothesis shows promising performance.

Keywords: Linked data · Information access · Data access complexity ·
Data statistics

1 Introduction

Linked data has opened great potentiality of building large knowledge-base.
According to the lod-2 linked open data statistics1, currently linked open data
hold 2122 datasets, among them 928 datasets are accessible which consist more
than 61 billion RDF triples. Therefore, it is well understood that linked data
presently contain a vast amount of knowledge that underscores the need for good
and efficient data access options. Usually linked data adapt graph-based data
structure. Therefore, like other graph-based information access systems, contem-
porary linked data information access systems try to determine subgraph that
corresponds the required information need. However, on the fly checking of a
large number of possible subgraphs increases the information access complexity.
1 http://stats.lod2.eu/, accessed on April 9, 2014.
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This makes the information access frameworks less effective. A large number of
contemporary linked data information access frameworks reduce the complexity
by introducing different heuristics. However, some of them do not care about the
complexity. Whatever the cases, a practically usable framework should retrieve
richer information with lower complexity.

Over the contemporary linked data information access systems, the sub-
graph checking heuristics can be largely categorized into two categories. The first
category systems (say the Language Tool-based Systems) use natural language
tools to determine the possible subgraphs. The second category systems (say the
Pivot Point-based Systems) track a Pivot Point (e.g., a particular keyword from
the input query); then, from that Pivot Point, they try to explore the other
points and thereby determine possible subgraphs. PowerAqua[11], TBSL [19],
FREyA[3], SemSek[1], CASIA[18] etc. belong to the Language Tool-based Sys-
tems while Treo[7], NLP-Reduce[10] etc. belong to the Pivot Point-based sys-
tems. However, both category systems possess some drawbacks.

In the Language Tool-based Systems, input query usually is parsed by lan-
guage tools such as language parsers. In such a case, the language parser outputs,
which generally are parse trees, are used to predict the possible subgraph (over
linked data graph). A parse tree is a tree with tagged2 part of input query. Then
by fitting the parse tree into linked data’s <Subject, Predicate, Object> like
structure, the Language Tool-based Systems try to predict possible subgraph
over linked data graph. Over linked data, this <Subject, Predicate, Object>
like structure is called an RDF triple. Therefore, an RDF triple could be consid-
ered as the basic part of linked data graph and is presented as <<Source Node,
Edge, Destination Node>>.

However, the Language Tool-based Systems sometime predict inappropri-
ate or misleading subgraphs. This is because, in most of the cases, language
tools generate multiple parse trees. Or, they sometime tag input keywords with
wrong tags. For example, consider an input query “Japanese national whose
spouse born in Germany” which holds a Concept “Japanese national”, two Pred-
icates “spouse” and “born”, and an Individual Entity “Germany”. Over linked
data graph, usually a Concept represents a Destination Node while an Indi-
vidual Entity represents either a Source Node or a Destination Node3. On the
other hand, a Predicate always represents an Edge. To fit the above input query
in linked data graph, parse tree need to tag input query correctly. However,
language tools sometime tag input query wrongly (e.g., whether “spouse” is a
Predicate or Concept). Furthermore, even if language tool can tag input query
correctly, because of multiple parse trees, correct parse tree choosing could be
wrong which leads improper prediction of linked data subgraph. System with
improper subgraph generates empty/wrong result. Tagging input query with all
possible options and use of all parse trees, that were investigated in [16], could
be a workaround. But it increases system’s complexity.

On the other hand, in the Pivot Point-based Systems, since single point
(e.g., a particular keyword from the input query) leads next point exploration,

2 tagging could be POS tagging, NER tagging etc.
3 http://www.linkeddatatools.com/introducing-rdf

http://www.linkeddatatools.com/introducing-rdf
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inappropriate selection of pivot-point will affect system’s performance. This app-
roach also could miss contextual information attachments among the points, or
could predict a subgraph that generates empty result. Dynamic programming
based subgraph prediction, which was investigated in Treo, could be a possi-
ble workaround. However, in such a case, backtracking and picking of another
point increases the data access complexity. This is because, if such approach is
adapted, each of this backtracking needs to check for all the instances that corre-
spond to the point. Moreover, in real world scenario, every point (i.e., keyword)
corresponds to multiple instances. For example, with exact string matching, key-
word “Germany” has at least 22 instances over DBpedia 3.8. This also increases
system’s complexity.

In this study, we focus above mentioned drawbacks - i) improper prediction
of subgraphs and ii) missing of contextual information of input query - over the
contemporary linked data information access systems. We propose a keyword-
based linked data information access system which we call as intelligent search
system (inteSearch). It does not generate empty results and does not miss con-
textual attachments among the keywords of input query.

The prime contributions of our proposed system is: although it explores a
larger number of possible subgraphs, which helps in retrieving richer information,
it can keep execution complexity low. We hypothesize that if we can analyze
linked data structure and their data usage beforehand, we can exploit more
number of subgraphs with lower complexity. Exploitation of more number of
subgraphs will ensure richer information access capability. On the other hand,
pre-processed data statistics will ensure lower information access complexity.

The remainder of this paper is divided as follows. Section 2 overviews our
proposed information access framework, the inteSearch. In Section 3 we describe
pre-possessing part of data and, in the following section, we describe proposed
framework in details. In section 5 we show the results of implementing proposal
through experimental results and discussion. In Section 6 we describe works
related to this study. Finally, section 7 concludes our study.

2 Overview of Proposed Framework

Our proposed framework, the inteSearch, takes keywords as input and generates
linked data information as output. For each keyword, we construct the Basic
Keyword Graph (BG) that is the basic part of linked data’s graph. Then by
joining all Basic Keyword Graphs (BGs), we construct subgraph for input key-
words called the Keyword Graph (KG) . It determines subgraph of linked data
graph. We join BGs in a way called the Binary Progressive Approach [17] (details
are described later) so that they can maintain contextual attachments among
the keywords. We join two BGs for all joining options which generates multiple
Keyword Graphs (KGs). We rank the KGs. Then for the ranked KGs, we iter-
atively construct and execute linked data query (i.e., SAPARQL query4) until
we find non-empty output.
4 http://www.w3.org/TR/rdf-sparql-query/

http://www.w3.org/TR/rdf-sparql-query/
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Fig. 1. The Pre-processor

In the inteSearch, each of its step relies on some kind of pre-processed data
statistics. The contribution of this study, i.e., retrieving richer information with
lower complexity, is achieved by this pre-processed data statistics. Therefore,
before describing proposed framework in details, we describe about the con-
struction of pre-processed data statistics. Following two sections describe them
respectively.

3 Pre-Processed Data Statistics

The pre-processed data statistics helps in constructing the KG and ranking of
the KG. As mentioned in Section 1, linked data store data in RDF triples. An
RDF triple represents the basic part of the linked data graph. Therefore, if we
analyze RDF triples and their usage, we could possibly predict the linked data
graph.

The elements of RDF triples are linked data resources. For a linked dataset,
we make statistics for all of the resources. A Pre-processor calculates these statis-
tics. Below we describe the Pre-processor. We also present the data statistics for
an exemplary dataset.

3.1 Pre-Processor

It takes individual resource and constructs two different statistics. Two sub-
processors called the Label Extractor and the Pattern-wise Resource Frequency
Generator construct them respectively. Figure 1 shows the Pre-processor. Below
we describe it in details.

Label Extractor. It takes individual resource of dataset and store its corre-
sponding literal values. We consider literal values are the primary means of data
access. The resource representing predicates (rrp) e.g., label, name, prefLabel,
etc., inform literal values of a resource. Linked data store data in RDF triples.
So, for a resource r, lv(r) generates the literal values of r where

lv(r) = {o | ∃ < r, p, o >∈ RDF triples of dataset ∧ p ∈ rrp}
As the output of the Label Extractor process, we store pairs < r, lv(r) > for

all resources of the dataset. We mention this storage as the Labeled Resource
Storage (LRS).
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Pattern-Wise Resource Frequency Generator. It also takes individual
resource of dataset and stores three different frequencies. In an RDF triple, a
resource can appear either as a Subject element, or a Predicate element or an
Object element. The Pattern-wise Resource Frequency of a resource is calculated
by how many times resource appear as Subject element, Predicate element and
Object element in RDF triples of dataset. It helps in predicting subgraphs of
linked data graph.

If, for a resource r, sf(r), pf(r) and of(r) are respectively considered as the
Subject Pattern-wise Resource Frequency, the Predicate Pattern-wise Resource
Frequency and the Object Pattern-wise Resource Frequency, they can be
defined as:

sf(r) = | {< r, p, o >| ∃ < r, p, o >∈ RDF triples of dataset} |
pf(r) = | {< s, r, o >| ∃ < s, r, o >∈ RDF triples of dataset} |
of(r) = | {< s, p, r >| ∃ < s, p, r >∈ RDF triples of dataset} |

As the output of the Pattern-wise Resource Frequency Generator process, we
store quad < r, sf(r), pf(r), of(r) > for all resources of the dataset. We mention
this storage as the Resource Pattern Frequency Storage (PFS).

3.2 An Exemplary Data Statistics

To show an exemplary data statistics, we introduce an exemplary dataset. Figure 2
shows the exemplary dataset. It describes simple profiling information for
person named Amanda, Berlusconi, Cleyra and Donald by providing their rela-
tionships and birthplaces. Upper part of the dataset, which is separated by hor-
izontal dotted bar, presents linked data’s schema/ontology while the lower part
holds instances, instance labels, and their linking. The schema/ontology main-
tains the Concept and Property by the types Class and Property respectively. On
the other hand, instances are described by the upper part’s Classes and Properties
which are shown by the dotted arrows. For example, Class type of :dnld is :Per-
son. However, for clarity of the figure, we do not show all of them. Linked data
instances are presented with prefix “:” and labeled by literal values.

Table 1 shows some of the exemplary data statistics for Figure 2 dataset.
Therefore as storage, the first and and second columns are stored in the LRS.
and the first, third, fourth and fifth columns are stored in the PFS. Readers are
requested to check the table construction. For example, the first row of the table
shows data statistics for the resource :Country. In Figure 2, the literal value of
:Country is described as Country, the sf(:Country) associated RDF triples is 2,
the pf(:Country) associated RDF triples is 0 and the of(:Country) associated
RDF triples is 4 (though it is shown 2 for the sake of clarity).

4 Detail Development of Proposed Framework:
Intesearch

This section describes detail development of the inteSearch. In the inteSearch,
we take keywords as input and generate required linked data information as
output.
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Fig. 2. An exemplary dataset

Table 1. Exemplary data statistics for the Figure 2 dataset

r lv(r) sf(r) pf(r) of(r)

:Country Country 2 0 4

:birthplace Birth Place 4 4 0

:grce Greece 2 0 1

:dnld Donald 4 0 1

:... ... ... ... ...

Figure 3 shows process flow of the inteSearch. For each input keyword, the
Basic Keyword Graph Generator process constructs the BG (Basic Keyword
Graph) and calculates its weight. The Basic Keyword Graph Generator process
is executed for all input keywords that constructs all the BGs (Basic Keyword
Graphs). By joining the BGs, the Keyword Graph Generator process constructs
the KGs (Keyword Graphs). The Ranker process ranks the KGs and generates
ranked KGs. Then the SPARQL Query Generator process generates SPARQL
query for the ranked KGs. It iteratively construct and execute linked data query
(i.e., SAPARQL query) until it finds non-empty output.

Fig. 3. Process flow of inteSearch
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Table 2. The Basic Keyword Graph for keyword k

Basic Keyword Graph

BGs(k)
?o

?p
k

BGp(k)
?o

k
?s

BGo(k)
?

pk
?s

4.1 Basic Keyword Graph Generator

For each input keyword, it constructs the BG and calculates the weight of the
BG. Below first we define the BG, then we describe how we select appropriate
BG and calculate its weight.

Basic Keyword Graph. The BG is devised as a graph << Source Node, Edge,
Destination Node >>. The intuition behind the BG construction is to replicate
the basic part of linked data graph.

For keyword k, Table 2 shows three different types of BGs. They varied
depending upon where the k is placed in the BG. Here, the first type of BG
(i.e, BGs(k)) is graph where the Source Node is k and the Edge and Destination
Node are variables. In KG construction, variables are filled by the keywords.
Or they will finally be used to retrieve required information (process will be
described details later). Variables are presented by question mark following let-
ters (e.g., ?s, ?p and ?o). The second type of BG (i.e, BGp(k)) is graph where the
Edge is k, and the Source Node and Destination Node are variables. In the same
way, the third type of BG (i.e, BGo(k)) is graph where Destination Node is
k, and the Source Node and the Edge are variables. Variable holding Source
Nodes and Destination Nodes are used to connects two BGs and called as the
Connectors (shown with bold font question mark follow letters).

Selection and Weight Calculation of BG. For a keyword, we select the BG
by the pre-processed data statistics. The LRS (Labeled Resource Storage) and
the PFS (Resource Pattern Frequency Storage) are used in this selection. For
the LRS and PFS, see Section 3.

The LRS is used to retrieve keyword corresponding resources. Two parame-
ters the Per Keyword Maximum Allowed Resources (η) and the String Similarity
Threshold (ζ) is used in this retrieval. We capture maximum η number of top
similar resources i.e., ∀r ∈ {r1, r2, ..., ri} which have sim(k, lv(r)) ≥ ζ where
i ≤ η. Here sim(k, lv(r)) is a string similarity function that takes a keyword
k and literal values of r lv(r) from the LRS and gives similarity value which
ranges between 0 (zero) and 1 (one) - 0 means “no match” while 1 means “exact
match”.

Considering the value of sim(k, lv(r)), for each resource r ∈ {r1, r2, ..., ri},
we measure how frequent r is in its Pattern-wise Resource Frequency. It gives
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insight about the selection of BG. The PFS is used to find the Pattern-wise
Resource Frequency. We hypothesize that if more similar resource holds larger
Predicate Pattern-wise Resource Frequency, we should select the BGp. Other-
wise, we should select the BGs and the BGo.

To select the BG of k, we calculate three scores (i.e., SScore(r), PScore(r)
and OScore(r)) for each r ∈ {r1, r2, ..., ri} of k as below.

SSocre(r) = sim(k, lv(r)) ∗ sf(r)
PScore(r) = sim(k, lv(r)) ∗ pf(r)
OScore(r) = sim(k, lv(r)) ∗ of(r)

Then, for all r ∈ {r1, r2, ..., ri} of k, we find each score’s maximum values as
SMaxScore(k), PMaxScore(k) and OMaxScore(k) respectively. They are calcu-
lated as

SMaxSocre(k) = maxj:rj∈{r1,r2,...,ri} SScore(rj)
PMaxSocre(k) = maxj:rj∈{r1,r2,...,ri} PScore(rj)
OMaxSocre(k) = maxj:rj∈{r1,r2,...,ri} OScore(rj)

Now, if the value of PMaxScore(k) is bigger than both the value of SMaxScore(k)
and OMaxScore(k), we select the BGp(k) and set its weight as SMaxScore(k).
Otherwise, we select both the BGs(k) and the BGo(k) and set their weights with
the larger value between SMaxScore(k) and OMaxScore(k).

4.2 Keyword Graph Generator

It starts after the construction of all input keyword corresponding BGs. Here we
join input keyword corresponding BGs to construct the KG. We also calculate
the weight of the KG.

We join BGs so that joining can maintain contextual attachments among the
keywords. We join BGs in their Connectors. In the BGs, Variable holding Source
Nodes and Destination Nodes are the Connectors. The contextual attachments
among the keywords are achieved by a joining approach which is called the
Progressive Joining Approach and was investigated in [17]. Below we define about
the approach and then we describe how we adapt it in the inteSearch.

Progressive Joining Approach. To maintain contextual attachments among
the keywords, we join the BGs with the Progressive Joining Approach. In the
Progressive Joining Approach, if m number of input keywords are given as
{k1,k2,k3, ..., km}, we start joining BGs for first (i.e, k1) and second (i.e, k2) key-
words. It construct an Intermediate-version KG. Then this Intermediate-version
KG gets joined with the next keyword (i.e., k3) corresponding BG which is con-
tinued till the last keyword (i.e, km) corresponding BG. In this joining, keyword
order has great role. We only join next keyword corresponding BG to the Con-
nectors of immediate prior keyword corresponding BG. This ensures contextual
attachments among the keywords.

The rationale behind the Progressive Joining Approach is it assumes input
keywords are given in an order; and to find keyword order, it follows order of
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keywords as they are given in their corresponding natural language sentence. In
other words, the Progressive Joining Approach assumes that instead of putting
keywords randomly, users will put keywords in an order that conforms the natu-
ral language structure of a sentence. This assumption is supported by Michael A.
Covington’s work [2] where he showed that major language such as Chinese,
English French almost never allow variations in the word orders that make up
sentences. The word order-based information access is also common in contem-
porary linked data information access [16,17,19].

Adaptation of Progressive Joining Approach. In joining, the Connectors
get replaced either by the keywords or by new Connectors. Here, two criteria are
used to join the BGs. They are:

Criterion 1 = joining will always retain at least one Connector
or a variable holding Edge

Criterion 2 = if last keyword corresponding BG is still not joined,
joining will always retain at least one Connector

Criterion 1 ensures information access. This is because, the Connectors or vari-
able holding Edges will attach required information form the linked data graph.
Criterion 2 ensures next BG joining. That is, if last keyword corresponding BG
is yet to join, it will have Connector to join.

Above criteria based joining generates two types of KG.

Adhesive Type KG = when a BG get merged into another BG
or an Intermediate-version KG

Explosive Type KG = when BG get expanded with another BG
or an Intermediate-version KG

Table 3 shows the KGs for an exemplary joining scenario. For keyword k1 and k2,
it joins a BGp(k1) and a BGo(k2). First column shows the Adhesive Type KG
while second column shows the Explosive Type KGs. Here, the Connectors are
shown with bold font question mark following letters and variable holding Edges
are shown with normal font question mark following letters.

Since joining between two BGs increases number of KGs, Table 4 shows
possible number of KG increase in joining of two BGs. Such as gray shaded cell
shows number of KG increase for joining of Table 3 BGs.

Table 5 shows an exemplary KG construction and extension scenario for
keyword k1, k2 and k3. It follows the Progressive Joining Approach. At the
first column an Intermediate-version KG is shown which was constructed for
keywords k1 and k2. This Intermediate-version KG is going to join with one of
the k3 corresponding BG (shown at the third column). At the second column,
it retrieves the last joined BG (shown in the rectangle) and join between the
immediate prior BG and the next BG (shown in the fourth column). Therefore
KG is expanded and generates three KGs (shown in the fifth column).

The KG is constructed from its constituent BGs. Therefore, weight of the
KG is calculated from the constituent BGs. The minimum weight of constituent
BGs is the weight of the KG.
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Table 3. The KGs in an exemplary
BGp(k1) and BGo(k2) joining
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Table 4. Possible number of KG in-
crease (i.e., Adhesive Type KG and Ex-
plosive Type KG) for two BGs joining

BGs(kk) BGp(kk) BGo(kk)

BGs(kl) 2 3 3

BGp(kl) 3 4 3

BGo(kl) 3 3 2

Table 5. Exemplary construction and extension scenario of KG
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As it is seen, joining of BGs generates multiple KGs, we need to rank them
to find the best KG. Weight of the KG is used to rank the KG.

4.3 Ranker

For all KGs, it ranks each of them by its weight and depth-level. We already talk
about the weight. Now we will talk about the depth-level. The depth-level of a
KG is how many Edges a KG holds. For example, depth-level of BG is 1 (one).

Higher ranked KGs are with lower depth-level and higher weight. In ranking,
the priority of lower depth-level supersedes the priority of higher weight. That
is, we firstly order KGs from lower depth-level to higher depth-level and then
we order them for their respective weights. So, if there is a KG that holds lower-
depth level with lower weight, it will still be ranked higher than a KG that holds
higher-depth level with higher weight.

4.4 SPARQL Query Generator

We construct SPARQL query for the ranked KGs. We iteratively construct and
executed linked data query (i.e., SAPARQL query5) until we find non-empty
output. We consider this output as our intended output.

To construct SPARQL query, we replace keywords of KG by the keyword
corresponding resources. For same keyword corresponding resources, we accom-
modate them with “UNION” relation.

5 http://www.w3.org/TR/rdf-sparql-query/

http://www.w3.org/TR/rdf-sparql-query/
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5 Experiment

In the experiment, we use question answering over linked data 3 (i.e., QALD-36)
open challenge test question set. It includes ninety nine natural language ques-
tions from DBpedia. “Give me all movies directed by Francis Ford Coppola”
(Q.#28) is one these questions . Since our proposed framework is a keyword-
based framework, we manually devise keywords. For example, for the above
question, we construct keywords as {Film, director, Francis Ford Coppola}. The
order of the keywords is as the keywords are appeared in the question.

We discarded a few questions, such as questions that are mentioned “OUT OF
SCOPE”(by the QALD-3 organizer), require Boolean type answers, aggregation
functions, temporal precedence (such as latest, past five years, etc.) understand-
ing, and questions for which resources are not found in the dataset. They are
out of the scope of our research.

We use parameters value for η (Per Keyword Maximum Allowed Resources)
and ζ (String Similarity Threshold) (See Section 4.1) as 20 and 1.00 respectively.
We index data statistics storage (i.e., LRS and RFS) with Lucene 4.3.0. Index-
ing helps in BG construction with fixed complexity. For DBpedia we manually
define rrp (resource representing predicates) (See Section 3) as {7label, 8title}.
We then implement inteSearch using the Java Jena (version 2.6.4) framework.
The inteSearch hardware specifications are as follows:

Intel R©CoreTMi7-4770K central processing unit (CPU) @ 3.50 GHz based
system with 16 GB memory.

We loaded DBpedia dataset in Virtuoso (version 06.01.3127) triple-store,
which was maintained in a network server. To evaluate inteSearch, we per-
formed three experiments and analyzed their results. These experiments will
be described in detail below.

5.1 Experiment 1

The first experiment was performed to evaluate how the inteSearch performs.
We check whether the inteSearch can retrieve richer information. We will report
inteSearch performance according to the keyword group, i.e., number of keywords
each question holds. It will give more understanding about the performance of
inteSearch. Keyword groups are separated by the number of keywords each ques-
tion can hold. For example, the exemplary question shown in Section 5 falls into
a “Three Keyword Group” question, because it holds three keywords. We exe-
cuted the inteSearch for each group of questions and evaluated their results in
terms of Average Recall, Average Precision, and Average F1 Measure. Based on
the given answers of QALD-3 test questions, Recall is the fraction of relevant
answers that the inteSearch can retrieve. Precision is the fraction of retrieved
answers that are relevant, and the F1 Measure is the harmonic mean of precision

6 http://greententacle.techfak.uni-bielefeld.de/∼cunger/qald/index.php?x=home&
q=3

7 http://www.w3.org/2000/01/rdf-schema#
8 http://purl.org/dc/elements/1.1/

http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/index.php?x=home&q=3
http://greententacle.techfak.uni-bielefeld.de/~cunger/qald/index.php?x=home&q=3
http://www.w3.org/2000/01/rdf-schema#
http://purl.org/dc/elements/1.1/
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Table 6. inteSearch Recall, Precision, and F1 Measure grouped by number of keywords
for the DBpedia questions

No of Qs Recall (Avg) Precision (Avg) F1 Measure (Avg)

One Keyword Group 1 1.00 1.00 1.00

Two Keyword Group 45 0.90 0.96 0.92

Three Keyword Group 13 0.77 0.77 0.77

Four Keyword Group 8 0.75 0.75 0.75

Five Keyword Group 3 1.000 1.000 1.000

0.87 0.90 0.88

and recall. For each of the keyword-group questions, we calculated the Average
Precision and Average Recall by summing up the individual Recall and individ-
ual Precision, and then dividing them by the number of questions for each group.
However, it was impossible to calculate the Average F1 Measure using the same
method because the individual F1 Measure cannot be calculated if the Recall of
that individual question is zero. In such cases, we put the individual question’s
F1 Measure at zero as well, and then calculated the average F1 Measure for each
group of questions.

Table 6 shows our keyword-group-wise result analysis for Recall, Precision,
and F1 Measure. The bottom of the table shows overall average performance for
the questions that inteSearch can execute. As you can see, the performance of the
"One/Two/Five Keyword Group" questions indicates (because of their F1 Mea-
sure > 0.90) that our BG (basic keyword graph) selection proposal works well.
We investigated reason of comparatively lower performance of "/Three/Four
Keyword Group" questions. We found that we sometime calculate wrong weight
of BG which eventually gives incorrect KG ranking. This is because, for a key-
word k, we select two BGs (i.e, BGs(k) and BGo(k)) if it is not BGp(k) and
set maximum weight of SMaxScore and OMaxScore (See Section 4.1) for both
BGs(k) and BGo(k). It leads incorrect weighting of BG.

The performance of the questions for more than one keywords also validates
our BG joining policy. Therefore, we conclude that internal structure of the
linked data and their statistics have more significant impact on subgraph deter-
mining over linked data graph, which can be used potentially over keyword-based
linked data information retrieval. Finally, from the overall performance of inte-
Search (F1 Measure (Avg) 0.88), we conclude the inteSearch can retrieve richer
information.

5.2 Experiment 2

The second experiment was performed to evaluate the data access complexity.
The data access complexity is measured for the actual execution cost.

Here we will report execution cost for each keyword group questions. We want
to see whether the inteSearch can cope with number of keyword increase. Table 7
shows the execution cost for One/Two/Three/Four/Five Keyword Group
questions. We execute each question for three times, then for each keyword group,
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Table 7. Execution cost (in milliseconds) for QALD-3 DBpedia test questions

One Two Three Four Five
Keyword Group Keyword Group Keyword Group Keyword Group Keyword Group

710 2441 2774 3585 3720

Table 8. Average Recall, Precision and F-1 Measure for DBpedia QALD-3 test
questions

# of Questions Processed Right Partially Recall Precision F1-Measure

squall2sparql[6] 99 99 80 13 0.88 0.93 0.90

CASIA[18] 99 52 29 8 0.36 0.35 0.36

Scalewelis[9] 99 70 32 1 0.33 0.33 0.33

inteSearch 99 70 60 1 0.87 0.90 0.88

we calculate average execution time. Execution costs are shown in milliseconds.
It is seen that execution cost mainly increases for two factors: i) number of
keywords ii) construction of SPARQL query. Execution cost linearly increases
according to the number of keyword in a question. This is because, if number of
keyword increases, number of KG also gets more. Our detail observation shows
that more than half of the execution cost requires in SPARQL query generation.
This is because, in SPARQL query generation, we need to go to triple-store and
iteratively need to check whether replacement of keyword related resource is com-
patible. This rationalize our pre-processed data statistics generation. Because, if
system needs to interact dataset on the fly it will increase execution complexity.

Execution cost could be reduced if number of KG is less or SPARQL could
maintain big sized query. However, we consider that current execution cost is
still reasonable (3.72 Seconds for Five Keyword Group questions). We conclude
that greedy utilization of data statistics can check larger number of subgraphs
in reasonable complexity.

5.3 Experiment 3

The third experiment was performed to evaluate the performance with other
systems. We evaluated the performance comparison between inteSearch and
QALD-3 challenge participant systems, specifically squall2sparql[6], CASIA[18]
and Scalewelis[9]. For the inteSearch, the answered questions were 70 DBpedia
questions that had also been used in Experiment 1. Table 8 shows a performance
comparison between the QALD-3 challenge participant systems and inteSearch.
In the evaluation report9, the challenge participant systems reported on how
many questions each system processed. Next, for the processed questions, each
system reported its right number of questions, partially right number questions,
Average Recall, Average Precision, and Average F1 Measure. Table 8 columns
two, three, four, and five, respectively, show these performance levels.

9 http://greententacle.techfak.uni-bielefeld.de/∼cunger/qald/index.php?
x=home\&q=3

http://greententacle.techfak.uni-bielefeld.de/~{}cunger/qald/index.php?x=home&q=3
http://greententacle.techfak.uni-bielefeld.de/~{}cunger/qald/index.php?x=home&q=3
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The inteSearch can not able to outperform QALD-3 challenge participant
systems. But it performs almost like the squall2sparql performs. In the inte-
Search, we generate output for the first non-empty output generating KG which
is very restrictive. Since, over the linked data graph, focus of this study is to
check larger number of subgraphs and determine the best subgraph with lower
complexity, we consider the inteSearch can access richer information. However,
it is necessary to mention that the systems were not fully comparable, because
inteSearch is a keyword-based system, while the others are natural language
based systems. However, we present this performance comparison based on the
assumption that if the required keywords are given to inteSearch, inteSearch
will work in a very sophisticated manner. We also acknowledge that automatic
identification of such keywords will further increase complexities. This point will
need to be investigated in our future work.

On the other hand, to compare execution cost, we do not find any report
which shows execution cost of squall2sparql and Scalewelis. Therefore, we com-
pare execution cost between inteSearch and CASIA. We find that for each ques-
tion, inteSearch takes average 2.66 Seconds while CASIA takes average 83.28
Seconds - which is a huge boost in execution cost comparison.

We conclude that the pre-processed data statistics facilitates in checking the
larger number of subgraph and determining required subgraph over linked data
graph.

6 Related Work

Information access over linked data information access requires the subgraph
determining because linked data is also graph-based data[5,12,13].

Over the contemporary linked data information access systems, the subgraph
checking have been investigated through different heuristics. They can be largely
categorized into two categories. The first category systems (say the Language
Tool-based Systems) use natural language tools to determine possible subgraphs.
The second category systems (say the Pivot Point-based Systems”) track a Pivot
Point (e.g., a particular keyword from the input query), then, from that Pivot
Point, they try to explore the other points and thereby determine possible sub-
graphs. PowerAqua[11], TBSL[19], FREyA[3], SemSek[1] CASIA[18] etc. belong
to the Language Tool-based Systems while Treo[7], NLP-Reduce[10] etc. belong
to the Pivot Point-based systems. However, both category systems possess some
drawbacks.

Apart from the above category systems, we find some studies that try to find
subgraph to subsume the data graph automatically[5,13,20]. Zenz et al., tries to
find possible subgraphs on the fly[20]. But on the fly subgraph finding is costly.
On the other hand, Elbassuoni et al., and Niu et al., try to construct keyword
graph like us, but none of them try with pre-processed data statistics[5,13].

On the other hand, pattern based semantic data consumption has recently got
good attentions [8,14]. Such as, Zhang et al., uses statistical knowledge patterns
to identify synonymous resources[21]. We also analyze data for frequent pattern
analysis.
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Delbru et al., has proposed node based linked data indexing to get boost
in resource retrieval efficiency[4], however, mere retrieval of node can not adapt
required semantics. Therefore we indexed resources for their Pattern-wise
Resource Frequency so that they can give some semantics. Picalausa et al.,
introduces structural indexing, which we believe a good initiative in linked data
indexing, but they focus indexing for basic graph pattern where they do not
present multiple input keywords adaptation[15].

7 Conclusion

Over linked data information access, we analyze linked data to access richer qual-
ity information with lower complexity. We investigate linked data RDF triples
and prepare a pre-processed data statistics. Our assumption is that resource and
Pattern-wise Resource Frequency have influences over linked data information
access. We determine the best subgraph from more number of possible subgraphs
which supports us in retrieving richer information. Although we investigate more
number of possible subgraphs, we can keep system with lower complexity by
the pre-processed data statistics. Experiment shows effectiveness our subgraph
(i.e, the BGs and KGs) construction. We also ensure the contextual information
attachment among the input keywords. The proposed framework is evaluated for
standard question set. Current implementation of inteSearch uses exact resource
matching, though framework supports any types of matching, which can be
considered a weak point. However resource matching is not focus of our study
rather in the inteSearch, we efficiently try to predict the best subgraph (over
linked data graph) that can generate richer information. Currently we construct
data statistics for single resource. However, we assume that connection between
resources can be predicted by some kind of features. In future, we want to inves-
tigate such features that can predict multiple resource attachments. Therefore
we want to construct data statistics for multiple resources. In such a case, frame-
work will require lower number of subgraph checking which will further improve
information access efficiency.
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Abstract. Recent advances in Semantic Web technologies have led to a
growing popularity of the Linked Open Data movement. Only recently,
the Danish government has joined the movement and published several
datasets as Open Data. These raw datasets are difficult to process auto-
matically and combine with other data sources on the Web. Hence, our
goal is to convert such data into RDF and make it available to a broader
range of users and applications as Linked Open Data. In this paper, we
discuss our experiences based on the particularly interesting use case of
agricultural data as agriculture is one of the most important industries in
Denmark. We describe the process of converting the data and discuss the
particular problems that we encountered with respect to the considered
datasets. We additionally evaluate our result based on several queries
that could not be answered based on existing sources before.

1 Introduction

In recent years, more and more structured data has become available on the
Web, driven by the increasing popularity of both the Semantic Web and Open
Data movement, which aim at making data publicly available and free of charge.
Several governments have been driving forces of the Open Data movement, most
prominently data.gov.uk (UK) and data.gov (USA), which publish Open Data
from departments and agencies in the areas of agriculture, health, education,
employment, transport, etc.

The goal is to enable collaboration, advanced technologies, and applications
that would otherwise be impossible or very expensive, thus inspiring new ser-
vices and companies. Especially for governments, it is important to inspire novel
applications, which will eventually increase the wealth and prosperity of the
country. While publication of raw data is a substantial progress, the difficulty in
interpreting the data as well as the heterogeneity of publication formats, such as
spreadsheets, relational database dumps, and XML files, represent major obsta-
cles that need to be overcome [9,12,15] – especially because the schema is rarely
well documented and explained for non-experts. Furthermore, it is not possible
to evaluate queries over one or multiple of these datasets.

The Linked (Open) Data movement (http://linkeddata.org/) encourages the
publication of data following the Web standards along with links to other data
c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 178–186, 2015.
DOI: 10.1007/978-3-319-15615-6 13
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sources providing semantic context to enable easy access and interpretation of
structured data on the Web. Hence, publishing data as Linked Data (LD) [7,8]
entails the usage of certain standards such as HTTP, RDF, and SPARQL as well
as HTTP URIs as entity identifiers that can be dereferenced, making LD eas-
ily accessible on the Web. RDF allows formulating statements about resources,
each statement consists of subject, predicate, and object – referred to as a triple.
Extending the dataset and adding new data is very convenient due to the self-
describing nature of RDF and its flexibility. In late 2012, the Danish government
joined the Open Data movement by making several raw digital datasets [3] freely
available. Among others, these datasets cover transport, tourism, fishery, compa-
nies, forestry, and agriculture. To the best of our knowledge, they are currently
only available in their raw formats and have not yet been converted to LD. We
choose agriculture as a use case, as it is one of the main sectors in Denmark,
with 66% of Denmark’s land surface being farmland1. Thus, there is significant
potential in providing free access to such data and enabling efficient answering
of sophisticated queries over it.

In this paper, we show how we made Danish governmental Open Data avail-
able as LD and evaluate the challenges in doing so. Our approach is to transform
the agricultural datasets into RDF and add explicit relationships among them
using links. Furthermore, we integrate the agricultural data with company infor-
mation, thus enabling queries on new relationships not contained in the original
data. This paper presents the process to transform and link the data as well
as the challenges encountered and how they were met. It further discusses how
these experiences can provide guidelines for similar projects. We developed our
own ontology while still making use of existing ontologies whenever possible. A
particular challenge is deriving spatial containment relationships not encoded in
the original datasets. For a detailed discussion about the whole process, we refer
the reader to the extended version of this paper [2]. The resulting LOD datasets
are accessible via a SPARQL endpoint (http://extbi.lab.aau.dk/sparql) as well
as for download (http://extbi.cs.aau.dk/).

The remainder of this paper is structured as follows; Section 2 describes our
use case datasets and discusses the main challenges. Then, Section 3 describes
the process and its application to the use case. Section 4 evaluates alternative
design choices, while Section 5 concludes and summarizes the paper.

2 Use Case

We have found the agricultural domain to be particularly interesting as it rep-
resents a non-trivial use case that covers spatial attributes and can be extended
with temporal information. By combining the agricultural data wih company
data, we can process and answer queries that were not possible before as the
original data was neither linked nor in a queryable format.

Late 2012, the Ministry of Food, Agriculture, and Fisheries of Denmark
(FVM) (http://en.fvm.dk/) made geospatial data of all fields in Denmark freely
1 http://www.dst.dk/en/%20Statistik/emner/areal/arealanvendelse.aspx

http://extbi.lab.aau.dk/sparql
http://extbi.cs.aau.dk/
http://en.fvm.dk/
http://www.dst.dk/en/%20Statistik/emner/areal/arealanvendelse.aspx
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available – henceforth we refer to this collection of data as agricultural data. This
dataset combined with the Central Company Registry (CVR) data (http://cvr.
dk/) about all Danish companies allows for evaluating queries about fields and
the companies owning them. In total, we have converted 5 datasets provided by
FVM and CVR into Linked Open Data. We downloaded the data on October 1,
2013 from FVM [10] and from CVR.
Agricultural Data. The agricultural data collection is available in Shape
format [6], this means that each Field, Field Block, and Organic Field is described
by several coordinate points forming a polygon.

Field. The Field dataset has 9 attributes and contains all registered fields
in Denmark. In total, this dataset contains information about 641,081 fields.

Organic Field. This dataset has 12 attributes and contains information about
52,060 organic fields. The dataset has attributes that we can relate to the com-
pany data, i.e., the CVR attribute is unique for the owner of the field and
references the CVR dataset that we explain below. The fieldBlockId attribute
describes to which “Field Block” a field belongs to.

Field Block. The Field Block dataset has 12 attributes for 314,648 field
blocks and contains a number of fields [11]. Field Blocks are used to calculate
the funds the farmers receive in EU area support scheme.
Central Company Registry (CVR) Data. The CVR is the central registry
of all Danish companies and provides its data in CSV format. There are two
datasets available that we refer to as Company and Participant.

Company. This dataset has 59 attributes [5] and contains information, such
as a company’s name, contact details, business format, and activity for about
more than 600,000 companies and 650,000 production units.

Participant. This dataset describes the relations that exist between a partic-
ipant and a legal unit. A participant is a person or legal unit that is responsible
for a legal unit in the company dataset, i.e., a participant is an owner of a com-
pany. The Participant dataset describes more than 350,000 participants with 7
attributes.
The use case data comes in different formats and contains only a few foreign
keys. Further, there is little cross-reference and links between the datasets and
no links to Web sources in general. Spatial relationships are even more difficult
to represent in the data and querying data based on the available polygons is
a complex problem. In particular, to enable queries that have not been possible
before, we cleanse and link the (Organic) Field datasets to the Company dataset
so that we can query fields and crops of companies related to agriculture. The
particular challenges that we address are:

– Disparate data sources without common format
– Lack of unique identifiers to link different but related data sources
– Language (Danish)
– Lack of ontologies and their use

http://cvr.dk/
http://cvr.dk/
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Fig. 1. Process overview

3 Data Annotation and Reconciliation

In this section, we outline the process that we followed to publish the datasets
described in Section 2. The complete procedure with its main activities is
depicted in Fig. 1.

All data in the data repository undergoes an iterative integration process
consisting of several main activities:

Import: Extract the data from the original sources
Analyze: Gain an understanding of the data and create an ontology
Refine: Refine the source data by cleansing it and converting it to RDF
Link: Link the data to internal and external data

Data that has been through the integration process at least once may be pub-
lished and thus become Linked Open Data that others can use and link to. In
the remainder of this section, we will discuss these steps in more detail.
Import. The raw data is extracted from its original source into the repository
and stored in a common format such that it is available for the later activities.
The concrete method used for importing a dataset depends on the format of the
raw data. The agriculture datasets and CVR datasets introduced in Section 2
are available in Shape and CSV formats. Shape files are processed in ArcGIS2

to compute the spatial joins of the fields and organic fields, thus creating foreign
keys between the datasets. As the common format we use a relational database.
Analyze. The goal of this step is to acquire a deeper understanding of the
data and formalize it as an ontology. As a result of our analysis we constructed
a URI scheme for our use case data based on Linked Data Principles [8]. We
strive to use existing ontologies as a base of our own ontologies. To do this,
we make use of predicates such as rdfs:subClassOf, rdfs:subPropertyOf,
and owl:equivalentClass, which can link our classes and properties to known
ontologies. Fig. 2 provides an overview of the ontology that we developed for our
use case with all classes and properties. All arrows are annotated with predicates.
2 http://www.esri.com/software/arcgis

http://www.esri.com/software/arcgis
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Fig. 2. Overview of the ontology for our use case

The arrows with black tips represent relations between the data instances. The
arrows with white tips represent relations between the classes.

In short, we designed the ontology such that a Field is contained within a
Field Block, which is expressed with the property agri:contains and is deter-
mined by a spatial join of the data. Organic Field is a subclass of Field and
therefore transitively connects Field to Company. Field is also defined as being
equivalent to the UN’s definition of European fields from the AGROVOC [14]
vocabulary. In addition we make use of other external ontologies and vocabular-
ies, such as GeoNames [16], WGS84 [4], and FOAF (Friend of a Friend) [1].
Refine. The Refine activity is based on the understanding gained in the Analyze
activity and consists of data cleansing and conversion. Fig. 1 illustrates the
data cleansing process where imported data and ontologies are used to produce
cleansed data.

In our use case, we implemented data cleansing by using views that filter out
inconsistent data as well as correct invalid attribute values, inconsistent strings,
and invalid coordinates. Then we use Virtuoso Opensource [13] mappings to
generate RDF data.
Link. The Link activity consists of two steps: internal linking and external
linking, which converts the refined data into integrated data. The Link activ-
ity materializes the relationships between concepts and classes identified in the
Analyze activity as triples. The example below shows our internal linking of the
Field and the Field Block classes using the geonames:contains predicate.
agri:contains rdf:type owl:ObjectProperty ;

rdfs:domain agri:FieldBlock ;

rdfs:range agri:Field ;

rdfs:subPropertyOf geonames:contains .
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External linking involves linking to remote sources on instance and ontology
level. On the ontology level, this means inserting triples using predicates such as
rdfs:subClassOf, rdfs:subPropertyOf, and owl:equivalentClass that link
URIs from our local ontology to URIs from remote sources. On instance level,
we link places mentioned in the CVR data to equivalent places in GeoNames [16]
using triples with the owl:sameAs predicate as illustrated in Fig. 3.

Fig. 3. External linking on instance level

The overall process has provided us with analyzed, refined, and linked data;
in total 32,457,657 triples were created. The result of completing this process is
published and registered on datahub.io3. In case we wish to integrate additional
sources, we simply have to reiterate through the process.

Fig. 4. Data flow for the materialization strategies

4 Experiments

In the following, we first describe three alternative design choices in the material-
ization of the data. They represent trade-offs between data load time and query
time. We then discuss the results of our experimental evaluation, for which we
ran an OpenLink Virtuoso 07.00.3203 server on a 3.4 GHz Intel Core i7-2600
processor with 8 GB RAM operated by Ubuntu 13.10, Saucy. The materializa-
tion strategies that we have considered are: Virtual, relational materialization,
and native. Fig. 4 shows the different paths that data is traveling on; starting as
raw data and ending at the user who issued a query. The solid lines represent
data flow during the integration process whereas dashed lines represent data flow
at query time.
3 http://datahub.io/dataset/govagribus-denmark

http://datahub.io/dataset/govagribus-denmark
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Table 1. Load times in seconds

Step Virtual Materialized Native

Data Cleansing 74.92 603.35 603.35
Load Ontology 1.01 1.01 1.01
Load Mappings 8.76 12.35 12.35
Dump RDF 0.00 0.00 4684.82
Load RDF 0.00 0.00 840.04
Total 84.68 616.70 6141.56

Table 2. Runtimes in seconds

Query Virtual Materialized Native

AQT 1 5.92 3.39 1.04
AQT 2 13.32 7.00 0.23
AQT 3 10.81 7.70 0.05
AQT 4 – – 0.14
AQT 5 – 20.37 0.86
SQT 1 – – 2.35
SQT 2 0.09 0.12 0.10
SQT 3 2188.85 1.81 0.40
SQT 4 6.57 2.35 1.63
SQT 5 – 23.79 3.29
Average 370.93 8.31 1.01

Virtual. In the virtual strategy we perform data cleansing based on SQL
views in the relational database. RDF mappings are formulated on top of these
cleansing views to make the data accessible as RDF. To increase performance, we
create a number of indexes on primary keys, foreign keys, and spatial attributes.
In Fig. 4, using this strategy data flows through the arrows marked with 1, 2,
and 3 at query time.

Relational Materialization. Here we materialize the above mentioned SQL
views as relational tables. We create similar indexes as above but on the obtained
tables. In Fig. 4, data flows through arrows 4, 5, and 3 – with 4 during load time
and 3 and 5 during query time.

Native RDF. In this strategy, we extract all RDF triples from the materialized
views and mappings and load them into a triple store. In Fig. 4, data flows
through arrows 4, 5, and 6 during load time and arrow 7 during query time.
To test our setup, we created a number of query templates that we can instan-
tiate with different entities and that are based on insights in agricultural con-
tracting gained from field experts. Some of them contained aggregation and
grouping (Aggregate Query Templates, AQT) others only standard SPARQL
1.0 constructs (Standard Query Templates, SQT). For the virtual and relational
materialization strategies we measured the load times for each step during load-
ing – the results are shown in Table 1. Table 2 shows the execution times for our
query templates on the three materialization strategies. Queries that run into a
timeout are marked by a dash. As we can see, the native RDF strategy is faster
than the two others, and relational materialized is generally faster than virtual.
There is obviously a notable overhead when using views and mappings. On the
other hand, the virtual strategy has very fast load time compared to the other
strategies since no data has to be moved or extracted – in fact, the cleansing
is delayed until query time. The relational materialized strategy is one order of
magnitude faster in load time than the native strategy as it has less overhead
during loading.

We can therefore conclude that the virtual strategy is well suited for rapidly
changing data as it has minimum load time, the materialized strategy represents
a trade-off between load time and query time and is suitable for data with low
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update rates, and the native strategy decouples RDF data from the relational
data and is very suitable for static data.

5 Conclusion

Motivated by the increasing popularity of both the Semantic Web and the Open
(Government) Data movement as well as the recent availability of interesting
open government data in Denmark, this paper investigated how to make Danish
agricultural data available as Linked Open Data. We chose the most interesting
agricultural datasets among a range of options, transformed them into RDF for-
mat, and created explicit links between those datasets by matching them on a
spatial level. Furthermore, the agricultural data was integrated with data from
the central company registry. All these additional links enable queries that were
not possible directly on the original data. . The paper presents best practices
and a process for transforming and linking the data. It also discusses the chal-
lenges encountered and how they were met. As a result, we not only obtained an
RDF dataset but also a new ontology that also makes use of existing ontologies.
A particularly interesting challenge was how to derive spatial containment rela-
tionships not contained in the original datasets because existing standards and
tools do not provide sufficient support. The resulting LOD datasets were made
available for download and as a SPARQL endpoint.
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Abstract. This paper presents a lightweight approach to representing
inexact dates on the semantic web, in that it imposes minimal ontolog-
ical commitments on the ontology author and provides data that can
be queried using standard approaches. The approach is presented in the
context of a significant need to represent inexact dates but the heavy-
weight nature of existing proposals which can handle such information.
Approaches to querying the represented information and an example user
interface for creating such information are presented.

1 Introduction

There is as yet no standard approach for representing uncertain information in
the semantic web. Existing proposals [1] suggest rather radical changes in rep-
resentation, and the associated reasoning algorithms, in order to capture uncer-
tainty. In this work, we seek solutions that can be combined more easily with
standard practices but which can handle some common special cases. We focus
in particular on the expression of inexact dates. Dates are very important in the
semantic web, which is reflected in the existence of standard data representations
(xsd:date and xsd:dateTime) for exact dates. However in many situations only
partial information about a date is available. This arises particularly in appli-
cations of the semantic web to cultural heritage. When information about the
past is represented, however, there is frequently uncertainty about when events
happened, artefacts were made, people were born, etc.

In our own work, the University of Aberdeen and Hebridean Connections are
working with historical societies based in the Western Isles of Scotland to pro-
duce a linked data resource documenting the people, places, events, boats, busi-
nesses etc. of their past. The current data consists of over 850,000 RDF triples,
incorporated within a relatively simple OWL ontology. There are 13 different
OWL properties that introduce dates for specific events (e.g. date of birth, date
of origin for a photograph, date demolished for a building). Our ontology is the

The research described here is supported by the award made by the RCUK Dig-
ital Economy programme to the dot.rural Digital Economy Hub; award reference:
EP/G066051/1. Many thanks to Panos Alexopoulos for useful conversations.
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General Class Pattern Example Frequency Subtotal Covered

Exact to the day

y-m-d 1780-06-13 12949
d-m-y 10/6/45 725
d-M-y 12 MAY 1780 272
M-d-y May 12 1780 8

13954 yes

Exact to the month

y-m 1780-12 274
M-y Aug 1780 443
m-y 03/1780 2

719 yes

Exact to the year y 1978 10825 10825 yes

Exact to the decade dec IN 1860’S 1415 1415 yes

Exact to a range of years

y-y 1939-45 242
beforey pre 1918 2
aftery AFT 1890 3

247 yes

Exact to the century cent 20th Century 4 4 yes

Vague within less than a month mend Aug/Sept 1972 26 26 yes (using a
date range)

Vague within more than a month yes (using a
but less than a year yend 1978/79 7 7 date range)

Vague year
cy C. 1932 566 yes
moddec early 1950s 86 (using a

652 date range)

Vague around a decade
cdec c 1950s 2 yes
modcent LATE 1600S 3 (using a

5 date range)

Not directly interpretable as a date unk D.I.I. 3069 3069 no

GRAND TOTAL 30923

Fig. 1. Analysis of Date Forms in the Corpus

result of semi-automatic processing of data that originated from a database.In
the database, dates were entered as free-form strings (13,470 of them). In all,
information has been provided about 30,923 dates; these were entered by many
different people over a significant time period. Figure 1 shows an analysis of
the patterns found in this data. The “general class” is a rough indication of the
precision of the information and the patterns indicate the rough syntactic forms
used, with ”y”, ”m” and ”d” indicating numbers for years, months and dates,
”M” indicating a month expressed as a string, ”-” indicating a separator, such as
”-”, ”/”, ”.” or a space and some patterns just having vaguely mnemonic names.
Interestingly, only the first general pattern (total frequency 13,954, about 45% of
the data) represents exact dates: all the rest are inexact to some extent. Amongst
the inexact dates, we have distinguished those which are exact within a specified
range from those that are vague, in that there is scope for argument about the
intended boundaries. Since all of the relevant properties are intended to indicate
specific dates, not periods of time, this inexactness must be due to uncertainty
on the part of the person entering the information. The inexact dates in our
collection represent a substantial amount of information - a significant semantic
resource that would be lost if we left the information as free-form strings.
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Our example is likely to be typical of other projects seeking to exploit cultural
heritage data. What is needed is a general mechanism capable of representing
(most of) the types of inexactness encountered here in a way that supports some
semantic reasoning. This mechanism needs to be lightweight, in that:

1. Expressing information about inexact dates should involve as few changes
as possible to the ontological decisions already made in the original data;

2. It should be possible easily to query and update information about inexact
dates using standard languages such as SPARQL 1.1. In particular, given
that the underlying data is uncertain, it should be possible to represent
queries that are: high precision - in that results returned definitely satisfy
the search criteria; and high recall - in that all results that might possibly
satisfy the criteria are returned.

where criteria for the information seached for can be expressed either as an
inexact date or as a specific date.

2 Previous Work

Naturally the first question to ask about inexact dates is whether they can
be represented by standard XML Scheme datatypes; for this, the two possi-
bilities are xsd:date and xsd:dateTime. Unfortunately, SPARQL 1.1 has no
support for xsd:date. Although xsd:dateTime is supported by SPARQL 1.1,
“dateTime uses the date/time SevenPropertyModel, with no properties except
-timezoneOffset- permitted to be absent” [2]. Therefore this property cannot be
used on its own to represent inexact dates.

There has been a significant amount of work on ontologies for represent-
ing time (and hence dates). In the cultural heritage domain, CIDOC CRM [3]
defines a class of entities E2 Temporal Entity which describes “objects charac-
terised by a certain condition over a time-span”. E2 Temporal Entitys include
E4 Periods, which include examples such as “Jurassic”. Although the philo-
sophical position of the OWL-Time ontology [4] is somewhat different to that
of CIDOC CRM (e.g., time instants are believed to exist), the treatment of
dates is rather similar to the above. In this case, the analogue of E2 Temporal
Entity is owltime:TemporalEntity, which has subclasses owltime:Instant
and owltime:Interval. As above, the actual TemporalEntity has to be distin-
guished from the information stated about it – the latter is included within the
former. The latter can be directly associated with the owltime:Instants which
are its beginning and end. These can in turn be associated with xsd:dateTimes.

When it comes to the representation of relatively simple inexact dates these
proposals probably satisfy our criteria about access via standard query mech-
anisms. However, all of them involve significant ontological commitments that
may not be made by the rest of the ontology. Whereas for many applications
“date of birth” is thought of as a simple property of a person, akin to “name”
or “gender”, CIDOC CRM requires the existence of 2 extra individuals and
OWL-Time 4 extra individuals to express the information, apart from the basic
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xsd:dateTime values involved. Although both are highly principled and in the
end very flexible ways of incorporating inexact dates, CIDOC CRM or OWL-
Time would significantly break this way of viewing the world, and we suspect
they would be similarly disruptive in terms of other ontologies. The question is
whether there is a lighter weight alternative available.

3 The Proposal

Our proposal is a very simple one that caters for many kinds of inexact dates and
complicates the ontology only minimally. The proposal involves the introduction
of one new class, hc:dateRange1, on which the xsd:dateTime-valued datatype
properties hc:dateFrom and hc:dateTo are defined. An hc:dateRange repre-
sents a specific date/time which is within the range between the hc:dateFrom
and the hc:dateTo, not the period of time between those values. Figure 2 shows

Fig. 2. “John was born in 1780” in Hebridean Connections

how this looks for John’s birthday. Expressing the information this way com-
mits the ontology author to John being born at a specific time; however, it does
not require them to specify that time precisely. Notice the inclusion of time
information in the representation – this is forced by the requirements for the
completeness of xsd:dateTime instances mentioned above. In terms of the dates
in our corpus, this proposal provides a way of directly encoding all “Exact to
...” patterns (13,954 exact dates and 13,210 inexact dates, in total about 88%
of the corpus). With an appropriate user interface to apply or elicit the relevant
cultural norms (see Section 3.2 below), we believe that it can also provide some
coverage of the vague patterns in our corpus as well.

3.1 Queries Involving Inexact Dates

An hc:dateRange represents the start and end of an interval of time. A query to
the dataset (e.g. “find all people born in 1780”) also involves an interval of time
(even a specific day involves two different times for its start and end). In general,
1 We abbreviate the namespace used in the Hebridean Connections ontology, http://
www.hebrideanconnections.com/hebridean.owl#, by hc:.

http://www.hebrideanconnections.com/hebridean.owl#
http://www.hebrideanconnections.com/hebridean.owl#
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then, in a querying situation there is an interval i provided by the query and an
interval j provided by data that has been retrieved and is being considered as a
possible solution. Two possible types of query then involve particular required
relationships between i and j – we name these using the relations defined by [5]:

high recall query - this is a query guaranteed to return any results which
might satisfy the query. The required relationship is Overlaps(i, j), i.e. the
lower bound of i is less than or equal to the upper bound of j, and the upper
bound of i is greater than or equal to the lower bound of j.

high precision query - this is a query guaranteed only to return results which
definitely satisfy the query. The required relationship is Contains(i, j), i.e.
the lower bound of j is greater than or equal to that of i, and the upper
bound of j is less than or equal to that of i.

SELECT ?id ?name ?from ?to WHERE

{ ?id hc:born ?dr .

?dr hc:dateFrom ?from .

?dr hc:dateTo ?to .

FILTER (?to >= "1780-01-01T00:00:00"^^xsd:dateTime &&

?from <= "1780-12-31T24:00:00"^^xsd:dateTime) .

?id hc:englishName ?name}

SELECT ?id ?name ?from ?to WHERE

{ ?id hc:born ?dr .

?dr hc:dateFrom ?from .

?dr hc:dateTo ?to .

FILTER (?from >= "1780-01-01T00:00:00"^^xsd:dateTime &&

?to <= "1780-12-31T24:00:00"^^xsd:dateTime) .

?id hc:englishName ?name}

Fig. 3. High Recall and High Precision SPARQL queries for “Find people born 1780”

Figure 3 shows example SPARQL queries of these two types, both giving answers
to “find people born in 1780”. In these examples, hc:born is the property that
relates a person to their date of birth and hc:englishName is the property that
provides the English name of a person.

3.2 User Interface Issues

Our simple proposal is still unable to handle directly the vague dates found in
our corpus (those without clear boundaries). In fact, the actual usage of vague
date expressions in English can be very specific to particular communities. For
instance, for one of our partners, plus or minus 4 years is a good interpretation
for circa dates from 1850 on, but prior to 1850 they were more vague and plus or
minus 10 years would be more realistic. However in the linked data world we have
to represent information in such a way that anybody can access and understand
it. We therefore believe that it is the role of user interfaces to intervene between
specific cultural communities and the unbiased data that they create and access.
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In particular, the mapping between a phrase such as c.1987 and a particular
hc:DateRange has to be managed by an interface aware of the characteristics of
the particular user community it is serving.

We are building a new website based on the Hebridean Connections data (with
the intention of replacing the earlier database-based website), using generic soft-
ware for the semi-automatic construction of a Drupal website which supports the
management and presentation of information from a semantic web ontology [6].
A part of this is a user interface for this community, to be used for the acquisi-
tion of inexact date information. The user can decide to enter an “exact” date (in
which case they are directed to a standard calendar widget and end up creating
an hc:dateRange where the two endpoints correspond to the start and end of the
specified day) or a “circa” date (which here means “inexact”). On selecting the
latter, they are then presented with five possible patterns (Figure 4). “Covered”

Fig. 4. Subsequent interface for entering an inexact date

column in Figure 1 shows the classes of dates in the corpus can be covered by
this interface. Although the first pattern cannot be found anywhere in our cor-
pus (though it is somewhat similar to the pattern yend), it was suggested by our
project partners as being particularly appropriate when one is attempting to date
a photograph. In this case, the partners proposed a particular interpretation of
the seasons in terms of dates. The next three patterns correspond to three “exact
to . . . ” classes that we noted above. The remaining pattern allows for the entry
of an arbitrary date range where we aim to cover dates in the “vague . . . ” classes.
We imagine that this is a last resort as mostly one of the previous patterns will
apply.

4 Future Work

Although our lightweight representation of inexact dates covers very well the
inexact date data we have collected so far, further work is needed to see how
well it copes with the entry and use of new data in the future. In particular, we
may find it useful to add further input patterns to the user interface where a
clear convention emerges.
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Abstract. Competitor identification tries to find competitors of some
entity in a given field, which is the key to the success of market intelli-
gence. Manually collecting competitors is labor-intensive and time
consuming. So automatic approaches are proposed for this purpose. How-
ever, these approaches suffer from the following two main challenges.
Competitor information might not only be contained in semi-structured
sources like lists or tables, but also be mentioned in free texts. The
diversity of its sources make competitor identification quite difficult.
Also, these competitors might not always occur in form of their full
names. The occurrences of name variants further increase the diversity,
and make the task more challenging. In this paper, we propose a novel
unsupervised approach to identify competitors from prospectuses based
on a multi-strategy learning algorithm. More precisely, we first extract
competitors from lists using some predefined heuristic rules. By lever-
aging redundancies among competitor information in lists, tables, and
texts, these competitors are fed as seeds to distantly supervise the learn-
ing process to find table columns and text patterns containing competi-
tors. The whole process is iteratively performed. In each iteration, the
newly discovered competitors of high confidence from various sources are
treated as new seeds for bootstrapping. The experimental results show
the effectiveness of our approach without human intentions and exter-
nal knowledge bases. Moreover, the approach significantly outperforms
traditional named entity recognition approaches.

Keywords: Competitor mining · Unsupervised learning · Distant
supervision · Wrapper induction

1 Introduction

Competitor mining tries to identify competitors of certain companies in a given
domain. It is quite important to the success of market intelligence. The infor-
mation of competitors is not only useful for individual companies, but also vital
for market analyzers and investors. In the new economic environment of China,
stockbroking companies and stock exchanges begin to have rights to recommend
c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 197–212, 2015.
DOI: 10.1007/978-3-319-15615-6 15



198 T. Ruan et al.

or approve companies to IPO (Initial Public Offering) in a brand new board.
These agencies are very active in looking for companies with great potentials.
Given that a competitor of a well-known company in a specific field is a good
candidate, the above mentioned company finding problem can be treated as a
competitor identification task.

Due to the large number of companies on markets and the emergence of new
companies, it is labor-intensive and time consuming to manually collect competi-
tors. Therefore, automatic approaches have been proposed for this purpose [1,2].
However, these approaches suffer from the following two main challenges. Com-
petitor information might not only be contained in semi-structured sources like
lists or tables, but also be mentioned in free texts. We call it the source diversity
challenge. Traditional information extraction methods only focus on a partic-
ular type of data sources. For example, Ciravegna et al. [3], Milne et al. [4],
and Limaye et al. [5] studied how to extract knowledge from lists, tables, or
Semantic Web. On the other hand, Web-based IE methods and systems like
Snowball [6], OpenIE/TextRunner [7], and KnowItAll [8] mainly extract data
from texts. While systems such as LODIE [9] extract information from both free
texts and structured data, how to fully utilize different kinds of data sources is
not fully investigated especially for competitor identification. In addition, com-
petitors might not always be mentioned in form of their full names. The occur-
rences of name variants further increase the diversity, and make the task more
challenging. We call it the expression diversity challenge.

In this paper, we focus on competitor identification in prospectuses. Each
prospectus contains competitors of a particular company occurring in tables, lists
or free texts with different name descriptions. In order to tackle both challenges,
we propose a novel unsupervised approach based on a multi-strategy learning
algorithm. More precisely, we first extract competitors from lists using some
predefined heuristic rules. By leveraging redundancies among competitor infor-
mation in lists, tables, and texts, these competitors are fed as seeds to distantly
supervise the learning process to find table columns and text patterns containing
competitors. The whole process is iteratively performed. We carried out experi-
ments on prospectuses of Chinese listed companies obtained from Shanghai Stock
Exchange. The experimental results show the effectiveness of our approach with-
out human interventions and external knowledge bases. Moreover, the approach
significantly outperforms traditional named entity recognition approaches.

The rest of the paper is organized as follows. Section 2 lists several aspects of
related work. Section 3 analyzes the structure as well as the competitor occur-
rences of prospectus. It then gives a overview of multi-strategy learning for
the competitor identification task. Section 4 presents our approach in details.
Section 5 shows experiment results of our work. Finally, Section 6 concludes the
paper and points out the future direction of our work.

2 Related Work

While our work is the first to identify competitors with combined strategies on
prospectuses, there exist several aspects of related work.
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2.1 Competitor and Competitive Mining

Lappas et al. [2] defined a formal definition of competitiveness between prod-
ucts sold on B2C Web sites. They developed an algorithm called CMiner to
find top-k competitive items for a given product. They run their algorithm on
different datasets ranging from Amazon.com, Booking.com to TripAdvisor.com.
The results show that the algorithm is effective and can be applied to different
domains. Cominer [1] extracted competitors of an object (a company, a sports
team etc) from Web. Given the name of an object, it queried the search engine
with predefined linguistic patterns to gather its competitor name and rank these
competitors accordingly. Cominer also mined competitive domain and compet-
itive evidence. Since competitors are expressed in different ways on the Web,
the linguistic patterns cannot cover all situations, and thus Cominer can only
mine competitive relationship between well-known companies whose information
is very redundant on the Web.

2.2 Information Extraction

Competitor identification is an application of information extraction which com-
bines relation extraction with named entity recognition. Information extraction
has been studied intensively over the past few years. Wrapper induction is a
sort of information extraction, which extracts knowledge from semi-structured
data. Multi-view learner [10] and Vertex! [11] use supervised learning algorithms
to learn data extraction rules from manually labeled training examples. Other
systems like SKES [12] and LODIE [9] use unsupervised methods. Moreover,
Dalvi et al. [13] presented a generic framework to learn wrappers across Web
sites. Another kind of information extraction is to extract structured informa-
tion from texts, which is called text mining. Snowball [6] and TextRunner [7]
are two typical examples. The input to Snowball is a corpus of text documents
and a small set of seeds. Extracted patterns can be learned by summarizing the
occurrence patterns of seeds in the corpus. TextRunner learns all relations in a
corpus without any predefined rules or hand-tagged seeds, thus the method is
called “Open Information Extraction”.

One trend of information extraction is to utilize various data published on
the Web including Web pages, Linked Open Data as well as lists and tables
on dynamic Web sites. Gentile et al. [14] proposed a methodology called multi-
strategy learning which combines text mining with wrapper induction to extract
knowledge from tables, lists and Web pages. While the method seems promising,
there are no clear evaluation results in their paper. On the other hand, distant
supervision is an effective mean to leverage redundancies among different sources,
which has been used in [15,16]. Mintz et al. [15] leveraged entity pairs of a
certain relation from Freebase as seeds and collected sentences containing these
pairs as weakly labeled data from a text corpus. Then they extracted syntactic
and semantic features of context words around entity pairs to train a multi-
class logistic classifier for relation extraction. As a result, 10,000 instances of
102 relations were extracted at a precision of 67.6%. Roth et al. [16] used distant
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Fig. 1. Observations of Competitor Information in Prospectuses

supervision in pattern learning and built a system called RelationFactory [17].
RelationFactory RelationFactory achieved top ranked F1-Score at 37.3% in TAC
KBP 2013 English Slot Filling evaluation. To the best of our knowledge, distant
supervision has not been used for competitor identification.

3 Approach Overview

3.1 Problem Analysis

After we analyze more than 800 prospectuses about companies in different fields
from the Chinese stock market, we have the following observations.

– Observation 1. Almost every prospectus has a specific section to describe
the competitors of a company. The section is called Competitor Description
Section (CDS). Each CDS contains one or more paragraphs, and nearly 80%
titles of CDS contain the word “竞争对手(Competitors)”. The right upper
part (i.e. “Table of Contents”) of Figure 1 shows a CDS called “ 主要竞争
对手 (Major Competitors)”.

– Observation 2. Competitors mentioned in a CDS might appear in differ-
ent forms (e.g., a list, a table or free text). Moreover, a CDS may contain
competitor information of more than one form. As shown in the lower parts
of figure 1, competitor names are listed as titles of subsections in a list-type
CDS, are contents of the same column of a table in a certain table-type CDS,
and are mentioned in a text-type CDS respectively.
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Table 1. Distribution of Different CDS Types in One Prospectus

List Text Table List+Text List+Table Table+Text All

Amount 246 147 142 148 44 94 18

Ratio 29.32% 17.52% 16.92% 17.64% 5.24% 11.20% 2.15%

– Observation 3. Competitor information is redundant in prospectuseses.
Redundancies not only exist in different forms of the same prospectus, but
also can be found different prospectuses of the same domain. The former is
called intra redundancy, and the later is called inter redundancy.

Table 1 shows the distribution of different CDS types in one prospectus. From
the table, we can see a large proportion of prospectuses contain at least two
forms of CDS, which indicates big intra redundancies. We then check the inter
redundancies between different prospectuses. 99 appear in list-type CDSs of at
least two prospectuses, 85 come from table-type CDSs of different prospectuses,
and another 85 are from text-type CDSs. Furthermore, 209 competitors occur
in a list-type CDS of one prospectus but in a table-type CDS or a text-type
CDS of another prospectus with the same names. 203 is the number of inter
redundancies for the situation when one is from a table-type CDS and we find
matches from another type of CDS in a different prospectus. Similarly, 195 is the
answer for the third situation. Observation 2 and 3 are the basis of our multi-
strategy learning algorithm. Redundant competitors from CDSs of one type can
be used to annotate their occurrences in CDSs of other two types.

3.2 Overall Architecture of Our Approach

The objective of our approach is to find a way to extract competitor information
in a language-independent way without the use of any named entity recognition
(NER) tools or any prior knowledge about company information. According to
observations introduced in Section 3.1, competitors are mentioned in different
kinds of CDSs (list-type, table-type, and text-type). We also find rich intra- and
inter-redundancies between different types. In such circumstances, competitors
are first extracted from structured sources using specific wrappers. As far, the
main concern is whether we can use a limited set of heuristic rules or some auto-
matic mechanism to get these wrappers which can cover most cases. Then the
extracted competitors are further used as seeds to help competitor identification
from free texts, which can be modeled as a distant supervision process. The over-
all architecture of our approach is shown in Figure 2. We have two main steps
namely Competitor Description Section Detection and Multi-Strategy Learning.

– Competitor Description Section Detection. As mentioned in Obser-
vation 1, there exists a specific section describing competitors and compet-
itive information in each prospectus called CDS. Compared with the whole
prospectus, a CDS is more focused and is thus more appropriate for com-
petitor identification. So the first step of our work is to find the CDS for each
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prospectus. Since titles of a large number of CDSs contain the word “竞争对
手 (Competitors)”, heuristic rules can be used to find these CDSs easily. In
order to find CDSs for the remaining prospectuses, we use a classification-
based method. The details will be described in Section 4.1.

– Multi-Strategy Learning. According to Observation 2, competitor names
may occur in lists, tables or free texts in CDSs. Since list-type CDSs are the
easiest to deal with, we first identify competitive lists and extract competitor
names from these lists, as shown in Figure 1. Then these competitor names
are served as seeds to extract more competitors from table-type CDSs and
text-type CDSs. Furthermore, the extracted competitors of high confidence
from table-type CDSs and text-type CDSs can also be fed as seeds to each
other. For table-type CDSs, we detect competitive columns in tables based
on the input seeds, and then header names of detected columns are used
to find similar column headers. In the iterative process, cell contents within
the detected columns are extracted as competitor names. The iteration will
not terminate until the newly discovered column contents do not conform to
a n-gram model of company names. For text-type CDSs, competitive sen-
tences containing seeds are collected. Competitive lexical patterns are then
learned from contexts of these seeds in sentences, and competitor names are
extracted by applying the above patterns to new sentences in other text-type
CDSs. The process is also iterative. More details of multi-strategy learning
are introduced in Section 4.2.
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4 Approach Details

4.1 Competitor Description Section Detection

If the title of a section has the word “竞争对手(Competitors)”, the section is
a CDS. Since each prospectus has a well-organized table of contents, the CDS
section is easy to locate. However, still 20 percent prospectuses cannot be cov-
ered. Since the heuristic rule can find CDSs with high precision, we use CDSs
found by the rule as positive examples while other sections in these prospectuses
are treated as the background corpus. Then the CDS detection task is modeled
as a one-class classification problem, and we use one-class SVM (Support Vec-
tor Machine) as the classification model. Each section is represented as a word
feature selection. When applying the model to each section of a prospectus,
CDSs will be detected. For feature selection, Information Gain is used to select
words which can distinguish CDSs with the background corpus for performance
improvements. Since prospectuses are in PDF formats, certain preprocessing
steps are required. Firstly, prospectuses are converted into HTML formats, then
HTML tags are removed and texts are extracted. At last, texts are segmented
into words using natural language processing tools, and stop words are removed.
The overall accuracy of CDS detection is higher than 95%.

4.2 Multi-Strategy Learning

Seeds Extraction from List-type CDSs. Lists containing competitor names
in list-type CDSs have the following characteristics. These lists are parallel struc-
tures in CDSs and each item in such a structure starts with sequence numbers.
There are two types of such structure. One is subsections in a CDS, as shown
in Figure 1. The other is in a text paragraph whose precedent words are “竞争
对手是 (competitors are)” or “竞争对手有 (competitors include)”. Since some
lists might contain false positives, the extracted texts from these lists have no
relationship with competitor names. In order to filter out unrelated strings, we
use three rules to check whether a string is an organization name. If any of the
rules does not hold, the corresponding string does not refer to an organization.
The rules are learned by calculating statistics collected from the organization
list provided by Shanghai Bureau of Public Security [18].

– Lengths of organization names. Organization names have a limited number
of characters. The length distributions of organization names, including full
names and abbreviations, are shown in Figure 3 and Figure 4 respectively.
In most cases, the lengths of full organization names are between 4 and 24.
If the length of a string is out of the range, we can filter it out.

– Character occurrences in organization names. The distribution of commonly
used 3500 Chinese characters is calculated from the organization list, which
shows the user preferences to name organizations. In particular, we collect
positive characters that occur frequently with organizations, and negative
characters which never appear in organization names. For instance, negative
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words such as “篡 (tamper)” and “瘟 (pestilence)” have no occurrences in the
organization list. A language model is built using these characters to predict
the probability whether the string is an organization. If the probability is
very low, it can be treated as a non-organization of high confidence.

– Length Difference of items in a list. If items in a same list are organization
names, their lengths should not differ too much. In contrast, the word lengths
might vary a lot. When the length difference exceeds 6 characters, we can
safely remove it.

We extract competitors from a list-type CDS as follows. First, we find all
lists in the CDS of a prospectus. Then we remove those parallel structures in
text paragraphs whose precedent words do not contain “竞争对手(competitor)”.

After that, the first string after each sequence number is extracted as a
competitor name candidate. We further remove names from those candidates
which do not follow any of the above three rules. Finally, the remaining ones are
returned as competitors, which are used as seeds for further processing.
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Competitive Table Column Detection. The following observations are used
to detect competitors in table-type CDSs.

– While the formats of tables are diverse in real world, tables in prospectuses
are much simpler and table headers always refer to columns. Even for com-
plex tables which have nested headers across multiple columns, we can still
find headers strictly aligned to one column as our targets.

– Contents in a table column have the same sort of data. For instance, if more
than two cells of a column in a table contain competitor names, then all cells
of that column correspond to competitors.

– Table columns contain similar contents if they have similar headers. For
example, the column “主要竞争对手 (major competitors)” is similar to the
column titled “ 竞争企业 (competitive companies)”, and both column con-
tents refer to competitors.

– Column headers are similar if they have similar contexts. The context of a
column header is defined as names of all other headers in the table. For exam-
ple, If a table has four columns in form of (h1, h2, h3, h4), then (h2, h3, h4)
is the context of a header h1.

The process of detecting competitors from table-type CDSs is as follows.

1. Extracting tables. All tables in CDSs are extracted.
2. Finding competitive table columns. For a table column, if it has more than

two cells and the contents of these cells are recognized as competitor names
by results extracted from list-type CDSs as seeds, the column is a possible
competitive table column.

3. Finding similar table columns. We then find all columns whose header names
are similar to the names in Cnames. There are three ways to calculate the
similarity between two table columns. They are Cosine Similarity, Edit
Distance, and Context Similarity. The former two captures the header
name similarity while the last one is the distributional similarity between
the contexts of two headers. We use the combined results of the three types
of similarities to find additional competitive table column candidates. This
step is inspired by the work done by Limaye et al. [5].

4. Extracting competitor names. For a column returned in the previous two
steps, we check its contents to see whether they conform to the three rules
of organization names. If yes, we take contents of the column as competitor
names, and add these names to the seed set, and finally add the column
header name to the name set of competitive columns denoted as Cnames.

5. Iterating the whole process until no new column headers can be found.

The details of the three types of similarity calculations are as follows.

– Cosine Similarity. It is a measure of similarity between two vectors. The
words occurring in the two table header names are used as features, and the
times of occurrences are used as weights of features. For example, to compute
the similarity between “竞争对手” and “竞争企业”, after word segmentation,
three features “竞争”, “对手”, and “企业” are selected. Then the two header
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names are converted into vectors as < 1, 1, 0 > and < 1, 0, 1 >, and thus the
similarity score is 0.5.

– Edit Distance. It is a way to quantify how two strings are similar to each
other by counting the minimum number of operations (insert, delete, and
substitution) required to transform one string into the other. The smaller
the Edit Distance is, the more similar the two headers are. For example,
“厂商” can be transformed to “厂家” by one substitution operation, namely
“商” replaced by “家”. Therefore, the Edit Distance is 1.

– Context Similarity. The context of each header is also represented as a
vector, and Cosine Similarity is used to calculate the similarity between
two header contexts. If the name of a header name appears in more than
one table, the two “local” contexts are merged and the occurrences of some
headers are accumulated. For example, one table column header list is
(h1, h2, h4, h5) and the other is (h1, h2, h3, h4). The context vector of h1
is < h2, h3, h4, h5 > by merging two local context vectors < h2, h4, h5 >
and < h2, h3, h4 >. The weight of the context is < 2, 1, 1, 1 >. If there
are altogether eight header names for all tables, the context vector of h1 is
< 0, 2, 1, 1, 1, 0, 0, 0 >.

Distant Supervision for Competitor Patterns in Free Texts. Competi-
tor identification on text-type CDSs requires competitor name annotations in
sentences to learn patterns. These patterns are further used in other sentences
to extract competitors. The quality of the extracted competitors heavily depends
on the number of annotated sentences while manual annotation costs too many
human efforts. Here, we leverage competitors extracted from previous steps to
label free texts automatically. Such kind of distant supervision can save manual
efforts of labeling sentences significantly. We first collect sentences that contain
seed competitor names and label these sentences. Then we generate frequent co-
occurrence word sets from the labeled corpus. Extraction patterns are further
generated from the word sets and the annotated sentences. Finally, we use the
generated patterns to extract new competitors from the other text-type CDSs.
The whole process is iterative until there are no new patterns found. We describe
the details of each step as follows:

1. Labeling Text with Seeds
We use a triple <L, seed, R>to express the occurrences of a seed. The “L”
is the left context of a seed with a few words before the seed, and the “R” is
the right context having several words after the seed. We do not allow triples
spanning across multiple sentences separated by punctuations like full stops,
commas, and semi-commas.

Sometimes, there are more than one competitor names in a sentence and
these names occur continuously. For example, “竞争对手有微软、索尼与苹
果等 (competitors are Microsoft, Sony, and Apple etc..)”. Such sentences are
called multi-slot sentences, and sentences that contain only one competitor
name are called single-slot sentences. For the above example, if the seed
is “SONY”, the triple looks like <“competitors are Microsoft”, seed, “and
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Apple etc..”>. Since the left side or the right side of a seed may also be an
organization name, it is slightly different to generate patterns for multi-slot
sentences, which will be discussed later.

2. Generating Frequent Co-occurrence Word Sets
In multi-slot sentences, competitor names are delimited by “slight-pause
marks”. We neglect seeds which have “slight-pause mark” directly before
or after them at their left contexts or right contexts. That is to say, we only
select sentences labeled with at least two seeds where the left side of the
most left seed should not be a “slight-pause mark”, and the right side of
the most right seed is not a “slight-pause mark” either. Back to the above
example, if “微软 (Microsoft)” and “苹果(Apple)” become seeds, the whole
sentence can be labeled, and the triple is <“竞争对手有 (competitors are)”,
“微软、索尼与苹果 (Microsoft, Sony, and Apple)”, “等（etc..）”>.

In this way, multi-slot sentences and one-slot sentences can be processed in
the same way as follows. First, we perform word segmentation for S where
S is the set of strings of all “L”s and “R”s in <L, seed, R>triples. Each
string in S is segmented into words using segmentation tools. Then we select
words occurring more than 5 times as words of high frequencies. Finally,
we construct the high frequency co-occurrence word sets by selecting those
co-occur in <L, seed, R>triples for more than twice.

3. Generating Extraction Patterns
Frequent co-occurrence word sets are used to generate extraction patterns.
Take WS as the word sets, and an element ws in WS would be a word set
{w1,w2...wn}. All sentences which contain {w1,w2...wn} are returned, and
each sentence forms a distinguished pattern. Patterns are aligned and con-
solidated based on the order of occurrences of elements in ws. Some words
are replaced by wildcards, others are unioned together. We also retain the
boundary words of the occurrences in the merged pattern. The pattern gen-
eralization is similar to that of Snowball [6]. The novelty lies on the previous
steps especially the first step to label sentences with seeds extracted from
other types of CDS corpus automatically. The distant supervision part as
well as the multi-strategy learning part have not been covered in traditional
seed-based pattern learning methods.

For example, if “企业 (Company)” and “竞争对手 (Competitor)” are
within one frequent word set. Given two sentences “企业的主要竞争对手有
微软与甲骨文。(The major competitors of the company are Microsoft and
Oracle.)”, and “主要竞争对手企业是索尼与苹果。 (Major competitive com-
pany are SONY and Apple.)”, the distinguished pattern for each sentence
is “企业*竞争对手*有 (Company*Competitor*include)”, and “竞争对手*企
业*是 (Competitor *Company* are)” respectively. The merged pattern is
“(企业*竞争对手—竞争对手*企业)*(有—是)”. It is more general to cover
both situations. Here ∗ denotes any number of any characters, | means the
union of several characters, and boundary strings such as “有 (include)” and
“是 (are)” are included in the pattern.
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Table 2. Classification of Identified Competitors

Is-competitor Not-competitor

Extracted A B

Not-Extracted C D

4. Extracting Competitor Names Using Patterns
Based on patterns generated in the previous step, strings are extracted as
competitor candidates. Note that not all candidates refer to organizations.
Thus, we reuse the above mentioned three rules to check whether a string is
an organization name, and thus filter out irrelevant ones.

5 Experiments

5.1 Experiment Setup

All prospectuses used in the experiment were crawled from the Web site of
Shanghai Stock Exchange (http://www.sse.com.cn). Although our approach is
unsupervised, labeled data is required to assess the quality and the coverage of
extracted results. 836 prospectuses are manually labeled, which result in 3000
competitor pairs in total. Precision and Recall are used as the evaluation metrics.
As shown in Table 2, we use A to represent the number of correctly extracted
competitor names, B is the number of incorrectly extracted competitor names,
C indicates the number of competitor names that are not extracted. In this way,
precision can be defined as A/(A + B), and Recall is A/(A + C).

Precision and recall are defined at two levels: the micro level and the macro
level. The micro level evaluates on prospectuses while the macro level evaluates
on competitor names. If the corpus has n prospectuses, and for each prospectus
di, we can get the corresponding Ai, Bi, and Ci as defined in Table 2. Precision
and Recall at two levels are defined as follows.

Micro Precision =
∑n

1 precison(di)
n

(1)

Micro Recall =
∑n

1 Recall(di)
n

(2)

Macro Precision =
∑n

1 Ai∑n
1 Ai +

∑n
1 Bi

(3)

Macro Recall =
∑n

1 Ai∑n
1 Ai +

∑n
1 Ci

(4)

http://www.sse.com.cn
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Table 3. Results of Each Type

List Table Text

Micro Recall 0.9157 0.9691 0.7440

Micro Precision 0.9734 0.9143 0.9029

Macro Recall 0.9285 0.9493 0.7497

Macro Precision 0.9814 0.9557 0.9279

Table 4. Iterations for Table-type CDSs

1 2 3

#extracted candiates 874 984 1015

#new competitor names 869 98 3

Micro Recall 0.9030 0.9686 0.9691

Micro Precision 0.9770 0.9663 0.9143

Macro Recall 0.8868 0.9433 0.9493

Macro Precision 0.9943 0.9827 0.9557

5.2 Results Evaluation

Results for Each Type of CDSs. Table 3 shows the evaluation results for
competitor identification in the corpus of each CDS type. Here, precision and
recall are calculated against the corpus of each CDS type instead of the whole
corpus. For instance, regarding the recall A/(A + C) for the list type, A is the
number of correctly extracted competitor names in list-type CDSs, and C is
number of competitor names that are not extracted in the list-type corpus. The
other metrics can be calculated in the similar way. From the table, we can find
that our approach achieves very high precision for each type of CDSs. The recall
for text-type CDSs is lower than that on other type of corpus, but is still about
0.74. This is because we only capture frequent patterns but some sentences about
competitors are described by ad hoc lexical patterns that seldomly occur. We
also find the gap between micro-level and macro-level is small, which means our
approach is stable without very poor performance on some prospectus.

Since competitor identification on table-type CDSs and text-type CDSs are
both iterative, we show the results after each iteration for the two types of corpus
in Table 4 and Table 5 respectively. For both types, after a small number of
iterations (3 for table-type, and 2 for text-type), the whole process terminates. As
shown in Table 4, for each iteration of table-type corpus extraction, more similar
table headers are found, but fewer competitor names are extracted. For example,
after the second Iteration, 984 candidates are found, but only 98 of them are
recognized as organization names. This is due to the fact that most candidates
are from headers similar to the headers which do not represent actual competitive
table columns. Recalls increase after each iteration, but the precisions might drop
a bit especially for the late iterations. This is a signal to tell that we should set
more strict threshold values to ensure the quality of extracted competitors. We
can have similar findings in Table 5.



210 T. Ruan et al.

Table 5. Iterations for Text-type CDSs

1 2

#extracted candidates 724 735

#new competitor names 675 7

Micro Recall 0.7345 0.7440

Micro Precision 0.9098 0.9029

Macro Recall 0.7272 0.7497

Table 6. Multi-strategy Learning Results

List Table Text List+Table List+Text Table+Text All

Micro Recall 0.4715 0.3791 0.3406 0.7838 0.6544 0.5611 0.8423

Micro Precision 0.9688 0.9147 0.8944 0.9433 0.9109 0.8807 0.9090

Macro Recall 0.4114 0.4470 0.3142 0.7892 0.5814 0.6058 0.8487

Macro Precision 0.9814 0.9557 0.9279 0.9698 0.9540 0.9444 0.9437

Results of Multi-strategy Learning. We also carry out experiments to com-
pare the performance using multi-strategy learning with that based on single-
strategy learning. The detailed experimental results are shown in Table 6. The
column “All” represents our final results, which combines the results from differ-
ent types of CDSs. The column in form of “A+B” refer to the combined results
from the A-type corpus and the B-type corpus. Unlike the computation of recall
values in Table 3, recalls are computed against the whole corpus instead of one
specific type of CDS corpus. This is why for the first three columns (i.e. List,
Table, and Text), their recalls are much lower than those reported in Table 3.

From the table, we can see that recall values are greatly improved through
multi-strategy learning. The micro recall value for list-type, table-type and text-
type CDSs is 0.4715, 0.3791 and 0.3406 respectively. They are all below 0.5.
However, the combined result is about 0.8423, almost 200% increases. In addi-
tion, even we use multi-strategy learning on two types of CDS corpus, the recall
value improvements are obvious. Meanwhile, the precision values are still very
high. All these findings show the effectiveness of multi-strategy learning.

5.3 Comparison with Traditional NER-Based Methods

In order to identify competitors, we can also use named entity recognition (NER)
methods to find organization mentions in the CDSs. Here, we select some popular
NLP tools namely NLPIR1, FudanNLP2, and Stanford NER3 to extract com-
petitors from the corpus. For the Stanford NER, we further distinguish whether
it uses distributional similarity features, denoted as Stanford NER with dist-
Sim, and Stanford NER without distSim. We use these tools as the baselines to
1 http://ictclas.nlpir.org/
2 http://code.google.com/p/fudannlp/
3 http://nlp.stanford.edu/software/CRF-NER.shtml

http://ictclas.nlpir.org/
http://code.google.com/p/fudannlp/
http://nlp.stanford.edu/software/CRF-NER.shtml
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Table 7. The Results of Different Methods

NLPIR FudanNLP Stanford NER
with distSim

Stanford NER
without distSim

Our Approach

Precision 34.21% 28.97% 68.02% 63.85% 94.37%

Recall 1.02% 2.43% 47.30% 40.80% 84.87%

compare with our approach. Macro precisions and macro recalls of all methods
are shown in Table 7.

From the table, NLPIR and FudanNLP perform worst with low precisions
(around 30%) and pretty low recalls (between 1% and 3%). When using distri-
butional similarity features, Stanford NER can achieve more than 5% increases
in terms of precision and recall. Compared with these baselines, our approach
has much more promising results. The precision almost reaches 94.37% and the
recall is also higher than 80%.

6 Conclusions and Future Work

In this paper, we provide a multi-strategy learning approach to extract com-
petitors from Chinese prospectuses. Different kinds of competitive description
sections (list-type, table-type, and text-type) require different extraction meth-
ods and have different levels of difficulties. We extract competitors from list-type
CDSs first, and the extraction results are fed as seeds to boost the extraction
process from other two CDS types. Distant supervised learning is used in these
processes to avoid manual labeling efforts. One benefit of our approach is that
the named entity recognition (NER) step is not required to identify competitors.
Experimental results show our approach achieves higher precision and recall than
those of the traditional NER methods. As for the future work, we plan to try our
approach on English prospectuses and then extend to other corpus like company
Web sites for mining competitors.
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Abstract. Recently, there is an increasing interest in extracting or min-
ing type information from Web sources. Type information stating that
an instance is of a certain type is an important component of knowledge
bases. Although there has been some work on obtaining type information,
most of current techniques are either language-dependent or to generate
one or more general types for a given instance because of type sparse-
ness. In this paper, we present a novel approach for mining type infor-
mation from Chinese online encyclopedias. More precisely, we mine type
information from abstracts, infoboxes and categories of article pages in
Chinese encyclopedia Web sites. In particular, most of the generated
Chinese type information is inferred from categories of article pages
through an attribute propagation algorithm and a graph-based random
walk method. We conduct experiments over Chinese encyclopedia Web
sites: Baidu Baike, Hudong Baike and Chinese Wikipedia. Experimental
results show that our approach can generate large scale and high-quality
Chinese type information with types of appropriate granularity.

Keywords: Mining type information · Category attributes generation ·
Data of online encyclopedias · Knowledge base

1 Introduction

Linking Open Data (LOD)1 is the largest community effort for semantic data
publishing which converts the Web from a Web of document to a Web of inter-
linked knowledge. There have been over 200 datasets within the LOD project.
Among these datasets, DBpedia [1] and Yago [18] serve as hubs to connect oth-
ers. Similar to DBpedia, Zhishi.me [13] has been developed as the first effort of
Chinese LOD. It extracted RDF triples from three largest Chinese encyclope-
dia Web sites namely Baidu Baike2, Hudong Baike3 and Chinese Wikipedia4.

1 http://linkeddata.org/
2 http://baike.baidu.com/
3 http://www.hudong.com/
4 http://zh.wikipedia.org/
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Recently, there is an increasing interest in extracting or mining type information
from Web sources. Type information stating that an instance is of a certain type
(e.g. “China” is an instance of “country”) is an important component of knowl-
edge bases. Type information plays an important role in many applications, such
as query understanding [5,19], question answering [10,21] and product recom-
mendation [9,11].

Among the datasets in current LOD, the number of Chinese type information
is limited. Very little or no effort has been devoted to obtaining type informa-
tion in Chinese LOD. For example, Zhishi.me only uses the SKOS vocabulary5

to represent the category system and does not strictly define the IsA relation
between instances and categories, which makes it less comprehensive than DBpe-
dia and Yago. Besides, most of current techniques on obtaining type information
are either language-dependent [3,4,7,8,18,22] or to generate one or more gen-
eral types for a given instance because of type sparseness [1,14,15]. Therefore,
with the purpose of generating large scale and high-quality Chinese type infor-
mation with types of appropriate granularity, we make the first effort to mine
type information from Chinese online encyclopedias.

In Chinese online encyclopedias, we discover that lots of fine-grained types
exist in categories of article pages, e.g., given the article page of “China”, its
categories are “Asia country”, “country with an ancient civilization”, “socialist
country”, “East Asia”, etc. Obviously, some categories can be regarded as correct
types, but the noise does exist (i.e. “East Asia”). Thus, we take the categories of
one given instance as its candidate types and try to filter out the noise. We argue
that attributes are critical in filtering out the noise in categories of article pages.
Intuitively, when given attributes “actors, release date, director” of a certain
instance, people may infer that it is an instance of “movie”, but when given
“name, foreign name”, people cannot infer the instance type because too many
categories have the attribute “name” or “foreign name”. Here, we assume if
an instance contains the representative attributes (e.g. “actors”, “release date”
and “director” of the type “movie”) of one candidate type, the instance probably
belongs to this type. However, category attributes are not abundantly available.
Therefore, we need to generate attributes for as many categories as possible.

In this paper, we propose a three-step approach for mining type informa-
tion from Chinese online encyclopedias. Our approach first identifies explicit
InstanceOf relations (i.e. type information) and SubclassOf relations with sev-
eral heuristics. It then applies an attribute propagation algorithm leveraging
existing category attributes, instance attributes, identified InstanceOf and Sub-
classOf relations to generate new category attributes. Finally, it constructs a
weighted directed graph for each instance which has been enriched with attri-
butes and categories, and applies a graph-based random walk method to discover
more type information. We conduct experiments over Chinese encyclopedia Web
sites: Baidu Baike, Hudong Baike and Chinese Wikipedia. Experimental results
show that our approach can generate large scale and high-quality Chinese type
information with types of appropriate granularity.

5 http://www.w3.org/2004/02/skos/

http://www.w3.org/2004/02/skos/
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The contributions in this paper are summarized as follows:

– We present an approach for mining type information from Chinese online
encyclopedias, which harvests large scale and high-quality Chinese type infor-
mation as an important complementary part of Chinese LOD.

– We generate high-quality attributes for 42,934 categories using an attribute
propagation algorithm.

– We present an evaluation for the quality of category attributes and type infor-
mation generated by our approach. The category attributes and type infor-
mation respectively achieve the precision of more than 88% and 91%.

– We compare the generated Chinese type information with that of DBpedia,
Yago and BabelNet [12]. It shows that our generated type information has not
only the largest number of Chinese types, typed instances and type statements
(i.e. InstanceOf relations), but also instance types with more appropriate
granularity.

The rest of this paper is organized as follows. Section 2 gives an overview of
previous work that is related to mining type information. Section 3 introduces the
proposed type mining approach in detail. In Section 4, we evaluate our approach
on different Chinese encyclopedia Web sites and make a comparison between our
obtained Chinese type information and that of other knowledge bases. At last,
we conclude the paper and describe the future work in Section 5.

2 Related Work

Since type information has been identified as an important component of knowl-
edge bases, researchers have used different techniques to mine type information
on Wikipedia or the Web from scratch. Furthermore, there has been some work
on completing the missing type information due to the low coverage of typed
instances in many knowledge bases.

Wikipedia-Based Type Mining: Yago [18] applies a language-dependent rule
to infer instance types with categories of article pages in Wikipedia. Type infor-
mation in DBpedia [1] is obtained by an infobox-based method. However, only
several hundred infobox-based types are used for typing millions of instances.
Tipalo [7] extracts natural language definitions of instances in Wikipedia. These
definitions are parsed with FRED [16] and mapped to WordNet [6] and DULplus6

for finding appropriate types. BabelNet [12] harvests type information by the
means of mapping Wikipedia instances and concepts to WordNet.

Web-Based Type Mining: Lexico-syntactic patterns are widely used for
extracting type information from the Web. This is first proposed in [8] for acquir-
ing hyponyms from large text corpora, and later followed by many successful
systems such as PANKOW [3] and KnowItAll [4]. More recently, Probase [22]

6 http://www.ontologydesignpatterns.org/ont/wn/dulplus.owl

http://www.ontologydesignpatterns.org/ont/wn/dulplus.owl
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obtains large scale type information from Web pages leveraging a fixed set of
syntactic patterns as well as the existing knowledge.

Type Information Completion: In order to mine types for DBpedia untyped
instances, machine learning and rule-based techniques are proposed in [14] to
complete the missing type information with existing DBpedia instance types.
SDType [15] is another approach for completing instance types based on statis-
tic distribution. This approach is capable of dealing with noisy data as well as
faulty schemas or unforeseen usage of schemas and can be applied to any RDF
knowledge base.

In this paper, we focus on mining type information from encyclopedia Web sites
rather than the whole Web, because encyclopedia Web sites contain many high-
quality and comprehensive types of structures (e.g. infobox, categories of article
pages, category system, etc.) fitting for mining instance types. Thus, mining
type information in Yago and DBpedia are the closest work to ours. However,
the heuristic rule Yago applied can not be extended to other languages and the
method used in DBpedia generates only one general type for a given instance
because of type sparseness. Here, we aim to generate large scale and high-quality
type information with types of appropriate granularity and do not pay attention
to the problem of the low coverage of typed instances.

3 Approach

In this section, we introduce our approach for mining Chinese type informa-
tion from Chinese online encyclopedias. The workflow is implemented as out-
lined in Figure 1. At first, Explicit IsA Relation Detector identifies explicit
InstanceOf relations from infoboxes and abstracts of article pages, and Sub-
classOf relations from the category system. Then, existing category attributes
and instance attributes are respectively derived from infobox templates and
infoboxes of article pages. For example, the attributes in infobox template of
“people” are “name”, “birthdate”, “job”, etc. and the infobox of “Steven Spiel-
berg” contains attributes “birthdate”, “occupation”, “education”, etc. The input
of Category Attributes Generator consists of the identified InstanceOf relations,
existing category attributes, instance attribues and a Category Graph composed
of all categories with identified SubclassOf relations. Category Attributes Gener-
ator tries to generate attributes for as many categories as possible leveraging an
attribute propagation algorithm. Afterwards, we organize each given instance,
its attributes and categories (i.e. candidate types) of the corresponding article
page into an Instance Graph as the input of Instance Type Ranker. Instance
Type Ranker infers high-quality types for each given instance through a graph-
based random walk method. Finally, we acquire Chinese type statements by
converting all instance types into RDF triples. In the following, we introduce
each component of the proposed approach in more detail.
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Fig. 1. The Workflow of Our Approach

3.1 Explicit IsA Relation Detector

This section describes the heuristics for detecting explicit IsA relations consist-
ing of explicit InstanceOf relations and SubclassOf relations, which can be used
to help generate category attributes.

Explicit InstanceOf Relation Detection: We detect explicit InstanceOf
relations from infoboxes and abstracts appearing in Chinese online encyclope-
dias. (1) In infoboxes, we find that some of (attribute, value) pairs are likely to be
(concept, instance) pairs, e.g., (director, Steven Spielberg). In encyclopedia Web
sites, articles and categories are used to construct an instance set and a concept
set (or a type set) respectively. We assume if an attribute exists in the concept
set and the instance set contains its value, then there is an InstanceOf relation
between the value and attribute. (2) Generally, each abstract of article pages
gives the specific definition of its describing instance in the first sentence. Nat-
ural Language Processing (NLP) technologies are adopted to extract InstanceOf
relations. We perform dependency parsing with FudanNLP [17] on the first sen-
tence of each abstract. If the subject is the instance described by the given article
page, the predicate is word “� (a ‘be’ verb)”, and the object belongs to the con-
cept set, then an InstanceOf relation exists between the subject and the object.

Explicit SubclassOf Relation Detection: Explict SubclassOf relations are
identified from categories in Chinese online encyclopedias. Though categories
are organized in a thematical manner as a thesaurus, there are many SubclassOf
relations among them. We first generate candidate SubclassOf category pairs in
the form of (sub-category, category) based on the category system. Then, we
detect SubclassOf relations in these category pairs with two heuristics. The first
heuristic method labels SubclassOf relations for category pairs sharing the same
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lexical head, e.g., ���� (school in Jiangsu) SubclassOf ���� (school
in China). According to the language characteristics of Chinese, we take the
last noun as the lexical head after performing POS tagging on each category
with FudanNLP, e.g., we parse the category “������� (Chinese foot-
ball player)” to get the result “�� (Chinese)/LOC �� (football)/NN ��
� (player)/NN”, then, the word “player” is treated as the lexical head. After
implementing the first heuristic method, for each (sub-category, category) pair
remained, if the category is a parent concept of the sub-category in Zhishi.schema
[20] (a Chinese concept taxonomy with large scale SubclassOf relations), the cat-
egory pair has a SubclassOf relation.

3.2 Category Attributes Generator

Attributes in infobox templates and infoboxes of article pages are respectively
extracted as existing category attributes and instance attributes, but the infobox
templates in encyclopedia Web sites are not abundantly available, e.g., the num-
ber of infobox templates in Baidu Baike, Hudong Baike and Chinese Wikipedia
is 0, 214, 812, respectively. The lack of category attributes has an adverse effect
on inferring type information with attributes from categories of article pages,
because lots of categories without attributes which can be taken as the correct
instance types have to be discarded. In this section, a Category Graph composed
of all categories with SubclassOf relations is constructed at first. Subsequently,
we try to propagate attributes over the Category Graph leveraging existing cat-
egory attributes, instance attributes, identified InstanceOf and SubclassOf rela-
tions.

Category Graph: We define a Category Graph as a directed acyclic graph
G = (N,E), where N is the set of nodes representing all categories and a directed
edge < c1, c2 >∈ E represents a SubclassOf relation between category c1 and
c2, where c1, c2 ∈ N .

Attribute Propagation Algorithm: Attribute propagation over the Category
Graph follows the rules below:

– Rule 1: If a category c ∈ N has attributes from infobox templates, these
attributes should remain unchanged.

– Rule 2: If a category c ∈ N has some instances with attributes, the attributes
should be propagated to c when they are shared by more than half of these
instances.

– Rule 3: If a category c ∈ N has some child categories with attributes, the
attributes should be propagated to c when they are shared by more than half
of these child categories.

– Rule 4: If parent categories of a category c ∈ N have attributes, all the
attributes should be inherited by c.

Here, Rule 2 and Rule 3 are based on the idea of majority voting. Thus,
we choose 0.5 as the threshold. Before introducing the attribute propagation
algorithm, several related definitions are given at first, we define:
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– CA = {CA1, ..., CAk}, where CAi is a set of category attributes, i ∈ [1, k],
k ≤ |N | and |N | is the number of all categories containing attributes; μCA :
N → CA is a mapping function.

– TCA = {TCA1, ..., TCAl}, where TCAi is a set of category attributes from
infobox templates, i ∈ [1, l], l ≤ |N | and |N | is the number of the categories,
which contains attributes deriving from infobox templates. μTCA : N → TCA
is a mapping function.

– CI = {CI1, ..., CIm}, where CIi is a set of category instances, i ∈ [1,m],
m ≤ |N | and |N | is the number of the categories containing instances.

– IA = {IA1, ..., IAo}, where IAi is a set of instance attributes, i ∈ [1, o], and
o is the number of the instances with attributes.

– νIA is a function returning the instance attributes based on Rule 2.
– νCA is a function returning the category attributes based on Rule 3.

Algorithm 1. Attribute Propagation
Input: G,TCA,CI, IA
Output: CA
CA ← ∅, Sroot ← ∅, QueueCA ← ∅, Queuetop down ← ∅, Queuebottom up ← ∅;1

EnQueue(QueueCA,CA);2

for each c ∈ N do3

if getParents(c) = ∅ then4

EnQueue(Queuetop down, c);5

Sroot ← Sroot

⋃{c};6

Sort c ∈ N by the maximum depth in G by desc;7

Put each sorted c ∈ N into Queuebottom up;8

while true do9

CA ← TopDownPropagation(G,CA,TCA,CI, IA, Sroot, Queuetop down);10

CA
′ ← DeQueue(QueueCA);11

if CA = CA
′
then12

return CA;13

else14

EnQueue(QueueCA,CA);15

CA ← BottomUpPropagation(G,CA,TCA, Queuebottom up);16

CA
′ ← DeQueue(QueueCA);17

if CA = CA
′
then18

return CA;19

else20

EnQueue(QueueCA,CA);21

Algorithm 1 gives a high level overview of our attribute propagation algo-
rithm. It repeats the top-down (line 10) and bottom-up (line 16) process of
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attribute propagation over the constructed Category Graph, until convergence,
i.e., CA no longer changes (line 12-13, 18-19). During the process of top-down
attribute propagation (i.e. Algorithm 2), it checks whether a category c ∈ N
has attributes from infobox templates, if so, these attributes belonging to c
should remain unchanged (i.e. Rule 1) (line 3-6). Otherwise, instance attributes
and parent category attributes can be propagated to c with Rule 2 (line 8-11)
and Rule 4 (line 13-21). The attributes of child categories are propagated to c
with Rule 3 unless Rule 1 (line 3-9) is satisfied in the process of bottom-up
attribute propagation (i.e. Algorithm 3).

Algorithm 2. TopDownPropagation
Input: G,CA,TCA,CI, IA, Sroot, Queue
Output: CA
while Queue �= ∅ do1

c ← DeQueue(Queue);2

if c satisfies Rule 1 then3

if μCA(c) = ∅ then4

CA ← CA
⋃{μTCA(c)};5

μCA : c → μTCA(c);6

else7

if c satisfies Rule 2 with CI and IA then8

if μCA(c) = ∅ then9

CA ← CA
⋃{νIA(c)};10

μCA : c → νIA(c);11

//check whether c satisfies Rule4 or not;12

if c /∈ Sroot then13

for each c
′ ∈ getParents(c) do14

if μCA(c
′
) �= ∅ then15

if μCA(c) = ∅ then16

CA∗ ← ∅, CA∗ ← μCA(c
′
);17

CA ← CA
⋃{CA∗};18

μCA : c → CA∗;19

else20

μCA(c) ← μCA(c)
⋃

μCA(c
′
);21

for each c
′ ∈ getChildren(c) do22

EnQueue(Queue, c
′
);23

return CA24
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Algorithm 3. BottomUpPropagation
Input: G,CA,TCA, Queue
Output: CA
while Queue �= ∅ do1

c ← DeQueue(Queue);2

if c does not satisfy Rule 1 and satisfies Rule 3 then3

if μCA(c) = ∅ then4

CA∗ ← ∅, CA∗ ← νCA(c);5

CA ← CA
⋃{CA∗};6

μCA : c → CA∗;7

else8

μCA(c) ← μCA(c)
⋃

νCA(c);9

return CA10

3.3 Instance Type Ranker

After generating attributes for as many categories as possible, we organize each
given instance, its attributes and categories (i.e. candidate types) of the corre-
sponding article page into an Instance Graph. Then, a graph-based random walk
method is applied to rank the candidate types for filtering out the noise.

Instance Graph: Each Instance Graph is defined as a weighted directed graph
G = (N,E, P ;ϕ), where

– N = NI

⊎
NA

⊎
NC is the set of nodes, consisting of NI = {ij}, the singleton

set of the given instance ij , NA, the nodes representing attributes of ij , and
NC of ij , the category nodes;

– E = EIA

⊎
EAC is the set of edges, where EIA represents directed edges

from the given instance to its attributes s.t. < ij , ak >∈ EIA iff ij ∈ NI and
ak ∈ NA, EAC stands for directed edges from attributes to categories of the
corresponding article page s.t. < ak, cl >∈ EAC iff ak ∈ NA and cl ∈ NC ;

– P = PIA

⋃
PAC is the set of probabilities, where PIA represents the set of

probabilities of walking from the given instance to its attributes, PAC stands
for the set of probabilities of walking from the attributes to categories of the
corresponding article page;

– ϕ : E → P is a mapping function.

An example of Instance Graph is constructed in Figure 2. Since all the
attributes are derived from encyclopedia Web sites, people are free to use dif-
ferent labels to represent an attribute with the same meaning (e.g., �� (birth-
day) and ���� (birth date)). This may cause the absence of many edges
between attributes and categories when constructing each Instance Graph with-
out the synonym sets of attributes. For a given instance ij ∈ NI , if an instance
attribute ak ∈ NA does not belong to an category cl ∈ NC of the correspond-
ing article page but cl has a synonymous attribute of ak, then a directed edge
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Fig. 2. An Example of Instance Graph

should be connected ak to cl. Therefore, we group synonymous attributes with
BabelNet before constructing all Instance Graphs.

Graph-Based Random Walk: We assume that the fewer categories an attri-
bute belongs to, the more representative the attribute is. If an instance contains
such representative attributes belonging to a category, the category may prob-
ably be the type of the instance. Considering all the categories, the weight for
each attribute is fixed and defined as:

Weight(ai) =
1

Count(ai)
(1)

where ai is an attribute and Count(ai) is the amount of categories that have
ai or its synonymous attributes. Hence, the attributes in the same synonym set
have identical weight.

The random walk process starts from the given instance ij ∈ NI , then,
executes a random step to one of its attributes ak ∈ NA with the probability
pIAjk

∈ PIA, finally, executes a random step from an attribute to one of cate-
gories cl ∈ NC in the article page of ij , using the probability pACkl

∈ PAC . pIAjk

and pACkl
are defined as follows:

pIAjk
=

Weight(ak)
∑N

t=1 Weight(at)
(2)

pACkl
=

1
Count∗(ak)

(3)

where N is the total number of attributes and Count∗(ak) means the amount
of the directed edges from ak to categories. During the process of the graph-
based random walk, when executing a random step from the given instance to
one of its attributes, the walk tends to choose the most representative attribute
(i.e. the attribute belonging to the fewest categories) in order to walk to the
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correct categories (i.e. types). When executing a random step from an attribute
to the one of the categories in the article page, the categories containing this
attribute have equal opportunity, e.g., in Figure 2, there are two directed edges
from attribute a1 to categories c1 and c2, hence, both pAC11 and pAC12 are 0.5.
We define the probability of one category being the instance type as follows:

P (cl|ij) =
Count

′
(cl)

t
(4)

where ij ∈ NI is the given instance, cl ∈ NC is one of the categories in the article
page of ij , Count

′
(cl) is the total number of times for cl as the destination and

P (cl|ij) converges after t times graph walk. Note that when executing a random
step from an attribute to one of the categories, if there is no directed edge from
this attribute(e.g., a3 in Figure 2) to any category in the article page, then this
graph walk will terminate but also count.

4 Experiments

We apply the approach proposed in Section 3 to mine type information from
three largest Chinese encyclopedia Web sites: Baidu Baike, Hudong Baike and
Chinese Wikipedia. In this Section, we first determine the parameters of Instance
Type Ranker. Then, we evaluate the accuracy of the generated category attribu-
tes and type information. At last, we make a comparison between our obtained
Chinese type information and that of other knowledge bases.

4.1 Parameters Determination

As mentioned in Section 3.3, a category cl ∈ NC in the article page of the given
instance ij ∈ NI has a probability P (cl|ij) of being the instance type. The prob-
ability depends on the number of times that the graph-based random walk is
executed until convergence. If P (cl|ij) is greater than θ, we take cl as the type
of ij . In our experiments, we used a conservative strategy to ensure the precision.
First, we randomly selected 500 instances in the results of the graph-based ran-
dom walk from each encyclopedia Web sites and labelled candidate types of each
instance. Then, we took the highest probability of the types labelled ”Incorrect”
as the value of θ. For Baidu Baike, Hudong Baike and Chinese Wikipedia, θ is
set to 0.0513, 0.0399, 0.009, respectively.

4.2 Accuracy Evaluation

Accuracy of Category Attributes: After implementing the attributes prop-
agation algorithm, high-quality attributes are generated for 42,934 distinct cat-
egories from Baidu Baike, Hudong Baike and Chinese Wikipedia. In order to
evaluate the accuracy of the generated category attributes, we apply a similar
labeling process as that used in Yago due to the lack of ground truths. We ran-
domly selected 500 (category, attribute) pairs from each encyclopedia Web site
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to form three subsets and invited six postgraduate students who are familiar
with linked data to participant in the labeling process. Each annotator chose
“Correct”, “Incorrect”, or “Unknown” to label (category, attribute) pairs in
three subsets mentioned above. To generalize findings on each subset to the
whole (category, attribute) pairs of each encyclopedia Web site, we computed
the Wilson intervals [2] for α = 5%. The evaluation results of category attributes
is shown in Table 1. All (category, attribute) pairs from different encyclopedia
Web sites have achieved the average precision of more than 88%.

Table 1. Evaluation Results of Category Attributes

Web Site Category Number Precision

Baidu Baike 5,636 90.68% ± 2.51%

Hudong Baike 12,531 91.67% ± 2.39%

Zh-Wikipedia 34,956 94.06% ± 2.03%

Accuracy of Type Information: We obtained 1,326,625 distinct Chinese type
statements by converting all instance types into RDF triples, including explicit
InstanceOf relations and instance types inferred from categories of article pages.
According to the statistics, totally 661,680 distinct Chinese instances have been
typed with 31,491 types and each of them has two types on average. The label-
ing process used to evaluate the accuracy of category attributes is also applied
to evaluating the accuracy of the obtained type information. Each annotator
labelled the same subsets, each of which contains 500 randomly selected type
statements from different sources in encyclopedia Web sites. Table 2 shows the
evaluation results. According to the results, all type statements from different
sources in encyclopedia Web sites have achieved the average precision of more
than 91%. In particular, 70.97% of the type statements are inferred from cat-
egories of article pages, achieving the high precision of more than 96%. This
shows the effectiveness of our attribute propagation algorithm and graph-based
random walk method.

Table 2. Evaluation Results of Type Statements

Web Site Source Number Precision

Baidu Baike
infobox 96979 94.66% ± 1.93%
abstract 61951 93.66% ± 2.10%
category 97258 98.03% ± 1.16%

Hudong Baike
infobox 93064 96.24% ± 1.62%
abstract 73424 96.64% ± 1.53%
category 734545 98.03% ± 1.16%

Zh-Wikipedia
infobox 24567 97.63% ± 1.28%
abstract 50854 94.46% ± 1.67%
category 148084 97.63% ± 1.28%
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4.3 Comparison with Other Knowledge Bases

Overlap of Type Information: We compared all obtained Chinese type infor-
mation from different encyclopedia Web sites (i.e. 1,326,625 distinct Chinese type
statements) with that of other well-known knowledge bases namely DBpedia,
Yago and BabelNet. Table 3 not only gives the number of types, typed instances
and type statements in each dataset, but also shows the overlap of types, typed
instances and type statements between our obtained Chinese type information
and that of other knowledge bases. BabelNet contains Chinese type information
but DBpedia and Yago do not. Since DBpedia and Yago have multilingual ver-
sions, we mapped the English type statements to Chinese ones (both instance
and type in one type statement can be mapped to the Chinese labels).

Table 3. Overlap between Our Type Information and that of Other Knowledge Bases

Our Data DBpedia Yago BabelNet

Type Number 31,491 155 1,719 318

Type Overlap � 74 133 94

Typed Instance Number 661,680 150,827 42,818 142

Typed Instance Overlap � 39,093 13,629 20

Type Statements Number 1,326,625 263,765 45,947 563

Type Statements Overlap � 2,689 167 0

According to the comparison results, the number of types, typed instances
and type statements generated by our approach is significantly more than those
in other knowledge bases. As for the overlap of types, typed instances and type
statements, our dataset does not cover much of them in other knowledge bases.
It indicates that current knowledge bases or the datasets in linked data are really
short of Chinese type information, and our obtained Chinese type information
is an effective complementary part of Chinese LOD.

Comparison for the Granularity of Instance Types: High-quality type
information is not merely of high precision, but also has instance types with
appropriate granularity. As shown in Table 3, all of DBpedia, Yago and Babel-
Net have a small number of Chinese instance types. A large amount of instances
are typed with general types because of type sparseness, e.g., “Tang Wei” is
typed with “person” in DBpedia, but the fine-grained type “actress” or “Chi-
nese actress” may be more appropriate and useful. Here, we made a manual
comparison between the granularity of instance types in our obtained type infor-
mation and other knowledge bases. 500 instances were randomly selected from
each overlap of typed instances, but the number of typed instances in the over-
lap between our obtained type information and BabelNet is only 20, thus, all of
them were taken as the labelling data. We presented all types from the corre-
sponding datasets for each selected instance to six postgraduate students, who
compared the granularity of instance types in our type information with that in
other knowledge bases. Three choices (i.e. “Better”, “Poorer” and “Similar”) are
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provided to label each sample. For example, “Tang Wei” is typed with “Chinese
actress” and “people from Hangzhou” in our type information, but in DBpedia,
“Tang Wei” is only typed with “person”. In this circumstance, all of the anno-
tators chose “Better”. After labelling, we computed the average proportions of
three choices for each pairwise comparison.

Figure 3 gives the results of each pairwise comparison. Compared with DBpe-
dia and Yago, the types of more than half of the instances in our type informa-
tion have better or more appropriate granularity. In contrast, only the types of
less than 18% instances are of poor granularity. Though the number of typed
instance overlap between our type information and BabelNet is only 20, the aver-
age proportion of “Better” is still larger than that of “Poorer”, which is less than
30%. Hence, based on such comparison results, we hold that the instance types
generated by our proposed approach have relatively appropriate granularity.

(a) Compared with DBpedia

(b) Compared with Yago (c) Compared with BabelNet

Fig. 3. Average Proportions of Three Choices for Each Pairwise Comparison

5 Conclusions and Future Work

In this paper, we proposed a novel approach to mine type information from Chi-
nese online encyclopedias. Our approach mines type information from categories
as well as infoboxes and abstracts. In particular, more than 70% of the generated
Chinese type statements are inferred from categories of article pages leveraging
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attributes. In order to mine type information from categories, we presented an
attribute propagation algorithm to generate attributes for as many categories as
possible and a graph-based random walk method to infer instance types from
categories of article pages. Unlike traditional approaches focusing on mining
English type information in LOD, our proposed approach has effectively mined
large scale and high-quality Chinese type information with types of appropriate
granularity as an important complementary part of Chinese LOD.

The experimental results have shown that the generated category attributes
and type information have respectively achieved the precision of more than 88%
and 91%. Totally, our approach has generated attributes for 42,934 categories
as well as 661,680 typed instances and 1,326,625 type statements. Compared
with well known knowledge bases including DBpedia, Yago and BabelNet, our
obtained type information has not only the largest number of Chinese types,
typed instances and type statements, but also instance types with more appro-
priate granularity.

As for the future work, we consider generalizing our approach to make it lan-
guage independent and quantifying the granularity of instance types to automat-
ically determine which type is more appropriate for a given instance. Since our
approach depends largely on the categories of article pages, instance attributes
and category attributes, it may lead to the low coverage of typed instances.
Therefore, we also plan to solve this problem from two aspects. First, the
attributes for more instances and categories can be further extracted with tech-
nologies of information extraction. Second, we will attempt to find out the
latent article categories (i.e. candidate types) in encyclopedia Web sites for the
instances, which contain few categories in the corresponding article pages.
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Abstract. Linked Data is a collection of RDF data that can grow
exponentially and change over time. Detecting changes in RDF data
is important to support Linked Data consuming applications with ver-
sion management. Traditional approaches for change detection are not
scalable. This has led researchers to devise algorithms on the MapRe-
duce framework. Most works simply take a URI as a Map key. We
observed that it is not efficient to handle RDF data with a large num-
ber of distinct URIs since many Reduce tasks have to be created. Even
though the Reduce tasks are scheduled to run simultaneously, too many
small Reduce tasks would increase the overall running time. In this paper,
we propose G-Diff, an efficient MapReduce algorithm for RDF change
detection. G-Diff groups triples by URIs during Map phase and sends the
triples to a particular Reduce task rather than multiple Reduce tasks.
Experiments on real datasets showed that the proposed approach takes
less running time than previous works.

1 Introduction

RDF (Resource Description Framework) is a standard for the Semantic Web to
represent facts by triples (subject, predicate and object). Linked Data is a col-
lection of RDF data that is updated over time [4]. Triples in a dataset in Linked
Data might overlap with previously published ones. Instead of storing every
version of RDF data, keeping only changes would benefit RDF Triple Stores
in terms of version management [9,10]. Detected changes can also tell us some
interesting facts. For example, in DBPedia 3.7, we have a triple (San Mar-
cos Baptist Academy, affiliation, Southern Baptist Convention). However, in
DBPedia 3.8, the same triple doesn’t exist but another triple does (San Marcos
Baptist Academy, affiliation, Baptist General Convention of Texas). We can say
that San Marcos Baptist Academy has changed its affiliation from Southern Bap-
tist Convention to Baptist General Convention of Texas. RDF change detection

c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 230–235, 2015.
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can be defined as follows: given a source triple set and a target triple set, return
added triples which are in the target but not in the source and also output
deleted triples which are in the source but not in the target. The changed triple
is then automatically identified by grouping two triples in added triples and
deleted triples by a combination of subject, predicate and object.

Table 1. A comparison of selected tools that can be used for RDF changed detection.
Only G-Diff and Link-Diff are based on distributed environment. Balanced distribution
indicates the mechanism proposed by this paper.

RDF Triple Inference Distributed Balanced
support support processing distribution

G-Diff Yes No MapReduce Yes

Link-Diff[2] Yes No MapReduce No

SemVersion[5] Yes Yes No No

GNU diff[11] No (Text) No No No

X-Diff[3] No (XML) No No No

Table 1 lists existing tools for RDF change detection and G-Diff. GNU diff
utility is one of the most popular tools to detect changes of text [11]. But it
cannot directly be used for RDF triples. X-Diff [3] loads DOM (Document Object
Model) trees of two input XML documents into main memory and tries to find
edit scripts, a sequence of operations that convert one XML document into
another one. SemVersion [5] and Delta Function [6] proposed algorithms to find
RDF deltas (changes). They tried to minimize the size of RDF deltas by not
including added or deleted triples that can be inferred by reasoning rules (e.g.
transitive relation). These works run on a single machine for which it is hard
to handle large data. In this paper, we compared with Link-Diff, SemVersion
and GNU diff whose implementation is available. Recently, the MapReduce
(MR) framework is widely used for distributed processing. To the best of our
knowledge, few researches proposed RDF change detection algorithms based on
MR, except Im et al. [2]. They simply take the subject URI of input triples as
a Map key. Each Reduce task1 then receives a list of triples, all of which have
the same subject. The drawback of the approach is that too many Reduce tasks
must be created to process a RDF dataset with many distinct subject URIs.
The cumulative time for creating many Reduce tasks could increase the overall
running time in the MR framework [8]. The similar issues has been tackled by
researchers from the database field. Okcan and Riedewald [1] proposed a MR
algorithm for theta-join that determines Map keys in a balanced fashion. The
approach motivates us. In this paper, we propose a Map key grouping algorithm
on MR for RDF change detection.

1 Reduce task in this paper refers to a dynamically created task that follows Map tasks
in running time. Multiple Reduce tasks run on a “Reducer” on a slave machine.
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Fig. 1. An example work-flow of G-Diff. The fourth letter followed by triple stands for
its origin, S for source and T for target.

2 A Subject URI Grouping Algorithm

We implemented G-Diff on the MR framework, which takes two RDF files (source
and target) as input and outputs two files containing added triples and deleted
triples. The input RDF files are assumed to be in a N-triple format that rep-
resents one triple in a single line. Figure 1 depicts an example of work-flow of
G-Diff. In the preprocessing step, the number of triples in both source and target
are counted by simply examining the number of lines in two input files. Of the
two values, the bigger one becomes Z in Equation 1. The value of M is deter-
mined by the memory size available in a single machine, which is assigned the
maximum number of triples that can be processed in a single Reduce task. The
hash function takes a string as input and returns an integer.

MapKey(triple) =
hash(getSubjectURI(triple)) mod Z

M
(1)

Each triple encountered during Map phase is passed to the Equation 1. The
result value would be an integer ranged from 0 to Z-1 divided by M . To make it
easier to understand, a Z by Z table is drawn in Figure 1. The row corresponds
to source and the column to target. For example, suppose that the source triples
having subject “A” or “D” is mapped into a row indexed from 0 to 2 and the
target triples having subject “A” or “D” is mapped into a column indexed from
0 to 2. The intersection region means that the Map key called #1 is assigned
to these triples. The triples will then be sent to the Reduce task called #1.
In the Reduce task, the triples are sorted alphabetically and compared to emit
deleted and added triples. Note that the procedure does not guarantee that
the same number of triples is sent to different Reduce tasks. We argue that we
don’t have to force Reduce tasks to process exactly the same amount of data.
To do so, the histogram of subject URIs must be available which is not the
typical case. Moreover, it will not help decrease much running time on a MR
environment where different size of Reduce tasks are automatically scheduled to
run concurrently. Rather, decreasing the number of Reduce tasks to some degree
helps reduce the overall running time. We discuss this issue in the next section.
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Table 2. Datasets come from DBPedia 3.7 and 3.8. The 3rd & 4th column represent
the number of triples in the version of 3.7 and 3.8, respectively. The 5th & 6th column
represent the number of added and deleted triples, respectively, detected by G-Diff
taking 3.7 as source and 3.8 as target.

DBpedia datasets 3.7 3.8 added deleted

D1 specific mappingbased properties 522,142 635,830 248,599 135,015

D2 geo coordinates 1,771,100 1,900,004 397,621 268,717

D3 short abstracts 3,550,567 3,769,926 1,926,581 1,707,220

D4 persondata 4,504,182 5,959,455 2,123,038 668,375

D5 article categories 13,610,094 15,115,484 4,732,120 3,225,874

D6 mappingbased properties 17,520,158 20,516,859 7,316,827 4,370,869

3 Experiments

Experiments were carried out on 10 machines, each of which has a 3.1GHz Quad
Core CPU and 4GB RAM. We configured Apache Hadoop 1.2.1 with default
settings [7]. Datesets used are listed in Table 2. It might be interesting to see
that the number of deleted triples in persondata is relatively smaller than the
other cases. We can say that data about person, in particular, is not likely to be
removed but accumulated over time. The running time shown in Figure 2, 3 in
this paper is averaged over 5 trials. Standard deviation is also depicted by error
bars.
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Fig. 2. The running time of each approach. The rectangle corresponding to the Y-axis
in the right represents the number of triples in the datasets. X-axis represents datasets
whose label is in Table 2. Due to the memory error, SemVersion failed from D3 to D6
and GNU diff on from D4 to D6.

Figure 2 shows the running time of G-Diff compared with previous works.
Link-Diff is from [2] that takes a subject URI as a Map key. We used
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Fig. 3. (A) The running time for various values of parameter M . For example, 100K
means that maximum 100,000 triples are sent to one Reduce task. (B) The running
time of G-Diff on clusters with different number of slaves. For example, 3 means that
the cluster has one master machine and three slave machines.

SemVersion 1.0.3 2. GNU diff refers to a Linux script that firstly issues sort
command to sort two input files and then pass the two sorted files to diff
command to output added and deleted lines (triples). It should be noted that
GNU diff cannot correctly detect triple (line) changes if duplicate triples (lines)
exist. We include GNU diff to see the scalability of existing diff tools. For G-
Diff, we set the memory capacity parameter M in Equation 1 as 100,000 (the
value is chosen from the best ones in Figure 3). Both Link-Diff and G-Diff run
on 10 machines and SemVersion and GNU diff on a single machine. It is shown
that SemVersion and GNU diff failed to process large size of data as these are
designed to run on a single machine. In the case of Link-Diff and G-Diff, the
running time does not increase dramatically as the data size increases, which
means that the algorithm is scalable. Further, we notice that G-Diff is more
efficient than Link-Diff. Note that it took less time to process D6 than D5. The
reason is that in D6 there exists only one predicate 〈http://purl.org/dc/terms/
subject〉.

Figure 3 depicts the running time of G-Diff for various numbers of triples
per reduce task and the number of slaves. We have configured Hadoop to make
a slave machine to have maximum 1GB memory. The good performances are in
the cases of 50K, and 100K. We can observe an improvement from 5K to 50K
but not much from 50K to 300K. It is because that according to Equation 1,
the bigger the M value, the more chances to have a particular Reduce task to
receive more triples. The existence of such a big Reduce task could increase the
overall running time. The lesson we learned from this experiment is that the
parameter M needs to be assigned according to the subject URI histogram and
the size of available memory, which is beyond the scope of this paper. In addition,
one can see that more machines lead to less running time. The effect is more
dramatic for larger size of datasets.

2 http://mavenrepo.fzi.de/semweb4j.org/repo/org/semanticdesktop/semversion/

<http://purl.org/dc/terms/subject>
<http://purl.org/dc/terms/subject>
http://mavenrepo.fzi.de/semweb4j.org/repo/org/semanticdesktop/semversion/
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4 Conclusion

We proposed G-Diff, a grouping algorithm for RDF change detection on MapRe-
duce frameworks. Triples having distinct subject URI are grouped and sent to
a single Reducer to avoid creating many small Reduce tasks. We showed that
G-Diff is scalable compared to previous works and more efficient than Link-Diff
with no grouping strategy introduced in this paper. As a future direction we
plan to devise a way of determining the memory capacity parameter suitable for
given number of machines. It might also be interesting to make it to only extract
changed triples in schema (e.g. added or deleted properties).
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Abstract. ThegrowingvolumeofRDFdocuments and their inter-linking
raise a challenge on the storage and transferring of such documents. One
solution to this problem is to reduce the size of RDF documents via com-
pression.Existing approaches either applywell-knowngeneric compression
technologies but seldomexploit thegraph structure ofRDFdocuments.Or,
they focus on minimized compact serialisations leaving the graph nature
inexplicit, which leads obstacles for further applying higher level compres-
sion techniques. In this paperwepropose graphpattern based technologies,
which on the one hand can reduce the numbers of triples inRDFdocuments
and on the other hand can serialise RDF graph in a data pattern based
way, which can deal with syntactic redundancies which are not eliminable
to existing techniques. Evaluation on real world datasets shows that our
approach can substantially reduce the size of RDF documents by comple-
menting the abilities of existing approaches. Furthermore, the evaluation
results on rule mining operations show the potentials of the proposed seri-
alisation format in supporting efficient data access.

1 Introduction

The digital universe is booming, especially in terms of the amount of metadata
and user-generated data available. Studies like IDC’s Digital Universe1 estimate
that the size of the digital universe turned 1Zb (1 trillion Gb) for the first time in
2010, reached 1.8Zb just one year later in 2011 and will go beyond 35Zb in 2020.
Some interesting figures include that 70% of such data is user-generated through
several channels like social networks, mobile devices, wikis and other content
publication approaches. Even more interestingly, 75% of such data results from
data transformation, copying, and merging while metadata is the fastest grow-
ing data category. This is also the trend in semantic data, where datasets are
increasingly being dynamically and automatically published, e.g. by semantic
1 http://www.emc.com/leadership/digital-universe
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sensor networks [3], and consumed, e.g. by silico experiments in the form of sci-
entific workflows [2]. In these domains a large number of distributed data sources
are considered as opposed to classic data integration scenarios. This means that
the amount of data available is growing at an exponential rate but also that
data is not statically stored in their datasets. Combined with the growing size
of the overall Linked Open Data cloud, with more than 30 billion triples, and of
its individual datasets, with some of its hubs e.g. DBPedia exceeding 1,2 billion
triples, the need of effective RDF data compression techniques is clear.

This raises serious data management challenges. Semantic data need to
be compact and comprehensible, saving storage and communication band-
width, while preserving the data integrity. Several approaches can be applied to
achieve lossless RDF document compression. They can be categorised into either
application-dependent or application-independent approaches: Application-
dependent approachs include Michael Meier’s rule-based RDF graph minimisa-
tion [10] and Reinhard et. al.’s appraoch [12]. They are usually semi-automatic,
requiring human input. Application-independent approaches are more generic.
First of all, universal file compression techniques [4], such as bzip2 2 and LZMA 3,
can be applied on RDF document. Such approaches alter the file structure of
RDF documents and can significantly reduce file size. Alternative RDF serial-
isations, such as HDT serialisation [5], lean graphs [8] and K2-triples [1] can
be used to reduce file size. Such techniques preserve the structured nature of
RDF documents. Another approach is based on logical compression, such as the
rule-based RDF compression [9], which can be used to substantially reduce the
number of triples in an RDF document. Ontology redundancy elimination [6]
can also be regarded as logical RDF compression in which the RDF documents
are intepreted with OWL (Web Ontology Language 4) semantics.

Despite the compression results achieved by existing works, they make little
or no use of the graph structure of RDF datasets. For example, universal com-
pression techniques usually exploit the statistical redundancy in a document and
the document is treated as a series of ordered characters. However an RDF doc-
ument is essentially a graph in which the ordering in which nodes and edges are
presented is irrelevant to the semantics of the data. Even the few approaches that
leverage this kind of information are constrained to simple and fixed graph struc-
tures. This makes them less effective when reducing the size of compressed file.
For example, logical compression [9] compresses re-occuring star-shaped graph
structures of varying center nodes in an RDF document with single triples:

Example 1. In an RDF document, if it contains the following triples, where both
m and n are large numbers:

< s1, p1, o1 >, . . . , < s1, pn, on >,

. . .

< sm, p1, o1 >, . . . , < sm, pn, on >

2 http://www.bzip.org/
3 http://www.7-zip.org/
4 http://www.w3.org/TR/owl2-overview/

http://www.bzip.org/
http://www.7-zip.org/
http://www.w3.org/TR/owl2-overview/


Graph Pattern Based RDF Data Compression 241

then it can be compressed with the following triples:

< s1, p1, o1 >, . . . , < sm, p1, o1 > (1)

And a rule <?s, p1, o1 >→<?s, p2, o2 >, . . . , <?s, pn, on >, where ?s is a variable,
can be applied to recover all the removed triples.

This approach works well when the document contains many different nodes
sharing many same “neighbours”. But it is not applicable when such graph
structures are not observed, e.g. when n = 1. In fact, its results, the triples
in (1) is an example of such a scenario. This is because the logical compression
presented by Joshi et al. [9] is constrainted to graph patterns with only 1 variable.
By extending to more generic graph structures, improvement of compression rate
can be easily achieved. In fact, triples in (1) can be compressed by exploiting a
graph pattern with 2 variables:

Example 2. Without lose of generality, we assume m is an even number. We can
further compress triples in (1) with the following ones

< s1, px, s2 >, . . . , < sm−1, px, sm >

where px is a fresh predicate introduced for this graph pattern. And we can use
a rule <?s, px, ?o >→<?s, p1, o1 >,<?o, p1, o1 > to decompress the triples.

Apparently, the number of triples is halved and such a further compression
is guaranteed applicable and better on any results obtained by Joshi et al.’s
approach. This shows that logical compression with lower compression rate can
be achieved when more syntactic and semantic information of RDF datasets are
better exploited.

In addition to semantic redundancies, the ways in which RDF graphs are seri-
alised as sequences of bytes can also introduce another type of redundancies, i.e.
the syntactic one. Existing approaches including textual serialisation syntaxes,
e.g. RDF/XML, and binary ones, e.g. HDT [5] only deal with syntactic redun-
dancies in concrete graph structures (defined as intra-structural redundancy in
section 3.2). Without the knowledge of graph patterns in RDF graphs, they are
not able to make use of the common graph structure (defined as inter-structural
redundancy in section 3.2) shared by many instances of one graph pattern.

In this work, we aim at exploiting the graph structure of RDF datasets as
a valuable source of information in order to increase the data compression gain
in both the semantic level and syntactic level. Main contributions of the paper
include:

1. we develop application-independent graph pattern-based logical compression
and serialisation technologies for RDF documents;

2. we implement a framework that combines different compression techologies,
including logical compression and serialisation;

3. we show that implementations of our approach can complement the com-
pression abilities of existing solutions in semantic ans syntactic levels. The
potentials of efficient data access are also revealed in the evaluation.
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The rest of the paper is organised as follows. Section 2 will introduce basic
notions, such as RDF graphs and graph patterns. Section 3 presents techniques
of graph pattern based approaches for removing both semantic and syntactic
redundancies. Sections 4 and 5 present our implementation and evaluations
respectively.

2 Preliminaries

Resource Description Framework (RDF) [7] is the most widely used data inter-
change format on the Semantic Web. It makes web content machine readable
by introducing annotations. Given a set of URI reference R, a set of liter-
als L and a set of blank nodes B, an RDF statement is a triple ¡s, p, o¿ on
(R ∪ B) × R × (R ∪ L ∪ B), where s, p, o are the subject, predicate and object of
the triple, respectively. An RDF document is a set of triples.

With these notions, to facilitate RDF data compression, we define a graph
as follows:

Definition 1. (Graph) A labeled, directed multiple graph (graph for short) G =
〈N,E,M,L〉 is a four-tuple, where N is a set of URI references, blank nodes,
variables and literals, E is the set of edges, M : E → N × N maps an edge to
an ordered pair of nodes, L is the labelling function that for each edge e ∈ E, its
label L(e) is a URI reference.

It is apparent that every RDF document can be converted to a graph whose
nodes are not variables, and vice versa. In the following we use the notions RDF
document, RDF triple set and RDF graph interchangably. Given a set T of RDF
triples, we use G(T ) to denote the graph of the triple set. Given a RDF graph
G, we use T (G) to denote the set of triples that G represents.

Definition 2. (Graph Operations) A graph 〈N1, E1,M1, L1〉 is a sub-graph
of another graph 〈N2, E2, M2, L2〉 IFF N1 ⊆ N2, E1 ⊆ E2, ∀e ∈ E1, M1(e) =
M2(e) and L1(e) = L2(e).

Two graphs 〈N1, E1,M1, L1〉 and 〈N2, E2,M2, L2〉 have a union IFF ∀e ∈
E1 ∩ E2, M1(e) = M2(e), L1(e) = L2(e). Their union is a graph 〈N,E,M,L〉
such that N = N1 ∪ N2, E = E1 ∪ E2, ∀e ∈ E1 ∪ E2, M(e) = M1(e) or
M(e) = M2(e) and L(e) = L1(e) or L(e) = L2(e).

Definition 3. (Graph Pattern) A graph pattern is a graph in which some
nodes represent variables.

The none-variable nodes in a graph pattern are called constants of the graph
pattern.

In this paper we are not concerned with the direction of triples in a graph
pattern. For conciseness, we use ¡?x, p, o¿ to represent a triple with ?x as either
the subject, or the object.
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Definition 4. (Instance) A substitution § = (v1 → v2) replaces a vector of
variables v1 with a vector of URI references/literals/blank nodes v2.

A graph G is an instance of a graph pattern G′, denoted by G : G′, IFF there
exists a sustitution § such that G′

§ = G. Given an RDF graph D, we use ID(G′)
to denote the set of all sub-graphs of D that are instances of G′. Obviously,
G ∈ ID(G) since an empty substitution (∅ → ∅) exists. And ID(G) = {G} when
G contains no variable.

When the D is clear from context, we omit it in the notations.

An RDF graph can be considered as the union of instances of several graph
patterns.

Definition 5. (Rule) Let GP and GP ′ be two graph patterns, GP → GP ′ is
a rule.

Let D be an RDF document, results of applying GP → GP ′ on D, denoted
by GP →D GP ′, is another RDF document D′ =

⋃
GP§∈ID(G) GP ′

§.

In other words, D′ is the union of GP ′ instances with substitutions that are
used by instances in ID(GP ).

With these notations, we invesitgated different graph pattern-based in for
RDF and their relation to the compression problem.

3 Graph Pattern-Based Approaches

In this section, we propose graph pattern-based approaches to deal with both
semantic redundancies and syntactic redundancies in RDF data. They comple-
ment existing approaches by either generalising existing semantic compression
techniques, i.e. rule based approaches, or extending serialisation approaches, e.g.
RDF/XML or HDT, to deal with new type of syntactic redundancies.

3.1 Semantic Compression: Graph Pattern-Based Logical
Compression

As we mentioned in the previous section, an RDF graph can be expanded from a
smaller graph with the help of rules, whose body and head are both RDF graph
patterns. This essentially means that the instances of the bigger graph pattern
can be replaced by smaller instances of the smaller graph pattern. Below is an
example:

Example 3. In the DBpedia dataset, the following graph pattern has a large
number of instances:

GP1 :<?x, a, foaf : Person >,<?x, a, dbp : Person >

Such a graph pattern can be replaced by a smaller graph pattern. For exam-
ple, we can use one type T to represent the two types in the above graph pattern,
and replace the two triples with a single triple

GP2 :<?x, a, T > .
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In this example, GP1 is compressed by GP2. As a consequence, I(GP1) is
compressed by I(GP2). This will reduce the number of triples in the original
RDF document by 50%. Such a compression can be achieved by applying rule
GP1 → GP2 on the RDF document. Decompression is achieved by applying rule
GP2 → GP1 on the compressed data set.

During logical compression, the fact that GP2 contains less triples than GP1

is exploited to ensure that I(GP2) contains less triples than I(GP1). Such a
reduction of triple number is the main focus in logical compression.

A Unified Model for Graph Pattern-based Logical Compression. We
generalise the above compression mechanism to support more variables with the
following unified model:

Definition 6. (Graph Pattern-based Logical Compression of RDF) Let
D be a RDF document, its graph pattern-based logical compression consists of
an RDF document D′ and a rule set S, such that the following holds:

D =
⋃

GP2→GP1∈S

(D′ \ ID′(GP2)) ∪ (GP2 →D′ GP1)

We call D the original RDF document, D′ the compressed RDF document,
S the decompression rule set. And for each GP2 → GP1 ∈ S, we say that GP1

is compressed by GP2.

In this procedure, triples in ID(GP1) are replaced by triples in ID′(GP2).
Note that all triples in D′ that involve new resources introduced in GP2 but not
GP1 are removed during decompression.

It’s worth mentioning that variables in the decompression rules bind only to
explicitly named entities in the RDF document. Hence the compression results
D′ can directly be used in RDF reasoning and SPARQL query answering, e.g.
by reasoners supporting DL-safe rules [11].

In the above definition,for each GP compressed by GP ′, the original |GP |
triples in D are replaced by |GP ′| new triples in D′. The extra cost of compres-
sion is the maintenance of the rule, which consists of |GP | + |GP ′| triples. To
characterise the effect of compression we define the following notions:

Definition 7. (Compression Quantification) For GP compressed with GP ′

using the graph pattern-based compression defined in Def. 6, let TO, TC and TR be
the total number of different triples in I(GP ), in I(GP ′) and in R, respectively,
then the compression gain is TO − TC − TR, the compression ratio is TC+TR

TO
.

Note that when several instances of GP share a triple, this triple will be
compressed multiple times but the actual size of the document D will only be
reduced by at most 1. Similarly, when several instances of GP ′ share a triple,
this triple only needs to be included in the compression result D′ once. With
these considerations, the compression quantification of a single graph pattern
can be characterised as follows:
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Lemma 1. (Compression Ratio) For a GP having n variables and N
instances, assuming triples are shared redundantly by instances of GP for S
times, then the compression quantification of compressing GP with GP ′ as
defined in Def. 6 is as follows, where I is the redudant number of triples shared
by instances of GP ′:

TO = N ∗ |E| − S

TC = N ∗ m − I

TR = m + |E|

The lemma is quite straightfoward, N ∗|E| is the total number of triples in all
the GP instances, S is the redundant number of shared triples, which should be
removed when calculating TO. Similarly I should be removed when calculating
TC .

With the above quantification, graph pattern-based RDF logical compression
is a problem of finding appropriate graph patterns that yield best (highest)
compression gain. To achieve that, we should look for graph patterns with the
following criterias:

– larger N , i.e. more instances;
– larger |E|, i.e. more triples in the original pattern;
– larger I, i.e. more triples shared by instances of the compressed graph pat-

tern;
– smaller m, i.e. less triples in the compressed pattern;
– smaller S, i.e. less shared triples among instances of the original graph pat-

tern;

These criterias are not easy to satisfy at the same time as the values of
these parameters are related to one another. Yet they can already help us to
identify “good” or to eliminate “bad” patterns. For example, a compressed graph
pattern should not contain circle (removing an edge to eliminate the circle will
only reduce the value of m but not the others). More interestingly, we have the
following observations:

Lemma 2. Let GP be a graph pattern containing a constant triple t, whose
subject, predicate and object are all constants, then compression gain of GP
being compressed by any GP ′ is no higher than the compression gain of GP \{t}
being compressed by GP ′ \ {t}.

This lemma is quite obvious. Assuming compressing GP with GP ′ yields
compression gain TO − TC − TR, because t is shared by all instances of GP ,
it is maintained only once in TO. If t is also in GP ′, it is similarly maintained
in TC only once. In this case, compressing GP \ {t} with GP ′ \ {t} will yield
compression gain (TO − 1) − (TC − 1) − (TR − 2); If t is not in GP ′, it is not
included in TC . Then the compression gain of compressing GP \ {t} with GP ′

will be (TO − 1) − TC − (TR − 1). In both cases, compressing GP with GP ′ is
not more benificial than compressing GP \{t} with GP ′ \{t}. Although there is
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only minor, it implies that in graph-pattern based logical compression, we only
need to focus on graph patterns with no such “constant triples”.

Another observation from the quantification is as follows:

Lemma 3. Let GP1, GP2 be two disconnected graph patterns, then the com-
pression gain of compressing them into a single connected graph pattern is lower
than compressing GP1 and GP2 separately.

This lemma is also quite straight-forward. Compressing two disconnected
graph patterns into a connected one will only require addition triples to connect
previously disconnected instances. This implies that we should always compress
each connected graph pattern separately.

A further observation is that the decompression rules themselves, particularly
the head part, may also contain redundancies that can be exploited:

Lemma 4. For N (N ≥ 2) graph patterns whose decompression rules share the
same head triples t1, . . . , tM (M ≥ 2), the compression gain will be higher if we
replace t1, . . . , tM with a single triple t′ and further compress with a decompres-
sion rule t′ → t1, . . . , tM .

This lemma actually indicates that we can first compress all t1, . . . , tM with
t′, and then further compress the compressed graph pattern with the replaced
rules. The reason is also straight-forward: by changing the rules, we do not
change the original triples, nor the triples in the final compression results, but
only replace the M ∗N triples in the original compression rules with N +1+M
triples. This replacement will be beneficial when either M or N is large. In worst
case, we only reduce the gain by 2, which is negiligible. This implies a practical
simplification of compression: when a graph pattern contains multiple triples of
form <?x, pi, oi > associated to the same ?x, we can first compress them into a
single triple <?x, p, o > before compressing the rest of the graph pattern.

It is worth mentioning that the logical compression approach can be applied
on different syntactic forms of the RDF documents, as long as graph patterns
and triples can be accessed. In fact, in our compression solution we also apply
it on the compressed serialisation we will introduce in the next section because
it has much smaller physical size than the origianl RDF document.

3.2 Syntactic Compression: Graph Pattern-Based Serialisation

Logical compression reduces the number of triples in an RDF graph by elimi-
nating semantic redundancies. Nevertheless, with the same set of triples, redun-
dancies can arise depending on how triples are serialised in an RDF file. For
example, one RDF graph can be represented as two different RDF/XML files of
F1 and F2 in Figure 1. In F1 (cf. the bold and red texts in the upper part),
URIs of jeff-z-pan and iSWC09 423 appear twice; in F2 both of them appear
only once (cf. the bold and blue texts in the lower part). While the two files con-
vey the same meaning, F2 is more concise by using RDF/XML’s abbreviation
and striping syntaxes5.
5 http://www.w3.org/TR/2002/WD-rdf-syntax-grammar-20020325/

http://www.w3.org/TR/2002/WD-rdf-syntax-grammar-20020325/
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   <rdf:Description rdf:about="http://data.semanticweb.org/person/jeff-z-pan">
      <foaf:name rdf:datatype="http://www.w3.org/2001/XMLSchema#string">Jeff Z. Pan</foaf:name>
   </rdf:Description>
   <rdf:Description rdf:about="http://data.semanticweb.org/person/jeff-z-pan">
      <foaf:creator rdf:resource="http://data.semanticweb.org/conference/iswc/2009/paper/research/423"/>
   </rdf:Description>
   <rdf:Description rdf:about="http://data.semanticweb.org/conference/iswc/2009/paper/research/423">
      <rdfs:label>Concept and Role Forgetting in ALC Ontologies</rdfs:label>
   </rdf:Description>

   <rdf:Description rdf:about="http://data.semanticweb.org/person/jeff-z-pan">
      <foaf:name rdf:datatype="http://www.w3.org/2001/XMLSchema#string">Jeff Z. Pan</foaf:name>
      <foaf:creator>
          <rdf:Description rdf:about="http://data.semanticweb.org/conference/iswc/2009/paper/research/423">
            <rdfs:label>Concept and Role Forgetting in ALC Ontologies</rdfs:label>
          </rdf:Description>
      </foaf:creator>
   </rdf:Description>

RDF/XML F1

RDF/XML F2

Fig. 1. Syntactic Redundancy

The above phenomenon emerging from RDF file serialisation can be char-
acterised with the following equation, in which F is a file, |F | is the file size in
terms of bits, rb is the average number of bits needed to encod a resource and
Nc is the total number of resource occurrences.

|F | = Nc × rb (2)

A serialisation F of an RDF graph g with resource occurrences of Nc con-
tains syntactic redundancy if there is another serialisation F̄ of g with resources
occurrences N̄c, s.t. N̄c < Nc. Let n be the number of triples in an RDF graph.
The worst case is Nc = 3 × n, which means that the serialisation is to store
triples one by one6.

Most RDF serialisation approaches provide syntaxes to avoid the worst case
e.g., the RDF abbreviation and striping syntax. Similar ideas are also adopted
in other RDF serialisation syntaxes like Turtle7 and Notation 38. Beside the
textual serialisations, Fernández and et. al. [5] introduced a binary serialisation
approach which applies similar ideas by using bitmaps to record the resource
occurrences.

Generally speaking, in the RDF graph, there are two types of syntactic redun-
dancies. The first type is the intra-structure redundancies, which denotes the
multiple occurrences of the same resources within the same structures (sub-
graphs) of an RDF graph. For example, in Figure 1 jeff-z-pan has 2 occurrences
in F1. One of them is redundant and can be committed in F2. The second
type of syntactic redundancies is the inter-structure redundancies, which denotes
the multiple occurrences of the same resources across different structures. Sup-
pose there is another author Jose in ISWC09 dataset. He might be described
using the same graph pattern of jeff-z-pan: GPauthor = {<?x, foaf :name, ?n >, <

?x, foaf :made, ?p >, <?x, rdf :type, foaf :Person >} . In such a graph pattern, resources
6 For the sake of simplicity, collection constructs like rdf:collection, rdf:list or rdf:bags

are viewed as single resources in this calculation.
7 http://www.w3.org/TeamSubmission/turtle/
8 http://www.w3.org/DesignIssues/Notation3

http://www.w3.org/TeamSubmission/turtle/
http://www.w3.org/DesignIssues/Notation3


248 J.Z. Pan et al.

such as foaf :name, foaf :made, foaf :Person, etc. do not have to be repeated
for both jeff-z-pan and Jose in a serialisation. According to the above categori-
sation, existing work only deals with intra-structure redundancies leaving inter-
structure ones untouched. We will show (cf. Sec. 3.2) how these inter-structure
ones can be dealt with in our approach.

Grouping Triples by Graph Patterns. We introduce a graph pattern-based
serialisation method which can remove both intra-structural redundancies and
inter-structural redundancies.

IGP
serialised−−−−−−→ GP +

(
(rI1,1, ..., rI1,k)...(rIN ,1, ..., rIN ,k)) (3)

As shown in formula 3, given the instances IGP of a graph pattern GP , the
serialisation method generates a sequence of bits which is composed of two com-
ponents. The first component is the graph pattern its self. Such graph pattern
is essentially a structure shared by its instances. The second component is a
sequence of instances of GP and each instance is a list of resource IDs. By using
this graph pattern-based serialisation, we can serialise an RDF graph G as a file
F which takes the form as follows.

F −→ IGP1 , IGP2 , . . . , IGPi
, . . . (4)

Given an graph pattern GP , the serialisation size of its instances can be
calculated as follows:

|IGP | = (|GP | + N × |V |) × b

In the above formula, |GP | is the number of resources (edges and constant nodes)
in GP , N is the number of instances of GP and V is the number of variable
nodes in GP . The size of serialisation file F is calculated as follows:

|F | = (
∑

GPi∈{GP}
|IGPi

|) + |Dictionary| (5)

Compared to triple based serialisation (formula 2), the storage space saved
by graph pattern based serialisation can be calculated as:

∑

GPi∈{GP}
|GPi| × (NGPi

− 1) × b

4 Implementation

In this section, we discuss the implementation details. Firstly we overview our
methods by a framework. Following which are the technical details of the graph
pattern-based serialisation and the logical compression method respectively.
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Fig. 2. RDF Data Compression Framework

4.1 Framework

The framework (cf. Figure 2) is composed of 3 different steps, including graph
pattern identification, logical compression and data serialisation, to exploit both
semantic and syntactic redundancies discussed in previous sections.

We describe the main components in this framework as follows:

1. Graph Pattern Identification component implements an efficient and
incremental graph pattern identification method. The identified graph pat-
terns are not only utilised in semantic compression by the logical compression
component, but also used to remove syntactic redundancies by the graph
pattern-based serialisation components.

2. Logical Compression component implements the graph pattern-based log-
ical compression techniques we presented in the Sec. 3.1. Given the identified
graph patterns, it tries to reduce the size of the graph patterns so that the
total entities encoded in the instances of graph patterns can be reduced.

3. Graph Pattern Serialisation component implements the graph pattern-
based serialisation techniques we presented in Sec. 3.2. It produces a compact
serialisation of the documents by grouping triple blocks with similar struc-
tures, called Entity Description Blocks (EDBs), into graph patterns, and
then applying the serialisation techniques;

As shown as dashed line in Figure 2, an iterative compression method is
implemented in our framework. After each iteration, the serialisation will result
with graph pattern headed files (cf. formula 2 in section 3.2), which can be
utilised to identify larger graph patterns efficiently. Larger graph patterns can
be used to further reduce redundancies so that repetitive appearances of entities
in different graph patterns can potentially be reduced. Below we explain the
implementation details of the first two components. The graph pattern-based
serialisation has been introduced in section 3.2.

4.2 Graph Pattern Identification

In this paper, we introduce an approach to find and generate graph patterns
efficiently. The basic idea is based on an observation that most RDF dump files
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were generated by following some specific patterns. Such patterns lead to data
patterns in the dumped file e.g. triples about an entity are often put together
or putting the same relation triples together. Obviously, such data patterns are
useful for the serialisation task, or at least good sources for finding more useful
graph patterns.

Following this idea, we propose an incremental serialisation approach, which
is composed of two stages. In the first stage, it utilises the graph patterns in the
RDF file directly. Such existing graph patterns are called direct graph patterns.
The second stage moves on from the results of the first stage by manipulating
the direct graph patterns to get better patterns for compression. The second
stage can be iterative by applying different graph pattern processing techniques.

Stage 1 FindingDirect Patterns.This stage is composed of two steps of gener-
ating entity description block (EDB shortly) and grouping EDBs. When iterating
the triples of an RDF file, we group the triples as an EDB, if these triples share the
same subject and also form a continuous sequence in the RDF file.

(..., < s1, p1, o1 >,< s1, p2, o2 >, ..., < s1, pn, on >, ...)
grouped−−−−−→ (..., EDB(s1), ...)

With this method, a sequence of triples is converted into a sequence of EDBs.
In the second step, we group EDBs by their schema information which is called
entity description pattern as follows.

EDP (EDB(s)) = (C,P ),

where C is the types of s in this EDB and P is the properties of s in the EDB.
Hence, basically the grouping operation is to put all EDBs with the same struc-
ture together so that we can apply techniques discussed in section 3.2 to store
them. The EDP based serialisation approach is called Level 0 method, LV0
shortly.

Stage 2 Merge Graph Patterns. In this stage, the main problem to be dealt
with is how to merge existing graph patterns from previous stage(s) to get
a better pattern which can remove more redundancies. Hence, the key is how
to define the merge operator. Generally speaking, a bigger graph pattern will
always be better because it can avoid storing the same resources multiple times
in smaller graph patterns. One possible merge operation can be merge the EDBs
of the same entities together so that we do not have to store the same entity IDs
in multiple places in a file. Another possible way is to utilise the linking nature
of RDF graph i.e. merge EDBs by there relations. In this paper, we apply the
second strategy in the evaluations, where we call it Level 1 method., LV1 shortly.

Later Iterations. The graph patterns identified stage 2 or later stages can be
further enlarged by applying merge operation on the results of current stage.
Obviously, more iterations require more processing time. Finding a trade-off
between the compression gain and costs of the processing timing is critical in
this iterative process. In this paper, we focus only on LV1, i.e. stage 2.
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4.3 Logical Compression

We implement the logical compression approach with one variable, which is the
basis for logical compression with multiple variables. As discussed in Sec. 4.2, the
new graph pattern proposed in this paper eliminates 50% of triples by combining
a pair of triples needed to be saved into one triple. This subsection discusses how
this kind of compression rules are found.

The logical compression algorithm is shown in Algorithm 1. After direct pat-
terns are constructed, subjects with same predicates will be grouped together
into same direct patterns, making finding the instances of each graph pat-
tern very easily. In order to facilitate the logical compression, we support
candidates(GP , threshold) as an atomic operation, which is calculated through
fast indexing of the graph patterns, and will list the candidate graph patterns
whose number of solutions is greater than threshold.

We find the compression graph patterns with the following proce-
dure: We list all candidate graph patterns with enough instances using
candidates(GP, threshold). Each candidate graph pattern GP ′ is renamed as
an object property pGP ′ in the compression. Suppose values of the variable in
GP ′ are a1, a2, . . . , an, we save the following triples in the compressed dataset:

{< a1, pGP ′ , a2 >,< a3, pGP ′ , a4 >, . . . , < an−1, pGP ′ , an >}

Algorithm 1 Logical Compression Algorithm
1: procedure logical compression(GPs, threshold) � GPs are direct patterns
2: for each direct pattern GP do
3: NEWGPs ← candidates(GP, threshold)
4: for each graph pattern GP ′ in NEWGPs do
5: IGP ′ ← instantiations of variables in GP ′

6: rename GP ′ as pGP ′
7: compressedSet ←< ai, pGP ′ , ai+1 > � ai ∈ IGP ′, ai+1 ∈ IGP ′

8: return compressedSet

5 Evaluation

As introduced in the previous section, we implemented both RDF serialisation
and logical compression based graph patterns. And we can support different
incremental solutions. In this section, we evaluate their performance and compare
against existing technologies.

Datasets. The main strategy of our dataset selection is to use real world
datasets with various size and from different domains. The idea is that LV0 of
our incremental approach tries to use the direct graph patterns in the dumped
RDF files. A heterogeneous datasets might reveal how our approach can work
in different situations.

As aforementioned, LV0 utilises the data patterns in the dumped RDF file
directly. One might be interested to such direct graph patterns. The first con-
cern would be how many numbers of graph patterns one dataset could have. If
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there were too many graph patterns, the compression method might not work
as expected. For example, in the worst case, each triple is a distinct pattern.
In such case, the first level compression would degrade to be each triple based
serialisation. The second concern might be the data distributions among such
patterns. Our approach prefers leanly distributed data patterns. One of the main
reason is that our method would be much more efficient when most of the data
only reside in a small number of graph patterns.

Table 1. Dataset Statistics and Direct Graph Patterns

Dataset Archive Hub Jamendo linkedMDB DBLP2013

#Triples 431,088 1,047,950 6,148,121 94,252,254
Plain File Size 71.8M 143.9M 850.3M 14G

Compressed Size 2.5M 6M 22M 604M
#Direct GP 623 34 119 77
Top 5 GP 35% 78% 54% 72%

Table 2 gives the statistics of the four datasets used in our experiments.
The datasets are sorted ascendantly by size from left to right. The last two
rows show the statistics of direct graph patterns. The numbers of direct graph
patterns in each dataset are displayed in the fifth row. In most datasets, the
pattern numbers are quite small. In addition, the number does NOT increase
with the dataset size. This is understandable because graph patterns are more
related to the complexity of data schemas instead of the individual numbers. The
last row list the ratio of entity numbers in top 5 largest graph patterns to the
number of all entities in the dataset. As we can see, in the three large datasets,
most data reside in the top 5 graph patterns. The exception is the Archive Hub
dataset which also has the largest number of graph patterns. One reason is that
the dataset is a gateway of collections in UK. This means that it might cover a
large number of concepts.

A quick conclusion from the pattern analysis is that in most datasets the
direct graph patterns might be good resources which can be utilised to remove
redundancies in them. As aforementioned, LV0 utilises the data patterns in
the dumped RDF file directly. One might be interested to such direct graph
patterns. The first concern would be how many numbers of graph patterns one
dataset could have. If there were too many graph patterns, the compression
method might not work as expected. For example, in the worst case, each triple
is a distinct pattern. In such case, the first level compression would degrade
to be each triple based serialisation. The second concern might be the data
distributions among such patterns. Our approach prefers leanly distributed data
patterns. One of the main reason is that our method would be much more efficient
when most of the data only reside in a small number of graph patterns.

Table 2 gives the statistics of the four datasets used in our experiments.
The datasets are sorted ascendantly by size from left to right. The last two
rows show the statistics of direct graph patterns. The numbers of direct graph
patterns in each dataset are displayed in the fifth row. In most datasets, the
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Table 2. Dataset Statistics and Direct Graph Patterns

Dataset Archive Hub Jamendo linkedMDB DBLP2013

#Triples 431,088 1,047,950 6,148,121 94,252,254
Plain File Size 71.8M 143.9M 850.3M 14G

Compressed Size 2.5M 6M 22M 604M
#Direct GP 623 34 119 77
Top 5 GP 35% 78% 54% 72%

pattern numbers are quite small. In addition, the number does NOT increase
with the dataset size. This is understandable because graph patterns are more
related to the complexity of data schemas instead of the individual numbers. The
last row list the ratio of entity numbers in top 5 largest graph patterns to the
number of all entities in the dataset. As we can see, in the three large datasets,
most data reside in the top 5 graph patterns. The exception is the Archive Hub
dataset which also has the largest number of graph patterns. One reason is that
the dataset is a gateway of collections in UK. This means that it might cover a
large number of concepts.

A quick conclusion from the pattern analysis is that in most datasets the
direct graph patterns might be good resources which can be utilised to remove
redundancies in them.

Logical Compression Evaluation. In section 3.1, we propose a general model
of RDF logical compression. In this subsection, we focus on the evaluation of
one particular type of graph patterns i.e. <?x, p, o >. This type of patterns, or
in other word rules covers the intra-property and inter-property rules of [9]. As
we pointed out in section 3.1, the compression techniques proposed in [9] can
be further optimized by grouping two instances together and compress with 1
triple.

In table 4, we compare such optimised results with the results reported in [9].
As shown there, the optimized results outperforms existing work quite well. In
addition to the instance grouping optimization, the results also benefits from
frequent data values. As we mentioned, our logical compression, i.e. LV2 method
is based on GP-LV0 result. In the first level serialisation, the data values are also
assigned with an ID value based on their MD5 hashes. Hence, if some values are
frequent, they will be treated similarly as frequent instances.

In section 3.1, we propose a general model of RDF logical compression. In this
subsection, we focus on the evaluation of one particular type of graph patterns
i.e. <?x, p, o >. This type of patterns, or in other word rules covers the intra-
property and inter-property rules of [9]. As we pointed out in section 3.1, the

Table 3. The optimized results of one variable patterns

Data Set # Total triples
Optimized Compression

RB Comp. ratio
#Removed triples Comp. ratio

Archive Hub 431,088 187,887 1.77 1.41
Jamendo 1,047,950 436,101 1.72 1.22

LinkedMDB 6,148,121 2,679,593 1.77 1.33
DBLP 94,252,254 61,383,224 2.86 1.16
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compression techniques proposed in [9] can be further optimized by grouping
two instances together and compress with 1 triple.

In table 4, we compare such optimised results with the results reported in [9].
As shown there, the optimized results outperforms existing work quite well. In
addition to the instance grouping optimization, the results also benefits from
frequent data values. As we mentioned, our logical compression, i.e. LV2 method
is based on GP-LV0 result. In the first level serialisation, the data values are also
assigned with an ID value based on their MD5 hashes. Hence, if some values are
frequent, they will be treated similarly as frequent instances.

Table 4. The optimized results of one variable patterns

Data Set # Total triples
Optimized Compression

RB Comp. ratio
#Removed triples Comp. ratio

Archive Hub 431,088 187,887 1.77 1.41
Jamendo 1,047,950 436,101 1.72 1.22

LinkedMDB 6,148,121 2,679,593 1.77 1.33
DBLP 94,252,254 61,383,224 2.86 1.16

Graph Pattern-Based Serialisation Evaluation. The proposed serialisa-
tion approach can deal with inter-structure syntactic redundancies which are
not touched by most existing approaches. Table 5 gives an idea about the vol-
ume of such redundancies (removed by basic EDP patterns) in test datasets.
The syntactic redundancies 9 removed by our approach can be quantified as
SRRsyntac =

∑
EDPi

|EDPi| × (fEDPi
− 1), where fEDPi

is the frequency or number of
instances of EDPi.

The second row of Table 5 lists the SRRsyntac of four datasets. The third row
shows the ratios of the redundancies over the whole datasets by SRRsyntac/(3 ×
#TriplesG). The fourth row shows the syntactic redundancies our approach can
further remove from the results of approaches only dealing with intra-structure
redundancies like HDT, which are the inter-structure redundancies. It is inter-
esting to see that in the first three datasets most syntactic redundancies are
not dealt with by existing serialisation approaches. The situation in DBLP2013
is different which means that there are more intra-structure redundancies in it.
The last row shows the improvements in compression ratio by removing inter-
structural redundancies.

Table 5. Inter-structure redundancies removable

Dataset Archive Hub Jamendo linkedMDB DBLP2013

Total syntactic redundancies 370,389 999,353 5,939,980 79,399,947

Ratio over the original data 28.6% 31.8% 32.2% 28.1%

Inter-structure redundancies 355,917 855,893 5,583,975 46,208,641

Compression Ratio Improve-
ment

38.49% 39.93% 44.65% 22.74%

9 The syntactic redundancies are calculated by # (unnecessary) resource occurrences.
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In general, these statistics show that compared to intra-structure redundan-
cies the inter-structure ones constitute the major part of syntactic redundancies
in all test datasets. This indicates that our graph pattern-based serialisation can
improve compression ratio significantly.

Rule Mining Operation Evaluation. Mining rules from RDF graph directly
might be expensive, when the dataset is large. One of the biggest advantage of
our incremental approach is that the first serialisation results can provide efficient
graph pattern manipulation operations. Firstly, its a compacted representation
of the original RDF graph. This makes it more efficient in disk IO and RAM
processing. Secondly, and more importantly, the GP-LV0 results are EDP based.
From the EDP definition EDP = (C,P ), one can figure out that instance types
are already treated as constant nodes. Such patterns can be used directly in
mining compression rules. Finally, the graph pattern based serialisation makes
it very convenient to get pattern based index which can be very useful for mining
rules. Given these advantages, we propose a rule mining method based on GP-
LV0 results. Figure 3 illustrates the mining time of our approach by comparing to
RB [9] compression time. It can be figured out that we can get the compression
rules in less than 10 seconds in 3 datasets. For DBLP dataset, we can get the
results in about 3 minutes.
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100.000  
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10000.000  

Archive Hub Jamendo LinkedMDB DBLP 

Mining Time -  Based on GP-LV0 
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Fig. 3. Rule mining cost

6 Conclusion and Future Work

In this paper, we investigated the problem of application-independent, lossless
RDF compression based on graph patterns. By considering the graph nature
of RDF and its semantics, we focused on two types of redundancies, namely
semantic redundancy and syntactic redundancy. We developed graph pattern-
based logical compression and novel serialisation technologies for RDF data.
Evaluation results showed that our approach can complement existing technolo-
gies such as HDT and rule-based compression significantly in both semantic
and syntactic levels on benchmark datasets. In addition, the evaluation of the
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rule mining task shows the potentials of the graph pattern-based serialisation in
supporting efficient data accesses.

In the future, we will put special focuses on efficient data access over the
proposed serialisation formats, e.g. extending the results with dedicated index
structures to support SPARQL query answering. In addition, we will also further
look into the redundancies of RDF data with special interests in the linked data
environment, where the redundancies might be different when different data
sources are linked together or different vocabularies are reused.
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Abstract. To integrate various Linked Datasets, data warehousing and
live query processing provide two extremes for optimized response time
and quality respectively. The first approach provides very fast responses
but with low-quality because changes of original data are not imme-
diately reflected on materialized data. The second approach provides
accurate responses but it is notorious for long response times. A hybrid
SPARQL query processor provides a middle ground between two speci-
fied extremes by splitting the triple patterns of SPARQL query between
live and local processors based on a predetermined coherence threshold
specified by the administrator. Considering quality requirements while
splitting the SPARQL query, enables the processor to eliminate the
unnecessary live execution and releases resources for other queries. This
requires estimating the quality of response provided with current mate-
rialized data, compare it with user requirements and determine the most
selective sub-queries which can boost the response quality up to the
specified level with least computational complexity. In this work, we
propose solutions for estimating the freshness of materialized data, as
one dimension of the quality, by extending cardinality estimation tech-
niques. Experimental results show that we can estimate the freshness of
materialized data with a low error rate.
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1 Introduction

There is a huge amount of RDF data published in the Linked Data and many
companies want to publish their data to maximize their participation in the
extracted knowledge. However, processing queries over all published data is
challenging. One approach to integrate Linked Datasets for query processing
is to materialize all available data sources in one endpoint and respond queries
from the materialized cache [1],[16]. This approach mainly suffers from providing
low quality responses because changes of the original data are not immediately
reflected on the materialized local cache. On the other hand, the main advantage
of this approach is providing very fast responses as the data has been stored in
the local cache and can be accessed without latency.

Another approach for integrating Linked Datasets for query processing is to
fetch the relevant data on demand which is called live querying [8]. Live querying
approaches process queries by dereferencing URIs and following relevant links
on-demand and naturally incur very slow response times but with better quality
(fresh and complete). Thus, the more data fetched from sources the higher the
response quality and vice versa. This represents an inherent trade-off between
the response quality and time which can be considered as a spectrum from a
response with high quality and long retrieval time to a response with low quality
but short retrieval time.

To mitigate the time consuming live querying, a hybrid approach for the
Linked Data information integration has been proposed in a previous work [18].
The idea is to combine the data warehousing with the live query processing
techniques so that part of the query is retrieved from the materialized data and
rest of the query is executed on fresh, live data. To do so the query engine needs
to make the critical decision of when to redirect a triple pattern to the live or
the local query processor. For that the notion of coherence for each predicate
was introduced which represents the dynamicity of that predicate and is defined
as the ratio between the cardinality of live results that exist in the materialized
data and the total cardinality of live results. The query processor splits triple
patterns of a query based on their coherence for live or local processing using
a pre-specified coherence threshold. Changing the coherence threshold in query
splitting leads to different points of the response time/quality trade-off spectrum.

The main purpose of hybrid query processing is to achieve faster response than
live approach and fresher response than the data warehousing approach. However
some queries require high level of quality and do not care about response time and
some other queries require fast response as far as a specific quality level is guaran-
teed. To address this issue the query processor should be able to adaptively split
the query between live and local processors based on response quality require-
ments. This will also prevent unnecessary live execution, provide fast response and
release resources for other queries. This problem boils down to two sub problems:
First, estimating the quality of the fastest response which is provided with cur-
rent materialized data and doesn’t require any live execution. Second, if the local
store couldn’t satisfy user quality requirements, then the query processor needs
to decide among various query splitting strategies to find the one which satisfies
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user quality requirements with the lowest live execution time. To the best of our
knowledge these problems have not been addressed so far in the context of Linked
Data query processing and is the main focus of this paper.

The remainder of the paper is structured as follows: In Section 2 we discuss
related work. We define the problem and make it concrete in the context of
Linked Data in Section 3. In Section 4 we propose our solution for estimating
join freshness. We explain the experimental set up in Section 5. Finally, the
result are presented in Section 6. we conclude the paper in Section 7 and provide
insights for future work.

2 Related Work

The problem of efficiently processing queries by exploiting the materialized data
requires a comprehensive view management procedure. This includes the view
selection, the view maintenance, the view exploitation and the cost modelling [7].
The view selection phase is choosing a set of views for materialization to either
respond queries without accessing the original data, or partially respond queries
and fetch the query residual from original sources. The view maintenance phase
mainly deals with the update processing or the live execution when the update
stream doesn’t exist. The view exploitation depends on two former phases. That
is, if selected views fully cover queries and they are fresh then there is only a
unique way for the exploitation; fully execute query on fresh materialized data.
But if any of the above lacks, i.e, queries are partially covered or updates are
postponed or no update stream exists at all, then the cost modelling phase is
responsible to identify the best exploitation and maintenance strategy based on
the required response time and quality.

Table 1 summarizes four possible situations of the view management in terms
of the view maintenance and the view selection. It shows if query requirements
can be used to fine-tune the view management for efficient query processing,
phases that contributes in response time/quality trade-off and related works that
target each particular settings. Various strategies for view selection (i.e. full or
partial materialization) and view maintenance (i.e. immediate or deferred main-
tenance) can change the response time/quality trade-off. DBToaster [12] fully
materializes data and immediately applies updates. Thus, there is no option to
adjust the time/quality trade-off. It minimizes the cost of processing updates by
converting the maintenance task to an efficient code for execution in a relational
data model. [12] processes the update stream one-by-one and maintains mate-
rialized data as incrementally as possible. As alluded before, in this case only
one execution plan exists which directly executes the query on the high-quality
materialized data.

To evaluate SPARQL queries without accessing the original RDF data, [6]
addresses view selection based on a fixed query set. They proposed a cost model
to choose a particular view set that minimizes the overall cost of space, re-writing
and maintenance. They assumed an update stream to quantify the maintenance
cost. Since queries can be fully re-written from materialized views, execution
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Table 1. Various states in a view management scenario : view maintenance can be
done immediately which can be generalized to cases where update was not considered
at all, or deferred which can be generalized to cases where no update stream exists
and live execution is required to get the up-to-date version. View selection can fully
materialize all queries or partially materialize common sub-queries.

View selection Full Full Partial Partial

View maintenance Immediately Postpone Immediately Postpone
fine-tune

view management
based on query
requirements NOT applicable applicable applicable applicable

Influential phases
in trade-off -

view maintenance
(Coherence) view Selection

view selection&
view

maintenance

Related work

DBToaster [12]

for a fixed
query set

Hybrid[18] for

ad-hoc querying&

Data warehouse[6]

for a fixed
query set

RDFMatView
[4]

for a fixed
queryset

online
view selection[11] &

deferred view
maintenance[9]

both for ad-hoc
querying

time/freshness of the response can only be influenced by postponing the main-
tenance which is not discussed in [6].

The hybrid approach introduced by [18] considers the existing materialized
data in a data warehouse as a predefined set of materialized data to be exploited
for responding queries. Thus, the hybrid approach actually relaxes the view selec-
tion. They use a coherence value to split the query for local or live execution(i.e,
maintenance). As alluded before, to maintain the views according to response
requirements, we need to adaptively refine the coherence threshold which is not
addressed by [18] and is the main focus of this paper. On the other hand, [4]
recommended RDF indices to materialize based on a given workload aiming
to improve performance of the query evaluation. However, in contrast to [6],
queries still need to access the original data set because indices are partially
covering queries. This approach assumes the original data are not changing and
materialized data never gets out-of-date.

In order to optimally adjust the trade-off among response quality dimen-
sions (i.e. maximize the other quality dimensions under the restriction on some
of them), we need to explicitly define them to be able to estimate and mea-
sure them for each query execution plan and choose the best execution strategy.
Freshness as one of the quality dimensions has been the topic of many research
papers. [3] has categorized all freshness metrics in the literature into time-based
freshness and cardinality based freshness. The problem of scheduling update pro-
cessing based on response freshness requirements has been addressed previously
under the time based definition of freshness using quality contracts [10] and OVIS
algorithm for online view selection[11]. However in a Linked Data query process-
ing environment, individual endpoints are not equipped to report every single
update. Hence, query processor has to collect dynamics of materialized views
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and re-execute them lively to refresh the content of materialized data. The type
of statistics to collect for estimating the quality of the response provided with
materialized data and the decision of when to refresh a materialized view has
not been addressed thoroughly in a Linked Data query processing environment
and is the main focus of this paper. Less research has been done to adjust the
time/freshness trade-off using the cardinality based definition of freshness. There
has been research to estimate the quality of query response provided by material-
ized data in relational data model for cardinality based freshness which requires
accurate cardinality estimation and accuracy of involved attributes [5,14]. This
provides solutions to the first sub-problem (i.e. estimating the quality of the
response provided with the current materialized data) but in a relational data
setting. The definition and estimation of quality metrics are based on the iden-
tity attribute and is achieved by tracking the category change of each type of
tuple during each operation (i.e. selection, projection, Cartesian product) in a
relational data model. However, in an RDF data model there is no notion of
identity key for tuples. Thus applying that approach for Linked Data is not
directly possible. We propose extending the statistics of cardinality estimation
techniques to estimate the quality of a query response. To the best of our knowl-
edge there has been no solution for the second sub-problem of estimating the
quality of various query splitting even in the relational data model.

3 Problem Description

Materialization of existing data sources at a local cache is one of the main tricks
leveraged by data integration techniques to eliminate the time of fetching data
from sources and provide fast response accordingly. As mentioned before, since
changes of the original data might not be reflected in the cache, it may get
out of date easily. The view maintenance is responsible to keep the materialized
data up-to-date. This is done either by processing updates, in the presence of
an update stream, or by executing queries lively, when no update stream exists.
However maintenance of views can be postponed under two circumstances: 1)
No query is accessing the materialized data targeted by that update. 2) The
current materialized data can provide the response with the requested quality.
The incentive of the user to be satisfied with lower response quality is to get
faster response and consume less resources (e.g. pay less).

The decision of adaptively deferring the live execution of a sub-query until
it is necessary to fulfil a response quality requirements is a complicated task
and requires accurate quality estimation. This problem actually breaks down
to two sub-problems. First the quality of the response provided with the cur-
rent materialized data need to be estimated. If the current materialized data
couldn’t provide the requested quality, quality of the response can be boosted
by live execution of sub-queries. Various query execution plans can be achieved
by choosing different queries for live execution. The critical decision of choosing
the less time consuming query plan which satisfies quality requirements of the
response requires accurate quality estimation for each query plan and forms the
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second sub-problem. In this paper we only discuss and propose solution for the
first sub-problem. In order to estimate quality, we need to explicitly define qual-
ity dimensions of a response in a Linked Data query processing environment.
Response quality is expressed based on the response time, freshness (i.e., the
cardinality based notion) and completeness [14].

Fig. 1. freshness and com-
pleteness

In Figure 1, the shaded circle represents the
result of executing query on the materialized data
and the transparent circle represents the query
results of the live engine. Area ”A”, which repre-
sents query results in the materialized data that
doesn’t exist in the result provided with the live
engine, could contain inferred results from mate-
rialized data, data from not available sources and
results which has been removed from original
sources. However we relax the problem by only con-
sidering the latter source which means we assume
all sources to be available and no inferred data is
added to the materialized data. Area ”B” represent
the result set which exists both in live and local store. Area ”C” represents the
newly added facts to the live data which leads to changes in response of that
particular query and still have not been reflected in the materialized data. We
simplify the problem by assuming that live engine is able to cover all potential
responses. With the above assumptions, Freshness quantifies the effect of the
deletion on response quality and is defined as B/(A+B). Completeness quanti-
fies the effect of addition on response quality and is defined as B/(B+C). In this
paper we only consider the freshness as the quality metric of the response because
in our synthetic data set we are assuming that data can only be removed from
real world after materialization. However, the same technique can be applied to
estimate the completeness of the response.

4 Proposed Method

Since our definition of freshness is based on the cardinality of fresh responses
versus the total cardinality of the query response, we decided to extend the
statistics of cardinality estimation techniques for estimating the freshness. This
is achieved by storing the fraction of fresh responses per category and assuming
that fresh entries have been uniformly distributed. In the following we explain
how this applies to each type of cardinality estimation techniques.

Indexing Based Approaches. We extend two indexing approaches by storing
both the total cardinality and the fresh cardinality per index entry. The higher
the granularity level of indexing, the more accurate cardinality estimation, but
it is more costly to build and maintain the index.

– Simple Predicate Multiplication In this approach we estimate join fresh-
ness by simply multiplying freshness of join’s predicates. It requires indexing
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predicates along with their observed freshness. This approach works very well
when join result is the Cartesian product of the result set of each predicate.

– CS Estimate join freshness by using the characteristic set [13]. It groups
subjects with the same set of predicates together and index it as a ”subject
group”. The whole dataset can be summarized into a set of ”subject group”s
with their associated predicates. Each predicate of each subject group store
the cardinality of fresh and total entries. Analogously, the join’s character-
istic set(s) consist of individual subjects with their requested property(ies).
For the freshness estimation of a join, we simply sum up the fresh cardinality
and the total cardinality of characteristic sets that are super set of the join’s
characteristic set and divide the fresh cardinality by the total cardinality.

Histogram Based Approaches. Histogram and Qtree are among success-
ful approaches for data summarization and estimation of query result size to
compare query execution plans. The main appealing feature of histograms is
having almost no run-time overhead [15]. The basic idea of histogram is to, first,
group together attribute values of each dimension that have similar statistics.
Having categorized entries per dimension, the histogram will consist of multi-
dimensional buckets. Next step is to built the histogram by inserting entries into
buckets. However, for the purpose of summarization, it doesn’t keep all entries
inside each bucket and only updates the statistics of the bucket on addition of
new entries. Having the uniform distribution assumption per bucket, which is
common among all histograms, it estimates cardinality and freshness of triple
patterns based on the statistics and the ratio of overlap among their intersecting
buckets.

Summarization in histogram-based approaches happens at two stages: hash-
ing step and bucketing step. Histogram requires a hashing function to transfer
string representation to numeric representation for processing data. A proper
hashing mechanism is the heart of an efficient histogram-based approach since it
will determine the uniformity of data distribution which is the main character-
istics of histogram to summarize data. During this step, if some URIs happened
to behave very similarly in terms of their joint freshness distribution, by hashing
them to same value and treat them uniquely during summarization and query
processing, histogram can still achieve a good freshness estimation.

Histogram buckets are determined based on a partitioning rule. For the sake
of simplicity, we only implemented equi-width partitioning rule but the esti-
mation rate can be improved by resorting to more advanced type of histograms
introduced in [15]. According to the taxonomy proposed in [15], histogram based
approaches require a sort and source parameter to define partitioning rule for
specifying buckets. We tried sorting attribute values of dimensions based on their
textual similarity and based on their freshness which is called freshness hashing.
As mentioned before, we kept source parameter simple by dividing dimensions
into buckets of equal length in histogram.

To adapt the histogram-based approaches for the freshness estimation prob-
lem, we proposed keeping two entries per bucket; the number of fresh and stale
entries. In histogram-based approaches, join between triple patterns translates to
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intersection of buckets, assuming that entries are uniformly distributed all over
each bucket. Interested readers are referred to [17] for more explanation on join
processing using histograms. Table 2 summarizes how tuples should be character-
ized in the result of joining two buckets. Thus, the cardinality of fresh result is the
multiplication of the fresh cardinality in both buckets. Whatever that is left from
the Cartesian product of both buckets is added to the stale result set.

Table 2. Tuple characterization for join operation

B1 �� B2 Fresh Stale

Fresh Fresh Stale

Stale Stale Stale

Qtree is an optimized histogram and its buckets are determined by identifying
populated areas in the multi dimensional cube using a distance metric. Interested
readers are referred to [17] for more detailed explanation.

5 Experiments

In order to measure the estimation accuracy of our proposed solution, we designed
a synthetic dataset which consists of fresh and stale data. As pointed out before,
to estimate the freshness of the materialized data for a query, the first step is
to estimate its freshness for a join. We assumed each triple of the store is either
fresh i.e. triple actually exists in live data sources or stale i.e triple doesn’t
exist in live data sources. We adapted selectivity estimation techniques in the
DBMS for the join freshness estimation problem. That is, each bucket of our his-
togram categorizes entries to fresh or stale instead of simply storing the count of
bucket entries for summarization. After building the histogram by inserting all
individual triples with their associated label to their corresponding bucket, we
estimated the freshness of the materialized data for joins and compared it with
its real freshness on the same data. Results are presented in Section 6.

5.1 Dataset Generation

We used the BSBM benchmark [2] (which is built for an e-commerce use case,
where a set of products is offered by different vendors and different consumers
have posted reviews about products) to generate a dataset as an snapshot of the
materialized data in a data warehouse and a query set. We created N-TRIPLES
benchmark dataset with 374,920 triples. In order to identify triples that actually
exist in the current snapshot (i.e. fresh triples), we needed to assign true or
false to triples. The generated dataset contains 40 predicates. We split existing
predicates into 10 level of freshness(0-10%, 10-20%, ..., 90-100%) according to
r-beta distribution of predicate freshness observed in [18]. Afterwards, we assign
true or false to triples in dataset based on the freshness value of their predicate.
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5.2 Query Set Generation

We used the BSBM query templates to generate queries then iterate over all
query files and extract all triple patterns. We then replaced place holders with
an arbitrary constant URI. Thereafter we extracted all pairs that have a com-
mon variable to make a join [s-s,o-o,s-o]. We separately investigated freshness
prediction rate for each type of join because we expect different accuracy for
each join category. In this paper we only presents results of s-s joins that have
the best estimation performance. Finally, in the experiments we removed those
queries that their real join cardinality was less than 5 because we don’t expect
our estimation to work well for queries with a few results. The final number of
joins are 557, 64, 13 for S-S, S-O and O-O category respectively.

6 Result and Analysis

6.1 Estimating Freshness

We estimated the freshness of s-s join queries using the proposed indexing
approaches. The Y axis shows the freshness values for queries of the X axis. We
plot the real versus predicted freshness by each indexing approach in Figure 2. As
depicted in Figure 2 predicted freshness of indexing based approaches started to
disagree with real freshness after query 285 which is the point that bounded triple
patterns started to appear in joins. This suggests that index-based approaches
perform well for joins without bounded objects but don’t perform well on joins
having bounded object. This is because the freshness of bounded predicate is
no longer similar to the freshness of the predicate while in fact indexing based
approaches assume they are the same. By increasing the granularity level of the
index i.e. storing the freshness per each bounded subject/object of triple pat-
tern, we can increase the estimation performance but the process of building and
maintaining such an index is a costly procedure. As indexing based approaches
failed to provide good estimation for bounded triple patterns, which is due to
both uniform distribution assumption and predicate independence assumption
made by them, we asked if we can get good estimation for bounded triple pat-
terns by extending the histogram approach for cardinality estimation.

By extending statistics stored in histogram’s buckets with the fresh cardinal-
ity in addition to the total cardinality, we can estimate the freshness of a query
response. However, it requires a proper hashing technique to transfer data from
the string representation to the numerical representation. Thus we need to decide
for a proper sort and source parameter for histogram to get good estimation [15].

6.2 Estimating Freshness Using Histogram

Choose a Proper Hashing. To summarize data with the extended histogram,
we transfer dataset triples to their numeric representation using the similarity
hashing and the freshness hashing proposed in Section 4. We plotted the esti-
mated join freshness v.s. the real join freshness for all S-S joins using similar-
ity hashing in Figure 3. Figure 3 depicts that the actual freshness of joins are
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Fig. 2. freshness estimation in s-s joins using indexing approaches

extremely different than the estimated join freshness using the histogram with
mixed-hashing as a typical similarity-based hashing (Mixed hashing hashes the
subject and object values using prefix similarity hashing and hashes predicate
values using string hashing by checksums [17]).

Fig. 3. predicted V.S. real freshness in histogram using similarity based hashing for
S-S joins

As shown in Figure 3, many joins with different actual freshness have been
predicted with similar values. This is because the BSBM dataset have a partic-
ular naming strategy in which many URIs share a long common prefix. Thus,
changing a subject or object constant in triple patterns, produces joins with var-
ious freshness values while similarity based hashing hashed them to same query
spaces (having similar hashed value). That leads to same freshness estimation
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accordingly. In fact, URIs hashed to similar values will end-up in the same bucket
and considered the same in summary data structure and join processing. Thus,
changing them in bounded subject (object) will not make any difference while,
in fact, its not true. Therefore, we proposed to sort dimension entries based on
their freshness values and use it instead of the similarity hashing. It will keep
entries with similar freshness values close together and will decrease the error
in freshness estimation. Figure 4 shows that sorting histogram entries based on
their observed freshness (freshness hashing) leads to better freshness estimates
for joins.

Fig. 4. predicted V.S. real freshness in histogram using freshness hashing for S-S joins

Estimation Error. The root-mean-square deviation (RMSD) is a frequently
used measure for the differences between values estimated by an estimator and
the values actually observed. We quantified the estimation error of different
proposed techniques into one single value to get a sense of normalized error
value and be able to compare the error over the course of storage space.

RSMD =

√
√
√
√

n∑

i=1

(fi − f ′
i)2

n
(1)

fi represents the actual freshness of a join and f ′
i represents the estimated fresh-

ness of that join. To normalize the RSMD, we divide it by the range of observed
values, which is 100 in our case, because freshness values are all represented as
a percentage.

The normalized RSMD of histograms using the freshness hashing are plot-
ted in Figure 5 and it shows the estimation error of the histogram and the
Qtree converged around 0.07 throughout various storage space while the simple
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predicate multiplication (an indexing based approach) consume very little space
with a lower estimation error. However, the error of histogram based approaches
can be further decreased by increasing the summary size or implementing more
advanced type of histograms. In the future we are planning to achieve more
accurate estimates using summaries that can capture more dependencies among
join counterparts of queries such as probabilistic graphical models.

Fig. 5. consistency estimation error in s-s join in Qtree and histogram using sort
hashing

7 Conclusion

In this paper, we study the problem of estimating the freshness of material-
ized data. This problem is one of the two sub-problems needed to be solved to
optimally split queries among live and local processors based on response qual-
ity requirements. The existing approaches for quality estimation of materialized
data for relational data model was heavily influenced by the existence of primary
key and is not directly applicable for the RDF data model. We tackled this prob-
lem by extending the cardinality estimation techniques and proposed different
approaches for the join processing phase on the extended cardinality estimation
technique. Experimental results show that these approaches can estimate the
freshness of the queries with a low error rate. We compared the performance of
the proposed approaches for S-S queries on a synthetic dataset. In the future,
we are planning explore more advanced type of summarization techniques to
improve the freshness estimation of join.
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Abstract. In this paper, we propose several mash-up design methodologies that 
are intended for enhancing human-readable aspects of semantically annotated 
data resources such as LOD.  Proposals are based on the features provided by 
RDFa format which is an extension of RDF format.  So called “semantic  
parser” have been developed which is an application software to provide data-
conversion/transformation service through web API.  The parser provides sev-
eral hybrid features for both human-readable (HR) and machine-readable (MR) 
resources by using RDFa format. 

Keywords: LOD · Semantic web · RESTful Web API · Mashup · Machine-
Readable · Human-Readable 

1 Introduction 

Recent years, potentiality of semantic information annotated information resources, such 
as LOD (Linked Open Data) in web design is highly recognized.  For the design para-
digm of such system, light-weight software development is necessary aspect in terms of 
end-user computing and development.  In the other words encouraging user-side mash-
up with variety of resources is important for development of new services.  The proposal 
of this paper is based on a hybrid approach. So called "semantic parser" have been devel-
oped which is an application software to provide data-conversion/transformation service 
through web API.  Throughout this paper, we define two types of services of providing 
information resources through web API's (Application Programming Interface), human-
readable (HR) and machine-readable (MR) services.  For both HR and MR resources, 
the parser provides several features by using RDFa format.  There are mainly two fea-
tures in the system.  One is to attach semantic annotation to ordinary web pages that 
does not have semantic information.  Another is to provide pure semantic information 
through a certain XML-based format.  At the beginning overall structure of the devel-
oped system is shown.  Then the details of the provided features as well as potential 
applications and advanced utilizations of them are explained.  The evaluations of pro-
posed system are given in the later section. 

2 Related Researches 

In paper [3], semantic data authoring system is introduced.  Based on MVP software 
model, existing web site is enhanced with semantic data and become machine-readable 
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resources.  There is a comprehensive survey in [4], about mash-up methods over seman-
tic annotated information resources.  In [5], they focused on RDFa formant and provide 
additional features in order to enhance human-readable aspect of web sites. 

3 Services Based on Semantic Annotation 

Ordinary web sites consist of human-readable (HR) data and information. The amount 
of such resource in the Internet is continuously increasing, or even exploding.  This 
situation leads difficulties to extract necessary information through bare eyes of us.  
Machine-readable (MR) data, on the other hand, is able to be processed with comput-
er software or programs.  Semantic web technology, in a sense, is to cope with this 
by broadening availability of resources.  W3C standard features such as RDF (Re-
source Description Format), OWL (Web Ontology Language) are powerful tools for 
treating semantic information processing.  In this paper we are going to treat both 
types of resource and flexible conversion of each other.  Services assumed in this 
paper is based on RESTful Web API’s. 

When we talk about "Web Service", it may be taken as a rich, well-formatted con-
figurations standardized by W3C such as SOAP or WDSL.  In recent years,  howev-
er, RESTful Web API is considered as common practice in order to provide "Web 
Service" in larger context other than strictly defined configurations.  Throughout this 
article, we assume that providing RESTful Web API in the format of RDFa, is meant 
for wider definition of "Web Service".     

4 Application Pattern of RDF 

In this section, we will explain the overview of semantic resource management sys-
tem over RESTful Web APIs.  We call such an architecture "semantic REST" for 
short.  In 4.1 parser of semantic resource over semantic REST is introduced.  Then 
in 4.2, means to produce MR resource from HR web sites or raw data resources are 
explained.  In addition to them, how to export MR resource in HR format in order to 
provide human-readable interface will be explained. 

4.1 Parser over Semantic REST 

In this sub-section, the design issue, such as structure and implementation, of Seman-
tic REST is explained. 

Layered Structure for Implementation of Semantic REST 
In recent years, there have been large amount of research results and proposals are 
published in the field of semantic REST.  Examples are seen in [4][5].  Commonly 
such systems take triple layered structure shown in Fig. 1. 
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Fig. 1. Triple Layered Structure of Web Service 

In the base layer, so called "Resource Layer", CRUD (Create, Retrieve, Update, 
Delete) feature is assigned to data and semantic information is prepared for the data 
through RESTful Web API's.  The interface layer above it provides variety of Web 
interfaces depending on the types of devices from ordinary PC to tablet terminals.  
The middle layer placed in-between those two layers of the architecture is the main 
interest of this article.  The functions of this layer are semantic data collection and 
processing's of the data.  Some data may be collected through crawling job and that 
will be processed into, for example, a single data format.  In the other example, data 
is filtered in order to match semantically intended applications.  Later we will take an 
example that collect text data by crawling software.  The resource is attached with 
additional semantic information by a portal web site.  Consequently the semantic 
parser collects resources with or without semantic information and processes them 
either from HR to MR or vice versa.   

The Implementation of Semantic REST  

Generally client-server applications implemented over RESTful Web APIs, actions of 
clients are determined by state transitions obtained by API's.  With semantic informa-
tion, raw data becomes more useful resources with meta-data that explain the charac-
teristics of the resources.  Meta-data consists of collection of "name" and "value".  
The combinations of each item in the collection are regulated by "ontology" asso-
ciated with them.  The ontology is supposed to be designed a priori.   The GET 
request is initiated upon the client's request that results in servers’ control over the 
client statuses.  The representation of state transition, the origin of acronym of REST, 
transferred to clients.  There is some resource state management necessary in a sys-
tem based on REST. 
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RDFa Utilization over Semantic REST 

RDFa is one of the W3C's standard for semantic representations and this is one of the 
serialization format.  We adopt this format to provide services based on semantic 
REST.  Meta-data annotations are added and placed with XML tag members.  With 
this placement if semantic information, the web site can be treated as MR data re-
source, even though it is originally designed only for MR usage.   

4.2 Mash-Up with Semantic Annotation 

The main feature of our proposing semantic parser is explained in the followings.  
MR data is annotated with semantic information by means of mash-up, both HR and 
MR data is provided from the single data resource.  The operation flow is the follow-
ings.  Firstly JSON format configure the relation between each items in HTML doc-
uments.  Then RDF elements aiming for MR feature will be add.   Each DOM in 
HTML document is associated with assigned RDF element in this JSON file.  The 
semantic parser will process those two files then RDF elements will be placed in to 
HTML documents based on the indication from JSON file.  The process completes 
with extracting RDFa format.  

This sequence is explained from application developer's stand point where he or she 
will provide web service by using semantic parser. At the beginning, the developer upl-
oads HTML and JSON formats on the server machine.  The parser processes data and 
returns RDFa file.  Finally the developer places RDFa and publishes data into appropri-
ate position of HTML document which can be accessed from both HR and MR way.   

Running this parsing features, there are several cases in providing services.  One is 
that JSON data is placed into a prepared HTML document.  The other case is that 
external HTML document or part of it is used for the purpose.  In that case a group of 
DOM is collected from several web sites and configured into a new resource.  This 
created resource can be used as RDFa format since JSON data is in-planted into RDF 
tags by the functions of parser.  

4.3 Mash-Up Service for Visualizing the Semantic Data 

The next important feature of proposing semantic parser is to create HR web site  
according to MR resources such as LOD (Linked Open Data).  Templates for visuali-
zation are prepared depending on how to provide MR data, variety of visualization 
format are possibly used.  Templates are based on XHTML (extensible Hyper Text 
Markup Language) and CSS (Cascading Style Sheets).  For the visualization, 
XHTML template represents the features of human interfaces and CSS configure the 
relation to RDF/XML tags.  Currently we have implemented some templates for the 
purpose.  They process MR data resource as input of the templates and produce HR 
web sites based on the design of human interfaces.  The parser produce output from 
RDF/XML based on visual template as indicated representation and structure.  In 
order to use this feature, user indicates a specific URI as well as upload the file direct-
ly.  In the next sub-sections, those two different realizations are explained in detail.   
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Fig. 2. Multiple-Data and Common Template 

Case Study 1 : Multiple-Templates for a Single Data Source  

The situation is described in Fig.2.  Suppose there are 3 types of templates A, B, C, 
for one RDF data source as an example.  In this case there is a single MR data and is 
supposed to be used in several HR site through different types of templates.  Tem-
plates are variety in design and structure coming out from the parser.  This case is 
useful for providing variations in services which are tightly coupled with interface 
design.  The contents of them are coherent such as web site for a public relation of 
companies or introduction of a personal and organization.  In designing this type of 
web sites, there are cases that site designer needs to publish web sites for both desk-
top PC's and tablets at the same time.  The process of designing this kind of web site 
usually follows the sequence described below: 

1. RDF/XML data is created that contains core information for the intended service 
2. Templates for different types of interface, desk-top and tablet are prepared. 
3. They are sent to parser and processed there. 

As the output of this process, two types of representational formats, both for desk-top 
PC and Tablets, in which contents are identical, will be obtained.  Modifications of 
the file are easily done by over-writing file through the parser.  
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Case Study 2:   Multiple-Data Sources with a Single Template 

In this situation, multiple MR data sources are collected and published in a single 
representational format.  The relationship of data resources and parser is as the fol-
lowings.  Suppose there are several RDF data sets which are different in content, and 
are represented by a common ontology.  In this case, the parser works according to 
class name or identifiers defined by the ontology so that some template file can be 
used for all those data resources.  Feasible applications to this feature are introduc-
tion of personal profiles, product catalogs, company profiles, and illustrated dictiona-
ries, so forth.  

4.4 System Implementation 

In this section, we will explain how above mentioned features are implemented with 
examples.  Firstly, RDFa generation into HTML document is explained.  Then how 
the parser explained in 4.3. 

Translation from HTML to RDFa 

In this section, the implementation of feature to translate ordinary HTML document 
into RDFa file will be explained.  JSON data indicate the place and content for RDFa 
generations.  By selector value in JSON format the place of annotations are indi-
cated.  The process is similar to design annotations of CSS.  

Implementation of Visualization Format of Semantic Data 

In this section, we will show how to generate RDFa implementation with visualiza-
tion format from RDF/XML data resources that was explained in 3.3.  Here the case 
in 3.3.1 is taken as an example and explained.  We assume that there is a collection 
of company data base that is prepared in RDF/XML format.  Now the visualization 
format is suitable for this resource and publishing is prepared.  The format is based 
on HTML document that generate name and introduction of each company.  In 
processing the parser takes template inputs, and generates RDFa as visualization for-
mat.   The text in-between the <name> </name> tags are placed into {company: 
name} element.  If there is more than one candidate for transformation, every related 
data will be generated. 

5 Case Study of Implementation in Realistic Business Web Site 

In this chapter, implementation of parsing system is explained.  We take a realistic 
business application as an example.  "Makers-Inn" is an existing business informa-
tion providing site, which provide public company profiling service as well as  
introductions of their main products and businesses in mechanical manufacturing and 
distributions.  For the data resources of the parsing system takes data items such as 
company name, address, and text sentences of introductions.  In 5.1 RDFa implemen-
tation of in 4.2 is explained.  
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5.1 RDF Annotation to HTML 

Transformation to RDFa format from HTML with RDF resource is discussed here.  
In other words, this process convert HR web site with MR information and provide 
hybrid web site with both HR and MR feature.  The HTML and RFD resources asso-
ciated with JSON code which creates the RDFa based web site.  This example indi-
cate that with applying JSON format parsing RDFa is successfully done, and this 
RDFa web site works both HR and MR way. 

5.2 RDF/XML Conversion of Resources to RDFa 

In this section RDF/XML data as well as MR type resource can be converted into 
RDFa format according to visualization template which is based on HTML format.  
Let us explain two patterns of implementations.  Firstly, company name and intro-
duction of the company profile is shown.  Input of this process is RDF/XML data 
source which consists of lists of company information and the template.  The RDFa 
output of those resources and file format will be created.  There is another example 
that web site publishes of names of companies and address of them.  Company 
RDF/XML provides name and address data which will be generated and published.  

These two examples utilize ordinary company information as resource data and 
produces variety of output as web sites.  The examples indicated that visualization of 
MR resources could be flexibly managed by the proposed system.  In addition to this, 
if ontological information is prepared for different resource other than the example, it 
is possible to produce coherent RDFa format.  That means we have wider range of 
potentials in terms of MR resource utilization such as LOD. 

6 Conclusion 

In this paper, web services based on RESTful Web API's are proposed.  Applications 
are based on RDF/XML data and HTML representations and are to produce RDFa 
format that can be utilized both MR and HR way.  In the examples shown in this 
article, resource is limited to a simple existing data set.  Proposed parser can produce 
variety of possible applications.   

We believe in the next generation web services require light weight semantic anno-
tation.  In this view point, there are eight possible combinations in terms of resource 
provider and service consumer, HR/MR.  The proposal of this article is aiming to 
cope with the situation in which mash-up of web API and processing by parser is 
provided.  
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Abstract. Humanitarian aid information, e.g., information on the occ-
urrences of disaster situations, victims, shelters, resources, and facilities, is
usually rapidly dynamic, ambiguous, and huge. A system of humanitarian
aid often involves data items from multidisciplinary environments, some of
which have similar meanings but appear structurally different
in various data sources. To achieve semantic interoperability among
humanitarian aid information systems to be exchanged meaningful infor-
mation, this paper contributes a methodology for construction of an
application-independent ontology and proposes a guideline for merging
information from different databases through the application-independent
ontology that helps people to integrate systems with minimal modifica-
tion. We demonstrate how to develop an ontology for Humanitarian Aid
for Refugee in Emergencies (HARE) as a common ontology for sharing and
re-use the current knowledge bases. We discuss an approach to merging
Relational Databases (RDBs) to heterogeneous hierarchical ontology.

Keywords: Interoperability · Ontology construction · Merging
resources · Humanitarian aid · Disaster management

1 Introduction

The frequency and severity of disasters have increased noticeably all over the
world, causing impacts on societies, national economics, and environment. When
a natural or human-made disaster occurs, a large amount of information is spread
over, necessitating development of supporting information systems. A disaster
management system is usually developed by many experts having a variety of
backgrounds. Success of disaster information management depends on finding
and effectively integrating related information to take decisions during informa-
tion distribution [23], with the primary aim of getting the right resources to the
c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 281–296, 2015.
DOI: 10.1007/978-3-319-15615-6 21
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right places at the right time and providing the right information to the right
people to make the right decisions at the right levels at the right time [1].

Combining information from various sources is often problematic due to diffi-
culties arising from interoperabilities of three basic types, i.e., system, syntax, and
semantic interoperability. Interoperability at the system and syntax levels can be
achieved by hardware improvement and a syntax standard, respectively. Seman-
tic interoperability is more problematic. The use of different terms with different
background knowledge causes confusion in the specification of semantics [4].

1.1 Ontology Construction and Merging Resources

Strategy for Building Ontologies

– Application-dependent: the ontology is built based on an application knowl-
edge base by a process of abstraction.

– Application-semi dependent: possible scenarios of ontology use are identified
in the specification stage.

– Application-independent: the process is totally independent of the uses to
which the ontology will be put in knowledge-based systems, agents, etc.

When establishing semantic interoperability of heterogeneous data, constructing
the underlying ontology is a crucial part. Several publications about ontological
development methodologies have been published, but still lack of widely accepted
methodologies. The main reason is that mostly methodologies design for a partic-
ular project [9]. Our approach adopts the Uschold and King method [21], which a
framework for enterprise modeling, to be a guideline. In highly dynamic environ-
ment, like a disaster management, to find a satisfactory mapping of Relational
Databases (RDBs) onto a global model is a huge problem. The task of inte-
grating heterogeneous information sources has several approaches. We consider
a semantic mapping between an application-independent ontology and RDBs.

1.2 Objectives and Organization

Semantic Interoperability is challenging. If information systems are integrated
with a common ontology, they will share a familiar underlying structure and then
knowledge can be more easily shared. Our research explores the semantic inter-
operability on humanitarian aid and proposes a methodology for heterogeneous
systems to be more readily shared with other different databases. An application-
independence ontology in the humanitarian aid domain acts as a link between
any data sources in the domain. We develop an application-independence com-
mon ontology for Humanitarian Aid for Refugee in Emergencies (HARE) that it
can support interoperation among heterogeneous systems and provide the guide-
line for semantic interoperability among existing RDB of humanitarian aid in
emergencies systems. The paper is organized as follows:

Section 2 provides background and related works. Section 3 describes our
ontology development methodology. Section 4 and 5 describe how HARE ontol-
ogy can be used to merging RDBs and explain the correspondence analysis
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among existing disaster management systems through HARE ontology. Section
6 concludes the paper.

2 Background

2.1 Semantic Interoperability Through Ontologies

A survey in [8] reported that ontologies and current technologies could be used
to identify and associate semantically corresponding concepts in related disaster
information in order that heterogeneous data can be integrated. An ontology
is a conceptualization of data domain. It provides formal explicit definitions of
concepts (known as classes), properties (known as attributes) describing vari-
ous features of the concepts, restrictions on these properties and well-defined
relationships between concepts. The target of ontology in Information Science is
to define a common vocabulary for knowledge representation and specifies con-
straints on the relationships between objects in an application domain. The basis
of an ontology can cope with the confusion and better enabling computers and
people to work in cooperation [3,12,23]. Because of the potential of an ontology,
one data source can be combined with another. Semantic interoperability allows
the applications to cooperate with minimal modifications [13]. Thus, the need
for ontologies to establish a common specification to deal with the entire disaster
management cycle is necessary.

2.2 Related Works

Ontology has been used in several ways of the disaster management. [10] is
finding suitable information in the open and distributed environment of current
geographic information web services in order to overcome semantic heterogeneity
during a keyword-based search. The strategy they used for building ontology is an
application-semi dependent ontology. [19] models the conceptual ontologies that
use the application-independent ontology strategy and this paper proposes ser-
vice for disaster querying system. [11] proposes a practical emergency response
ontology for collaborative crisis information management systems by using the
application-dependent ontology strategy. [24] constructs emergency ontology by
using the application-independent ontology strategy to support decision-making
directly from the emergency documentation. [14] proposes an emergency ontol-
ogy model using a hierarchical architecture, including upper ontology and appli-
cation ontology by using the application-independent ontology strategy.

Ontology has been applied in many research areas. The above researches
relate to ontology construction in different strategy. The ontology construction
without an application-dependence, which is necessary for the common ontology
construction, and the mapping between OWL and Relational Databases are
challenging.
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3 Construction of the HARE Ontology

The construction of the HARE ontology reflects the need to design a global
ontology-based approach which is capable of dealing with an RDB. Our app-
roach to ontology construction has been started with information exploring from
a knowledge based of UNHCR handbook[2,15,16], which [15] contains 27 chap-
ters of a standard knowledge of international organization in 576 pages, [16]
contains 25 chapters in 325 pages, and [2] contains six chapters in 77 pages.
Humanitarian aid in emergencies is part of a complex system in which different
organization processes collaborate in sharing information on refugee’s profiles,
donations, rescue activities, and actors. The establishment of an ontology for the
HARE domain is a pre-requisite to developing an application.

3.1 Ontology Building Methodology

There are several methods for building ontologies. Most of them focus on domain
conceptualization and ontology implementation, but do not pay enough attention
for integration of ontologies [4,18]. In additional, ontology design must consider
the integration between ontologies and data sources. We adopt the basic phases
of the Uschold and King method [21] as the skeleton of our ontology construction
method.

The Uschold and King method consists of the following four main phases:

1. Identifying a purpose and scope: Defining the scope and granularity of the
target ontology.

2. Building the ontology
(a) Ontology capture: Identification of the key concepts and relationships in

the domain of interest.
(b) Ontology coding: Structuring the domain knowledge in a conceptual

model.
(c) Integrating existing ontologies: Reuse of existing ontologies to speed up

ontology development process.
3. Evaluation: Making a technical judgement of the ontologies.
4. Documentation: Guidelines for documenting ontologies.

The Uschold and King method does not precisely describe the techniques
and activities. It lacks the appropriate depth of methodological description and
an iteration back and forth, which gradually refine the ontology. We need a
common ontologies with the capability to intensely share information between
relational databases. In order to make the ontology corresponding with RDB,
we use hypernym, hyponym, and synonym in WordNet for ontology construction
and finding the relations of matching between ontology and RDB.

The WordNet is similar to a thesaurus, but nouns, verbs, adjectives and
adverbs in WordNet are distinguished into sets of cognitive synonyms (synsets).
The WordNet database contains 155,287 words organized in 117,659 synsets.
With this objective, the first three phases are extended and tailored for the
construction of the HARE ontology as follows:
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1. Identifying a purpose and scope
(a) Getting requirements of refugee in emergencies
(b) Creating the use case diagrams and use cases descriptions

2. Building the ontology
(a) Ontology capture

i. Considering knowledge models from the use case diagrams
(b) Ontology coding and integrating

i. Finding hypernyms of each concept to create hierarchical ontology
ii. Integrating with upper ontologies

3. Evaluation
(a) Validating ontology with the different databases from the humanitarian

aid domain
(b) Ontology modification

These three phases are detailed below.

3.2 Identify Purpose and Scope

Getting Requirements of Refugees in Emergencies. The operations of
UNHCR cover many areas in refugee emergencies, including health, food, sani-
tation and water, as well as key field activities corroborate the operations such as
logistics, community services, and registration. Such operations must be man-
aged and controlled by many associate organizations. In the identify purpose
step, information should be extracted carefully from documentations. In order
to establish the ontology requirements, we have read the overall operations of
the HARE from relevant chapters in the on Handbook for Emergencies [15] and
related documents [2,16] to undertake the abstraction and processes of refugee
emergencies from UNHCR. The HARE consists of five subsystems of UNHCR,
i.e., Registration, Identification of Persons of Concern, Emergency Planning,
Distribution of Assistance, and Donation.

Creating the Use Case Diagrams and Use Case Descriptions. We deter-
mined the domain, scope and purpose of the operations and developed the
Unified Modeling Language (UML) Use Case Diagram that is used to create
the functionality for the system to graphically represent and envision the con-
cepts and relationships between elements. They are described below:

Refugee Registration 1: Refugees should be registered as fast as possible after
reach to a refugee center. Refugee profile must be the first information that
organizations would like to know. The following information is recorded against
a person of concern individual verification: name, unique identifying registration
number, date and place of birth, sex, existing identity documents, marital status,
special protection and assistance needs, level of education, occupational skills,
religion, language, household and family composition, date of arrival, current
location and address, place of origin, and photograph. This information will be
collected to be the properties of refugee profile concept.
1 Extracted from chapter 10 in [15] and all chapters in [16]
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Identification of Persons of Concern 2: After the refugee registration process, if
time permits, a pre-screening should take place at this stage to identify those
who may not be of concern to UNHCR. The refugee profile will be analyzed
for refugees’ needs assessment. An accurate estimate of numbers of refugees
is a prerequisite for effective protection and assistance, and identification of
beneficiaries, including persons with special needs.

Emergency Planning 3: The planning process is very important. Efforts should be
made to design and implement a shelter as soon as possible. Several organizations
must rely on this planning system. The project is the structural planning for
such as the training, logistics, telecom, security, sites(camp, shelter), etc. This
will enable better management such as shelter management, non-food and food
items’ distribution.

Distribution of Assistance 4: This is a simple system to handle the distribution
of assistance and provision of service to refugees, including emergency health
care, distribution of food and non-food items. Many staffs from organizations
participate in this system for sharing help to refugees.

Donation 5: The Donation system is designed to receive, manage, and distribute
a mass of donated goods and services. With the help of refugee communities,
they identify refugee individuals and groups with their needs, especially unac-
companied and separated children. This system operates with the distribution
through an assistance system to support needs of refugees.

3.3 Ontology Capture

Considering Knowledge Models From the Use Case Diagrams. In the
second step, the refugee emergencies use cases from the previous step will set
the initiation to establish ontological conceptualization, which is the key to the
HARE ontologies. The core concepts and the existing relations from use case
diagrams help to build the scope and role of the ontology. Each use case consists
of detail to extract relevant classes, their scopes and the required detail.

Firstly, a first set of terms is gathered by analyzing use cases. The selected
terms are considered as the core concepts of HARE ontologies. That core con-
cepts in the operations of the HARE, such as Commodity, Distribution Cycle,
Family, Household, Head of Family, Head of Household, Ration Shop, Refugee,
Registration Card, Scooping, Tipping, Vulnerable, RefugeeActivity, Refugee-
Need, Person, Plan, Project, Organization, Staff.

After the core concepts are defined, subclasses and disjoint decompositions
are also identified, such as a food product is a particular type of Commodity. To
2 Extracted from chapter 2 in [15]
3 Extracted from chapter 3-9 in [15]
4 Extracted from chapter 13 in [15] and all chapters in [2]
5 Extracted from chapter 16 and 20 in [15]
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get core concepts, the relations between concepts and axioms are important to
define implicit meanings. The implementation of the HARE ontology required
to choose an appropriate ontology editor and development environment. The
Protégé development platform which contains the Protégé-OWL ontology editor
for the Semantic Web is chosen for using in this research.

3.4 Coding and Integrating

Finding Hypernyms of Each Concept to Create Hierarchical Ontology.
Hypernym is a word or phase whose meaning includes the meaning of other
words. A broad meaning of hypernym constitutes a category into which words
with more specific meanings fall. Those core concepts are easiest to under-
stand and interoperate when a hierarchy is diagrammed. In this paper, the core
concepts are organized into hierarchies by hypernym of word from WordNet.
For instance, there is a core concept ’RefugeeActivity’. The sense of the word
’RefugeeActivity’ would have the hypernym hierarchy. The WordNet shows that
a ’RefugeeActivity’ is a kind of an ’HumanActivity’. After finding hypernyms
of the entire concept, the concepts with the same a broad meaning are grouped
into a same category in hierarchy as a Fig 1. An ’Action’, ’Communication’,
’HumanNeed’, ’RefugeeActivity’, ’Resonsibility’, ’Role’ and ’Service’ are also a
kind of a ’HumanActivity’.

Fig. 1. HARE hierarchical ontology

Integrating with Upper Ontologies. After creating ontology, we would
notice that there are some classes in the ontology that can be hierarchical imple-
mentation on the upper ontologies. An upper ontology can be also called as
a top-level ontology or foundation ontology, which describes the general con-
cepts for all knowledge domains. As general concepts, several ontologies can be
hierarchical implementation on the upper ontologies. Although upper ontology
has several advantages, such as integrating with existing ontologies, providing a
predefined set of ontological entities, turning away from conceptual ambiguity,
however, semantic interoperability between ontologies is the main advantage of
upper ontology [6,7,20]. Based on reviews of the characteristics of ontologies to
be used as upper ontology, we decide that the below ontologies meet most of our
requirements.

As the related upper ontology review, we found that the concepts of the upper
ontologies, which are matched with the HARE ontology, are in the DOLCE,
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Table 1. Related Upper Ontologies

DOLCE SUMO SWEET FOAF

Full Name Descriptive Ontol-
ogy for Linguis-
tic and Cognitive
Engineering

Suggested Upper
Merged Ontology

Semantic Web for
Earth and Envi-
ronmental Termi-
nology

Friend of a Friend

Language First-Order Logic,
KIF, and OWL

SUO-KIF, and
OWL

OWL RDF, and OWL

#Classes 80 1000 6000 13

#Properties 80 4000 300 62

Fig. 2. SUMO upper ontology and HARE ontology

SWEET, SUMO, and FOAF (Table 1). They can provide the basis for common
understanding in HARE. Fig.2 depicts an example of SUMO upper ontology to
facilitate the semantic integration of HARE ontology. A blue oval means the core
concepts of HARE ontology and a white oval means the concepts from upper
ontology.

3.5 Evaluation the Ontology

As the result, our HARE ontology has 271 concepts, 67 object properties, 57 data
properties. The information is structured in a common formal model including
domain rules. The ontology we created can be used to be a common conceptu-
alization of HARE that other related systems would be integrated with in this
domain. As this section, we test the HARE ontology with two existing systems
in order to present the example of the interoperability between two systems with
the proposed ontology.
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Validating Ontology with the Different Databases From the Humani-
tarian Aid Domain. In this paper, we consider the models specified in the
five use cases in humanitarian aid, which are Refugee Registration, Identifica-
tion of Persons of Concern System, Emergency Planning System, Distribution
of Assistance, and Donation System as a good starting point of knowledge for
our purpose of conceptualising a common understanding of disaster manage-
ment model, for facilitating information exchange amongst applications that use
different views of humanitarian aid. The entire procedures are shown in the
section 4.

Ontology Modification. The HARE ontology is independent application
ontology which intends to cover the knowledge in disaster management domain.
So, an iterative process is important process to fulfill the domain knowledge. At
each iteration, a decision is made on which new relation to add to the domain.

4 Semantic Interoperability with the HARE Ontology

4.1 Element Correspondences

A correspondence between an element of the HARE ontology and that of a RDB
is a 4-tuple

〈id, e1, e2, CT 〉,
where id is a unique identifier of the given correspondence, e1 is an element,
e.g., a class or a property, of HARE, e2 is an element, e.g., a table or a column,
of the RDB, and CT is a correspondence type, which is one of the following:
equality (=), overlapping (∩), mismatch (⊥), more general (⊇), and more specific
(⊆) [5]. Methods for determining class-table correspondences, property-column
correspondences, and property-table correspondences are described below.

Class-Table Correspondences. We adopt a linguistic approach to determine
correspondences between classes and tables from schema information. The app-
roach exploits linguistic properties of schema elements. We compare name strings
for syntactical name matching and compare their meanings for semantic name
matching. As a preparation step, names are cleaned by (i) changing uppercase
letters to lowercase letters, (ii) removing special symbols, (iii) expanding abbrevi-
ations to full forms, (iv) replacing punctuations with spaces. Let C be a concept
in HARE and T a table in a RDB. Let name(C) and name(T ) denote the names
of C and T , respectively, after they are preprocessed. A correspondence between
C and T is determined by comparing name(C) and name(T ) as follows:

1. Syntactical name matching: Construct a correspondence 〈id, C, T,=〉 if a
word in name(C) is the same as at least one word in name(T ).

2. Semantic name matching: Class-table correspondences are also determined
based on semantic relationships such as synonym, hypernym, and hyponym
relationships, given by WordNet.
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– Construct 〈id, C, T,=〉 if a word in name(C) is a synonym of at least
one word in name(T ).

– Construct 〈id, C, T,∩〉 if a word in name(C) and a word in name(T )
have a common hypernym.

– Construct 〈id, C, T,⊇〉 if a word in name(C) is hypernym of at least one
word in name(T ).

– Construct 〈id, C, T,⊆〉 if a word in name(C) is hypornym of at least one
word in name(T ).

Property-Column Correspondences. The linguistic approach used earlier
for determining class-table correspondences is also applied for determining cor-
respondences between properties and columns. In addition, constraints on data
types are also used; i.e., a non-foreign key column may correspond to only a
data type property, and a foreign key column may correspond to only an object
property.

Property-Table Correspondences. A correspondence may exist between a
property and a junction table. A junction table is a database table that contains
common columns from two or more other tables. A correspondence 〈id, prop, TJ ,
=〉 between a property prop and a junction table TJ is constructed if TJ is a
bridge between a table T1 and a table T2, prop is an object property of a class C1

with C2 being its range, and C1 and C2 correspond to T1 and T2, respectively.

4.2 Mapping a RDB to the HARE Ontology

Based on the correspondences between their elements, a given RDB D is mapped
into HARE with the assistance of a domain expert using the following steps
(Table. 2):

Table 2. Techniques and Steps for mapping RDB to HARE ontology

Step Techniques
for finding correspondences

Class-table Property-column Property-table

1. Select eligible tables from database

2. Find candidate class-table correspondences /

3. Filter out candidates by a domain expert /

4. Add new correspondences by a domain expert / /

1. Select eligible tables from D: Tables of D that are relevant to the use cases
under consideration are selected. More specifically, a table is selected if its
name is related to some keyword in the description of some identified use
case.

2. Find candidate class-table correspondences: Determine the correspondences
between classes inHAREand tables inD, using themethod given in section 4.1.
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3. Filter out candidates by a domain expert:An obtained correspondence between
a class C and a table T is then examined as follows: Let Prop(C) denote the
set of all properties of C and Col(T ) the set of all columns of T . To deter-
mine whether C and T describe entities of the same type, correspondences
between the properties in Prop(C) and the columns in Col(T ) are consid-
ered by a domain expert. If it is unlikely that C should be mapped to T , then
the domain expert recommends the removal of the correspondence between C
and T .

4. Add new correspondences by a domain expert: After filtering some candidate
class-table correspondences out, a table with no corresponding class is fur-
ther investigated. Let T be a table currently having no corresponding class
and Col(T ) the set of all columns of T . Based on property-column correspon-
dences and property-table correspondences, a new correspondence is created
using the following criteria:
(a) Let C be class in HARE and Prop(C) the set of all properties of C.

A new correspondence between C and T is created if a domain expert
recommends that the properties in Prop(C) and the columns in Col(T )
describe entities of same type.

(b) If T is a junction table and there is a property-table correspondence
between a property prop of a concept in HARE and T , then add a
correspondence between T and prop.

5 Evaluation Results

For considering to ontology mapping with existing systems, two RDBs have been
evaluated. The first existing system is called Sahana Eden (Emergency Devel-
opment ENvironment for Rapid Deployment Humanitarian Response Manage-
ment) [17] and the second one is the Ushahidi platform [22].

Sahana Eden is an open source disaster management software platform which
has been built specifically to help in disaster management, whose mission is to
help alleviate human suffering by giving emergency managers, disaster response
professionals and communities access to the information that they need to better
prepare for and respond to disasters. Sahana Eden provide a number of different
modules, such as organization registry, Project Tracking, Messaging, Scenarios &
Events, Human Resources, Inventory, Assets, Assessment, and Map. The database
of Sahana has 245 tables to find the correspondences to HARE ontology.

Ushahidi is an open source to visualize information on a map in disaster
domain, track reports on the map, filter data by time, and see when things
happened and where. It easily collects information via text messages, email,
twitter and web-forms. The Ushahidi has 53 tables to find the correspondences
to HARE ontology. In session 5, we demonstrate an example of mapping between
the two RDBs through HARE ontology.

5.1 Mapping the Sahana Eden Database to HARE Ontology

From 245 tables of Sahana Eden database, 56 tables are selected as in-scope
database that relevant to use case description. 57, 4, 1, and 1 class-table
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Table 3. Correspondences of the relevant information

HARE and Sahana HARE and Ushahidi

〈m17, Location, gis location,=〉
〈m18, Location, gis location name,=〉 〈m3, Location, location,=〉
〈m37, P erson, pr person,=〉
〈m40, P erson, pr physical description,=〉
〈m67, has − skill(Person), hrm competency,=〉

〈m4, P erson, incident person,=〉

〈m10, Event, event event,=〉
〈m13, Event, event activity,=〉
〈m14, Event, event asset,=〉
〈m15, Event, event human resource,=〉
〈m16, Event, event site,=〉
〈m58, Event, event incident,⊇〉

〈m5, Event, incident,⊇〉

correspondences of type =,∩,⊇, and ⊆, respectively, are identified. Fig 3 illus-
trates some resulting of class-table correspondences. Consider example, the cor-
respondence

〈m60, Responsibility, req commit,∩〉.
As shown in Fig. 4a “Responsibility” is a concept in HARE. According to the
part of WordNet shown in Fig. 4b, “Responsibility” and “Commitment” has
“Group Action” as a common hypernym. The correspondence m60 is therefore
constructed. With the assistance of a domain expert, 34 correspondences are
removed and 10 new correspondences are added in step 3 and 4, respectively, of
section 4.2.

Fig. 3. Comparing with structure-level matching

Altogether 39 tables of 56 tables in Sahana database that is 64.28 are mapped
to concepts in HARE ontology.

5.2 Mapping the Ushahidi Database to HARE Ontology

From 53 tables of Ushahidi database, 7 tables are selected as in-scope database
that relevant to use case description. 4, and 2 class-table correspondences of type
=, and ⊇, respectively are identified. For example,

〈m2, Event, Incident,⊇〉
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(a) A part of
HARE ontology

(b) WordNet hierarchy

Fig. 4. Finding relation by WordNet

Fig. 5. Add new corresponding relationship

Fig. 6. All corresponding relationships between HARE and Ushahidi

’Incident’ from Ushahidi database is mapped with ’Event’ from HARE ontology
by more specific relation. Because the WordNet show that the hypernym of ’Inci-
dent’ is ’Event’. With the assistance of a domain expert, no correspondence pairs
is removed and no new correspondence is added in steps 3 and 4, respectively,
of section 4.2.

Altogether 6 tables of 7 tables in Ushahidi database that is 85.71 are mapped
to concepts in HARE ontology (fig.6).

5.3 Merging Resources: Emergency Response Information

Natural disasters affect people worldwide. Having access to relevant information
is a key for humanitarians to be prepared and effective in response. An emergency
response system has several processes of the humanitarian aid in emergencies.
The HARE ontology aims to interoperate the disaster information systems to
be useful and relevant to the humanitarian community. The section 4 and 5
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Fig. 7. Relations between Sahana Eden and Ushahidi after matching with HARE

explain the steps for finding correspondence between HARE ontology and the
database of existing systems,i.e., Sahana Eden, and Ushahidi. The result shows
that the relevant information between Sahana Eden and Ushahidi are location,
person, and event information. The relevant information is derived from the
correspondences (Table 3).

Fig. 7 illustrates the relations between Sahana Eden and Ushahidi database
that are connected through HARE ontology. Event, Person, and Location are
the common correspondences between Sahana Eden database and HARE, and
Ushahidi database and HARE. The common correspondences are used to be
a bridge over the gap between systems. Missing information can be shared.
Ushahidi system would get additional information from Sahana Eden system.
For example, Ushahidi system do not know the information about asset, supplier,
and distribution site, but those information is shared through HARE ontology.
Several existing systems can be linked by HARE ontology. The more linking
systems, the more completed sharing information.

6 Conclusion

We have described a method for humanitarian aid in emergencies interoperabil-
ity between an ontology and RDB. Our approach is based on ontology engineer-
ing and hypernym, hyponym, and synonym in WordNet to model the common
ontology in humanitarian aid domain without dependent application. The con-
tribution in this paper include the HARE ontology that is a common ontology in
humanitarian aid in emergencies domain with the capability to intensely share
information between relational databases, and a methodology for developing
common ontology from documents to interoperate with existing systems. We
have presented the mapping approach between an HARE ontology and two rela-
tional databases that are Sahana Eden and Ushahidi system. The results can
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reflect that HARE ontology can be a common ontology and the humanitarian
aid RDBs systems can be shared information through the HARE ontology.
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Abstract. In this paper, the development of an ontology that represents the 
knowledge of belief culture in the Greater Mekong subregion(GMS) is pre-
sented. The ontology was carefully designed to specify the concepts relevant to 
intangible and tangible cultural heritage and the relations among them. The 
knowledge domain in this work focuses on the cultural context and implicit 
attributes of the GMS as an initial case study. To further illustrate the potential 
of the developed ontology, a semantic search application was implemented and 
then evaluated by experts. On the evaluation processes, several complicated 
queries were designed in order to fully utilize the relations among ontological-
classes, and the results were returned accurately. The evaluation proved that the 
ontology was well defined in aspects of its hierarchical structure and relations 
from intermediate concept layers. 

Keywords: Belief culture · Intangible attributes · Ontology · Semantic search · 
Greater Mekong subregion 

1 Introduction 

Belief and culture are a major part of the human way of life. Beliefs have critical impacts 
on human behaviors, values, characteristics, mindsets, and manners. Although belief and 
culture exist in every society, the scope and meaning of the term are still arguable. Sever-
al works have attempted to define the scope and meaning of belief - culture, but scope 
and meaning vary based on the understanding of the people in each society and the con-
text that surrounds them, such as religion, ethnic background, and geographic settings. 
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With a population of 326 million people, the Greater Mekong subregion(GMS) is the 
world’s third most populous. In terms of land area, its 2.6 million square kilometers rank 
it as the 10th largest country on earth. The GMS is home to resilient economies, a wealth 
of natural and human resources, pristine environments, and a rich cultural heritage that 
attracts tourists from around the world. These powerful attributes have been recognized 
by country members of the GMS: Cambodia, the People’s Republic of China, the Lao 
People’s Democratic Republic, Myanmar, Thailand, and Viet Nam [1].Because the Me-
kong River Basin is a fertile land and the home of different ethnic groups with a long 
history, it can be said that the GMS is one of the origins of world civilizations and cultur-
al heritage. As part of this cultural heritage, belief culture has been an interesting issue for 
regional development because the beliefs of people in the GMS can be both obstacles and 
driving forces for social and economic development. Beliefs have significant impacts on 
the way of life as well as on people’s values, attitudes, and behaviors, which are all based 
on their ethnicity, religion, and the surrounding environment. This has made the belief 
culture of the people in the GMS one of the most interesting areas of research in this 
region. 

Ontology is a widely used tool for describing knowledge representation[2, 3].The 
benefits of ontology include[4] its interoperability to share common understanding 
among people or software agents, it enables the re-use of domain knowledge, and it 
enables explicit assumptions. Some ontologies of cultural knowledge have been de-
veloped by During, Eide & Ore, Signore, and Szasz, et al. [5-8].However, those on-
tologies focus on tangible cultural heritage and are intended to be used as information 
resources rather than as tools for information retrieval. More importantly, the ontolo-
gy of the knowledge of belief and culture has not been developed. 

In this research, we developed ontology ofthe belief culture in the GMS and con-
structed the knowledge domain by using a thesaurus approach. The terms in the con-
text of belief culture were extracted from two existing thesauri, a database of Human 
Relations Area Files [eHRAF] [9] and UNESCO’s Intangible Cultural Heritage 
(ICH)thesaurus [10],and the list of terms and their relations were input, defined, and 
confirmed by experts. The thesaurus was used as a source for ontological develop-
ment using the Hozo-ontology editor. To further illustrate the potential of the devel-
oped ontology, a semantic search application was implemented and then evaluated by 
experts in ontology and the GMS belief culture. 

2 The Ontology Design Framework 

Figure 1 shows the design framework for constructing the ontology to represent the 
knowledge domain of belief culture in the GMS. The ontological construction process 
consisted of several steps: 1) building a thesaurus of belief cultural knowledge; 2) 
annotating the facts to incorporate their semantic content and to build semantically 
enhanced facts using domain-related concepts based on class hierarchies. These steps 
were performed by using semantic similarities based on the principle of ontological 
engineering[11, 12],evaluating completeness by ontology experts, and visualizing the 
knowledge in the ontological vision. 



 Development of the Belief Culture Ontology and Its Application 299 

 

Fig. 1. The design framework for belief culture ontology construction 

3 Ontology Development 

Many of the domain-based initiatives recommend the use of closed vocabularies, such 
as eHRAF[9] and the ICH thesaurus[10] but do not associate particular parts of a 
thesaurus with a domain. We first discuss what the knowledge requirements are based 
on the existing thesaurus. This will enable us to create an accurate knowledge founda-
tion for intangible cultural descriptions. 

3.1 Setting Objectives of the Thesaurus Based on Previous Work 

After studies on the existing thesauri, the objectives of this research thesaurus con-
struction were developed. The first objective was to construct a useful thesaurus for the 
domain by using a structure-based approach to provide a hierarchical structure with 
explicit interpretation. Some hierarchically organized thesauri, such as eHRAF and the 
ICH thesaurus, do not have a clear definition on the sub/super class relations and par-
tial relations but use a strict sub/super class relation in a single inheritance hierarchy. 
Single inheritance limits the amount of information about a term that can be derived 
from its position in the hierarchy, despite the fact that the terms can be classified in 
multiple ways. For example, the concept “belief” is represented by two terms: belief 
(religion) and belief (culture). Unfortunately, the difference between the two qualified 
terms may not be clear to a user, and it is difficult to decide where subclasses of the 
concept belong. The second objective was to link the fields in each description to par-
ticular parts of that thesaurus. For example, the field “religion” should be linked to that 
part of the thesaurus that contains a hierarchy of religion types. In some cases this is 
straightforward, such as a hierarchy of belief can be clearly defined with terms to be of 
value for the religion field; however, there are many cases where values are assigned to 
fields in several parts of the thesaurus. The third objective was to manage the indexing 
space. A human indexer, using the structure-based approach, was confronted with  
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large sets of possible values to choose from. Belief hierarchy in the eHRAF and ICH 
thesaurus contains several hundreds of terms. A solution to this problem is to constrain 
the value sets for a particular field, based on a partial description of the entity.  

3.2 Expanding the eHRAF and ICH Thesaurus for the GMS 

As the basis for building an ontology for indexing entities, we used the knowledge 
structure based on a thesaurus. The eHRAF and ICH thesaurus are the most compli-
cated and most standardized bodies of knowledge concerning the classification of 
culture heritage. They contain a large number of main and diverse terms, including 
synonyms and related terms, as well as scope notes—textual definitions of the con-
cepts—for a major part of the main terms, with concepts represented in hierarchies. A 
particular concept occurs only once in a thesaurus hierarchy. Intermediate concepts 
(guide terms) are used to group the concepts at a lower level in the hierarchy. We 
handled the main terms as concept names in the knowledge base. Although this is 
possible because each main term in the eHRAF and ICH thesaurus is unique, it causes 
problems when a concept can also be identified by its synonyms, as is the case in 
WordNet synsets[13]. Searching both thesauri for the terms culture and belief returns 
the concept belief (area with intangible cultures)first. It was decided to represent each 
concept in the knowledge base by a unique identifier derived from their record num-
ber. The hierarchy of both thesauri was converted into a hierarchy of concepts, where 
each concept has a label slot correlated with the main term in the two thesauri and a 
synonyms slot where alternate terms are represented. The values for these slots were 
partly derived using explicit tables of periods and partly found using the intermediate 
concepts in both databases. Finally, we added knowledge about the relation between 
possible values of fields and nodes in the knowledge base.  

3.3 Ontology Design and Development Process  

In our case study, ontology is a knowledge structure containing concepts and relations 
regarding the belief culture in the GSM. The ontology is organized as directed cyclic 
graphs. Each node represents a concept, and there is relational link between them and 
a relation between node and data. 

We designed and developed the belief culture ontology for a subset of culture, enti-
ty, and disciplines. Our ontology was developed by applying the following steps: 

Step #1.To correct and reorganize the knowledge contained in an initial conceptual 
framework and to detect missing knowledge.  

Step 1.1: Establish the properties list of an initial set of concepts. First, the hie-
rarchies and taxonomic relations were drawn between concepts and instances, ad hoc 
relations between concepts and instances of the same or another hierarchy.  We iden-
tified the functions and axioms of the ontology. The initial set was either a source 
model from direct interpretation of an existing data structure or a collection of “base 
level” concepts in the sense of cognitive studies in the eHRAF and ICH thesaurus of 
the domain and its instinctive list of properties. One important aspect is that concepts 



 Development of the Belief Culture Ontology and Its Application 301 

have to be sufficiently real and concrete to have well-defined properties. Finally, we 
generated a draft document reflecting the preliminary conceptual framework from this 
step. 

Step 1.2: Determine new concepts from attribute values. Attribute values, par-
ticularly literals, actually describe many concepts. If the attribute value designates a 
universal, for example, has role: God, the attribute should be transformed to represen-
tation in the respective concepts. If it is not clear, we return to step 1.1 to describe the 
properties of the additional concepts. 

Step 1.3: Determine entities vague in attributes. The meaning of already iden-
tified concepts may be involved in attributes, e.g., Imaginary Being: Animals Liked 
Imaginary Being, hides Imaginary Being. If it is not clear, we return to step 1.1 to 
describe the properties of the additional concepts. 

Step 1.4: Examine property consistency. Visual representations are useful for 
consistency control to investigate distinct viewpoints and reasoning scenarios. The 
framework under construction needed to describe well the world seen from the point 
of view of a domain or range concept, e.g., an entity description or an intangible cul-
tural description. This can lead to the detection of new properties among the existing 
concepts. It may also motivate a change in the domain and range, e.g., when alterna-
tive paths lead to different ranges. Similarly, completeness of reasoning, e.g., about 
time period, place, or location, leads to the detection of additional properties. If it is 
not clear, we return to step 1.2 to redetect hidden concepts. 

Step 1.5: Establish the concepts hierarchy. Specify and merge equivalent 
properties using multiple inheritances for domain and/or range. Identify the lowest 
domains and ranges over the complete scope. This process leads to the detection of 
the more abstract concepts. Our proposed work will not start with instinctive abstract 
concepts. If it is not clear, we return to step 1.1 to describe the properties of the addi-
tional concepts or to step 1.4 for the merged properties. 

Step 1.6: Check the correctness and completeness of each hierarchy by analyzing 
the following three points: (a) whether the taxonomic relations between concepts are 
correct, (b) whether the concepts present in the original hierarchy should be further speci-
fied or generalized, and(c) whether all the concepts or instances required emerge in the 
original hierarchy. If necessary, the fourth point is whether to add/delete from the original 
ontology any concepts or instances that have to be processed. 

Step #2.To link culture properties to particular subsets of the belief culture thesau-
rus. Establish property hierarchies. Having checked that the hierarchies are correct, 
analyze the correctness and completeness of the definitions of concepts, instances, 
properties, relations, functions, and axioms. We analyzed the initial conceptual 
framework attached to the code in which the ontology was implemented. Specialized 
resources for this purpose (such as books, dictionaries, research papers)are required as 
isthe assistance of specialists in the belief cultures domain defined in the ontology. 
This step may lead to the detection of more properties and incompatibilities. There-
fore recheck step 1.4, else end with step # 3. 

Step #3. To describe additional domain knowledge, in particular, the constraints 
between culture and property values. 



302 W. Chansanam et al. 

Step 3.1: To review and correct an original thesaurus, design a new ontology 
including all the above-mentioned changes, build correct and complete hierarchies, 
and output the correct and complete definitions for their later implementation. We 
defined a synthesis document identifying the actions carried out and the design crite-
ria using a bottom-up approach. 

Step 3.2: To implement the belief culture ontology on the basis of the new 
conceptual framework, including all the recorded changes. This will output a docu-
ment containing the code of the new ontology implementation. 

Step 3.3: To check and remove useful concepts. We need to avoid a situation 
where steps #1 through #2 develop a boundless ontology. In practice, people have 
difficulty in knowing when to stop designing more and more formal properties. The 
conceptual framework “ends” naturally at primitive values—numbers, time-span, free 
text. Other concepts must be explicitly stated as intermediate concepts, i.e., properties 
that would introduce range concepts out of scope are considered deleted. In an appli-
cation database, respective intermediate concept information may be kept in free text. 
Extensions may continue there, adding formal properties. 

We highlight that the driving force is the properties and functions rather than the 
concepts, which is in contrast to the well-established Enterprise ontology, Ontology 
Development 101[12], and other design methodologies. We do not explicitly state 
below the application of all principles described in the previous sections. Each step 
can be understood as incremental. 

This work aims at proposing a Hozo-ontology editor tool[11]that allows the con-
struction and development of a belief culture ontology. This tool enables the creation 
of an ontology using rule-based representation of belief culture knowledge. The 
knowledge, that is, facts and rules, is represented first in an ontology vision format. 
The proposed tool will enable domain experts to perform verification and validation 
of created belief culture knowledge.  

In ontology construction, concept and property relationships in the belief culture 
domain are defined and domain ontology is constructed based on the eHRAF and ICH 
thesaurus according to the examples of belief culture concepts, instances, and values 
of domain ontology, as shown in Figure 2. 

 

Fig. 2. An example of belief culture ontology 
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There are categories in belief culture domains determined as concepts, such as be-
liefs, culture, entity, discipline, and cultural intangible. These categories include sev-
eral subcategories or sub-concepts. For example, entity has subcategories of object 
entity, being entity, and process entity. Each instance has values. Ontology is applied 
not only in the process of query classification to obtain the concepts of each term but 
also to match target category.  

The proposed work methodology is a sound initial approach to carrying out the 
above-mentioned process, although it could be improved in future studies using a 
more complex knowledge structure. In order to extend the reusability of the ontology 
to be rebuilt, guidelines and criteria to achieve a higher degree of reusability are 
needed in the construct process. Another open issue regards the relationship between 
the ontology that is being recreated and top-level ontologies, if any. 

4 Ontology-Based Application Framework 

4.1 OAM Architecture 

The ontology-based application management (OAM) framework[14] is a develop-
ment platform for simplifying the creation and adoption of a semantic web applica-
tion. OAM allows the user to interactively define mapping between a database  
schema and ontology’s OWL to produce the RDF data. It also provides several appli-
cation templates that support RDF data processing, such as semantic search and re-
commender system applications. The OAM framework is implemented to support 
ontology developers in implementing a prototype for easily testing their created on-
tology in practical application since it requires less technical programming skill in 
implementing a semantic web application[14].The overview architecture of OAM is 
illustrated in Fig. 3. 

 

Fig. 3. A layered architecture of the OAM framework 
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4.2 Semantic Search for Belief Culture in the GMS 

Semantic search is an improved version of contextual search in terms of ability to 
understand the relation of the contextual meaning based on ontology schema. In this 
work, belief culture ontology of the GMS culture was employed as a knowledge base 
for the semantic search system. The system was implemented as a web-based applica-
tion for easy and free access. The system considers various aspects, including context 
information of search, location, pictures, variation of words, synonyms, generalized 
and specialized queries, concept matching, and natural language queries, to provide 
relevant search results. The application is able to understand the nuances of culture 
heritage and ensure the most relevant results. These are advantages that only a seman-
tic approach can guarantee because it has a contextual understanding of the meaning 
of content. 

 
Fig. 4. A snapshot of the GMS belief culture knowledge-based systems 

5 Ontology Evaluation 

In this section, we design the framework for evaluating both the ontology and applica-
tion. Evaluation by the experts was applied for both cases and system evaluation was 
also conducted to show its potential. 

5.1 Evaluation by the Experts 

This evaluation focuses on assigning experts and specialists to evaluate the ontology 
and its application. A set of criteria for the evaluation and for the experts was de-
signed separately. 
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5.1.1   Evaluation of the GMS Ontology 
Based on the requirements outlined in the ontology evaluation, a generic evaluation 
framework was created. In this stage, experts were separated into two groups for 
evaluation: 

(1) experts in GMS culture and belief domain  
(2) specialists in ontology development. 

To seek both knowledge domain experts and ontology experts, we applied a snowball 
technique [15], which first identified one or more experts and second used these experts 
to find further experts until the criteria has been achieved.  With this method, we guaran-
teed no bias from the expert selection process. 

The set of criteria involved two aspects. The first was to evaluate formal features of 
the ontology, e.g., its consistency, well-formedness, and completeness of definitions, 
according to the standards given in Gomez-Perez [16, 17]. The second aspect was the 
utility and usability of the ontology. This aspect aimedto address “how suitable it is for 
the task it was created for” and “how well it represents the domain of interest”. The me-
thods and criteria on the belief culture ontology evaluation were as follows: 

• Provide a questionnaire for the evaluation of ontology by humans. It is neces-
sary to verify and validate ontology with a human evaluation method. We de-
signed a questionnaire by considering three aspects: 
1. assessors' basic information 
2. knowledge representation and knowledge structure in a variety of dimen-

sions, such as scope, concept class, properties, instance, and reusability po-
tential for future development and application 

3. open-ended questions for suggestion. 

• Provide the assessors’ evaluation by assigning responsibility to each group. 

1. Ontology specialists—to prove the completeness ontology structure for 
software agents and ontological components. 

2. Experts in GMS culture and belief domain—to verify and validate correct-
ness, consistency, properties, and hierarchical relations among concepts in 
ontology. 

The evaluation assessed the quality of the ontology by drawing upon semiotic 
theory [18], taking several metrics into consideration for assessing the syntactic, se-
mantic, and pragmatic aspects of ontology quality. With criteria and setting, the on-
tology was evaluated by three experts in the GMS culture and belief domain and four 
ontology specialists, as shown in Table 1. 
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Table 1. Evaluation of knowledge structure for system results 

Aspects Average Meaning (Level) 

Determine Scope 4.00 High 

Define Classes 4.00 High 

Define Properties 3.80 High 

Define Instance 3.50 High 

Future Development and Application 4.25 High 

Total 3.91 High 

5.1.2   Evaluation of the GMS-Based Application 
To prove the practical usefulness of the developed ontology, a prototype of the se-
mantic search system was implemented. The aspects to evaluate included: 

• Performance—This is specific to the type of ontology. For knowledge retrieval 
performance in discovery activities, measurements, such as Precision, Recall 
and F-Measure, are usually used [19]. More generic performance measures are 
execution time and throughput.  

• Scalability—Scalability of a semantic search system is associated with the 
ability to perform an activity involving an increasing amount of semantic ex-
planations. This can be measured together with performance; however, this is 
also related to the scalability of repositories.  

• Correctness—This is related to the ability of a semantic search system to re-
spond correctly to different inputs, contents, or changes in the application 
problem by changing the instance. This criterion is related to mediation and 
request of the semantic search system. Information resulting from the request 
or interaction of services should be checked against a reference set.  

• Usability—It might be useful to know which semantic search system has an 
easy to use graphic user interface or environment. We consider that due to the 
paucity of frontends for semantic search system development, a comparison 
would be more easily done using feedback forms.  

To evaluate the semantic search application, the experts were separated into three 
groups based on their specialist duty: 

1. Semantic web expert—to test defining a query and approve the answer 
based on a given ontology 

2. Domain experts—to define a query based on their knowledge and to pro-
vide a score to retrieved results 

3. Information retrieval specialist—to calculate the efficiency of the semantic 
search system. 
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With given criteria and duties, experts gave satisfaction scores based on semantic 
search performance and results, as shown in Table 2. Eight experts were involved in 
this evaluation. 

Table 2. Semantic search system evaluation results by humans 

Semantic Search System Average 
Meaning 
(Level) 

Content 5.00 High 
Accuracy 5.00 High 
Format 4.50 High 
Ease to Use 4.50 High 
Timeliness 5.00 High 
Perceived Usefulness 5.00 High 

Total 4.83 High 

5.2 System Performance Evaluation 

The standard evaluation approach to a knowledge retrieval system revolves around 
the notion of relevant and non-relevant documents. With respect to a user-context 
information need, a document in the test collection is given a binary classification as 
either relevant or non-relevant. This decision is referred to as the gold standard or 
ground truth judgment of relevance. The test document collection and suite of infor-
mation need to be of reasonable size; they need to average performance over fairly 
large test sets as results are highly variable over different documents and context in-
formation needs. As a rule of thumb, 80% of context information needs has usually 
been found to be a sufficient minimum.  The accuracy of application using the devel-
oped ontology is shown in Table 3. 

Table 3. Knowledgeretrieval efficiency results 

 Relevant  

R
et

ri
ev

ed
 Semantic 

searching 
Relevant  

meaning 
Non-relevant  
meaning 

Overall 
meaning 

Able 52 0 56 

Unable 0 12 

    
  Recall  = 0.7647 
  Precision = 0.9286 
  F-Measure = 0.8387 

The results of the knowledge retrieval showed that the semantic search application 
was effective regarding values of Precision, Recall, and F-measure.  
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6 Discussion 

In this paper, an ontology representing tacit knowledge of belief, culture, cultural 
heritages, and human thoughts was presented. The satisfaction scores for the devel-
oped ontology satisfied the domain experts, and the ontology worked well as a know-
ledge resource in a semantic search application. 

From our observations, this ontology is the first abstract ontology for the cultural 
heritage domain. It gives explicit and explainable relations of beliefs to culture that 
leads to cultural heritage within culture. By applying GSM cultural data, the relation 
of the imaginary entity “Nāga” stands out as the core of the culture. The ontology 
schema provides a flexible but well-defined scope to help users understand that Nāga 
is the race of a serpent being worshiped as a deity by the people living in the area. The 
individuals of Nāga by their name were mentioned with story detail in many intangi-
ble cultural heritages, such as folklore, music lyrics, and poems. Those individuals 
can be related to physical cultural objects, such as sculptures or paintings, by the well-
defined relations of the developed ontology schema. It is not only the text data that 
can be instantiated; the ontology was designed to represent related details, such as 
geographic information and historical information. These data are proof that the on-
tology was well designed to show interoperability of abstract knowledge hidden in the 
human way of living. 

As used in the semantic search application, the ontology shows its best potential as 
it cannot only be queried for direct questions about simple hierarchy and property but 
can also perform lengthy questions via intermediate concepts. Those intermediate 
concepts were carefully tailored to link concepts based on facts and logic. Moreover, 
the hierarchy of the ontology was considered and designed to prevent conflicts of 
ambiguity and overlapping concepts, hence there were multiple hierarchical layers. 
With those attributes of the developed ontology, it noticeably outran the existing the-
sauri for its clearness and ease to understand by both humans and machine. Further-
more, the ontology was designed to be extendable with global belief cultural data; 
thus this ontology can be used as an intermediate schema of linked open data to col-
lect world-wide instances. 

7 Conclusions and Future Work 

In this paper, we presented a newly developed ontology focused on representing tacit 
knowledge of belief and culture via cultural heritage. This work employed vocabularies 
and a rough hierarchy from eHRAF and UNESCOICH thesaurus as a base. The ontology 
consistedof409conceptsfrom those thesauri and was expanded within formation specific 
to the GMS cultural resource, with 344concepts and 290 instances. We also implemented 
a web-based semantic search application to serve as a semantic browser for the ontology. 

To extend the content in ontology, we plan to add instances starting from the localized 
area and expanding the content until it reaches a global scale. More applications based on 
the developed ontology will be implemented, such as a recommendation system and a 
question–answer system. 
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Abstract. One of the functions of peer support services for diabetic patients is 
psychological changes through communications among patients. Medical pro-
fessionals in the practice of this research request peer support services through a 
web system. The design of the psychological functions requires tailoring de-
pending on contexts. An important thing for the adaptive design is to discuss the 
needed psychological functions among designers such as medical professionals, 
patients, and researchers. However, since the designers tend to set intentions of 
psychological functions by taking a seat-of-the-pants approach, even for the de-
signers, describing their intentions of psychological functions is not easy. In this 
paper, we propose a framework to represent psychological functions for the de-
signers to share and discuss intentions of psychological functions in web sys-
tems.  

Keywords: Peer support service · Definition of service · Diabetes education 

1 Introduction 

One of the functions of peer support services for diabetic patients is psychological 
changes through communications among patients. Medical professionals in the practice 
of this research request the peer support services through a web system for those who 
are too busy to attend face-to- face peer support services held in hospitals. 

The design of the psychological functions requires tailoring depending on contexts 
such as participants’ lifestyles, life-cycle, locations, customs and other factors [1]. 
Important processes for the adaptive design of the psychological functions are to dis-
cuss the needed psychological functions according to each context among designers 
such as medical professionals, patients, and researchers. However, since even for the 
designers themselves, it is not easy to describe their intentions of psychological func-
tions, the designers are not able to have same understanding of the intentions. 
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In this paper, we suggest a framework to represent psychological functions for the 
designers to discuss and share intentions of psychological functions in web systems. 
The design objects of the peer support services are as follows. 

 
Patient community: realized community in practice 
Online activities: online activities in peer support services 
Web system: means to realize the online activities 
Intentions of web system functions: the intentions of web system behavior 
Intentions of psychological functions: the intentions of psychological changes and 

communications among patients 
Principles: mechanisms behind psychological functions 
 
In service engineering, general services are designed through phases of “develop-

ment of functional structures” and “embodiment of functions” [2]. In the “development 
of functional structures”, an assembly of functions to satisfy customers is modeled. The 
modeling is associated with behaviors to realize each function in the phase of embo-
diment of functions. In this research, following this view, we set the view of the design 
phase. The phases are intentions of psychological functions and that of web system 
functions. The intentions of web systems have been often taken for the intentions of 
psychological functions, and this is one of the factors that impede sharing and dis-
cussing psychological functions. 

The principles offer assumed mechanisms concerning psychological functions as 
grounds to intend psychological functions. On the basis of the principles, designers 
intend psychological functions with considering each context. The intentions of the 
psychological functions play a purpose role in designing web systems, and designers 
intend functions of web systems. Consistent with the intentions of the web systems, 
web systems are implemented. On the system, patients communicate with one another, 
and the communities are realized.  

Necessity for the discussion among the designers is to make the intentions in each 
phase clear, and to show the connection between the phases. In this research, we sug-
gest a framework to explicate the intentions of psychological functions, and explain the 
way to relate intentions of psychological functions and that of web system functions. 

In the next section, we discuss the construct of the psychological functions, and in 
section 3, we examine relations between intentions of psychological functions and that 
of web system functions. As space is limited, for the detail of principles, please refer to 
proceedings [3] [4]. 

2 Intentions of Psychological Functions 

Conceptual frameworks are necessary to represent intentions of psychological func-
tions. Compared with well-defined machinery functions, intentions of ill-defined 
functions like psychological changes functions in peer support services are hard for the  
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designers to explain. This is because the view of the psychological functions is ambi-
guous. There is almost neither a single view of the functions everyone agrees with, nor 
obvious criteria. 

One of the approaches to address this issue is ontology-based approach. Ontology is 
an explicit specification of conceptualization, clearly represents how the target world is 
captured by people, and particularly plays an important role for comprehensive un-
derstanding of a complex domain. In order to define notions of psychological functions 
to represent the intentions of the psychological functions, we have developed ontology 
of the psychological functions from service ontology [5]. In this section, after ex-
plaining definitions of the functions, we show the construct of psychological functions 
with figures [6]. 

2.1 Definitions of Psychological Functions 

Sumita, Kitamura, Sasajima and Mizoguchi [5] who research on ontology-based de-
scription of functional design of services state “The concepts of services and product 
functions have the same conceptual structure”. The definition of functions of artifacts 
by Kitamura and Mizoguchi [7] is that “a result of teleological interpretation of a 
behavior (e.g. state-changes) of the operand(s) under an intended goal” [7]. On the 
basis of this definition, Sumita, Kitamura, Sasajima and Mizoguchi [5] describe that a 
service function is a state-change of operand as effects of act by agent [8], and that “the 
function performer is an agent to perform functions” [5].  

In accordance with this definition, we consider agent, act (performance), its operand, 
and a state-change (effect) as major factors in concept of psychological functions. In 
this research, we define psychological functions as follows. 
 
Definition 
A state-change of psychological aspects of both performers and receivers influenced by 
communication acts which are carried out by diabetic patients in the aim of over-
coming psychological problems associated with diabetes.  

Agent：Diabetic patients 
Act：Communication acts 
Operand：Psychological aspects 
Effect (State-change) ：Improvement of psychological aspects 

2.2 Framework of the Psychological Functions 

We configured construct of the definitions of the psychological functions, using on-
tology editor named “Hozo” [9]. Fig. 1 shows the overall of the ontology. The ontology 
mainly provides the construct of peer support service functions, and parts to make up 
the functions such as “self-efficacy” or “helping others”. The construct and the parts are 
the bases of the framework to explicate psychological functions. Fig. 2 simply  
shows the construct of the peer support service functions with major components in an  
understandable way. We outline the summary of the diagram first, and mention the 
specific example in the next chapter. 
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principles (D) explain designers’ assumption of how helping others influence the state 
change of self-efficacy. 

Without the framework based on the ontology, different views of the psychological 
functions bring about confusions in discussion. For instance, functions can  be consi-
dered is “helping others” with the focus of the acts, “improving self-efficacy”, and 
“emotional functions”. They possibly mention the same function, or different functions. 
These intentions of psychological functions behind web systems remain ambiguous. 

 

Fig. 2. Structure of function 

 

Fig. 3. An Example of intentions of a psychological function 
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3 Relation between Psychological Intentions and Web Systems 

3.1 Intentions of Psychological Functions and of Web System Function 

Designers translate intentions of psychological functions into intentions of web sys-
tems to realize the intentions. In this sub-section, we explain how to relate intentions of 
psychological changes and that of web systems. 

Shimomura et al [10], in general service design, discuss relations between means for 
realizations and intentions of general services. Shimomura et al [10] deliver their view 
that “A service is defined within a framework consisting of service provider, service 
receiver, service contents, and service channel”, and that “A service is an act by which 
a provider causes… a receiver to change into the state…, where both contents and a 
channel are means to realize the service”. The contents causes state changes of re-
ceivers, like information, and is transferred, amplified, and controlled by the channel 
[10]. Converting this definition to peer support services, both the service providers and 
the service receivers are diabetic patients, the service channel are web systems, con-
tents are communication contents conveyed by the system to patients. The communi-
cation contents cause state changes of psychological aspects.  

On the basis of Shimomura et al [10], we contemplate how designers set intentions 
of web systems from intentions of psychological functions. We explained major con-
cepts of psychological functions in 2.1: agent, act, its operand, and a state-change of the 
operand. Among these concepts, the concepts related to intentions of web-system are 
the act of the communications, and the operand of act. As mentioned above, the 
communication contents change psychological state. From the view of the psycho-
logical functions, since the psychological changes are caused by the operand of act, the 
operand of act correspond to communication content (e.g. information - the messages 
of encouragement). In addition, communication contents are conveyed by the 
web-system behavior, and the operand of act is conveyed by act of patients. Accor-
dingly, act of patients correspond to web-system behavior (e.g. helping others - 
showing messages on a board). 

The followings show the connections between intentions of the psychological 
functions and that of web system functions.  

 
Act: web system behavior 
Operand of act: Communication contents 

3.2 Examples 

The table 1 shows an example of relations between intentions of psychological  
functions and that of web systems. The intentions of the psychological functions are 
two: <agent 1> improving self-efficacy by helping others, and <agent 2> improving  
loneliness by emotional release by self-disclosure. Since the act is the subject to 
translate into system behavior, the each intention of the system behavior is <agent 1>  
show message posted on message board, <agent 2> also show message posted on  
message board. Operand of act is subject to translate into communications contents. 
The intentions of communication contents are <agent 1> encouragement, and <agent 
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2> negative emotion. Fig. 4. Realized web system based on the intention shows web 
systems and its intentions of psychological functions. 

This is how designers set intention of psychological functions and intentions of 
web-system functions.  

Table 1. Intentions of psychological functions and web system function 

 

 

Fig. 4. Realized web system based on the intention 

4 Conclusion 

In this paper, we suggest the framework to represent the psychological functions for the 
designers to discuss intentions of psychological functions in web systems, and relations 
between the intentions of the psychological functions and that of the system functions. 

Function Subject agent 1 agent 2

act helping others
emotional release
by self disclosure

effect
improve

self-efficacy
imrpove loneliness

system behavior
show message
posetd on MB

show message
posetd on MB

communication
content

encouragement negative emotion

psychological
function

web system
functions
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We have developed the web system for online peer support services in the practice 
of this research with making the intentions of the psychological functions explicit. In 
the next step, on the basis of representations of our intentions, we share and discuss the 
intentions of psychological functions and improve the peer support services.. 
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Abstract. Facing large amount of accessible data everyday on the Web,
it is difficult for people to find relevant news articles, hence the impor-
tance of news recommendation. Focused on the information to be used
and the way to model it, each of the existing models proposes its own
algorithm to recommend different news to different users. For these mod-
els, personalization is only done at the recommendation level. But if the
user chooses a model that is not appropriate for him, the recommenda-
tion may fail to work accurately. Therefore, personalization should also
be done at the model level. In our proposed model, the first level is defin-
ing four atomic recommendation models that make fully use of the social
and content information of users and the second level is adapting to each
user that atomic models effectively used. Experiments conducted on two
real datasets built from Twitter and Tencent Weibo give evidence that
this double level of personalization boosts the recommendation.

Keywords: Recommender systems · User-generated content · Person-
alization · Social network · Self-adaptive

1 Introduction

In modern era, people face the problem of information exploitation: finding rel-
evant pieces of information among large volume of data is not a trivial task. To
overcome this issue referred as information overload, many companies get inter-
ested in designing recommender systems whose aim would be to provide relevant
information to the user. As most of them deal with punctual events, the interest
created by a piece of news decreases over time [12]. Because of this ephemeral
nature, users should read a news article quickly after its publication. However,
it often suffers from a data sparsity problem, namely it is hard to make recom-
mendations for users who only provide little available information since there is
little or no feedback provided within such short time.

Fortunately, the booming online social networking applications have become
the dominant information acquisition and dissemination systems. Microblog-
ging, as a light-weight media, enables the users to post short messages for daily

c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 321–334, 2015.
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chatter, conversation, sharing information, and maybe reporting news. Choosing
microblogging platforms like Twitter or Tencent Weibo to provide news recom-
mendation has two benefits: as a real-time media, it is easier to recommend fresh
news (news often appear in microblogging platforms before breaking out in tra-
ditional media [5]); and as a social media, based on the principle of homophily,
we can leverage the social network of a user to recommend news.

Researchers have proposed many recommendation models which have proven
being efficient in many applications. We will refer these models as the existing
models. However, the problem is that each model ignores the fact that differ-
ent users follow different patterns to get informed. For example, some users
might only read articles that match their personal interests while others might
be influenced by their social groups and prefer to read articles that their friends
recommend. Ignoring the user behavior differences is a problem because if we
indifferently use the same recommendation model to provide all the users with
news recommendation, we may have applied a model that is not adapted to some
of the users because the personalization would only be done at the recommen-
dation level. We propose to add one more level of personalization by combining,
for each user, the existing models. The personalization would also be done at
the model level. We will refer our model with second level of personalization as
the global model. The challenge here remains in finding the most appropriate
way to combine the existing models.

The main contributions of this paper can be summarized as follows:

1. We focus on the problem of news recommendation in microblogging plat-
forms by paying particular attention to the fact that different users may
have their personal preferred recommendation models, fact that is not con-
sidered in the present models.

2. We propose a global recommendation model with two levels of personal-
ization. The first level naturally comes from the existing recommendation
models. Particularly, we propose four atomic recommendation methods to
make fully use of all the information that can be used in recommendation,
including both content and social information. For the second level, we define
a global model that, depending on the user, combines differently the existing
recommendation models.

3. Our experiments conducted on real datasets built from Twitter and Ten-
cent Weibo prove that adding social information as a parameter of the rec-
ommender system improves the accuracy of the recommendation, and our
global model achieves better performance than single level of personalization
existing models.

The rest of the paper is organized as follows. In Section 2, we discuss the
related work. In Section 3, we formally define the problem of personalized news
recommendation before describing our global model in Section 4. Our experi-
mental results are presented in Section 5 and Section 6 concludes our work.
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2 Related Work

Recommender systems follow at least one of these two paradigms: content-based
filtering and collaborative filtering [10].

Content-based recommender systems provide item recommendations based
on the construction of item and user profiles where the item profile (respectively
the user profile) only represents the intrinsic properties of the corresponding
item (resp. the corresponding user) [14]. Item- and user-profiles are computed
independently and are domain-dependant. The key step of content-based recom-
mendation paradigm is the question of profiling which is not a trivial problem [7].
Generally, the users and the news to be recommended can be characterized
through a vector space model or topic distributions obtained by statistical mod-
els (e.g. Latent Dirichlet Allocation [1]). After this profiling step, content-based
models usually provide the matching by computing the similarity (e.g. cosine
similarity) between the profiles of the users and the profiles of the news to be
recommended. In the system proposed by Liang et.al, users’ profiles are com-
puted as a ponderation of the profile of the browsed news (computed through
keyword extraction) with the news browsing duration and recency. The longer
the duration of news browsing by a user is, the more the news would count in
building this user’s profile [11]. Careira et al. used a Bayesian classifier to select
the interesting news based on the users’ profiles. A user’s profile is first computed
by asking directly what are his interests and then, after the user has read a news
article, updated manually (the system asks the user if he is interested by the
news) or automatically (using duration of reading and number of read lines) [2].

The paradigm of collaborative filtering is a good alternative and has actually
been the most successful user and news filtering paradigm in recent years [8,9].
Indeed, the features that are used to compute the profiles are completely domain-
free and are based on the feedbacks given by the users to the recommender
system: for example, the widely used Google News [4] relies on users’ click-
through behavior to provide the recommendation. However, we can notice that
pure collaborative filtering recommendation fails to recommend articles to a new
user because this user would not have interacted with the system; it would also
fails to recommend a new article to users because no user would have interacted
with it in the system. This problem is referred as the cold-start problem. One
possible solution to this problem is to include some content information in the
recommendation process. The hybrid models successfully implement both of the
two content-based and collaborative filtering paradigms [2,16].

Recently, the proliferation of the social media (e.g. the most popular micro-
blogging platform, Twitter1 with 650 millions users in early 20142) making the
social news recommendation an active area of research [3,6,17]. Firstly, users can
publish content, generally called posts, up to 140 characters, which can improve
the user profiling process. Secondly, as they enable interaction between the users,
microblogging platforms naturally contain a social network structure. In social
1 Twitter: http://twitter.com
2 Twitter statistics: http://www.statisticbrain.com/twitter-statistics/

http://twitter.com
http://www.statisticbrain.com/twitter-statistics/
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networks, the homophily principle stipulates that users with common interests
tend to be friends and friends tend to have common interests. Social-based rec-
ommender systems use this principle for interest extraction and recommendation
[5,6].

However, we can notice that most of these recommender systems force the
usage of one recommendation method for all the users and thus, don’t person-
alize the recommendation method. Our model not only incorporates the social
information as a parameter of the recommendation but also personalizes the
recommendation method to each user.

3 Problem Definition

In this section, we formalize the problems of news recommendation in microblog-
ging platforms (Section 3.1) and model combination (Section 3.2).

3.1 The Problem of News Recommendation

Definition 1. Let U = {u0, u1, ...} be a set of users registered in the microblog-
ging platform, let P = {p0, p1, ...} be a set of posts published in the microblogging
platform and let N = {n0, n1, ...} be a set of news articles arriving from the news
portals.

Definition 2. Let Pi = {pi0, pi1, ...} ⊂ P be the set of posts in P published by
the user ui, let Fi = {ui0, ui1, ...} ⊂ U be the set of friends in U of the user ui
3, let Ni = {ni0, ni1, ...} ⊂ N be the set of articles in N relevant to the user
ui, and let Uj = {ui ∈ U|nj ∈ Ni} be the set of users in U that find the article
nj ∈ N relevant.

Definition 3. We are given a set of articles N , a set of users U and for each
user ui ∈ U , the list of his posts Pi, his friends Fi and the articles Ni that are
relevant to him. The problem of personalized news recommendation is given a
user ui ∈ U , to find the top-k relevant articles in N without using the set of
articles Ni relevant to that particular user.

We raise the following question: for a given user ui ∈ U , what is concretely
Ni (the list of news articles that are relevant to ui)? Since we cannot get the
exact list of news articles relevant to each user, we make the following strong
assumption which prevails in our model and our experiments.

Assumption. A user ui finds an article nj relevant (1) if and only if ui forwards
the news article nj through a post (2).

The implication (2) ⇒ (1) is natural contrary to its converse (1) ⇒ (2) which
is an approximation. Indeed, if a user ui reads an article nj , he might find the
news article relevant without forwarding it through a microblog post. The user
might also not have read all the news articles relevant to him (and he would not
forward them).
3 The term friends denotes the users that ui follows.
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3.2 The Problem of Model Combination

Definition 4. Let M = {M1,M2, ...,Mm} be the set of existing recommenda-
tion models. We suppose that each of these models M1,M2, ...,Mm respectively
has I1, I2, ..., Im interest score functions. The interest score between a user and
an article represents to what extent the user would like the article to be recom-
mended to him. Then, by ranking the articles based on the scores with one user,
each of the models recommend k articles to each of the users.

To the best of our knowledge, each of the existing models has its own recom-
mendation algorithm and forces the user to use it to have news recommended
to him. In other words, considering one recommendation model, when recom-
mending news, the same method would be used for all the users. This is what
we call personalization at the recommendation level. The contribution of this
paper is adding one more level of personalization: at the model level. It means
that, depending on the user, the model recommendation would be different.
Concretely, we define a global model that for each user, first, computes a com-
bination of different existing models and then, uses this combination to provide
the recommendation. We still keep the first level of personalization since we use
the existing models. These definitions enable the formalization of the problem,
drawn in Fig. 1.

Fig. 1. Our idea (Left: Before - One level of personalization, Right: After - Two levels
of personalization)

Definition 5. The problem of model combination consists in, given a user ui ∈
U and a set of existing recommendation models M, combining the existing recom-
mendation models before using the combination to provide the recommendation.

4 The Proposed Models

We name our global model as the Mixture model. This model has two versions
(presented in Fig. 2).
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• Mixture-S (Mixture-Select): this version selects and applies one atomic rec-
ommendation model to provide the recommendation. The selection depends
on the user.

• Mixture-C (Mixture-Combine): this version combines the atomic recommen-
dation models to provide the recommendation. The combination depends on
the user.

Fig. 2. Mixture model (Left: Mixture-S, Right: Mixture-C )

4.1 Mixture-S Version

The Mixture-S version consists in two steps: use a logistic regression classifier
to select the model Mi ∈ M and use the selected model to compute the recom-
mendation.

As input of the logistic regression classifier, the user is represented with
the following features: the number of posts published and the number of posts
reforwarded by the user, the number of the user’s friends and the profile of the
user. Both the number of published and reforwarded posts represent the activity
of the users on the microblogging platform. The number of reforwarded posts
and the number of friends partly represent the influence received by one user
from his friends, which is intuitively linked to the preference of the social-based
models. The profile of the user represents the interests of the user. We use such
signal because in different domains, the influence received from other users may
be different. The output of the classifier is the preferred atomic recommendation
model.

The training data of the classifier is composed by the users respecting the
following condition: at least for one of the existing recommendation model, one
of the k = 504 recommended articles using that model is relevant to the user.
Our training data is thus exclusively composed of users satisfied by at least one
of the recommendation models. To label each user of the learning set with the
preferred recommendation model, for each user, we choose the one for which
when providing the recommendation of articles, the first relevant news article is
the best ranked.
4 Such value of k is evaluated experimentally to guarantee an adequate number of

users in the training set.
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4.2 Mixture-C Version

The Mixture-C model combines the existing recommendation models. For each
user ui, we define the m coefficients α1, α2, ..., αm (computation detailed later).

First, the Mixture-C computes the interest scores between each user and each
news article. Then, the Mixture-C global model recommends k articles to each
of the users.

ImixtC(ui, nj) = α1 × I1(ui, nj) + α2 × I2(ui, nj) + ... + αm × Im(ui, nj) (1)

To compute the coefficients, we use m linear regression models: one for each
coefficient. The input is the user represented with the same features as for the
Logistic Regression classifier in the Mixture-S version. The output is the real
value of the coefficient (0 ≤ coefficient ≤ 1). When building the training sets
(one for each coefficient), the user selection process is the same as for the Logistic
Regression classifier of the Mixture-S model. To label the users belonging to the
training set, the coefficients are simultaneously computed as follows.

α1 =
1

r1(ui)
α2 =

1
r2(ui)

... αm =
1

rm(ui)
(2)

where r1(ui), r2(ui), ..., rm(ui) are respectively the ranks of the first article
relevant to the user ui using M1,M2, ...,Mm in the recommendation provided
by respectively the models 1, 2, ..., m. These coefficients are then normalized
so that

∑m
i=1 αi = 1. In each training set, the data is labeled with the value

of the corresponding coefficient. Such definition is justified by the fact that the
better the rank is (i.e. r becomes lower (closer to 1)), the better the weight of
the corresponding recommendation algorithm is (i.e. the coefficient is bigger).

4.3 Atomic Recommendation Models

We would like to evaluate the performance of our Mixture global model, com-
pared to the existing recommendation models. Many recommender systems
already exist, comparing our model to all these systems would be too fastidious.
Therefore, we choose to define four recommendation models that are representa-
tive of the different recommendation paradigms introduced in Section 2. We will
refer these recommendation models as atomic recommendation models. They all
compute interests scores between each user and each article in order to compute
the recommendation.

We compute the user’s profile from the content of his own published posts
(aggregated as a unique document for each user) and we compute the profile of
a news article from its content. We use the Latent Dirichlet Allocation (LDA)
topic model [1] with Gibbs Sampling inference technique, to extract the topics
Z = {z0, z1, ...} from the corpus. As for the hyperparameters, we choose K = 50
topics, α = 50/K and β = 0.01 as recommended in [15], and perform 1500 itera-
tions of sampling. After that, each user ui (resp. news article nj) is represented
as a vector ui (resp. nj) where each dimension is a topic z and the corresponding
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weight represents the probability that ui’s posts (resp. nj) refer to the topic z.
We have similar representation for news articles.

Once the profiles obtained, for each of these models (summarized in Fig. 3),
we describe below the interest score computation. We are given one user ui ∈ U
(represented by ui) and one article nj ∈ N (represented by nj).

Fig. 3. Atomic models. From top to bottom, left to right: content-based, social content-
based, collaborative, social collaborative-based.

Content-based Model. In the content-based atomic model, we use the content
information of users’ posts and news articles by computing the similarity between
them. The interest score Ict is the cosine similarity (cs) between the user ui and
the article nj .

Ict(ui, nj) = cs(ui, nj) where cs(ui, nj) =
ui · nj

‖ui‖‖nj‖ (3)

Collaborative-based Model. In the collaborative-based atomic model, we use
the profile of the users that are the most similar to the user (user-oriented
neighborhood model). The interest score Icl is computed as the average of the
cosine similarities between the user ui ∈ U and all the users except himself that
forwarded the article nj (users of the set Uj \ {ui}).

Icl(ui, nj) =

∑
u∈Uj\{ui} cs(ui, u)

|Uj \ {ui}| where cs(ui, u) =
ui · u

‖ui‖‖u‖ (4)

Two Social-based Models. We define two social-based atomic models: social
content-based and social collaborative-based. These two models leverage the
social network of the users, through the following relationships. As different
friends have different influence on one user, we define the influence infl(ui, uj)
that a user ui has on a user uj as follows.

infl(ui, uj) = 3 × nReforward(ui, uj) + 2 × nMention(ui, uj) + 1 (5)
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where nReforward(ui, uj) is the number of ui’s posts reforwarded by uj and
nMention(ui, uj) is the number of mentions of ui in the uj ’s posts.

Such definition comes from the fact that if a user uj establishes friend rela-
tionships with another user ui then uj is probably influenced by ui (term 1).
Furthermore, if the user uj often mentions the user ui then uj is probably very
influenced by ui (coefficient 1: strong signal). Last but not least, if the user uj

often reforwards user ui’s posts then uj is certainly very influenced by ui (coeffi-
cient 2: very strong signal). We validated the values of these coefficients through
experiments.

The interest score Isct (resp. Iscl) is computed as the weighted average of
the interest scores of the content-based model (resp. collaborative-based model)
between the user itself, all the users that the user ui follows (users of the set Fi)
and the article nj .

Isct(ui, nj) =

∑
u∈Fi∪{ui} infl(u, ui)Ict(u, nj)

∑
u∈Fi∪{ui} infl(u, ui)

(6)

Iscl(ui, nj) =

∑
u∈Fi∪{ui} infl(u, ui)Icl(u, nj)

∑
u∈Fi∪{ui} infl(u, ui)

(7)

5 Experiments

In this section, we provide experimental evaluations to show the effectiveness of
the proposed models in previous sections. First we introduce the data collection
and description, then present the evaluation metric and experiment setup, and
finally report the performance results for different approaches in different settings
as well as analysis and discussions.

5.1 Data Collection

To the best of our knowledge, no public existing benchmark dataset is available
for news recommendation in microblog platform. Therefore, we need a standard
dataset to evaluate our recommendation algorithm. To build our dataset, we
need two streams of microblog and news stream, the social network of users,
and user-news relationships (i.e. the news articles forwarded by the users). We
build our datasets from two microblogging services Twitter and Tencent Weibo
and news portals. The statistics related to these datasets are summarized in
Table 1.

Twitter. To build the Twitter dataset, we use Twitter’s API5 which enables to
listen to a stream of a sample of the tweets. This stream of tweets is actually
estimated as 1% of the total tweets. Morstatter et al. study the implication of
using this API instead of the Firehose which is a stream of all the tweets [13].

5 Twitter API: http://api.twitter.com/1.1/

http://api.twitter.com/1.1/
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Weextract the posts published by 5,000 users from2013/12/24 to 2014/01/13 6.
During this posts crawling period, 2,563 users actually publish at least one post
including links to news portals. From all the extracted posts, 1,845,345 of them
are published by these users. Some of these posts include links to the news por-
tals. From these links, we extract 10,869 unique news articles and we have 28,923
user-news relationships. We also extract the 40,549 users friendship relationships
among these users.

Tencent. We first use Tencent’s API and crawl the microblogs from the public
timelines. By identifying the most active users (i.e. the users who most frequently
post or forward the news articles), we obtain 568,365 microblog posts posted by
4,940 users. Then, we select the posts that contain links to the news articles,
access the latter, and collect 7,722 news articles associated to 1,856 users. We
have 22,285 user-news relationships. Finally, to obtain a microblog posts corpus,
we employ the API to get the users’ timelines and their social relations. We
obtain 3,593,781 microblog posts and 3,470 friendship relationships.

Table 1. Datasets statistics

Twitter Tencent

Number of users 2,563 1,856
Number of microblogging posts 1,845,345 3,593,781

Number of news articles 10,869 7,722
Number of friendship relationships 40,549 3,470
Number of user-news relationships 28,923 22,285

As we collect the microblogging posts and the news on two different systems
(respectively the microblogging platform and the news portals), we emphasize
the fact that we don’t have for each user the exact list of news articles relevant
to him. This is why we use the links to news articles that are present in the
microblogging posts of the user as a signal of interest. Such approximation will
considerably have negative impact on the precision of our evaluation and make
our news recommendation task particularly challenging.

5.2 Evaluation Metrics

To evaluate the recommendation performance of the proposed models, we use
three types of metrics, including precision at k, mean reciprocal rank and the
average discounted cumulative gain at k, which are defined as follows:
6 These users were selected because they were those who published the most English

posts including links to news portals (Yahoo News, Huffington Post, New York Times,
CNN and Fox News) during 24h crawling period.
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Precision-at-k. For each user u, we define the condition cku which is true if and
only if among the k articles recommended to the user, at least one of them was
forwarded by the user. The precision-at-k (p@k) is computed as follows:

p@k =

∑
u∈U I|cku
|U | (8)

where I|cku is the indicator variable equal to 1, if cku is true, and 0 otherwise. p@k
is higher when the system provides the recommendation of at least one relevant
article among the k recommended articles.

Mean reciprocal rank. For each user u, we define r(u) as the rank of the first
article relevant to the user u in the recommendation (supposing we are rec-
ommending all the articles to the user, what counts here is the ranking of the
recommended articles). The mean reciprocal rank (MRR) is computed as fol-
lows:

MRR =
1

|U |
∑

u∈U

1
r(u)

(9)

MRR is higher when the recommendation puts the first relevant article into the
top ranks.

Average discounted cumulative gain-at-k. For each user u, we define the dis-
counted cumulative gain-at-k (DCGu@k) as follows:

DCGu@k = G(1) +
k∑

i=2

G(i)
log2(i)

(10)

where G(i) is the relevance of the article at rank i. The average discounted
cumulative gain-at-k (ADCG@k) is the average over all the users:

ADCG@k =
∑

u∈U DCGu@k

|U | (11)

ADCG@k is higher when the recommendation puts relevant articles into the top
ranks.

5.3 Evaluation of Our Mixture Model

Through a 4-fold cross-validation scheme, we compute the average precision of
our Logistic Regression classifier used in the Mixture-S version and the average
squared mean errors of our Linear Regression classifiers used in the Mixture-C
version. These results are summarized in Table 2.

We also evaluate our global model compared to the atomic models. The
results are summarized in Table 3. The p@k (k = 10, 50) values are all relatively
small. For example, the highest value of p@10 is 8.71% which can be interpreted
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Table 2. Evaluation of the learning models: the LR precision represent the average of
our Logistic Regression classifier used in the Mixture-S version, and α ∼ δ denote the
squared mean errors of the linear regression classifiers in Mixture-C

Dataset LR Precision
Squared Mean Errors

α β γ δ

Twitter 39.2 % 0.063 0.085 0.064 0.093

Tencent 48.6 % 0.030 0.065 0.093 0.056

as: for only 8.71% of the users, the recommendation of 10 news articles is sat-
isfying (at least one of the recommended articles is relevant to the user). Small
values are mainly due to the imperfection of our data as we approximate the
news relevant to a user with the news he forwards. However, we should focus
more on the comparison between the values.

Table 3. Evaluation of the Mixture model

Models
Twitter dataset Tencent dataset

P@10 P@50 MRR ADCG@20 P@10 P@50 MRR ADCG@20

Cont 8.49% 24.0% 0.038 0.10 3.33% 11.9% 0.019 0.03
Coll 6.46% 16.4% 0.034 0.07 4.84% 14.1% 0.032 0.07

SCont 7.04% 20.1% 0.034 0.08 3.73% 12.8% 0.020 0.03
SColl 6.90% 18.3% 0.040 0.10 3.91% 12.0% 0.024 0.06

Mixt-S 8.71% 22.6% 0.043 0.10 4.14% 13.6% 0.028 0.06
Mixt-C 8.70% 25.3% 0.041 0.10 5.54% 16.2% 0.032 0.07

The performance of at least one version of our Mixture model is better than
the performance of each of the atomic models. It shows that adding one level
of personalization in the global model is beneficial to the recommendation. Fur-
thermore, as our Mixture global model uses the social information and performs
better than content-based and collaborative-based models, it gives evidence that
considering the social network of a user improves the quality of the recommen-
dation.

5.4 Comparison between the Two Versions of the Mixture Model

In the previous experiment, we show that adding one level of personalization is
beneficial to the recommendation rather than using independently each of the
atomic models. Now, we would like to know firstly, if the features mentioned
earlier have an impact on the preference towards one of the two versions of
the Mixture model and secondly, if we can increase the performance of the rec-
ommendation by automatically choosing between the two versions of the model.
For that purpose, we learn a Logistic Regression classifier to automatically select
between the Mixture-S and the Mixture-C versions of the Mixture global model.
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The input is the user represented with the same features as for the classifier of
the Mixture-S model.

For the Twitter dataset, we evaluate the performance of Mixture with clas-
sifier on 1365 users. Other users belong to the training set used for training the
classifier. Among these 1,365 users, 789 are classified as preferring the Mixture-
S version and 576 as preferring the Mixture-C version. The precision of the
classifier is 57.5 %. We summarize the results in Table 4.

Table 4. Evaluation of the Mixture model with classifier

P@10 P@50 MRR ADCG@20
Mixture-S 9.08 % 22.6 % 0.047 0.11
Mixture-C 8.86 % 23.6 % 0.042 0.10

Mixture with classifier 9.74 % 24.2 % 0.048 0.11

We observe that the performance of our Mixture model with classifier is better
than using independently the two versions of our Mixture model. Therefore, we
conclude that the chosen features have influence on the preference to one of the
two versions.

6 Conclusions

Our basic intuition is that there is not a unique news recommendation method
that suits all the users. But the existing recommender systems usually constrain
every user to one recommendation method. This is why, we build an original
global model for news recommendation that personalizes for each user the rec-
ommendation method. Therefore, beyond the recommendation level (different
news are recommended to different users), we also add personalization in the
model level (different recommendation methods are used for different users).
The experiments that we conduct on real datasets built from Twitter and Ten-
cent Weibo validate our choices.
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Abstract. Wikipedia supports a large converged data with millions of contribu-
tions in more than 287 languages currently. Its content changes rapidly and con-
tinuously every hour with thousands of edits which trigger many challenges for 
Wikipedia in controlling, associating and balancing article content among lan-
guage editions. This paper provides some processes to enrich Wikipedia con-
tent, which will retrieve semantic relations based on alignment between infobox 
properties and Wikidata properties in various languages. Then, the outcomes 
mainly contribute these semantic relations back to Wikidata and Wikipedias, 
especially ones are based on the Latin alphabet. The case study will offer a spe-
cific case about aligning biological infoboxes and detecting missing interwiki 
links of biological species at Vietnamese Wikipedia and English Wikipedia. 

Keywords: Multilingual wikipedias · Wikidata · Semantic relations 

1 Introduction 

Wikipedia is an encyclopedia that allows the public community to develop content 
voluntarily in numerous languages. It covers the content differentiation which is from 
the differences of language structure and editor contributions. Wikipedia must face 
with some difficulties, such as content management, anti-vandalism, data number 
values verification and content synchronization among its projects. Some Wikipedias 
have a high collaborative quality, such as English Wikipedia consists of more than 
4.57 million articles with highest depth of 8741; in contrast, there are still many Wiki-
pedias with modest quality and a small number of editors. To enrich for these poor 
Wikipedias, semantic relations will be chosen as an approach consistently that ma-
chine can comprehend in inserting content. To extract semantic relations from various 
languages of Wikipedia, DBPedia [1] is a proper and prominent project that is popu-
larly examined by many researchers. DBPedia supports many linguistic tasks such as 
Entity Linking, Question Answering and Relationship Extraction [1,2]. DBPedia uses 
English with its rich content as the starting point when extracting semantic relations. 
The result relations are also applied to other language articles which have interwiki 

                                                           
1 https://meta.wikimedia.org/wiki/List_of_Wikipedias. 
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links with English articles instead of executing semantic extraction independently. For 
non-English articles that have no interwiki links with English, their semantic relations 
may be missing or limited because of the insufficient support of DBpedia's extraction 
mechanism for all languages. With low data update frequency and contribution prohi-
bition from public community broadly, this shortage becomes larger when DBPedia 
offers not enough semantic relations to enrich the content for small-scale Wikipedias 
effectively. Another component of DBPedia, DBpedia Live Extraction Manager could 
solve the low data update frequency problem, but unfortunately, it mainly supports 
English that depends on update threads. [3,4] Besides, Wikidata is a sister project of 
Wikipedia, which allows editors contribute semantic relations (Wikidata statements2) 
on it freely and separately. This project also supports multilingual database [5] for 
reducing the complication of interwiki links among Wikipedias. However, Wikidata 
is still in the development process so it comprises not much semantic content.  

We apparently see the problem that it is difficult to enrich articles which lack of in-
terwiki links with English or any languages have a high collaborative quality. There-
fore, we firstly research about the interlink connection. Infobox is a fixed-format table 
which includes properties (parameters) and its values to describe basic information 
related to articles. Infobox has a structured metadata which we can retrieve and assess 
semantic relations after aligning its properties and Wikidata properties semi-
automatically. Next, based on the assessments, we can conclude which articles have 
interwiki links with English and make the connections. After all these, we contribute 
gathered relations to articles which have interwiki links with English. 

This paper aims to create a proposed model which contains some uncomplicated 
processes for aligning infobox properties and Wikidata, extracting semantic relations 
from infoboxes (or navigation templates) of multilingual Wikipedias and enriching 
these gathered results for some Wikipedias in order to improve the overall quality. 
We focus on the semantic relations among several Latin languages or languages based 
Latin alphabet, in particular between Vietnamese Wikipedia and English Wikipedia. 
Wikidata is used as a data server to compare and analyze the interwiki links between 
Wikipedias. We expect to retrieve as many semantic relations as possible from  
Wikipedia articles, Wikidata and DBPedia. We also avoid using translation tasks and 
complex NLP algorithms in recognizing and retrieving semantic relations to make 
implementation faster. At last, the accuracy of article content and errors are made 
from editors will not be mentioned in this paper. 

The paper structure contains reviewing related works in Section 2; a detailed de-
scription of the proposed model is described in Section 3; Section 4 is a case study 
about biological species of English Wikipedia and Vietnamese Wikipedia; Section 5 
lists some conclusions and recommendations for next future works. 

2 Related Works 

One research used the technical core of DBPedia to form a new extraction framework. 
[7] From that, we can inherit all the valuable mechanisms of DBPedia and add more 
                                                           
2 https://www.wikidata.org/wiki/Help:Statements 
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custom methods to enhance the productivity of extracting semantic relations from 
Wikipedia. The difficulty is we should have a very deep understanding about DBPe-
dia architecture as well as robust servers to run the extraction rapidly and smoothly. 
We prefer to find a simpler solution for extracting semantic relations. Other research 
of Thanh Nguyen and co-authors deployed WikiMatch as a new approach for aligning 
infoboxes in different languages with its case study aligns infoboxes in Vietnamese, 
Portuguese and English. [8] WikiMatch can be good for high cross-language hetero-
geneity and few data instances. We have to investigate the use of a fixed point-based 
matching strategy to improve the effectiveness. This research excludes machine trans-
lation and dictionaries which we also apply to our research in the property alignment. 
Research of Eytan A., Michael S. and Daniel S. W offered Ziggurat, a system re-
trieves infobox properties automatically in English, Spanish, French, and German. 
[12] Some others researches mapped Wikipedia properties to DBPedia properties in 
many languages. [3][9] However, with all researches above, we could not do this 
mapping for all languages, especially many rare languages such as Waray-Waray3 
and Cebuano4 languages. Many researchers used DBPedia which inhibited editors 
contribute semantic relations and extraction mechanisms. In contrast, Wikidata opens 
widely for all editors, utilizes human in editing its content and has a strong connection 
with Wikipedia. [4] Therefore, Wikidata will be a promised semantic source in future 
with more languages. The current semantic relations of Wikidata have conflicted with 
DBPedia when its developers specify these relations in some distinctive ways. How-
ever, we can make some alignments to compare the similarity of semantic relations 
between two sources and update each other data. 

The researchers pointed out some outstanding tendencies in studying about enrich-
ing Wikipedia content between languages. There are also many areas of Wikipedia, 
which can enhance its performance by applying a framework for multilingual wikis. 
The rapid development of Wikidata may create many opportunities for new re-
searches and applications in the future.  

Besides, category classification is also an important part of enriching Wikipedias con-
tent. For small Wikipedias, automatic classification can lessen the efforts of editors who 
must classify articles into proper categories manually. In some small-scale Wikipedias, 
many articles followed the English classification system when editors used tools to con-
vert English categories to their language categories. Before executing this task, we need 
to restructure category system where is still exist many loops and redundant categories. 
Research of Simone and Roberto (2009) [10] solved this case throughout using a method 
of comparing English with WordNet. When English category system is aligned with a 
good structure, other Wikipedias can follow on its category system. Then, we create new 
categories with NLP patterns which showed that categories and their network can gener-
ate concept relations and semantic knowledge [6][11]. 

                                                           
3 https://war.wikipedia.org/wiki/Winaray 
4 https://ceb.wikipedia.org/wiki/Sinugboanon 
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3 The Proposed Model 

Figure 1 points out the proposed model with three vital processes: 
 
 

 
 
 
 
 

 

 

 

 

 
 
 
 
 
 
 

 

 

 

 

 

 

 

 
 
 

 

 

 

A: Can retrieve infobox properties and make alignment for infobox properties and 
Wikidata properties (items)? 
B: Are missing interwiki links found? 

Fig. 1. The proposed model 

• Process 1: This process will make property alignment between infobox and Wiki-
data. If gathering inadequate results, DBPedia may be replaced for Wikidata. 
DBPedia may change the alignment more differences compared with Wikidata, 
therefore to comply with Phase 2 of Wikidata, we should use Wikidata. Then, the 
aligned structure is stored hidden inside infoboxes to avoid affecting their usage.  
Editors can modify this structure appropriately so it will support for next re-
searches publicly. Moreover, we can make alignment between navigation tem-
plates and Wikidata to extend the aligned structure. The significant advantage of 
this process is to create aligned structure that can support for retrieving semantic 
relations easily with an uncomplicated mechanism among Wikipedias and also 
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support for the Phase 2 development of Wikidata. The outcome will directly affect 
to Process 2 because it cannot operate if no aligned structures are established. 

• Process 2: Comparisons of semantic relations and assess their correlation will be 
executed to detect missing interwiki links. Depend on some assessments or match-
ing algorithms, we can conclude the interwiki links between articles of different 
languages and then update sitelinks at Wikidata. For articles had interwiki links, 
we don't have to do anything above. Next, we synthesize all semantic relations and 
other optional relations (categories, images, geographic coordinates, etc.) to pre-
pare for next process. 

• Process 3: This last process will enrich article content and Wikidata statements 
after implementing the comparisons of gathered semantic relations from Process 2. 
We also can crosscheck data (semantic relations which are mainly from infobox 
properties) among Wikipedia's to enrich so the anti-vandalism may be detected and 
prevented. We expect to enrich more data for articles which have new interwiki 
links in Process 2. 

3.1 Align Infobox Parameters with Wikidata Properties 

A semi-automated tool will be created to support searching and aligning the semantic 
equivalence between Wikidata properties (or items which has no “relevant property”) 
and infobox properties. First of all, we choose infoboxes of non-English Wikipedias 
which have interwiki links with English Wikipedia. The reason why we do this be-
cause these infoboxes will tend to have more similar properties, even in different 
languages. Then, we get all the properties from these infoboxes. Next, with each 
property we search it on Wikidata to find the corresponding property or item. If we 
can not find anything on Wikidata, we will pass this property and mark it as a specific 
label “unknown”. We check the alignment between Template:Infobox school in Eng-
lish and Wikidata which is shown in Table 1. 

Table 1. Alignment between Template:Infobox school and Wikidata 

Properties of 
Template:Infobox school 

Corresponding property at Wikidata 

image Property:P18 - Image: a relevant illustration 
name unknown 

location unknown 
country Property:P1 - Country: sovereign state of this item 

coordinates Property:P625 - Coordinate location: geocoordinates 

We can put more information in alignment process such as redirects and related 
templates which help in detecting missing interwiki links more effectiveness in Table 2. 
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Table 2. Infobox structure alignment of templates Bản mẫu:Trường học in Vietnamese and 
Template: Infobox school in English with Wikidata properties 

 Vietnamese English Wikidata 
Template name Trường học Infobox school Q5618975 
Properties Hình image Property:P18 

Tên name - 
- location - 
Nước country Property:P17 
Coor coordinates Property:P625 
Hiệu trưởng  
trường 

principal Q1056391 

   
Redirects Bản mẫu:Đại học 

Bản mẫu:Infobox 
University 
Bản mẫu:Infobox 
university 

Template:School 
Template:Infobox High- 
School 
Template:Infobox Other 
Education 
Template:Infobox Private 
School 
… 

 

Related tem- 
plates 

NA NA  

* A tool will help to search similar properties on Wikidata and human decisions are 
made to assign which best property on Wikidata for every property of infobox. 

 
We mainly use human judgments in supervising the execution and making final 

decisions for the alignment. In this paper, we prefer to allow editors freely contribute 
to the aligned structure of infoboxes as the way that semantic relations are developed 
on Wikidata. Thus, we can utilize the community power to align more infoboxes that 
we are unable to implement by ourselves. Besides, the meaning of infobox properties 
is uncomplicated so linguistic experts are not really necessary to appraise this align-
ment. A problem of data exactness and data management may arise when editors 
contribute content but we would like to leave it for next research which offers some 
better solutions for improving the accuracy of alignment of properties with dictionary, 
WordNet, translation, NLP algorithms and assessments of linguistic experts.  

If there is no alignment between Wikidata properties and infobox properties, we 
can use DBPedia as an optional source to make the alignment. Notwithstanding, this 
is not our recommendation because DBPedia will change aligned structure that is not 
matched with Wikidata metadata and Phase 2 of Wikidata plan. 5 

Aligned results can be stored as XML format in infoboxes between include tax, 
for example <noinclude>aligned results</noinclude>. This will not 

                                                           
5 https://www.wikidata.org/w/index.php?title=Wikidata:Introduction&oldid=42871496 
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affect the infoboxes, which are embedded in Wikipedia articles. Like mentioned 
above in Process 1, these XML fragments can be reused for next research and help the 
infobox alignment of Wikidata at Phase 2.  

Table 3. XML pattern of Template:Infobox school in English after alignment 

Template:Infobox school 

... <noinclude><!-- 
<infobox lang="en" name="Template:Infobox school"  
syno-nyms="" redirects="Template:School, Template:Infobox 
High-School, ..." wikidata="Q5618975" relationship=""> 
      <properties> 
         <property name="image" synonyms="portrait,  
illustration, picture" wikidata="Property:P18"  
descripttion="a relevant illustration" datatype="Commons  
media file"> 
       </property> 
        ... 
      </properties> 
</infobox> 
--></noinclude> 

3.2 Detect Missing Interwiki Links and Connect Them to Articles in Different 
Languages as well as Synthesize All Semantic Relations 

We define two types of semantic relations: 

• Semantic Relations Based on Article Structure: semantic relations are retrieved 
from redirects, categories, external links, internal links, images, videos, audios of 
articles.  These semantic relations can be represented in RDF triples which are not 
always found in DBPedia because of its insufficient support and low update fre-
quency. When there are no semantic relations on DBPedia, we will create these by 
ourselves. The simple solution is to use a bot to get semantic relations from article 
content throughout APIs of Wikipedia.6 

• Semantic Relations from Infobox and Navigation Templates: We retrieve semantic 
relations from infoboxes or any templates that have structured metadata. RDF 
triples will be set up from these semantic relations. When infoboxes regularly 
summarize the information of articles, these semantic relations are helpful for de-
tecting interwiki links. 

                                                           
6 https://www.mediawiki.org/wiki/API:Main_page 
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The sample articles will be classified into two groups: non Latin-based alphabet Wi-
kipedias and Latin-based alphabet Wikipedias. We prefer to focus on the latter. As 
stated in the introduction section, English Wikipedia has a high collaborative quality. 
It may be a valuable source for identifying interwiki links with other Wikipedias. 
Likewise, any Wikipedias have high collaborative quality such as German Wikipedia, 
French Wikipedia and Spanish Wikipedia will be considered as sources to find inter-
links. In this paper, we want to compare articles of all Wikipedias with English ar-
ticles to seek interwiki links.  

Supposed that to detect interwiki link for an unlinked article in Vietnamese, firstly 
we should have a look at the article. We must understand the article content and 
search the relevant articles in English by some defined keywords. If we find a needed 
article, we will connect it to Vietnamese article. This task requires the understanding 
of English, Vietnamese and knowledge about that article. However, we try to make 
this task simpler that machine can comprehend when we exclude human, translation 
and NLP approaches to find the similarities among articles in various languages. In-
stead, we use article name and its redirects. There is a huge tendency to use the same 
or nearly same article name in the Latin-based alphabet Wikipedias. This case may 
only correct for article about cities, people, biological species, proper nouns, acro-
nyms, etc. Additionally, there are a lot of articles being translated from English to 
non-English languages. This reduces user’s efforts in building and developing articles 
from the beginning. Therefore, it is easier to identify a certain article name of Latin-
based alphabet Wikipedias which has or does not have in the English. In contrast, it is 
totally difficult for recognizing an article of non Latin-based alphabet Wikipedias, 
which has its version in English or not because of the different alphabets. 

 
Comparison List 
 
The most difficult thing is to search an article A in language A has interwiki link with 
which article in language B. To do that, we have to create a comparison list (candidate 
articles) of language B to which the article A will compare. Supposed that language B 
has 4 million articles, it is not feasible to a execute linear algorithm to match A with 4 
million articles of B. 

From the difficulty above, we must reduce the size of comparison list. Normally, 
when we search for an object, we always use its name as the first criterion in search-
ing. In this case, article name and its redirects can be used to define the comparison 
list.  

Table 4. Article ”Chó“ in Vietnamese and “Dog“ in English 

Vietnamese English 
Article name: Chó 
Redirects: Con chó, Canis lupus familiaris, 
Cún, Chú chó, Chó nhà, cẩu 

Article name: Dog 
Redirects: Canis familiaris, Dogs, Canis 
lupus familiaris, Canis Canis, 
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In Table 4, with the article name “Chó” in Vietnamese, we can never find any ar-
ticle which has the same name in English because of the language differences. How-
ever, if we search by redirects we realize that “Chó” article in Vietnamese may have 
a relationship with “Dog” article in English because the two contain redirect  
“Canis lupus familiaris” which is a dog’s scientific name. Creating a 
comparison list from searching by name and its redirects can be used for Latin-based 
alphabet Wikipedias which have many resemblances of usage article name and redi-
rects to get more benefits. This method typically provides one article in the compari-
son list. It can reduce the compared times, but may affect the outcome when there 
are no matching results are found or the comparison list is empty. Thus, in our future 
researches, we will apply many methods which can detect and compare the similari-
ties of using images, videos, categories, internal links and semantic structure of cer-
tain articles. 

Semantic Relations 

Semantic Relations Based on Article Structure: Besides article name, an article 
must be built a semantic structure which machines can understand when they au-
tomatically execute matching processes. The simplest structure is to organize an 
article by its relationships of categories, images, terms, templates and others. For 
example, in Vietnamese Wikipedia, “Alcina” article does not have interwiki 
link. By reading its source code (Wiki markup), we form its structure. In Table 5, 
we use sitelinks of Wikidata to translate terms from Vietnam into English.  

 

Table 5. The semantic structure of Alcina article on Vietnamese Wikipedia in English 

Alcina (Vietnamese Wikipedia) 
Term: link-to [[opera]], [[composer]], [[George Frideric Handel]], [[human]], 

[[anh hùng ca]] (epic), [[Riccardo Broschi]], [[Orlando Furi-
so]], [[Ludovico Ariosto]], [[London]], [[England]], [[1735]] 

Category: has-category [[Category:Opera]] 

Template: has-template {{Reflist}} 
Image: has-image George Frideric Handel by Balthasar Denner.jpg 
* Note: terms in bold do not have their own articles or interlinks 

Then, from Table 5, we also form a graph in Fig. 2. This graph will remove all 
terms which could not be translated into English. 
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In Fig. 2, these semantic relations can be seen as weak relations because Wikipedia 
article content depends on user contributions. So, different articles in different lan-
guage may form different semantic structures. That is a crucial reason why we can not 
use these structures for detecting interlinks. Our first idea is to compare these struc-
tures and make conclusions that interwiki links may exist among articles. However, 
we can use this structure to support the assessment of detecting missing interwiki 
links of articles in next section.  

 
 
 
 

 

 

 

 

 

 

 
 

Fig. 2. The semantic structure of Alcina article on Vietnamese Wikipedia in English 

links-to       has-category has-image has-template 

Semantic Relations from Infobox and Navigation Templates: In this section, we will 
primarily retrieve semantic relations from infoboxes and navigation templates which 
were embed in articles. Other templates may be used if they serve some good seman-
tic relations. All articles will be scanned in order to choose ones that contained info-
boxes with their aligned structure in Process 1. For articles had interwiki links with 
English Wikipedia, we just retrieve the semantic relations from the infobox proper-
ties. For others, we detect the missing interwiki links, connect these links and then 
also synthesize the semantic relations. For example, Chó article in Vietnamese does 
not have interwiki link with English Wikipedia. After searching by its name, we can 
find the candidate Dog article in English (Table 4). Then, a bot will read the content 
of two articles and collect semantic relations from Template:Taxobox which is 
aligned as Section 3.1. 
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Table 6. Semantic relations of Chó (vi) & Dog (en) articles 

Chó (Vietnamese) Dog (English) 
Language: vi 
Page_name: Chó 
Redirects: Con chó, Canis lupus familiaris, 
Cún, Chú chó, Chó nhà, Cẩu, Chó 
 
 
Name:  
Type: species 
Regnum: Động vật 
Ordo: Bộ Ăn thịt 
Familia: Họ Chó 
Genus: Chi Chó 
Species: Sói xám 
Binomial:  
Binomial_authority:  
Synonyms:  

Language: en 
Page_name: Dog 
Redirects: Canis familiaris, Dogs, Canis 
lupus familiaris, Canis Canis, Domestic 
Dog, A man's best friend, Doggy, Dog (Do-
mestic), Dog groups, Dogs as our pets, Dog 
Name: Domestic dog 
Type: species 
Regnum: Animalia 
Ordo: Carnivora 
Familia: Canidae 
Genus: Canis 
Species: Gray Wolf 
Binomial:  
Binomial_authority:  
Synonyms: 

Wikidata: Q144 Wikidata: Q144 

We can establish an assessment to compare semantic relations of two articles. In 
the Table 6, we will compare two articles, Chó in Vietnamese and Dog in English 
which are biological species. We set up our own assessment by comparing some se-
mantic relations which are Regnum, Ordo, Familia, Genus and Species. The result 
details are shown in Table 7. 

Table 7. The comparison result between Chó (Vietnamese) and Dog (English) is done by bot 

PAGE      vi:Chó --- en:Dog 

Type:     species 

RESULT    Score: 5/5 --- Percentage: 100% 

DETAIL 

Species (OK)      vi:Sói xám    <----->  en:Gray Wolf 

Genus   (OK)      vi:Chi Chó    <----->  en:Canis 
Ordo    (OK)      vi:Bộ Ăn thịt <----->  en:Carnivora 
Familia (OK)      vi:Họ Chó     <----->  en:Canidae 
Regnum  (OK)      vi:Động vật   <----->  en:Animalia 

If all these semantic relations are matched, we can hypothesize that these two ar-
ticles may have an interwiki link. After that, a bot will automatically connect them 
together by adding sitelinks on Wikidata or sets an alert template which notices edi-
tors and let them make final decisions. This section does not mention about using a 
fixed assessment for all articles which are identified by short abstract (may refer to a 
type). Different articles can have different types and therefore they will have different 
assessments based on gathered semantic relations and how we apply the proper as-
sessments. For example, there are two articles in two languages contain  
Template: Infobox person, we need an assessment with enough semantic 
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relations to prove these two articles are talking about the same person. In some cases, 
two people have the same name, same birthday, same nationality, same sex, but we 
cannot conclude that they are the same person. Lastly, we will aggregate all semantic 
relations are found for the next process. 

3.3 Enrich Semantic Relations for Articles and Wikidata Statements 

With the semantic relations from Section 3.2, we will enrich article infoboxes and 
Wikidata statements by comparing semantic relations of different articles of  
Wikipedias. For example, in Table 6, supposed that we have Binomial_authority 
property has a value is Carl Linnæus in English, we can update the Binomi-
al_authority property value in Vietnamese if it does not exist. Then, if Wiki-
data item Q144 lacks statement taxon author, we can insert it with value Carl 
Linnæus. 

We also can enrich other data, such as categories, external link section, gallery sec-
tion, images, etc. For categories, we can create new ones from basic NLP patterns 
(Table 8) depend on existing English categories and classify the articles into them 
based on English classification if needed. Our purpose is to create a category taxono-
my of small-scale Wikipedias and category classification system more fine-grained. 

Table 8. Some Category NLP patterns in English [6] and Vietnamese 

English Vietnamese 
[X] in [Y] 

Cities in France 
X= Cities (plural) 

X1 = City 
Y = France 

[X] ở [Y] 
Các thành phố ở Pháp 
X = Các thành phố  
X1 = Thành phố 
Y = Pháp 

XY 
Information Technology 

X = Information 
Y = Technology 

YX 
Công nghệ thông tin 
X = Thông tin 
Y = Công nghệ 

X by Y 
Culture by nationality 

X = Culture 
Y = Nationality 

X theo Y 
Văn hóa theo quốc tịch 
X = Văn hóa 
Y = Quốc tịch 

4 Case Study 

Recently, Vietnamese Wikipedia crossed over 1 million articles with many thousand 
biological articles were mainly created by bot. These stub articles miss interlinks because 
bot generate them automatically from external databases. Furthermore, many local edi-
tors did not pay attention to enrich these boring articles. Therefore, we need to find a 
solution to solve the problem. One of the feasible solutions is we can enrich these articles 
from other Wikipedias, for example English Wikipedia. To do so, firstly, we need to 
connect these articles to English articles. This case study only applies this first step. We 
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use Process 1 and some parts of Process 2 of the proposed model for the implementation. 
We do not enrich the article content, but try to link these articles to English to know how 
many interlinks we can connect and conjecture the content enrichment. We will choose 
biological articles which contain Template:Taxobox and have no interwiki links7 to Eng-
lish Wikipedia.  

The biological classification for infoboxes of Wikipedia articles is mainly complied to 
ICZN 8  and ICN 9  standards. Firstly, we align Bản mẫu:Bảng phân loại in  
Vietnamese and Template:Taxobox in English with Wikidata properties or items. 
Template:Taxobox has relationships with Template:Automatic taxobox  
and Template:Speciesbox so we also align these two templates as well. 

Table 9. Alignment of Bản mẫu:Bảng phân loại (vi) and Template:Taxobox with Wikidata 

 Vietnamese English Wikidata 
Template name Bảng phân loại Taxobox Q52496 

Properties status_system 
image, hình 
range_map 
binomial 
species, loài 
genus, chi 
familia, họ 
ordo, bộ 
class, lớp 
regnum 
domain 
… 

status_system 
image 
range_map 
binomial 
species  
genus 
familia 
ordo 
class 
regnum 
domain 
… 

Property:P141 
Property:P18 
Property:P181 
Property:P225 
Q7432 
Q34740 
Q35409 
Q10861678 
Q37517 
Q36732 
Q146481 
… 

Redirects Bản mẫu:Phân loại khoa 
học, Bản mẫu:Taxobox 

Wikipedia:TX, Wiki-
pedia:TAXOBOX, … 

 

Related 
templates 

NA Template:Automatic 
taxobox 
Template:Speciesbox 

 

Next, we search for English articles with Vietnamese articles corresponding by  
article name and its redirects and then make comparisons between them. With one 
Vietnamese article, we choose one English article that has the same article name or 
redirects and make comparisons of this couple. The result of each comparison is simi-
lar to Table 6 and Table 7 above. Our assessment likes “Semantic relations from info-
box and navigation templates” part of Section 3.2. We choose five compared seman-
tic relations: regnum, class, ordo, familia, genus for the alignment. Our mandatory 
conditions are two biological objects must be the same name (or matching any scien-
tific name, binomial) and the same object type (species, genus, ordo, familia) before 
comparing. Then, we calculate the result of each couple by a matching percentage of 

                                                           
7 https://vi.wikipedia.org/w/index.php?title=Đặc biệt:Không liên  
  wiki_wiki&limit=500&offset=0 
8 http://iczn.org/iczn/index.jsp 
9 http://www.iapt-taxon.org/nomen/main.php 
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semantic relations. We will not solve any article which is related to Monospecificity 
(monospecies, monogenus, etc.). There are some cases that English articles have in-
terwiki links with other Vietnamese articles, but not with the comparing articles. So 
we need to insert Template: Merge into these Vietnamese articles to merge these 
articles each other. Besides, we also have a bit problem with compare property values 
of binomial because of the plurality of binomial value and naming convention.  

Table 10. Results of comparing article couples in Vietnamese and English 

No. No. 
Random 
Couples  

Manual 
Matching 

>=80% 
Matching 

=100% 
Matching 

Merge 
needed 

New 
interlinks 

1 100 80 77 64 37 40 
2 100 84 83 67 40 43 
3 100 77 76 67 31 45 
4 100 78 76 58 32 44 

Mean  79.75% 78% 64% 35% 43% 
 

5 200 165 163 120 98 65 
6 200 164 156 118 89 67 
7 200 155 149 119 81 68 
8 200 160 158 130 85 73 

Mean  80.5% 78.25% 60.88% 44.13% 34.13% 
 

9 1000 819 
(81.9%) 

788 
(78.8%) 

575 
(57.5%) 

463 
(46.3%) 

325 
(32.5%) 

In Table 10, we executed the comparisons: 4 times with 100 random couples, 4 
times with 200 random couples and 1 time with 1000 random couples. We received 
the result of  higher-and-equal-80%-matching which is not much different from the 
manual method. The matching percent can be higher a bit because we removed the 
articles which are related to Monospecificity. We realized that a large number of 
couples need to be merged which could be from the mistakes of bots and editors. This 
helped to reduce the repetitive of articles. The new interlinks we found in this case 
study around 30%-40%, which showed that there are still many articles that lack of 
interlinks in biology articles. To connect the interwiki links of articles, we will set a 
suggested template into these articles and may let the judgments for the editor com-
munity. However, bot can automatically connect interwiki links for the articles which 
have higher-and-equal-80%-matching. The next step is to retrieve as much as possible 
semantic relations which can help to enrich the article content. In this case study, the 
machine can easily detect the missing interwiki links among articles because of the 
similarities of using infobox format and article names as well as redirects of Latin-
based alphabet Wikipedias. 
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5 Conclusion 

Our proposed model is a new approach which based on the alignment between Wiki-
pedia infoboxes and Wikidata to enrich the articles of different Wikipedias as well as 
Wikidata. This model provides many aligned structures of infoboxes which can be as 
a good source for many researchers when retrieving the semantic relations openly and 
independently. According to Phase 2 of Wikidata plan, we believe that these aligned 
structures may help Wikidata developers in unifying the infoboxes of all languages. In 
this model, we can utilize the community power in property alignment which DBPe-
dia inhibited. Nevertheless, our model is in the development stage which may not 
support the content enrichment process completely. In Process 1, we should use some 
translation tools and parsers to improve the property alignment. Furthermore, we need 
more algorithms to evaluate the correlation of properties more exactness and inherit 
other previous researches to widen the alignment property database. Creating a com-
parison list by searching the article name is still not the best solution to detect missing 
interlinks. Thus, we will compare semantic structures and other data of articles in this 
task. In the case study, we conclude that our model can work well with the biological 
articles of Latin-based Wikipedias. However, to apply to other domains effectively, 
many efforts needed to be made to improve our model. That is the reason why we will 
build more assessments for different article domains in Process 2. The enrichment 
process depends on the gathered semantic relations. We may use external links and 
article references to enrich more data to article content. In short, we expect this paper 
will open up to many researches about the correlation between Wikidata and Wikipe-
dia. 
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Abstract. We present Template-Driven Semantic Parser (TDSP) capa-
ble to represent, at least to some degree, the semantics of Web pages
being processed. Data extraction process realized by means of TDSP is
driven by a set of instructions stored in an easily modifiable XML-based
template. In order to enhance the precision of Web page data extrac-
tion, the TDSP template format allows to use a specialized Expression
Language (EL). The template may be easily created and modified using
a tool called Visual Template Designer. TDSP provides an output doc-
ument containing an RDF graph composed of triples that represent the
website resources under exploration. In accordance to the Semantic Web
paradigm, each resource has its semantics assigned and is connected
to other resources by means of one or many relations. The semantic
types of the resources and the relations between them are predefined in
an ontology of Web artifacts.

Keywords: Template · Parsing · Focused Web Crawler · Semantic
Web · Expression Language

1 Introduction

The Web crawler is usually understood as an application that automatically
browses WWW, typically for the purpose of Web content indexing. More specif-
ically, a focused crawler visits only pages that contain information associated
with a predefined set of subjects [5]. The subjects may be defined in many ways,
e.g., using keywords, examples of relevant documents or even RDF triples [7].

The crawling process consists mainly of fetching Web pages, extracting rele-
vant information and collecting links to other potentially relevant websites [8].
Extraction of information from Web pages is performed by a component referred
to as a parser.

Very few data extraction tools maintain the semantics of the extracted data.
This is an important issue considering the fact that most of existing Web pages
do not contain any semantic metadata. Usually the raw data retrieved from Web
pages cannot be easily accessed and manipulated by a data extracting machine,
partly because modern Web pages contain many elements responsible for data
presentation [10]. Taking into account the size of the Internet and the pace of
c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 351–358, 2015.
DOI: 10.1007/978-3-319-15615-6 26
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changes in this area, one should take into consideration that such situation may
not change in the near future.

This paper presents Template-Driven Semantic Parser (TDSP) which is capa-
ble to provide the semantics of extracted Web data in the RDF format. TDSP
is the main parser of CAT Focused Crawler (CATFC) system. The TDSP is
very versatile — it can process practically any Web page as long as it has the
form of a well-formatted XML document and an appropriate template has been
provided by the user. Based on the instructions from the template the parser is
able to extract data from selected page elements together with the related URL
string.

The word “semantic”, appearing in the name of presented parser, should be
understood in the reference to the parser’s compatibility with the Semantic Web
data representation standards. More specifically, TDSP allows to represent the
semantics of extracted data at the lowest, technological-only level, by referring to
classes and properties defined in a domain-specific ontology. The ontology that
supports the process of Web data harvesting realized by means of TDSP includes
definitions of Web artifacts such as a discussion list post, user nickname, list.
The TDSP template enables the determination of the semantics for data that
originally was not accompanied by any semantic metadata.

2 Related Work

One of the basic features of TDSP is its versatility understood as the ability
to parse HTML pages of diverse structure. In order to let the parser “know”
how to process the particular page, it has to be provided with an appropriate
template. The template-based approach to the design of TDSP is in line with the
state-of-the-art data extractors controlled by templates or configuration files.

The first of them is OXPath [4] which is an extension of XPath that facilitates
data extraction from the Web. While XPath allows to extract data only from
an HTML document, OXPath allows to navigate between several HTML pages,
execute some actions and aggregate the extracted information. Furthermore,
OXPath enables information selection in accordance to visual features, e.g., text
color.

Another solution is Web-Harvest (WH) [1]. WH is primarily used for parsing
HTML/XML based Web pages and it provides techniques and technologies for
XML manipulation, i.e., XQuery and XSLT. Furthermore, WH allows to process
and modify the extracted data by means of Java-based scripting languages and
regular expressions.

Unfortunately none of the above-mentioned solutions meets all the require-
ments with regard to the main parser of CATFC. Moreover, as the decision
of creating a new tool for data extraction was made by the authors of TDSP,
the issue of an appropriate template format selection still remains open. As a
consequence, similarly like in the case of the referred parsing tools, the tem-
plate format of TDSP was created without using any ready-made solutions. The
reasons of such decision are described in Section 4.1.
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An interesting template format that served as an inspiration for the work on
TDSP template format is Website Parse Template (WPT). WPT [3,9], devel-
oped by OMFICA, is an open format which provides an HTML Web pages
structure and content description. WPT is based on an XML and is consistent
with the Semantic Web concept specified by W3C.

3 TDSP Design

TDSP consists of several components. Modification, extension and maintenance
of a multi-component parser is much easier than in the case of applications with
a single component structure.

TDSP OSGi Service implements methods of the ParserService interface
which is an entry point to the parser. One of its task is to inform the Parser
Manager module of parsing capabilities with regard to particular Web pages.
Moreover, the component is responsible for starting parsing process and passing
the parsing result back to the Parser Manager.

Template Manager is responsible for the TDSP parsing templates manage-
ment. When the parser starts, all correct templates contained in CATFC data-
base are loaded into the Template Manager. The correctness of a template is
verified using a Relax NG [11] schema. The main task of Template Manager
during the parsing process is to provide the appropriate template for each par-
ticular Web page.

Template Processor is the core component of TDSP. Its input is the fetched
Web page and the template. Based on the template and the results of the Expres-
sion Language (EL) Interpreter work, Template Processor extracts the selected
data from the Web page content in the form of RDF triples and composes the
RDF graph.

EL Interpreter, at the request of the Template Processor component, inter-
prets the EL expressions occurring in the template instructions.

3.1 Template Structure

The TDSP template format [2] is based on the XML document format. Each
TDSP template consists of multiple instructions. Every such instruction is rep-
resented by a single element of the XML document. Instructions comprise of a
specific set of parameters that control the parser operation. An XML attribute
of the XML element represents the single template instruction parameter. Every
parameter value is in the form of an EL expression.

It follows that the template consists of two layers. The first are instructions
while the second are EL expressions. Instructions are responsible for ensuring
semantic information interconnections and template related moves. Moreover,
there are few instructions responsible for looping and conditions. On the other
hand expressions are used to Web page data manipulation and extraction [2].
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3.2 Template Expression Language

The process of data extraction from Web pages which in general are XML docu-
ments is not a simple task without specialized tools deployed. There are known
solutions of this kind publicly available, e.g., XPath or XQuery. Based on these
technologies and in accordance to TDSP needs, a new EL extending TDSP tem-
plates’ capabilities has been designed and developed.

A valid expression in EL consists of text and command parts interspersed.
There is also a possibility of commands recursive nesting. The text part is an
ordinary string of characters but it cannot contain any special characters (‘$’,
‘!’, ‘\’, ‘{’, ‘}’). Use of special characters in the text part has to be preceded by
a backslash character (‘\’). The command part consists of a dollar character, a
command name and command arguments — each enclosed in curly brackets.

There are no special commands arguments types defined. Every argument
is treated as an ordinary text string. However, each command may require the
argument text string to be in some specific format, e.g., an XPath expression, a
regular expression or a list of indices. Consequently, every command returns an
ordinary text string.

Due to the application context of CATFC, a set of the most useful predefined
EL commands consists of commands related to a Web page data extraction, com-
mands that allow to transform a string of characters and commands responsible
for data conversion (hash function, date converter, identifier generator, etc.) [2].

In order to illustrate EL syntax and returned results, the following examples
are prepared. Each template instruction parameter is an EL expression. Thus, a
string like “topicID” is an expression containing only a text part passed to the
output without any changes. A more complex expression is:

http://www.example.com/topic/$u{topic=(t[0-9]+)}{1}
It is the result of the concatenation of a text part and a command part. Like

in the case of the first expression, the text part remains unchanged while the
command is being evaluated to “t001”. The text string obtained as a result is:

http://www.example.com/topic/t001
Even more complicated expressions may contain nested commands. An exam-

ple of such an expression is as follows:
http://www.example.com/user/$ue{$x{./div[1]}{Author: (.*)}{1}}
Similarly to previous examples, the beginning of this expression remains

unchanged. The next part is an urlencode command with a nested xpath com-
mand. The inner command (xpath) uses a dot symbol indicating the use of a
“base node” set by the for-node loop. The loop iterating over XML nodes sets
the correct “base node” in every iteration. Therefore, the output is:

http://www.example.com/user/Michal%20B
or http://www.example.com/user/Mariusz%20G
or http://www.example.com/user/Andrzej%20Sz

The TDSP parsing process is elaborated in [2].
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3.3 Implementation

The TDSP is written in Java. The modular architecture of CATFC is based
on an OSGi framework. Thus, TDSP similarly to other modules of CATFC
is implemented in the form of an OSGi bundle. After being deployed to the
Glassfish application server and registered as the OSGi service, TDSP may be
immediately used by the Parser Manager module.

EL expressions are described in the Section 3.2. Nevertheless, it is worth to
explain how EL Interpreter module is designed. The EL Interpreter is imple-
mented using the JParsec library. The library allows the construction of recur-
sive text parsers of grammar defined in the native Java language. A single EL
command is defined as a regular Java class method. Definitions of the class and
the method must be successively preceded by dedicated annotations: @Com-
mandDefinitions for the class and @Command for the method. These annota-
tions, used together with an annotation processor, provide the means for the
registration of the command definition by the EL Interpreter. The use of Java
annotations allows adding new commands in an easy way.

While the main tool for selecting the appropriate information in XML docu-
ments is XPath, an important issue was to make this process fast. The current
implementation of XPath Evaluator is based on a Cached XPath API provided
by the Xalan library. The Cached XPath API is used instead of the default
Java XPath API implementation because of the caching feature which makes
the XPath look-up process much faster than when the commonly used XPath
API is used.

Jena framework has been used to store the extracted data as RDF triples.
It is an open source solution that provides a versatile API for management of
RDF graphs.

4 Evaluation

This section presents an evaluation of TDSP to the selected existing solutions
mentioned in the Section 2. As TDSP is a data extraction tool — i.e., it does not
perform any other related tasks like Web pages fetching — the scope of the com-
parisons has been strictly limited to data extraction functions. The systems have
been compared from two perspectives: qualitative (Section 4.1) and quantitative
(Section 4.2). The first one concerns the template formats: the TDSP template
format has been compared with the template formats used in case of the existing
solutions. The second perspective of the analysis is reflected by processing times
measurements.

4.1 Qualitative Evaluation

Functions offered by the template format are usually the biggest strength of
the particular Web parser. The first of worth noting features is the availability
of a visual template designer. All of the discussed template formats provides a
dedicated tool for this purpose.
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Each of the evaluated systems allows to use ontologies while creating RDF
documents. This means that all of the template formats under the comparison
gives the ability to express the semantics of extracted data.

The next examined feature is native support for RDF creation. Only WH
does not provide an immediate support for RDF output. In the case of other
solutions included in presented comparison the structure of the RDF document
can be created in a simple way by using visual generators. For this purpose
the TDSP format contains dedicated instructions for RDF triples creation, i.e.,
resource, property, literal [2].

The last aspect of the comparison is the availability of custom scripting lan-
guages that provide the ability to manipulate extracted data. WPT and OXPath
do not have such ability. The TDSP template format has build-in EL of capa-
bilities described in Section 3.2. Similarly to TDSP, WH offers the possibility to
use a few scripting languages, i.e., BeanShell, Groovy and Javascript.

4.2 Quantitative Evaluation

In this section a quantitative evaluation of TDSP against the WH has been
presented. WPT was not included in the set of evaluated systems, as it is a
template format, for which a parser implementation is not available. OXPath
has been also omitted in the presented comparison due to the fact that the
measurement of the duration of the data extraction process would cause an
interference with the source code of OXPath.

All the experiments have been conducted on the same machine equipped
with an Intel Core i5-430M processor working at 2.27 GHz, with 4 GB of RAM,
running Linux (kernel 3.11) and Oracle Java Development Kit 7u45.

Methodology The HTML page that was used — to perform the experiments
— is available as a file on the WH official website [1]. A TDSP template and
a WH configuration file for the selected Web page have been prepared. Both
TDSP and WH were processing the data contained on the Web page into an
RDF/XML document. Thus, in case of each of the compared systems the output
document had the same structure and the same content. For both the tools the
measurement of the data extraction task duration was repeated 50 times. Results
of the measurements are shown in the Figures 1 and 2.

Results Figure 1 presents the results of 50 consecutive measurements of Web
page processing tasks duration. The results of the first measurements for TDSP
and WH, differ significantly from each other. Such behavior may be explained by
a reference to the specification of the Java Virtual Machine (JVM). During the
first invocation of tools all required classes are initialized by the JVM [6] what
results in an additional time overhead. Other time measurements are much more
similar to one another and maintain a decreasing trend. Figure 2 is a kind of
approximation of the last 25 measurements from the Figure 1. As it may be seen
on the two diagrams, both the approaches result in a comparable processing
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time, with a little predominance on the favor of WH. A confirmation of this
observation may be the average processing times for both tools — 51 miliseconds
for WH and 60 miliseconds for TDSP. Based on the results, we claim that the
processing time of TDSP does not differ significantly from this of the leading
Web parser referenced in the relevant literature, which is WH.

Fig. 1. 50 subsequent measurements

Fig. 2. Selected measurements from 26 to 50

5 Conclusions

To the best of our knowledge, Template-Driven Semantic Parser is the first
parser that is capable to semantically annotate extracted Web data according
to a template constructed specifically for ontology-defined RDF output creation
and enriched by a specialized Expression Language enabling data manipulation
and post-processing.

Moreover, as demonstrated in Section 4.2, the support for RDF as a Web
parser’s native output format does not necessarily leads to a significant increase
of the parsing time. It is important to note that the lack of the native RDF output
format support would degrade the usefulness of visually-aided template creation
tools because using such tools would require manual RDF triples formatting.
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6 Future Work

There are at least a few directions of the further development of TDSP template
format or EL. TDSP may be transformed into an independent tool operating
outside CATFC. However, such a redesign would require introducing an interface
providing a remote access to the parser functionality, e.g., in the form of a
Web service. Another possible way of increasing the parser capabilities would
be to extend the set of the predefined EL commands. A construction of the EL
Interpreter that is responsible for processing the special expressions makes that
new commands could be added in a simple way. One may also consider modifying
the module responsible for evaluating expressions of an XPath language.
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Abstract. Biomimetics contributes to innovative engineering by imitating the 
models, systems, and elements of nature. Biomimetics research requires the de-
velopment of a biomimetics database including widely varied knowledge across 
different domains. Interoperability of knowledge among those domains is ne-
cessary to create such a database. Ontologies clarify concepts that appear in tar-
get domains and help to improve interoperability. Furthermore, linked data 
technologies are very effective for integrating a database with existing biologi-
cal diversity databases. In this paper, we propose a keyword exploration tech-
nique to find appropriate keywords for retrieving meaningful knowledge from 
various biomimetics databases. Such a technique could support idea creation by 
users based on a biomimetics ontology. This paper shows a prototype of the 
biomimetics ontology and keyword exploration tool. 

Keywords: Biomimetics · Biological diversity · Ontology · Linked data ·  
Keyword exploration for retrieval   

1 Introduction 

Learning from nature aids development of technologies. Awareness of this fact has 
been increasing, and biomimetics1 [1, 2], innovative engineering through imitation of 
the models, systems, and elements of nature, has caught the attention of many people. 
Well-known examples of biomimetics include paint and cleaning technologies that 
imitate the water repellency of the lotus, adhesive tapes that imitate the adhesiveness 
of gecko feet, and high-speed swimsuits that imitate the low resistance of a shark’s 
skin. These results integrate studies on the biological mechanisms of organisms with 
engineering technologies to develop new materials.  

Facilitating such biomimetics-based innovations requires integrating knowledge, 
data, requirements, and viewpoints across different domains. Researchers and engi-
neers need to develop a biomimetics database to assist them in achieving this goal.   

                                                           
1 http://www.cbid.gatech.edu/ 
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Because ontologies clarify concepts that appear in target domains [3], we assume 
that it is important to develop a biomimetics ontology that contributes to improvement 
of knowledge interoperability between the biology and engineering domains. Fur-
thermore, linked data technologies are very effective for integrating a database with 
existing biological diversity databases. On the basis of these observations, we devel-
oped a biomimetics ontology and keyword exploration tool based on linked data tech-
niques. The tool allows users to find important keywords for retrieving meaningful 
knowledge from various biomimetics databases. This paper describes a prototype of 
our proposed biomimetics ontology and keyword exploration tool.  

In Section 2, we outline biomimetics databases and discuss requirements for key-
word exploration for retrieving knowledge from them. Section 3 discusses a prototype 
of a biomimetics ontology we created. Section 4 shows a keyword exploration tool 
based on our biomimetics database ontology. Section 5 discusses results and problems 
of our ontology and the proposed system. In section 6, we discuss related work and in 
section 7, we draw conclusions and discuss future work. 

2 Biomimetics Database 

2.1 Biomimetics Database Requirements  

We are developing a biomimetics database as a part of the “Innovative material engi-
neering based on biological diversity” project supported by the KAKENHI program 
of the Japan Society for the Promotion of Science (JSPS). The project aims to create a 
new academic domain that systematizes a new paradigm of engineering through 
learning from biological diversity; this domain is called “biomimetics.” The biomi-
metics database is intended to be an open innovation platform bridging various do-
mains, such as natural history, biology, agriculture, materials science, mechanical engi-
neering, information science, environment and policy science, and sociology. Concrete-
ly, our research goal is to develop a biomimetics database based on museum-owned 
biological resource inventories and on information techniques to assist engineers in 
creating innovative ideas for new technological development through knowledge of 
biological diversity. 

The requirements for such a database are as follows. 

Requirement 1. Variety of Data and Knowledge 
It is not an ordinary database storing information about a particular domain. It is an 
interdisciplinary database comprising not only databases of papers on biomimetics but 
also databases of all kinds of biological data, such as inventories, electron microscopy 
images, and experimental data. Therefore, interoperability of various kinds of data 
must be considered. 

Requirement 2. Exploratory Search with Idea Creation Support  
Engineers in biomimetics are not familiar with biological databases. Hence, they need 
substantial assistance in finding useful information about organisms that can be a 
source of creative ideas for developing innovative engineering products. 
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Users retrieving information from databases need to find appropriate keywords. 
Some retrieval systems use a thesaurus, a systematic collection of related terms, to 
help the users with that task. Note here that biomimetics databases include a variety of 
data in different domains, such as engineering and biology. Because a thesaurus is 
developed for a particular domain, all the terms in it are necessarily dependent on the 
domain. Therefore, relations between terms used in different domains are not included 
in a thesaurus. Such gaps between different domains are a problem for biomimetics 
thesauruses (Fig. 2(a)).  

To bridge the gaps between terms in different domains, we use abstract concepts 
defined in an ontology. Our biomimetics ontology provides common vocabularies and 
schema based on systematized knowledge for biomimetics databases. Through map-
pings between terms in the thesaurus and concepts in the ontology, an ordinary the-
saurus becomes an ontology-enhanced thesaurus (Fig. 2(b)). Technically, we offer 
two-step mediation using our ontology as follows. 

 
Method 1: Keyword Translation via an Ontology-Enhanced Thesaurus 

When concepts under consideration appear in two domains but are represented by 
different terminologies in the two domains, keywords used in one domain (e.g., 
engineering) are translated to keywords used in other domains (e.g., biology) 
through the biomimetics ontology, using natural language resources [4]. That is, 
the ontology provides abstract concepts to enhance an exiting thesaurus to bridge 
the gaps between domains caused by terminological differences. We propose us-
ing functional ontology [5, 6] for this purpose because functions are what biomi-
metics engineers want to realize by learning from the functions realized in nature. 

Method 2: Keyword Exploration Based on Ontology Exploration 
Concepts appearing in a domain (e.g., engineering) do not always appear in others 
(e.g., biology). We call such a situation a missing link case. Missing links between 
the domains have to be compensated in order to allow engineers to find more use-
ful information. In such a case, since no thesaurus can help, we apply an ontology-
exploration tool [7] to help bridge the gap caused by such missing links.  

 
Furthermore, the biomimetics ontology is published as LOD. This enables users to 
access other databases easily (e.g., just by clicking links). Large-scale linked data 
such as DBpedia2 could be especially useful for acquiring an overview of a selected 
concept (keyword). Through such information obtained from other databases, users 
can find more important and appropriate keywords that they can then use to search the 
biomimetics database.  

In these ways, various databases are integrated through the biomimetics ontology. 
This enables us to develop a biomimetics database with a retrieval system integrated 
across different domains. The system could facilitate collaboration between biology 
and engineering and contribute to the creation of an open innovation platform for 
biomimetics research.  

                                                           
2 http://dbpedia.org/ 
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In this paper, we focus on keyword exploration to find appropriate keyword for re-
trieving biomimetics databases by compensating for the missing link between biology 
and engineering. 

2.3 Keyword Exploration for Retrieving from Biomimetics Databases  

To consider how keyword exploration works, let us see a scenario showing these two 
methods in action. 

Imagine an engineer working in a house-construction company. He or she is asked 
by his or her boss to suggest ecofriendly for floors and walls. The engineer might 
think of keywords such as “easy to clean” or “stain-resistant,” but not the technical 
term “antifouling” used in databases as an index. At first, the engineer finds “antifoul-
ing” from synonyms of “stain-resistant” through a normal thesaurus.  Then he or she 
uses proposed two methods as follows.  

Method 1 (keyword translation) can help the engineer find appropriate technical 
terms that best capture his or her intention. When the engineer types “antifouling,” the 
biomimetics database will return relevant information if it contains information about 
biological organisms that confer antifouling properties.  

However, it is not realistic to expect all useful pieces of information to be indexed 
by “antifouling.” The engineer will never notice the information that is not indexed. 
Hence, there remains the issue of how to compensate for such missing links, in other 
words, how to fill the gap between his or her goal and the biological database with 
respect to “antifouling.”   

Method 2 (keyword exploration) can help to solve this issue based on a biomimet-
ics ontology. The ontology provides information about concepts related to organisms 
and their functions with relationships among them, such as functional decomposition, 
characteristic behaviors or features, and living environment. A keyword explorer 
helps engineers find a set of appropriate keywords for their purposes by allowing 
them to explore the keyword space spanned by the ontology. Using the keyword ex-
plorer, he or she might find organisms such as lotus, snail, or sandfish some of which 
are not directly indexed by "antifouling" function but somewhat related to it. Then the 
engineer will be able to find information related to sandfish as well as lotuses and 
snails, because a sandfish lives in a desert without being soiled with sand. Note here 
that, the method 2 provides only keywords for search. After that, the engineer con-
ducts detailed search using them to find related documents and so on from other bio-
mimetics databases. 

This scenario shows that it is essential to find appropriate keywords to search for 
information across different domains. This is why we separate the tasks of finding 
keywords using the keyword explorer from information retrieval tasks on the biomi-
metics database. Technically, keyword translation is implemented by mapping be-
tween an existing thesaurus and the functional ontology, and the keyword exploration 
is developed based on our ontology exploration tool [7] using the biomimetics ontol-
ogy. Though we use existing technologies for keyword exploration, this means con-
ceptually that the existing tool becomes a new tool for keyword exploration. 
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The important point here is that we divide the keyword finding task into two prob-
lems, the problem of different terminology and the problem of missing links at the 
conceptual level. These are supported by keyword translation and exploration, respec-
tively. The two methods are used not only sequentially but also freely whenever they 
are needed. For instance, if a user finds an organism as a candidate for the target of a 
search, then he or she can use method 1 to solve a terminological problem before 
beginning the search.  

2.4 Keyword Exploration Reasoning 

Keyword exploration for a biomimetics database aims to suggest users appropriate 
keywords to assist them in finding meaningful information for innovative biodiversi-
ty-based engineering. Please note here that the proposed system gives users not the 
perfect solution for their requirements, but hints to stimulate idea creation. To stimu-
late idea creation, keyword exploration does not require strict reasoning, because it 
shows only well-known knowledge that users expect, whereas they want to create 
unexpected ideas. That is, rough inference is more suitable for idea creation, even 
though its results could include theoretically useless information. Of course, users 
must investigate the result of retrieval before developing a product based on it. How-
ever, this is not conducted in the first stage of the development, but in a later stage.  

Our ontology exploration tool supports such a rough inference and helps users find 
unexpected relationships among concepts [7]. For the same reason, an ontology must 
cover broader concepts without much detailed definition when it is used for keyword 
exploration. In the following sections, we discuss our biomimetics ontology and key-
word exploration tool in accordance with these considerations.  

3 A Biomimetics Ontology 

3.1 Biomimetics Database Search Requirements 

Before we began developing a biomimetics ontology, we conducted interviews with 
engineers working with biomimetics regarding their requirements for biomimetics data-
base search.  When we asked, “What do you want to search for in a biomimetic data-
base?” they said they wanted to search for organisms or organs that perform functions 
that they were trying to develop in their new products. In fact, most successful examples 
are imitations of capabilities that organisms possess, such as the water repellency of a 
lotus and the adhesiveness of a gecko’s feet. Therefore, we proposed that it is important 
to search the biomimetic database for functions or goals that they want to achieve.  

On the other hand, someone engaged in cooperative research with engineers and biol-
ogists reported that engineers do not have knowledge that is very familiar to biologists. 
For instance, when an engineer had a question about functions of projections shown in an 
electron microscopy image of an insect, a biologist (entomologist) suggested that it could 
have an anti-slip capability, because the insect often clings to slippery surfaces. This 
suggests that a biomimetic ontology must bridge knowledge gaps between engineers  
and biologists, as discussed in section 2.3. In this example, we can consider that a key 
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concept in compensating for the missing link is the relationship between the supposed 
function and the characteristic behavior of the insect. Its living environment is another 
key concept, because environment is closely related to behavior.  

 

 

Fig. 3. Components of the biomimetics ontology and how they are used to retrieve biomimetics 
databases 

3.2 Basic Design of the Biomimetics Ontology 

Considering the requirements discussed in the previous section, we set the first re-
quirement for biomimetics ontology as to be able to search for related organisms by 
the function the user wants to perform. At the same time, we propose that it should 
support various viewpoints to compensate for missing links among domains. We 
created the basic design of the biomimetics ontology based on these observations. Fig. 
3 shows components of the biomimetics ontology and how they are used to retrieve 
biomimetics databases.  
 

 

Fig. 4. An example ontology representation in Hozo and its correspondence with OWL 

As discussed previously, functions are main keywords for biomimetics database 
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ontology in representing functions that engineers want to include in their new prod-
ucts. We plan to use existing functional ontologies [5, 6] with mappings to thesaurus-
es for keyword translation. Functions defined in our functional ontology are related to 
biological concepts, such as organisms and their body parts that perform those func-
tions. Through these relationships, users can search for organisms or parts that could 
perform the functions they want.  

 

 

Fig. 5. Representative upper concepts defined in the biomimetics ontology 

In addition, we build a biological ontology including notions, such as living environ-
ments, which are closely related to characteristic functions and behaviors of organisms. 
For example, some fish living in bogs have cleaning functions that prevent being dirtied 
by a bog. Through relationships among concepts in functional ontology and the living 
environment ontology, users can search for “organisms that have a function” via “a 
living environment where they might need such function.” This means that they can 
search from different viewpoints related to functions. Similarly, users can perform 
searches from a wider variety of viewpoints using other biological ontologies, such as 
structure, property, and action. Furthermore, is-a hierarchies of species can be used to 
manage the range of organisms as search targets.  

The concepts defined in the ontology are used for describing metadata regarding 
biomimetics databases such as images, inventories, and documents. The retrieval 
system is used in collaboration with them. 

3.3 A Biomimetic Ontology 

For verification of how keyword exploration using a biomimetics ontology works, we 
developed a prototype of the biomimetics ontology using Hozo3 [8]. We use two 

                                                           
3 http://www.hozo.jp/ 
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kinds of source information for building the ontology. The first is metadata for scan-
ning electron microscopy images stored in the biomimetic database. The metadata are 
provided by the biologists who took the pictures, and it includes not only inventory 
information, such as species name, gathering location, and magnification, but also 
keywords related to the target organism. The second source is introductory documents 
about typical examples of products used in biomimetics studies. 

Fig. 4 shows an example of ontology representation in Hozo. Each concept is de-
fined using two kinds of slots, part-of (denoted by p/o) and attribute-of (denoted by 
a/o). A slot consists of a role name, class constraint, and cardinality, corresponding 
roughly to restrictions on properties in a Resource Description Framework Schema 
(RDF(S)) and Web Ontology Language (OWL)4. For instance, Fig. 4, representing 
bicycle (class), has the restrictions owl:allValuesFrom Wheel and owl:cardinality 1 on 
the front-wheel property.  

As a result, we built a biomimetics ontology that includes 379 concepts (classes) 
and 314 relationships (properties), except for the is-a (sub-class-of) relation. Fig. 5 
shows representative upper concepts defined in the ontology. Goal represents a goal 
that engineers want to achieve in their new products. It has relationships to functions 
that are needed to achieve that goal. Some goals can be decomposed into sub-goals. 
Function can also be decomposed into sub-functions and may have relationships to a 
related Structure or Function. Organism is an important concept in compensating for 
missing links between engineering and biology. It may have relationships such as 
Ecological environment, Characteristic behavior, Characteristic structure, Characte-
ristic function, and Region Part. Living environment, Act, and Structure may also 
have relationships to Function. In these ways, the biomedical ontology defines pri-
marily concepts and relationships that are important for bridging missing links be-
tween domains. 

4 Keyword Exploration Based on Biomimetics Ontology 

4.1 Divergent Ontology Exploration Tool 

We developed the ontology exploration system for biomimetics databases based on 
ontology exploration techniques proposed in our previous work [7].  Fig. 6 outlines 
the ontology exploration framework. The framework enables users to freely explore a 
sea of concepts in the ontology from a variety of perspectives according to their own 
motives. Exploration stimulates their way of thinking and contributes to deeper un-
derstanding of the ontology and hence its target world. As a result, users can discover 
what interests them. This could include findings that are new to them, because they 
might find unexpected conceptual chains from the ontology exploration that they 
would otherwise never have thought of. 
 
 

                                                           
4 The details of the OWL representation of the Hozo ontology is discussed in [9]. 
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SPARQL Queries for Keyword Exploration 
For keyword exploration, the system searches all combinations of aspects (links) to 
generate conceptual chains from a concept selected as a starting point to those speci-
fied by the user. It easy to obtain such information from the biomimetics ontology 
stored in the RDF database using simple recursive SPARQL queries, such as “select 
?s ?p ?o where {?s ?p ?o}.” However, the system must create as many queries as the 
number of all possible combinations of aspects, if it uses such simple queries. Repeat-
ing SPARQL queries multiple times is obviously inefficient. Furthermore, the re-
sponse time for queries sent across networks could be even longer.  
 

 
(a) Definition of the concept “Antifouling”  

in Hozo. 
b) RDF representation of the concept “Anti-

fouling” translated from Hozo format. 

Fig. 8. An example of an RDF translated from the Hozo ontology 

Consequently, we consider efficient queries for keyword exploration. Fig. 9 shows 
an example of a SPARQL query to obtain conceptual chains from the starting point to 
the end point specified by the user. The system can obtain a conceptual chain of 
length exactly three from the query. To obtain all conceptual chains whose length is 
equal to or less than three, the system gathers three queries, such as the query in Fig. 
9. More generally, the system can obtain all conceptual chains whose depth is N 
(where N is a natural number) using N queries. These queries can be formalized re-
cursively in terms of the starting point, the end point, and the depth N.  

4.4 Examples 

Fig. 10 shows one result of ontology exploration using the system. In this example, 
the user selected Antifouling-antibacterial coating as the starting point and obtained 
conceptual chains to some Organism as the end point. The system shows all concep-
tual chains between the selected concepts as a conceptual map. In the conceptual 
maps, the nodes represent resources (classes) and the links represent properties among 
them. The nodes are colored on the map according to their top-level categories. By 
clicking the nodes on the map, the user can labels the nodes on the selected paths.  
 
 
 

@prefix rdf:  <http://www.w3.org/1999/02/22-rdf-syntax-ns#> .
@prefix rdfs:   <http://www.w3.org/2000/01/rdf-schema#> .
@prefix bmc:  <http://biomimetics.hozo.jp/class/> .
@prefix bmp:  <http://biomimetics.hozo.jp/property/> .

bmc:Antifouling
rdfs:type bmc:Function;
rdfs:subClassOf bmc:Prevent;
bmp:StructureOnWhichToBase bmc:LibrettoStructure;
bmp:RelatedFuntion bmc:Water-repellent;
bmp:RelatedFuntion bmc:ProofAbsorption;
bmp:RelatedFuntion bmc:Hydrohilic;
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Fig. 9. A SPARQL query to obtain conceptual chains whose length is exactly three 

Through the map, we can find a variety patterns of paths such as:  

1. Goal → Function → Organism 
e.g. → Antifouling  → Sunfish 

2. Goal → Function → Living environment →Organism 
e.g. → Antifouling  → Marsh → Snail 
    → Antifouling  → Water-repellent → Catchment → Desert → Sandfish 

3. Goal → Function → Structure →Organism 
e.g. → Self-cleaning → Oil-proof → Winkle → Morpho butterfly  

Fig.11 shows right click commands that the keyword exploration system provides to 
the users. The user can see the selected path in another visualization. The user can 
also explore the next paths if he/she wants to know.  Furthermore, the user can use 
the selected information to search other linked data such as DBpedia and other data-
bases (see Fig. 11). Though the current version supports only a few LODs and data-
bases, it can be easily extended to others. 

 

prefix rdfs:<http://www.w3.org/2000/01/rdf-schema#>
prefix rdf:<http://www.w3.org/1999/02/22-rdf-syntax-ns#>

select distinct ?ol0 ?tl0 ?pl1 ?ol1 ?tl1 ?pl2 ?ol2 ?tl2 ?pl3 ?ol3 ?tl3{
?o3 rdfs:subClassOf+ <EndingPoint>.
<StartingPoint> rdfs:label ?ol0.
<StartingPoint> rdf:type ?t0.
?t0 rdfs:label ?tl0.
<StartingPoint> ?p1 ?o1.
MINUS {?o1 rdfs:subClassOf <StartingPoint>.}
?p1 rdfs:label ?pl1.
?o1 rdf:type ?t1.
?t1 rdfs:label ?tl1.
?o1 rdfs:label ?ol1.
{?o2 ?p2 ?o1.} UNION {?o1 ?p2 ?o2.}
FILTER(?o2 != <StartingPoint>)
MINUS{?o1 rdfs:subClassOf ?o2}
MINUS{?o2 rdfs:subClassOf ?o1}
MINUS{?o1 rdf:type ?o2}
MINUS{?o2 rdf:type ?o1}
MINUS{?o1 rdfs:label ?o2}
MINUS{?o2 rdfs:label ?o1}
?p2 rdfs:label ?pl2.
?o2 rdf:type ?t2.
?t2 rdfs:label ?tl2.
?o2 rdfs:label ?ol2.
{?o3 ?p3 ?o2.} UNION {?o2 ?p3 ?o3.}
FILTER(?o3 != <StartingPoint>)
FILTER(?o3 != ?o1)
MINUS{?o2 rdfs:subClassOf ?o3}
MINUS{?o3 rdfs:subClassOf ?o2}
MINUS{?o2 rdf:type ?o3}
MINUS{?o3 rdf:type ?o2}
MINUS{?o2 rdfs:label ?o3}
MINUS{?o3 rdfs:label ?o2}
?p3 rdfs:label ?pl3.
?o3 rdf:type ?t3.
?t3 rdfs:label ?tl3.
?o3 rdfs:label ?ol3.

}

Variables
<StartingPoint> 

: A class selected as starting point
<EndingPoint>

: A class selected as ending point
?o1 ?o2 ?o3 : Extracted classes …(1) 
?ol0 ?ol1 ?ol2 ?ol3 : Labels of (1)
?t0  ?t1 ?t2 ?t3 : Categories of (1) …(2)
?tl0 ?tl1 ?tl2 ?tl3 : Labels of (2)
?p1 ?p2 ?p3 : Links to next layers … (3)
?pl1 ?pl2 ?pl3 : Labels of (3)

Queries
(0) Find classes which ca be the 

end of chains 
(a) Find links to the next layer
(b) Remove verbose links
(c) Obtain labels and categories 

of classes

(a)
(b)

(c)

(a)

(a)

(b)

(b)

(c)

(c)

(c)

(0)
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Fig. 10. An example of the result of the keyword exploration from “Antifouling-antibacterial 
coating” to “Creature” 

5 Discussion 

We developed the biomimetics ontology and published it on the keyword exploration 
system in order to verify their potential. They were demonstrated at some sympo-
siums on biomimetics and group meetings of the project. We also received comments 
from project members who used the system.  

Although the current ontology is a small prototype, some interesting conceptual 
chains (paths) can be obtained from it, such as those shown in Fig. 10. One of inter-
esting examples is the path Antifouling-antibacterial coating  → Antifouling  → 
Water-repellent → Catchment → Desert →  Sandfish. Sandfish (Scincus scincus) is 
a kind of skink that lives in desert. It was a reasonable but unexpected candidate that 
might have antifouling function although it is well known to have a low-friction-
surface skin since it moves in sands. This is an example of a good result the system 
could support because it is based on rough inference for abstract concepts that bridge 
missing links among domains. However, ontologies must be extended to cover a wide 
range of biodiversity-related knowledge.  

The following topics must be considered: 

1. Which organisms should be included in the ontology? 
2. What kinds of relationships should be defined? 
3. How can we construct large-scale biomimetics ontology? 
4. How can the system support the users to choose appropriate keywords when a mul-

tiple results are obtained at the same time? 
5. How should keyword exploration cooperate with keyword translation?  

3.

1.
2.

2.
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Fig. 11. Right click commands of the keyword exploration system 

Defining too much knowledge in the ontology can cause the system to show too much 
information. Therefore, design principles are the most important problem. Building 
methods for large-scale ontologies are also an important issue. We are investigating 
methods to support extensions of the biomimetics ontology from several approaches 
using text mining techniques and exiting LOD.   

6 Related Work 

Biomimetics databases are being developed by other research groups, for example, 
BIOMIN-GLOBE7 by TU Bergakademie Freiberg and Ask Nature8. There are mainly 
for providing case studies related to biomimetics while they support a thesaurus or 
terminology for biomimetics. As discussed in section 2.2, thesauri are not sufficient 
for use with biomimetics databases because they are domain dependent. Cheong [4] 
and Stroble [11] proposed methods to translate biological terms to engineering terms 
via functional terms. They are corresponded to keyword translation introduced in 
section 2.2. On the other hand, this paper focuses on keyword exploration for retriev-
ing information from biomimetics databases.  

                                                           
7 http://tu-freiberg.de/en/exphys/biomineralogy-and-extreme-biomimetics 
8 http://www.asknature.org/ 

Show related Info.
on DBpediaand Wikipedia

Show the selected path

Explore next paths

Search on CiNii
(DB for academic paper)
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There are also many approaches to Semantic Search using SPARQL. For example, 
Ferré and others propose Query-based Faceted Search (QFS) for support in navigating 
faceted search using Logical Information System Query Language (LISQL) [12] and 
implement it based on SPARQL endpoints to scale to large datasets [13]. Popov proposes 
an exploratory search tool called Multi-Pivot [14], which extracts concepts and relation-
ships from ontologies according to a user’s interest. These are visualized and used for 
semantic search among instances (data). The authors took the same approach as Popov. 
Considering how to use these techniques in our system is an important future work. 

7 Conclusion and Future Work 

This paper outlined a biomimetics ontology and an associated keyword exploration 
system for a biomimetics database. Since the current version of the system is a proto-
type, it uses only a small ontology and has limits on the conditions of exploration. 
However, it was well received by researchers on biomimetics. In fact, one of them 
said that the resulting path from Antifouling to Sandfish shown in Fig. 10 was unex-
pected. This suggests that the proposed system could contribute innovations in bio-
mimetics. The researchers also plan to use the biomimetics ontology and system as an 
interactive index for a biomimetics textbook. 

Future work includes extensions of the biomimetics ontology and the exploration sys-
tem. For the former, we plan to use documents on biomimetics and existing linked data 
related to biology and consider some methods for semi-automatic ontology building 
using them. We also plan to align the biomimetics ontology with existing functional 
ontologies and thesauri. For later, we are exploring potentially useful patterns through 
discussion with biomimetics researchers and ontology engineers. We also plan to develop 
more detailed exploration functions such as refinement of search results, faceted search, 
etc. Evaluation of the keyword explorer is also an important future work. 

The current version of the proposed system is available at the URL 
http://biomimetics.hozo.jp/ontology_db.html . 
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Abstract. How to explore semantic data such as linked data, knowledge 
graph, ontologies etc. and get appropriate information from them are very 
important techniques for intelligent application systems based on them. In 
this article, we focus on intelligent exploration of ontologies since ontologies 
provide systematized knowledge to understand target domain and contribute 
to deep understanding of semantic data. The authors propose a novel concep-
tual search method called “Multistep Expansion based Concept Search” to get 
appropriate concepts from ontologies according to the user’s intentions and 
purpose.   

Keywords: Ontology · Concept search · Intelligent exploration  

1 Introduction 

Intelligent exploration of semantic data such as linked data, knowledge graph, ontolo-
gies and so on, is one of important techniques to make the most use of vast amounts 
of information being developed from day to day. In particular, we focus on intelligent 
exploration of ontologies since ontologies provide systematized knowledge to under-
stand target world and contribute to deep understanding of semantic data.  

In previous works, the authors proposed divergent exploration of ontology and 
showed it contribute to the user’s understanding of ontology according to their inten-
tion and interests [1, 2]. Ontology explorations are done through finding concepts re-
lated with a focused concept and trace them repeatedly. When an ontology exploration 
system finds related concepts, it has to consider not only concepts which are directly 
connected with the focused concept through some relationships but also concepts 
which are indirectly related through conceptual structures in the target ontology. For 
example, when we explore a dish ontology in Fig.1, meat is directly connected with 
meat dish and indirectly related with beef steak. These related concepts are acquired by 
concept search techniques.  

In order to get good results through ontology exploration, we need a technique of 
concept search to acquire appropriate concepts requested by the user. Though there 
are some approaches for concept search in ontologies, there are some rooms to im-
prove it in order to deal with conceptual structure of ontologies more efficiently. It is 



 Choosing Related Concepts for Intelligent Exploration 379 

 

Fig. 1. An example of dish ontology 

dish has-Ingredient
food

restriction on property

is-a (sub-class-of) relationship
Legends

meat dish
has-Ingredient

meat
broiled 
meat dish

has-Ingredient
beef

fried 
meat dish

has-Ingredient
pork

fried pork beef steak

partly because that most concept search 
techniques tend to get all concepts which 
satisfy search conditions while ontology 
explorations needs flexible classification of 
search result. To overcome these issues,  
the authors propose a novel conceptual 
search method called “Multistep Expansion 
based Concept Search” which the user can 
get appropriate concepts from ontologies 
according to the user’s intentions and  
purpose.   

This paper is organized as follows. The 
next section overviews related works about 
semantic search. Section 3 outlines basic 
characteristics of concept search in ontolo-
gy. In Section 4, we propose Multistep 
Expansion based Concept Search and its implementation is discussed in Section 5. 
Finally, we present concluding remarks with a discussion of future work.  

2 Related Works 

There are many approaches for Semantic Search. They are classified into instance 
search and concept (class) search. Faceted Search is the most major method for in-
stance searches. For example, Ferré proposes Query-based Faceted Search (QFS) 
which support to navigate faceted search by Logical Information System Query Lan-
guage (LISQL) [3]. Simple Protocol and RDF Query Language (SPARQL) is the 
most major query language for Semantic Web. Because it is a query language for 
RDF, it also can be used for concept searches in ontologies which are written in RDF 
such as RDFS and OWL. However, SPARQL is not for concept search since it does 
not support semantics of ontology language while SPARQL 1.1 supports some rea-
soning such as property chain. For example, when we want to get classes which has a 
restriction using SPARQL, we have to know RDF graph representation of the restric-
tion. 

On the other hands, some systems support concept search more efficiently. Protégé 
4 provides DL Query tab for concept search.  It enables the user to search concepts 
whose definitions match a search condition described by the user in Manchester OWL 
Syntax. This is a fundamental method for concept search.  

Concept search are used for semantic search systems which use semantic informa-
tion of ontologies. Dimitrios formalizes queries for concept search and develops a 
support system for DL query description using a graphical user interface [4]. This is 
an approach to help the user to describe queries. Popov proposes exploratory search 
called Multi-Pivot [5]. It extracts concepts and relationships from ontologies accord-
ing to a user’s interest. They are visualized and used for semantic searches. This is a  
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good example, conceptual structures in ontology are used for semantic searches for 
instances. Ravish proposes a hybrid search which combines keyword search by natu-
ral language and semantic search [6]. PowerAqua is a multi-ontology based question 
answering system [7]. They are also conceptual structure in ontologies, and concept 
search is one of key techniques to realize them.  

Our approach shares a lot with concept search methods used in these existing se-
mantic search system. However, our main concern is not how to query and get search 
results but how to classify search results. Many concept search systems show the 
search results just a list and some others show them with some categorizations in tag 
style or hierarchy structure. Although is-a hierarchies of concepts are used to show 
such categories, we want to introduce other classification of search results from onto-
logical point of view.  

3 Concept Search in Ontology  

In ontologies, concepts are defined by relationships with other concepts. Therefore, 
concept search in an ontology is not simple string matching but semantic search using 
relationships between them. The most essential relationships are is-a (sub class of) 
relationships between sub concepts (classes) and super concept (classes). Because is-a 
relationships have semantics that sub concepts inherit all definition of their super 
concept, they are used to systematize concepts which have some similar definitions.  
Other relationships are used to represent definitions of concepts. They are used to 
describe search conditions for concept search.  

For example, when a user searches “dish whose ingredient is meat” in a dish ontolo-
gy shown in Fig.1, a search system find concepts which has has-Ingredient relationship 
(property) with meat. In the case of ontology in OWL, it means to find sub classes of 
dish which has a restriction on has-ingredient property as meat.  

Here, according to semantics of is-a relationships discussed the above, all sub con-
cepts of concepts which satisfy the search condition also satisfy it. However, it de-
pends on the user’s intention and purpose which concepts are needed as the search 
result. In the case of the above example, we can consider some kinds of purposes as 
follows; 

1. When the user wants to get the most general definition of dish whose ingredient is 
meat to know its common characteristics, the search result should be only meat 
dish.  

2. When the user wants to know dishes common to all kind of meat (not specific 
kinds of meat), the search result should be meat dish, broiled meat dish and fried 
meat dish whose ingredients are (not specific kinds of) meat. 

3. When the user wants to know all dish whose ingredient is meat, the search result 
should be all meat dishes shown in Fig.1. 

In order to deal with such intentions and purpose for concept search, we have to con-
sider ontological meanings of concept search and classifications of search result. This 
topic is discussed in the following sections. 
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4 Multistep Expansion Based Concept Search 

4.1 Basic Idea  

In most semantic concept search methods, main search condition is definitions of con-
cepts in which the user is interested.  That is, its results are concepts whose definitions 
satisfy the search condition. Here, all sub concepts (sub classes) of the resulting con-
cept also satisfy the search condition because all sub concepts inherit definition of their 
upper concepts (super classes). Therefore, it is a useful way to browse the search re-
sults one by one according to there is-a hierarchy.  

In this method, though the search result is considered as a single set of concepts 
whose definitions satisfy the search condition, conceptual differences among these 
concepts are unclear. For example, when a user searches “dish whose ingredient  
is meat” in an ontology shown in Fig.1, it is not clear whether its result should include 
“dish whose ingredient is beef or pork” or it should be only “dish whose ingredient  
is (not specific kinds of) meat”. It depends on intention of the user. So, in order  
to represent the user’s intention appropriately, the search result should be classified 
systemically.   

It is important to systematize search results according to feature of concepts on 
which the user focuses so that the user can use conceptual definition in ontology effi-
ciently. On the basis of this observation, the authors propose a novel search method, 
which is named Multistep Expansion based Concept Search, which extracts concepts 
in ontology according to the user’s interests represented as search condition. The pro-
posed method consists of two expansion methods for concept hierarchies. One is result 
expansion which use is-a hierarchies of resulting concepts.  The other is condition 
expansion which use is-a hierarchies of concepts which appear in search conditions.  

4.1.1   Result Expansion 
In concept search in ontologies, its results are 
concepts whose definition satisfies its search con-
dition. In the followings, we call the results result-
ing concepts. All sub concepts of a resulting con-
cept also satisfy the search condition since all sub 
concepts inherit definitions from its super concept 
according to is-a hierarchy of them. Based on this 
feature of is-a hierarchy, we can expand a result-
ing concept according to its is-a hierarchy and get 
its sub concepts as another resulting concepts. We 
call such a method result expansion.  

For example, when a user searches “dish 
whose ingredient is meat” and gets meat dish as a 
resulting concept, the user also gets its sub con-
cepts such as broiled meat dish and fried meat dish as resulting concepts using result 
expansions. 

dish has-Ingredient
food

restriction on property
is-a (sub-class-of) relationship

Legends

meat dish
has-Ingredient

meat

broiled 
meat dish

has-Ingredient
beef

fried 
meat dish

has-Ingredient
pork

fried pork beef steak

inheritances
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Fig. 2. Examples of inheritances 
and specializations of restrictions 



382 K. Kozaki 

 

Here, we can classify result expansions into three levels by considering inherit-
ances and specializations of restrictions on properties. By specializations of restric-
tions we mean restrictions which specializes a restriction inherited from its super 
concept. In the case of an example in Fig. 2, meat dish has a restriction on has-
ingredient property as meat. Its sub concepts such as broiled meat dish and fried meat 
dish inherit the restriction on has-ingredient as is. Furthermore, in their sub concepts 
such as beef steak and fried pork, restrictions on has-ingredient are specialized from 
meat to beef and pork. Note here that all of these sub concepts satisfy definition inhe-
rited form their super concept, in this case meat dish, whether some restrictions are 
specialized or not. Therefore, when a user searches “dish whose ingredient is meat”, 
all of them satisfy the search condition. On the basis of the above considerations, we 
introduce three levels of result expansions as follows; 

• Result Expansion: Level 0 The user does not use result expansion and gets only 
top (the most upper) concept which satisfy a search condition as resulting concepts.  

• Result Expansion: Level 1 The user gets resulting concepts which inherit the 
restriction on property specified in a search condition as is without specializations. 
That is, when the restriction is specialized in sub concepts, they are not expanded. 

• Result Expansion: Level 2 The user gets all resulting concepts inherit the restric-
tion on property specified in a search condition whether it is specialized or not. 
That is, all sub concepts of the resulting concepts gotten in level 0 are expanded. 

Here, we call concepts whose definition have a restriction specified as the search 
condition search condition directly match concepts. And we call concepts whose 
definition have a specialization of the restriction specified as the search condition is 
defined specialized search condition match 
concepts.  

4.1.2   Condition Expansion 
When a user searches concepts whose defini-
tion refers a concept (denoted by C) in a prop-
erty restriction, concepts whose definition 
refers a sub concepts of C also satisfy the 
search condition. That is, when a search condi-
tion is “concepts whose definitions include a 
restriction on property p as concept C”, “con-
cepts whose definitions include a restriction on 
property p as sub concepts of C” are also its 
resulting concepts. In this way, we can expand 
a concept which is referred to in search condi-
tion according to its is-a hierarchy and get its concepts whose definitions refer to its sub 
concepts as another resulting concepts. We call such a method condition expansion.  

For example, when a user searches “dish whose ingredient is meat” in a dish ontol-
ogy shown in Fig.3, its search condition is “dish whose definition includes a restriction  
 

Fig. 3. A dish ontology 
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on has-ingredient property as meat”. In a case that the user does not use condition 
expansion, he/she gets only meat dish, which has a restriction on has-ingredient prop-
erty as meat, as the search result. On the other hand, in a case that the user use condi-
tion expansions, the search condition is expanded to “dish whose definition includes a 
restriction on has-ingredient property as beef or pork” according to is-a hierarchy of 
meat, and the user gets beef steak and fried pork as the search result.  

When we use condition expansions, we do not consider is-a hierarchies of resulting 
concepts. That is, resulting concepts by condition expansions do not include concepts 
which inherit the restriction on property specified in a search condition as is. It means 
that resulting concepts by condition expansions represent boundary where definition 
specified in a search condition is specialized.   

4.2 Combination of Result Expansion and Condition Expansion  

Before we discuss combination of result expansion and condition expansion, we con-
sider differences of resulting concepts by two expansions. When we use result expan-
sion, all resulting concepts are sub concepts of concepts which directly satisfy an 
original search condition. On the other hand, when we use condition expansion, 
search condition is expanded according to is-a hierarchy of a concept which is re-
ferred to in an original search condition. Therefore, resulting concepts by condition 
expansion could include concepts other than resulting concepts by result expansion.  

For example, we suppose that a user searches “dish whose ingredient is meat” in a 
dish ontology shown in Fig.4 (its search condition is “dish whose definition includes a 
restriction on has-Ingredient property as meat”). In this case, the user gets meat dish 
as a search condition directly match concepts. Then, the user gets sub concepts of 
meat dish (e.g. beef steak, fried pork) as resulting concepts by result expansions. On 
the other hand, the user can also get beef salad and pork salad as resulting concept by 
condition expansions while they are not included in resulting concepts by result ex-
pansions.  

In this way, resulting concepts by result expansions and condition expansions are 
different. It suggests us that combinations of two expansions more detailed classifica-
tion of search result. Because result expansion has three levels and condition expan-
sion has two levels (apply or not), we can consider six patterns of combinations as 
follows; 

 
(1) Result expansion: level 0 + Condition Expansion: not applied  
(2) Result expansion: level 1 + Condition Expansion: not applied  
(3) Result expansion: level 2 + Condition Expansion: not applied  
(4) Result expansion: level 0 + Condition Expansion: applied  
(5) Result expansion: level 1 + Condition Expansion: applied  
(6) Result expansion: level 2 + Condition Expansion: applied  

 
In the followings, we discuss each pattern using the same example shown in Fig.5. 
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Fig. 4. Differences of resulting concepts by result expansions and condition expansions 

Pattern (1) is concept search without result expansions nor condition expansion. Its 
resulting concept are only search condition directly match concepts (e.g. meat dish). 

Pattern (2) and (3) get sub concepts of search condition directly match concepts, 
which are result by (1), as resulting concepts. In the case of (2), resulting concepts are 
concepts which inherit the definition specified in the original search condition as is 
(e.g. broiled meat dish, fried meat dish). In the case of (3), resulting concepts include 
concepts whose definitions are specialized from the definition specified in the original 
search condition (e.g. beef steak, fried pork). That is, resulting concepts by pattern (3) 
are all sub concepts of resulting concept by (1).  

Pattern (4) gets not only search condition directly match concepts (e.g. meat dish) 
but also specialized search condition match concepts. Some of them (e.g. beef salad 
and pork salad) are not sub concepts of the search condition directly match concepts 
as discussed the above.  

Pattern (5) and (6) also gets sub concepts of result by (4) as resulting concepts. Al-
though pattern (5) expands only sub concepts which inherit the definition specified in 
expanded search conditions by (5) as is, its resulting concepts are the same with result 
by (6) because specialized search condition match concepts are already expanded by 
(4). That is, (5) and (6) can be integrated to one pattern and its resulting concepts 
include all concepts which satisfy the original search condition. Furthermore, when all 
specialized search condition match concepts are sub concepts of search condition 
directly match concepts, resulting concepts by (3), (5) and (6) are the same.  

5 Implementation 

The authors developed a Multistep Expansion based Concept Search System based on 
the considerations in section 4. It is implemented using Java with Hozo Core which is 
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Fig. 5. An example of search result in Multistep Expansion based Concept Search System 

API for ontology built by Hozo1. Fig.5 shows an example of search result when a user 
searched “dish whose definition includes a restriction on has-Ingredient property as 
meat” in a dish ontology (It is another ontology than the dish ontology in Fig.4).  

The search result is visualized using graphical user interface in a tree. Resulting 
concepts are represented by tree nodes according to classifications of resulting con-
cepts. A Node with icon shows the name of resulting concepts, the number of its sub 
concepts, the number of specialized search condition match concepts in its sub con-
cepts, the search condition which the resulting concepts satisfies (see Fig.5(a)). Nodes 
whose label is “・・・・・” represents sub trees between search condition match 
concepts is omitted to show. The number with the node represents the number of 
omitted concepts. When the user clicks the node, the omitted concepts are shown like 
Fig.5(b).  

Through this tree interface, the user can capture and understand results of concept 
search systematically according to definition he/she has interested in while it is diffi-
cult in existing one by one expansions of is-a tree.   

6 Conclusion 

In this paper, we proposed Multistep Expansion based Concept Search and a search 
system based on the method. Its feature is classifications of search results according 
to ontological differences of resulting concepts.  It could help the users to capture 
and understand the search result according to their interests. As the result, it could be 
an essential technique for semantic exploration of ontologies and other semantic data 
based on ontologies. Future works include an integration of the proposed method and 
other ontology exploration methods such like our previous works [1, 2], application of 

                                                           
1 http://www.hozo.jp 
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the system for other ontologies, and improvements of the system through feedbacks 
from them. Evaluation of the proposed system is also an important future work. 
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Abstract. In the last few years, the large amount of personal information in 
RDF format is widely deployed. To access the semantic information, it needs a 
semantic formal query (e.g. SPARQL query). However, this kind of query re-
quires users to know the ontology structure and master its syntax. This paper 
proposes the X-SKengine, the semantic keyword search engine for specific ex-
pert discovery domain. The X-SKengine transforms the user keywords to the 
SPARQL query using a bidirectional fix root query graph construction algo-
rithm which is able to compute the query graphs without limitation of the direc-
tions of relationships in ontologies. The experiment was conducted to compare 
the capability of SPARQL query construction between X-SKengine and the 
previous version. The results show that X-SKengine can automatically con-
struct SPARQL queries relevant to meaning of user keywords for various on-
tology structures.  

Keywords: Semantic keyword search · Bidirectional fix root · Query graph 

1 Introduction 

Recently, there are attempts to develop a keyword search interface to help end-users, 
without technical expertise to query the semantically enriched information in RDF 
format. Many semantic keyword search approaches [1-5] use a query graph construc-
tion technique to generate the semantic formal queries. One is SKengine [4], a seman-
tic keyword search for the specific expert finding domain. It is based on the query 
graph construction algorithm named “fix root node query graph construction”. The 
algorithm allows application developers to define a type of answer for their informa-
tion requirement (i.e. person). SKengine is originally designed for the star-shaped 
ontology, a common structure of the personal ontology. However, it was found, 
SKengine is not compatible with other ontology structures, not fixed to a position of 
the central node as well as the direction of relationships between nodes.  

This paper reports X-SKengine, the refined version of SKengine and the new query 
graph construction algorithm named “bidirectional fix root query graph construction” 
is proposed. The algorithm uses D-LKN index for computing query graphs, without 
limitation of directions of relationships between nodes.  
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The paper is structured in the following way.  The related work is given in the 
next section. Section 3 gives details of the overview architecture of X-SKengine. 
Section 4 describes the construction of D-LKN index. Then full details of bidirection-
al fix root query graph construction algorithm, including pseudo code are discussed in 
Section 5. The evaluation study is provided in section 6. The last section discusses the 
conclusion and recommendations for the future work.  

2 Related Work 

This section discusses semantic keyword search systems based on the query graph 
construction approach. In SPARK [1], the Kruskal’s minimum spanning tree algo-
rithm is used for constructing query graphs. The query graph involves exploring the 
RDF graph and discovering the appropriate connecting nodes. The query graph links 
each path of mapped entities together. Elbassuoni and Blanco [5] proposed a retrieval 
model for retrieving a set of sub-RDF graphs which match the user keywords. In addi-
tion, the statistic model is used for the query graph ranking scheme. Tran et al [3] 
proposed a query graph construction approach used a traversal graph algorithm for 
traversing an RDF graph. Then the algorithm finds the neighboring entities of each 
mapped entity within a limited range. As a result, possible sub graphs which contain 
the mapped entities and link of their connecting nodes are extracted for generating the 
semantic query. 

Unfortunately, the computational cost is the main drawback of the above ap-
proaches. This is because these algorithms require the exploration of the entire RDF 
data graph. While Q2semantic [2] is different. Q2semantic uses an RDF graph clus-
tering technique to infer an ontological structure from the schemaless RDF graph. 
Q2semantic adopts a single-level search algorithm in Blink [8] to generate top-k 
query graphs (distinct root) by exploring the extracted ontology structure.  

X-SKengine also adapts single-level index in Blink by combining LKN entry and 
directions of the relationships between nodes together. The new index is named D-
LKN index. The X-SKengine is different from Q2semantic because the query graph 
construction is simplified by restricting the query graphs with the fixed root. In addi-
tion D-LKN index supports query graph calculation based on the bidirectional  
graph traversing. This enables the query graph construction with various ontology 
structures.  

3 Overview of X-SKengine Architecture 

The X-SKengine architecture is inherited from the SKengine architecture. As depicted 
in Fig. 1, it consists of two modules (i.e. pre-processing module, and formal query 
construction module). The pre-processing module consists of two types of indexes: 
entity index and D-LKN index. The entity index is an inverted file of ontology entity 
labels/comments and literals of instances in the RDF data. This index is used to  
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support mapping keywords to the corresponding entities in the formal query construc-
tion module. The D-LKN index captures an ontology structure including distances of 
paths, relationships and directions of relationships between nodes. This index is for 
supporting query graph computation (see detail of D-LKN index in section 4). 
 
 

 

Fig. 1. The X-SKengine architecture 

The formal query construction module is to compute query graphs. After a user en-
ters a keyword phrase in the search box, the entity mapping component maps the 
keywords to the entity index and then prepares query sets which obtain initial nodes 
for the query graph construction component. The query graph construction compo-
nent will then construct query graphs from a set of query sets. This component will 
produce all the possible query graphs by interpreting the meanings captured by se-
mantics. The query graph ranking component will rank and select the most relevant 
query graph that matches the meaning of user keywords. The selected query graph is 
forwarded to the SPARQL construction component which will translate the query 
graph into a string conforming to the corresponding SPARQL syntax. The SPARQL 
query execution component will run SPARQL query and return the results to the user. 

4 D-LKN Index 

The D-LKN index is adapted from the LKN index in Blink [8]. In general, the LKN 
index is designed for star-shaped ontology structure. It captures the distance between 
nodes but it does not take into account on directions of relationships between them. 
To address the limitation of LKN index, the combination of LKN entries and the di-
rection of relationships between nodes are required. As a result the new type of index 
named D-LKN index is proposed to support the query graph construction with more 
complicated ontology structure. The D-LKN structure consists of the LKN entry and 
attributes about directions of relationships as shown below. 
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LKN entry 

-dist: is the shortest distance between a node to the node containing 
keyword (knode) 
-node:  is any node that its connection path can reach to knode 
-first: is the first node on the shortest path from node to knode 
-knode: is the class that its label contains the keyword 

 
 
 
Direction 

-property: is the relationship between node and first 
-If the direction of the relationship between node and first is 
“source”, then we define, the domain is node and range is first. 
However, if the direction is “sink”, then domain will capture first 
and range contains node. 
-pnumber: is the number of RDF statements associated to each rela-
tionship between the domain and range. 

 
To construct D-LKN index, paths that link from any nodes to knode are computed ac-

cording to different distances. For example, Fig. 2 illustrates the D-LKN list of keyword 
“Publication”. As can be seen, one of the entries reflects the fact that the shortest path 
from “class: Article” to “class: Publication” has distance 1 and first is “class: Publica-
tion”. The “class:Article” and “class:Publication” are connected with object property 
“isIncludeIn”. For the direction, we can see that,“Class: Article” is domain and “class: 
Publication” is range. In addition, all subclasses of knode and node will also be indexed. 

 

Fig. 2. The Structure of DBLP Ontology and the D-LKN (Publication) 

5 Bidirectional-Fix-Root Query Graph Construction 

The basic principle of this algorithm is to convert all query sets into query graphs. 
Fig. 3 illustrates the example of a query set corresponded to user keywords ("W3C 
XML website"). To construct query graph, the disjointed initial set of nodes will be 
connected and traced right to the root node step by step. 
 

 

Fig. 3. An example of the query sets associated with user keywords "W3C XML website" 
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The algorithm of bidirectional fix root query graph construction is shown in Fig. 4. 
Input to the algorithm is query set S= {initial_node1, initial_node2,…,initial_noden} 
where n = the number of keyword terms; and  r = the root node of interest. The out-
put is a query graph. 

 

ConstructGraph(r,initial_node1,…, 

               initial_noden) 

1 {for i  [1,n] do 

2 {nodei= new node (initial_nodei) 

3 nodei.status = true} 

4 for i   [1,n] do 

5 {checkDisjoint(nodei) 

6  checkRelation(nodei)} 

7 while (checkEnd (  i [1,n]:  

nodei)// stopping condition 

8 { for  i   [1,n] do 

9  { if nodei.status  = true { 

10  node.i.new = expansion(nodei)     

11  nodei = node.i new                 

12  checkDisjoint(nodei ) 

13  checkRelation(nodei )} }} 

14   } } 

expansion (nodei)  

16{p_nodeListi.add(exploreDLKN(nodei))  

/* explore D-LKN index to find 

possible expanding nodes */ 

17 if(p_nodeListi.empty = ture)  

     /* no expanding node*/  

18 {expanding_node = null 

19  nodei.graph_flag = false /* it 

cannot construct query graph*/  } 

20  else   

21 SL1= for-

ward_Expansion(p_nodeListi) 

22 If (SL1 ==1) return 

p_nodeLListi.get(0).pos_node 

23 else  

24  expand_node = backward(SL1)} 

38  Return expand_node}

Fig. 4. Algorithm of Bidirectional fix root query graph construction 

Initially, the construction process starts with placing all the initial nodes as the 
lowest level nodes of the query graph. The statuses of all initial nodes are “active”, 
(line 3: node.status = true). The query graph construction uses a bottom-up approach 
based on two basic operations - node merging and node expansion (see Fig.5).  

Node Merging 
For each node (nodei), merging verification will be taken with others (nodej) in round-
robin (line 4-6). Merging between two nodes can take place when one of the following 
function is true: (i) the function: checkDisjoint is used to check if each pair of nodes has 
the same class or if one is a super class of the other. The status of the merged node is 
“non-active”; (ii) the function: checkRelation is used to check if the pair of nodes has a 
relationship with each other. The D-LKN index is used to determine the active node. The 
node with a shorter distance to the root is active. Unfortunately, if any couple of nodes 
have the same distance, the domain of the relationship is active. 

Node Expansion  
Each active node will expand to a new connecting node, in the round robin (line 8-10). 
This is an iterative process with the aim to move up one level at a time towards the 
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root node. The bidirectional traversal approach is used to determine which node will 
be chosen. 

Forward Expansion 
Given the possible node list (p_nodeListi), the distance from each possible nodes to 
the root is considered as a forward expansion condition. If the distance is null then 
that node will not be chosen because it never reaches the root.  

Backward Expansion 
The remaining possible nodes from forward expansion (SL1) are further determined by 
using backward expansion condition; (i) if there is the only one possible node in SL1 
and it can be merged with other active nodes, then it will be the node in the query tree 
constructed so far. (ii) In the case that there are more than one possible nodes (i.e. 
SL1.lenght > 1), the selected node is the one which has the most frequency of merging 
with other nodes. (iii) Unfortunately, if the previous condition is inadequate to deter-
mine, a node with the shortest length to the pre-defined root will be chosen. Finally 
the expanding node is returned with the notice of the direction of relation between the 
expanding node and the old node.  

 

Fig. 5. Two basic operations - node merging and node expansion 

Stopping 
The loop of node merging and node expansion is repeated until stopping condition which 
is checked by function:CheckEnd (line7). The algorithm stops whenever, all current 
nodes are non-active because the node all converge to the root node. In this case the algo-
rithm returns a query graph. Otherwise, the graph status is false and no result is returned. 

The query graph construction process may result more than one possible query graphs 
with different meanings. Therefore, ranking will be taken to compute the most relevant 
query graph to the user’s information need. X-SKengine still uses the same ranking 
schemes as SKengine. 
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6 Evaluation 

6.1 Experiment Setup 

This experiment was to compare the capability of X-SKengine with the SKengine (i.e. 
the previous version) as regards the semantic query construction with different ontol-
ogy structures. The test set of ontologies includes OntoLife [7], RDFResume [9], 
DBLP [10], FOAF [6] and Researcher (i.e. the designed ontology for describing re-
searcher information). OntoLife is the star-shaped ontology for comparing with the 
others. Five sets of simulated RDF information associated with each ontology were 
constructed. In addition, five colleagues of the author were asked to provide 20 key-
word queries along with the description in natural language. An example of a key-
word query for DBLP ontology is “WC3 XML website” and the related description is 
“Who is author of title XML in W3C web site?” 

For assessing the effectiveness of the generated semantic queries and rankings, 
Mean Reciprocal Rank (MRR) [11] was adopted with regard to the system created a 
candidate list of SPARQL queries in order by ‘probability of acceptability’. The ac-
ceptable SPARQL query referred to the query that was equivalent to the manually 

generated SPARQL query. MRR = | | ∑  where |NKP| is the number of 

keyword phrases in the test set; ranki = order of the acceptable SPARQL query of 
each keyword phrase. For the experiment process, each ontology, RDF data graph and 
the test set of user keywords were input to X-SKengine and SKengine. After being 
run, the rank of acceptable SPARQL query of each keyword phrase was recorded, 
Finally the MRR value was calculated.  

6.2 Result and Analysis 

The results are summarized in Table 1. As can be seen, SKengine can  provide the 
high values of MRR for the star-shaped ontology as Ontolife. Unfortunately for other 
ontology structures, it returned significantly lower values of MRR. This points that 
SKengine is only specific for star-shaped ontology. While X-SKengine provides the 
high value of MRR for  all tested ontology structures. That means the X-SKengine 
has capability to generate and rank the acceptable semantic query relevant to the 
meaning of user keywords without limitation of ontology structures. 

Table 1. Result of the experiment 

Ontologies Size of RDF 
data (MB) 

MRR 

SKengine X-SKengine 
RDF Resume 10.6  0.15 0.75 
Ontolife 9.0  0.78 0.78 
DBLP 11.1      0.10 0.72 

FOAF 12.0  0.28 0.75 
Researcher 12.5  0.30 0.81 



394 S. Sitthisarn 

 

7 Conclusion 

This paper proposed X-SKengine with the novel bidirectional fix root query graph 
construction algorithm. This is for solving limitation of query graph construction in 
the previous work. The experiment shows that, X-SKengine has capability to generate 
and rank the acceptable semantic query relevant to the meaning of the user keyword 
without limitation of ontology structure. An important next step of X-SKengine in-
volves the investigation of machine learning techniques for improving the ranking 
capability.  
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Abstract. Intelligent Speed Adaptation (ISA) is one of the key tech-
nologies for Advanced Driver Assistance Systems (ADAS), which aims
to reduce car accidents by supporting drivers to comply with the speed
limit. Context awareness is indispensable for autonomous cars to perceive
driving environment, where the information should be represented in a
machine-understandable format. Ontologies can represent knowledge in
a format that machines can understand and perform human-like reason-
ing. In this paper, we present an ontology-based ISA system that can
detect overspeed situations by accessing to the ontology-based Knowl-
edge Base (KB). We conducted experiments on a car simulator as well as
on real-world data collected with an intelligent car. Sensor data are con-
verted into RDF stream data and we construct SPARQL queries and a
C-SPARQL query to access to the Knowledge Base. Experimental results
show that the ISA system can promptly detect overspeed situations by
accessing to the ontology-based Knowledge Base.

Keywords: Ontology · Intelligent SpeedAdaptation (ISA) ·Autonomous
car · Knowledge Base · SPARQL · RDF stream

1 Introduction

Advanced Driver Assistance Systems (ADAS) are designed to improve car safety
by perceiving a driving environment and making decisions for safe driving. Over-
speed is one of the main causes of car accidents, which should be automatically
detected to warn the drivers or the autonomous cars. Intelligent Speed Adapta-
tion (ISA) technology is one of the most cost-efficient way to improve roadway
safety by gaining the speed limits from digital maps or vehicle-to-roadside wire-
less communication [7]. Advanced digital maps include not only road topological
information, but also speed limits, nearest Points-Of-Interests (POI) such as
schools and restaurants.

Current intelligent autonomous cars sense and perceive surrounding environ-
ment with sensors such as a camera, lidar, and GPS. These sensors and digital
map information should be represented in the format that autonomous cars
can understand. Therefore, we use ontologies to represent knowledge, which is
c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 397–413, 2015.
DOI: 10.1007/978-3-319-15615-6 30
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defined as an explicit specification of a conceptualization [9]. Ontologies are the
structural frameworks for organizing information and are used in artificial intel-
ligence, Semantic Web, biomedical informatics, and information architecture as
a form of knowledge representation about the world or some part of it.

Resource Description Framework (RDF) is designed for conceptual descrip-
tion that provides a clear specification for modeling data [3]. An instance is
described by a collection of RDF triples in the form of <subject, property,
object>, where property is also called predicate [20]. The Web Ontology Language
(OWL) is a semantic markup language developed as a vocabulary extension of
the RDF with more vocabularies for describing classes and properties [6]. To
represent the sensor stream data from the sensors equipped on the autonomous
cars, we use timestamp-based temporal RDF representation to construct RDF
Stream data [10]. SPARQL Protocol and RDF Query Language (SPARQL) is
a powerful RDF query language that enables Semantic Web users to access to
static RDF data [11]. C-SPARQL is an extension of SPARQL designed to express
continuous queries such as RDF stream data [5].

In this paper, we introduce an ontology-based Knowledge Base and an ISA
system that detects overspeed at real-time. The ISA system receives RDF stream
data from sensors and query on the ontology-based Knowledge Base to gain speed
limits of different roads and school zones to send overspeed warning.

The remainder of this paper is organized as follows: In Section 2, we introduce
some of the related research papers that utilize ontologies for autonomous cars.
We introduce the flowchart of the ISA system and the ontology-based Knowledge
Base in Section 3. Section 4 shows experimental results with car simulator and
real-world sensor data collected with an intelligent car. In Section 5, we discuss
the advantages of our approach and some issues occurred in the experiments. At
last, we conclude and state future work in Section 6.

2 Related Work

Many researchers have utilized ontologies for ADAS or autonomous vehicle con-
trolling. A simple ontology that includes context concepts such as Mobile Entity
(Pedestrian and Vehicle), Static Entity (Road Infrastructure and Road Intersec-
tion), and context parameters (isClose, isFollowing, and isToReach) is modeled
to enable the vehicle to understand the context information when it approaches
road intersections [4]. By applying 14 rules written in Semantic Web Rule Lan-
guage (SWRL), the ontology is able to process human-like reasoning on global
road contexts.

Two ontology models about autonomy levels and situation assessment for
Intelligent Transportation Systems (ITS) are introduced for co-driving [14]. One
ontology defines the relationship between the automation levels and the algo-
rithmic needs. The other ontology is related to the situation assessment level
including the concepts of driver, ego-vehicle, communication, free zone, mov-
ing obstacles, and environment. Inference rules are defined to link the situation
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Fig. 1. ISA System Flowchart

assessment ontology to the automation level ontology, which contains five con-
trol levels of a car: longitudinal control, lateral control, local planning, parking,
and global planning.

A complex intersection ontology, which contains concepts of car, crossing,
road connection (lane and road), and sign at crossing (traffic light and traffic
sign) is introduced to form a lean ontology to facilitate fast reasoning that is close
to real-time [12]. Another ontology-based traffic model that can represent typical
traffic scenarios such as intersections, multi-lane roads, opposing traffic, and bi-
directional lanes is introduced in [15]. Relations such as opposing, conflicting,
and neighboring are introduced to represent the semantic context of the traffic
scenarios for decision making.

In contrast to the above research, our approach aims for constructing an
ontology-based Knowledge Base, which is based on map, control, and car ontolo-
gies. Ontology reasoning is conducted only once at the beginning of the experiment
and process sensor RDF stream data by executing SPARQL and C-SPARQL
queries. We make the most of Semantic Web technology to detect overspeed, which
is one of the most effective way to improve driving safety.

3 Approach

We propose an ISA system that enables the autonomous cars to perceive driving
environment for overspeed detection. An ontology-based Knowledge Base is the
essential component of the ISA system that contains machine-understandable
knowledge of environment such as speed limit information. In this section,
we will explain the flowchart of the ISA system and describe the ontology-based
Knowledge Base in detail. We will also give some examples of SWRL rules,
SPARQL, C-SPARQL queries that are used for the ISA system.
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(a) Knowledge Base Components (b) Map Visualization

Fig. 2. Knwledge Base

3.1 System Flowchart

Figure 1 shows the flowchart of ISA system. There are two resources of sensor
data: one is from PreScan simulator and the other is from the sensors installed
on an intelligent car. These sensor data are converted into RDF stream data for
further process.

C-SPARQL and SPARQL queries are performed on the RDF stream data to
detect overspeed. With C-SPARQL query, we check if a car’s velocity exceeds
its own maximum speed limit. We execute SPARQL queries on the inferred
Knowledge Base to retrieve current lane, speed limit, and update the next target
node according to the received real-time sensor data. SPARQL queries are only
performed when the car approaches to the closest position from the current
target node. By comparing a car’s velocity with the speed limit retrieved from
the Knowledge Base, we can send overspeed warning to the autonomous car.

3.2 Knowledge Base

Knowledge Base (KB) is indispensable for autonomous cars to perceive driv-
ing environment and to make safe driving decisions. To construct a machine-
understandable Knowledge Base, we construct several ontologies, instances, and
rules for autonomous cars.

In the following, we introduce the ontologies used for ISA system to detect
overspeed situations at real-time. Figure 2 shows the Knowledge Base, where
Fig. 2a shows the ontology-based Knowledge Base designed for the ISA system
and Fig. 2b shows the visualization of the map representation. The Knowledge
Base consists of three ontologies: map ontology, control ontology, car ontology;
three instance files of the map (Tempaku ward near the campus of Toyota Tech-
nological Institute), path, car; and rules based on the ontologies.

3.2.1 Ontologies
For practical usage of ontologies, they should support large-scale interoperability,
to be well-founded and axiomatized to be generally understood [18]. Ontologies
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Fig. 3. Map Ontology

are expressed in an ontology language, which usually deal with the following
kinds of entities [8]:

– Classes are interpreted as a set of instances in the domain defined by
owl:Class. Classes are also called concepts that are the main entities of an
ontology.

– Properties are also called predicates or relations, mainly categorized into
owl:ObjectProperty and owl:DatatypeProperty.

– Instances are interpreted as particular individuals of a domain, which are
defined by owl:Thing.

– Rules are statements in the form of an if-then sentence that describe the
logical inferences.

Protégé ontology editor is used for developing ontologies, which is an open
development environment for Semantic Web applications [13]. In the following,
we describe the main parts of three ontologies that are used for the ISA system.

1. Map Ontology
Digital map is one of the resources that an autonomous car can retrieve
knowledge about road and surrounding environment information. Therefore,
we constructed a map ontology that can describe the road, intersection, lane,
and speed limit.
Figure 3 shows the main classes of the map ontology, where the concepts
are linked with rdfs:subClassOf relation. A road consists of connected road
segments and junctions, where a road segment contains arbitrary number of
lanes. Each road has speed limit, which is described using a DatatypeProp-
erty map:speedMax1. The DatatypeProperty map:boundPOS (circle marks
in Fig. 2b) is used to describe boundary GPS point of junctions and road
segments. The ObjectProperty map:isLaneOf is defined to assert the relation
between lanes and road segments. A lane is described with map:enterPos and
map:exitPos (triangle marks in Fig. 2b), which indicates the enter and exit

1 PREFIX map: http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/Map#

http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/Map#
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Fig. 4. Control Ontology

Fig. 5. Car Ontology

GPS points, respectively. The DatatypeProperty map:osm ref is designed to
link the road in our Knowledge Base with OpenStreetMap road resources.

2. Control Ontology
The classes shown in Fig. 4 are used to represent paths of autonomous cars.
Instead of collecting all the GPS points of a trajectory, we use instances of
control:pathSegment2, which can be either an intersection or a lane. The
Node class contains startNode and endNode, which are the start and end
GPS positions. We assigned a DatatypeProperty control:pathSegmentID to
index path segments and use ObjectProperty control:nextPathSegment to
link connected path segments.

3. Car Ontology
The car ontology contains concepts of different types of vehicles and devices
which are installed on a car such as sensors and engines as shown in Fig. 5.
The ObjectProperty car:usedSensor3 is designed to relate sensors with a car,
and the DatatypeProperty car:distance front is used to measure the distance
from a sensor to the front of a car. We also added other DatatypeProperties
such as car ID, car length, and velocity to describe a car.

2 PREFIX control: http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/Control#
3 PREFIX car: http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/Car#

http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/Control#
http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/Car#
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Table 1. An example of map ontology based instances

Subject Property Object

tempaku:Hisakata2Road rdf:type map:LocalRoad
tempaku:Hisakata2Road map:speedMax “40”ˆˆkmh
tempaku:Hisakata2Road map:osm ref osm way:49559442
tempaku:Hisakata2Road map:hasIntersection tempaku:Hisakata2Int5 6
tempaku:Hisakata2Road map:hasRoadSegment tempaku:Hisakata2TTIRoadRS1
tempaku:Hisakata2Int5 6 rdf:type map:Intersection
tempaku:Hisakata2Int5 6 map:boundPos 35.107663, 136.983845
tempaku:Hisakata2Int5 6 map:boundPos 35.107846, 136.983889
tempaku:Hisakata2Int5 6 map:boundPos 35.107860, 136.983683
tempaku:Hisakata2Int5 6 map:boundPos 35.107708, 136.983604
tempaku:Hisakata2Int5 6 map:isConnectedTo tempaku:Hisakata2RS5
tempaku:Hisakata2Int5 6 map:isConnectedTo tempaku:Hisakata2TTIRoadRS1
tempaku:Hisakata2RS5 rdf:type map:RoadSegment
tempaku:Hisakata2RS5 map:boundPos 35.107663, 136.983845
tempaku:Hisakata2RS5 map:boundPos 35.107357, 136.984067
tempaku:Hisakata2RS5 map:isConnectedTo tempaku:Hisakata2Int5 6
tempaku:Hisakata2RS5Lane1 rdf:type map:OneWayLane
tempaku:Hisakata2RS5Lane1 map:enterPos 35.107353, 136.984054
tempaku:Hisakata2RS5Lane1 map:exitPos 35.107657, 136.983832
tempaku:Hisakata2RS5Lane1 map:isLaneOf tempaku:Hisakata2RS5
tempaku:Hisakata2RS5Lane2 rdf:type map:OneWayLane
tempaku:Hisakata2RS5Lane2 map:enterPos 35.107667, 136.983856
tempaku:Hisakata2RS5Lane2 map:exitPos 35.107362, 136.984081
tempaku:Hisakata2RS5Lane2 map:isLaneOf tempaku:Hisakata2RS5

3.2.2 Instances
Instances are also known as individuals that model abstract or concrete objects
based on the ontologies. With the three ontologies, we model instances such as
maps, paths, and cars. In the following, we give some examples of instances in
the Knowledge Base.

1. Tempaku Map Instance
Map instances include roads, road segments, intersections, lanes, schools,
etc. Table 1 shows instances of a road tempaku:Hisakata2Road, an inter-
section tempaku:Hisakata2Int5 64, a road segment tempaku:Hisakata2RS5
connected to the intersection, and two lanes tempaku:Hisakata2RS5Lane1
and tempaku:Hisakata2RS5Lane2 on tempaku:Hisakata2RS5 road segment
as shown in Fig. 2b. The instances are based on the map ontology, which uses
map:hasIntersection or map:hasRoadSegment to link a road with an inter-
section or a road segment. We use the ObjectProperty map:isConnectedTo
to link intersections with road segments and use map:isLaneOf to relate
lanes with road segments. The tempaku:Hisakata2Road relates to the Open-
StreetMap instance osm way:495594425, which has speed limit of 40km/h.
By accessing to this ontology-based map, an intelligent car can retrieve the
current lane, the speed limit of current road, and the position to update the
target node, which is either the position of a car entering from an intersection
to a lane or from a lane to an intersection. Here, the target node is the
map:enterPos of the next lane or the map:exitPos of the current lane.

4 PREFIX tempaku: http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/TempakuMap#
5 PREFIX osm way: http://www.openstreetmap.org/way/

http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/TempakuMap#
http://www.openstreetmap.org/way/
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Table 2. An example of a path instance

Subject Property Object

path:Path1 rdf:type control:Path

path:Path1 control:startLane tempaku:TTICampRS1Lane1

path:Path1 control:endLane tempaku:TTICampRS1Lane2

tempaku:TTICampRS1Lane1 rdf:type control:StartLane

tempaku:TTICampRS1Lane1 control:pathSegmentID 0

tempaku:TTICampRS1Lane1 control:nextPathSegment tempaku:Hisakata2TTIRoadInt2 3

tempaku:Hisakata2TTIRoadInt2 3 control:pathSegmentID 1

tempaku:Hisakata2TTIRoadInt2 3 control:pathSegmentID 99

tempaku:Hisakata2TTIRoadInt2 3 control:nextPathSegment tempaku:Hisakata2TTIRoadRS2Lane2

tempaku:Hisakata2TTIRoadInt2 3 control:nextPathSegment tempaku:TTICampRS1Lane2

Table 3. An example of a TOYOTA car with a GPS-IMU sensor

Subject Property Object

ex:ToyotaCar rdf:type car:Car
ex:ToyotaCar car:carID Z00000001
ex:ToyotaCar car:usedSensor ex:GPSSensor
ex:GPSSensor rdf:type car:GPS
ex:GPSSensor car:distance from “2500”ˆˆmm

2. Path Instance
A path instance is constructed based on the Tempaku map and control
ontology as shown in Fig. 2a. It is predefined for an autonomous car so that
it can retrieve the next path segment. A path segment is either a lane or an
intersection. Table 2 shows a path instance path:Path16, which contains a
start lane and an end lane. Each path segment has control:pathSegmentID
and next path segment linked with control:nextPathSegment.

3. Car Instance
Intelligent cars are equipped with sensors such as cameras, CAN, and GPS.
Car instances are constructed based on the car ontology. Table 3 is an
example of a TOYOTA car instance ex:ToyotaCar7 with a sensor instance
ex:GPSSensor installed on the car. The car’s ID is Z00000001, and the dis-
tance from the position of GPS sensor to the front of the car is 2500mm.

3.2.3 Rules
The Semantic Web Rule Language (SWRL) is a proposed language for the
Semantic Web that can be used to express rules as well as logic, combining
OWL DL or OWL Lite with a subset of the Rule Markup Language [1].

Pellet reasoner provides standard and cutting-edge reasoning services for
OWL ontologies, which can be used for inferring rules [17]. It implements a
tableau-based decision procedure for general TBoxes (subsumption, satisfiabil-
ity, classification) and ABoxes (retrieval, conjunctive query answering). TBox is

6 PREFIX path: http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/Path#
7 PREFIX ex: http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/Example#

http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/Path#
http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/Example#
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Table 4. Query the next path segment

SELECT DISTINCT ?next
WHERE {
tempaku:currentPathSegment control:nextPathSegment ?next.
tempaku:currentPathSegment control:pathSegmentID “currentID”ˆˆxsd:int.
?next control:pathSegmentID ?nextID.
Filter ( ?nextID = (currentID + 1) ) }

a Terminological Component and ABox is an Assertion Component, both make
up a Knowledge Base.

The following two rules indicate that if a car is running on a road near a
kindergarten, the speed limit is 30km/h even the default speed limit is higher
than 30km/h.

Intersection(?rs), Kindergarten(?place), nearTo(?place, ?rs) -> SpeedLimit30(?rs)

Kindergarten(?place), RoadSegment(?rs), nearTo(?place, ?rs) -> SpeedLimit 30(?rs)

In the above rules, the ObjectProperty map:nearTo describes that an inter-
section or a road segment is near to a kindergarten. For example, an RDF
triple <tempaku:Takasaka Kindergarten, map:nearTo, tempaku:Hisakata2RS2>
means that the tempaku:Takasaka Kindergarten is located near to the road seg-
ment tempaku:Hisakata2RS2. Therefore, if a car is running on any lane of the
road segment tempaku:Hisakata2RS2, it should run at maximum 30km/h.

3.3 Query

SPARQL and C-SPARQL queries are applied to access to the ontology-based
Knowledge Base and RDF Stream data, respectively. In the following, we will
give some query examples used for the ISA system.

3.3.1 SPARQL Query
SPARQL is a powerful RDF query language that enables Semantic Web users
to access to the ontology-based Knowledge Base. Three main SPARQL queries
are designed for the ISA system.

Table 4 shows a SPARQL query to retrieve the next path segment with
current path segment tempaku:currentPathSegment and current pathSegmentID
“currentID”ˆˆxsd:int. The first pathSegmentID is 0 and increments by 1. By
assigning the pathSegmentID, we can easily identify the next path segment even
the current path segment has more than one pathSegmentID. For example, the
intersection tempaku:Hisakata2TTIRoadInt2 3 has two pathSegmentIDs 1 and
99 as shown in Table 2. With the SPARQL query in Table 4, we can retrieve
the next path segment tempaku:Hisakata2TTIRoadRS2Lane2, which has the
pathSegmentID as 2.
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Table 5. Query the speed limit of currentPathSegment

SELECT ?max
WHERE {
{ tempaku:currentPathSegment map:isLaneOf ?roadsegment.

?roadsegment map:isRoadSegmentOf ?road.
?road map:speedMax ?max.

} UNION {
?road map:hasIntersection map:currentPathSegment.
?road map:speedMax ?max. }

}

Table 6. C-SPARQL query for checking if a car overspeeds its own speed limit

REGISTER QUERY OverSpeedCheck AS
SELECT ?car
FROM STREAM 〈http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/stream〉

[RANGE 500ms STEP 50ms]
WHERE { ?car car:velocity ?speed . }
GROUP BY ?speed
HAVING (AVG(?speed) >= maxSpeed )

Table 5 shows a SPARQL query that retrieves the maximum allowed speed
of current path segment, which can be either a road segment or an intersection.
SPARQL query “ASK { map:currentPathSegment rdf:type map:SpeedLimit30}”
is executed to check if the currentPathSegment is near to a kindergarten, in other
words, check if the current path segment has speed limit of 30km/h. The speed
limit is inferred from the SWRL rules introduced above.

Another SPARQL query is to update a target node GPS position. A target
node is defined as the map:exitPos of a lane if the car is currently running on
a lane, or map:enterPos of the next lane if the car is currently running on an
intersection. The distance of the car and a target node is calculated at real-time
according to the Haversine Formula [16]. When the car approaches to the target
node, we retrieve the next target node using SPARQL query and update it.

3.3.2 C-SPARQL Query
RDF stream data are represented in the format of RDFQuadruple <Subject,
Property, Object, Timestamp>. For example, the RDFQuadruple <ex:Toyota
Car, car:velocity, “11.11”ˆˆxsd:float, 1406360324543> represents the velocity
of a ToyotaCar at time 1406360324543, where the timestamp uses the time in
milliseconds. We use geo:lat8 and geo:long to represent the latitude and longitude
information from the GPS sensor.

We register the OverSpeedCheck C-SPARQL query as shown in Table 6, to
query on the RDF stream data. The C-SPARQL query checks if a car’s average
8 PREFIX geo: http://www.w3.org/2003/01/geo/wgs84 pos#

<http://www.toyota-ti.ac.jp/Lab/Denshi/COIN/stream>
http://www.w3.org/2003/01/geo/wgs84_pos#
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(a) PreScan Simulator Car (b) Intelligent Car

Fig. 6. PreScan simulator car and intelligent car

(a) PreScan Trajectory (b) Intelligent Car Trajectory

Fig. 7. Trajectory for the experiment

velocity in the past 500ms exceeds its own allowed maximum speed (maxSpeed,
i.e. 120km/h). The RANGE is the duration to receive sensor stream data for
analysis and the STEP size is the frequency of a sensor receiver.

4 Experiment

In this section, we introduce the Knowledge Base used for our experiments, and
discuss experimental results of our Intelligent Speed Adaptation (ISA) system.
The experiments are conducted in two ways. First, we test with PreScan simu-
lator by setting up the path for a simulator car as shown in Fig. 6a. Then, we
test with the real-world data collected using an intelligent car (Fig. 6b) run on
the same path.
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4.1 Experiment Settings

The computer specification for both experiments are as follows

Experiment Operating System CPU (64 bits) RAM

PreScan Simulator Windows 7 Professional i7-4770 CPU @3.40GHz 32GB
Real-World Data Ubuntu 12.04 LTS i7-4770 CPU @3.40GHz 16GB

The trajectory for the experiment is shown in Fig. 7, which is around Toyota
Technological Institute (TTI) campus in Tempaku ward in Nagoya, Japan. The
path contains 101 path segments and each path segment is assigned a pathSeg-
mentID from 0 to 100.

In the following, we will show the experimental results with PreScan simula-
tor and with real-world sensor data collected with the intelligent car. The sensor
data is transmitted through User Datagram Protocol (UDP) [2] at real-time.

4.2 Knowledge Base for Experiments

As shown in Fig. 2a, the Knowledge Base for an experiment contains ontologies,
instances, and rules. Here, we explain the instances in our Knowledge Base,
which are based on the map, control, and car ontologies.

As shown in Table 7, the first column lists different types of instances in the
Knowledge Base, the second column lists the number of corresponding instances
in it. The last column represents the speed limit of some roads. The PrivateRoad
is the road inside TTI campus that allows 25km/h as maximum speed. There are
one MunicipalRoad that allows maximum 50km/h, and five LocalRoads where
three of them allows 40km/h and two of them allows 50km/h.

The Knowledge Base is inferred with Pellet reasoner at the beginning of
the experiment. Then the ISA system accesses to the inferred Knowledge Base
to retrieve knowledge of the environment. Pellet API9 with OWL API10 are

Table 7. Instances in the Knowledge Base

Types of Instances Number of Instances Speed Limit

Intersection 54
RoadSegment 59
Kindergarten 1
BusLane 5
OneWayLane 162
PrivateRoad 1 25km/h
MunicipalRoad 1 50km/h
LocalRoad 5 40km/h (3), 50km/h (2)
Path 1

9 http://clarkparsia.com/pellet/
10 http://owlapi.sourceforge.net/

http://clarkparsia.com/pellet/
http://owlapi.sourceforge.net/
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applied for reasoning and Jena API11 is used for executing SPARQL queries on
the Knowledge Base.

The Pellet reasoner infers that three road segments and two intersections
near the Takasaka kindergarten are instances of SpeedLimit30 according to the
SWRL rules. Therefore, even though the road allows maximum 40km/h on the
road, the car should run under 30km/h on these SpeedLimit30 area.

4.3 PreScan Simulator Experiment

PreScan is specifically aimed at designing and evaluating ADAS and Intelligent
Vehicle (IV) systems that are based on sensor technologies such as radar, laser,
camera, ultrsonic, GPS and C2C/C2I communications [19]. PreScan can commu-
nicate with MATLAB (2011b) 12 and Simulink 13 during simulations. We collect
the sensor data in the simulator with a C++ program on simulink. The Open-
StreetMap near TTI campus is imported to create the simulation environment
as shown in Fig. 7a. We used a car actor with C2C/C2I Receiver & Transmitter
Antenna for receiving its own velocity and GPS position with 50ms frequency.
Instrument Control Toolbox14 in Matlab is applied to set up a UDP server for
the simulation to send the sensor data at real-time.

For the simulation test, we manually set up the trajectory as shown in Fig.
7a. A trajectory in PreScan consists of a speed profile and a path. We set up
the speed between 8m/s to 18m/s by performing smooth acceleration, smooth
deceleration, and constant speed in the middle of the trajectory. For the start
and end of the path, we set up smooth acceleration and smooth deceleration to
finish the trajectory.

Figure 8a shows the experimental result of overspeed detection, where the
cross marks are the positions that the car exceeded the speed limit. Cross marks
in the circle represent the overspeed positions, which are close to the Takasaka
kindergarten. The reasoning time with Pellet reasoner took 242ms and the three
SPARQL queries took 11ms on average to detect if the car overspeeds or not. The
maximum query time is 23ms and minimum 2ms for executing three SPARQL
queries.

The average distance from a sensor to the front of a car at the point of updat-
ing the next target node is 3.2113m, with maximum 7.3440m and min 1.861m.
However, the optimal average distance should be approximately 2.5m. This dif-
ference on PreScan simulator is caused by the GPS position shifts in PreScan
simulator. The number of lanes are not included in some parts of the roads and
there are also some error connections when importing the OpenStreetMap into
PreScan. After manually fixing the imported environment, there occurs some
GPS shifts and mismatches to the real positions. However, by matching to the
ontology-based map and path, we can correctly detect the speed limit on the
running road and detect overspeed situations.
11 http://jena.apache.org/documentation/ontology/
12 http://www.mathworks.com/products/matlab/
13 http://www.mathworks.com/products/simulink/
14 http://www.mathworks.com/products/instrument/

http://jena.apache.org/documentation/ontology/
http://www.mathworks.com/products/matlab/
http://www.mathworks.com/products/simulink/
http://www.mathworks.com/products/instrument/
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(a) PreScan Result (b) Real-World Data Result

Fig. 8. Experiment result of overspeed detection

4.4 Real-World Data Experiment

The real-world data is collected with an intelligent car, which is a hybrid car
equipped with many sensors such as GPS-IMU sensor. The GPS-IMU sensor
sends sensor data with the frequency of 5ms. We collected sensor data by running
on the same path as shown in Fig. 7b, which took about 13 minutes. The ISA
system is tested on the collected sensor data to detect overspeed situations.

Figure 8b shows the experimental result with the real-world data. The cross
marks represent overspeed positions and the cross marks in the circle represent
overspeed positions near the Takasaka kindergarten. The experimental result
shows that even an experienced driver may drive faster than the speed limit,
which is normally shown with a road sign on the road.

The running time for reasoning with Pellet reasoner is 177ms and the execu-
tion time for three SPARQL queries is 11ms. The maximum query time is 23ms
and minimum 3ms. The distance from the GPS-IMU sensor to the front of the
intelligent car is 2.5m. Therefore, the position where we decide to update the tar-
get node is where the closest distance to the target node is approximately 2.5m.
According to the experimental result, the average distance for updating the next
target node is 2.514m, maximum 2.554m, and minimum 2.134m. The minimum
distance appeared at two positions, where the car had sudden acceleration that
caused a big movement from previous position.

With the ontology-based Knowledge Base and precise GPS positions from
the GPS-IMU sensor, we can promptly detect the current running lane or inter-
section and retrieve the speed limit information. The accuracy of the overspeed
detection may be affected by the delay of data transmission from the GPS-IMU
sensor or by the execution time of three SPARQL queries. Therefore, the ideal
execution time for overspeed detection should be less than the frequency of the
GPS-IMU sensor, which is 5ms in our experiment.
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5 Discussion

We proposed an Intelligent Speed Adaptation system that can effectively detect
overspeed situations by accessing to the ontology-based Knowledge Base. The
system works on both PreScan simulator and real-world data collected with an
intelligent car. The advantage of our approach is that we can represent the sensor
data into machine-understandable RDF stream data and query with SPARQL
and C-SPARQL to retrieve knowledge from the Knowledge Base. The Knowledge
Base contains map, control, and car ontologies, instances of map, path, and car
based on these three ontologies, and rules written in SWRL. By accessing to the
Knowledge Base, an autonomous car can easily perceive the driving environment
by gaining machine-understandable knowledge. However, we face some problems
using the PreScan simulator and GPS-IMU sensor for experiments.

Since the simulator cannot perfectly simulate the same environment as real-
world environment, there exist shifts of GPS positions and missing number of
lanes on some roads. In order to deal with these mismatches, we have to test
several times to find out the maximum shift distance to set up allowed shift
threshold for finding out the position for updating target nodes. Because of the
mismatches, the car running on the left lane sometimes appears as running on
the right lane in the PreScan simulator.

The frequency of sending sensor data for GPS-IMU is 5ms. However, we
found there are delays of data transmission in the collected GPS sensor data.
The average frequency is 5.16ms, which has maximum frequency of 61ms and
minimum frequency of 5ms. Therefore, if we assume that the velocity is 50km/h,
the ISA system cannot receive the data during it advances approximately 85cm
in the worst case.

6 Conclusion and Future Work

The main purpose of our research is to apply Semantic Web technology to the
Intelligent Speed Adaptation (ISA) system, which is one of the most cost-efficient
way to improve roadway safety. In this paper, we proposed an ontology-based
Knowledge Base and an ISA system that accesses to the Knowledge Base. The
ISA system utilized Semantic Web technology such as reasoning, SPARQL, C-
SPARQL, and SWRL rules to process sensor RDF stream data. Experimental
results show that the ISA system can effectively detect overspeed situations on
PreScan simulator and on the real-world data collected by an intelligent car.

This system can be further extended by adding more knowledge such as traffic
light data and traffic regulations to improve driving safety. In future work, we
will add more instances and traffic regulations to the Knowledge Base so that the
autonomous car could perceive the environment with sensors and make decisions
by obeying the traffic regulations. Furthermore, we will add links to other data
resources and apply ontology integration method as introduced in [21] to discover
hidden knowledge from linked instances for autonomous cars.
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Abstract. The digitization of modern cities has brought cities to a new
level. There are still many new areas yet to be discovered in this new
ecosystem. Today, there is an urgent need for smarter cities to support
the growing population. One particular problem is citizens do not know
which city department to give their suggestions to. This paper presents a
system for distributing suggestions from citizens to the right city officials
based on ontology knowledge base. We use data from official websites to
construct our ontology and do experiments with actual suggestions from
citizens. The experiments show some promising results.

Keywords: Suggestion distribution · Ontology application · City man-
agement

1 Introduction

City digitization has been going on in China for over a decade and it is believed
to be the right time to begin focusing on smarter cities [1]. This is an excit-
ing time of the century where new intelligent systems is expected to appear in
cities. But, with great opportunities comes great challenges. Today, city man-
agement has become more sophisticated then ever before. Two main reasons
can be concluded, one is the growing population and the other is the increasing
complexity of city departments. One particular problem is for city officials to
hear the voices to citizens and for citizens to give suggestions to the right offi-
cials. Today, the main strategy for dealing with is this is set up different portal
for different departments or distributing suggestions manually. There are many
practical issues in these two types of approaches. Citizens do not know the actual
duties and roles of these departments, and it is not feasible to understand all
duties and roles just Lto give a suggestion. With the huge city population, it is
unreliable for humans to handle the tedious job.

Many researchs have been carried out for smart city development, including
using semantic technology and ontologies.There have been many research with
constructing onotology for city management and e-governance [2] [3] [4] and
in the task of data integration using ontologies [5] [6]. There have also been a
number of reseach on boosting the . But using these ontology is a challenging
task. This paper investigates the possiblity of using ontology in city managment
and discuss some advantage of using ontology.
c© Springer International Publishing Switzerland 2015
T. Supnithi et al.(Eds.): JIST 2014, LNCS 8943, pp. 414–421, 2015.
DOI: 10.1007/978-3-319-15615-6 31
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We envision that computers will be able to assist humans in doing many
repetitive jobs in city management. We also believe that ontology technology
will play an important role in future smart cities. In this paper, we present a
suggestion distribution system based on ontology knowledge base. We design a
system takes a new suggestion as an imput and gives the department that is
most likely in charge of relying to the suggestion as an output. Our system uses
an ontology to search for the corresponding department. Our method of search-
ing for the corresponding department differs from many modern classification
methods where classification model is trained using another set of suggestions.
Our approach is based on an ontology that describes the roles and duties of
each department. Our system is flexible and robust to change. Our experiment
shows that our system has satisfying results when compared to some baseline
methods. We crawl data from official websites and implement an demonstration
of the system.

The remaining of this paper is structured as following. Section 2 will give a
formal definition of our problem and challenges will also be discussed.In section 3,
the details of implementation of the system will be presented. Section 4 will look
into data for the experiment and experiment results. We will finally conclude
our paper and point out directions for future research.

2 Implementation of Suggestion Distribution System

The process of inferring a department from a suggestion can be divided into
two different parts. The first part is matching an entity that is most related
to the . The second part is inferring the corresponding data from the ontology.
Figure 1 shows the inferring process in detail. When a suggestion arrives, it is
first matched to the most related concept in the ontology. This step is for pruning
down the search space so that trivial search is not necessary. The entities of the
most related concept acts as the candidate entities that will be used for matching
in the next step. In the second part, reasoning in the ontology is done to infer
the most corresponding department.

2.1 Concept Matching

Given a new suggestion, we would like to first know which concept it most
probably belong to. In an ontology, there are many concept, and each concept
has a number of entities. Using this information, We propose an unsupervised
approach to match the suggestions.Our idea is to capture the similarity using
TF-IDF [7]. We need to first create a feature vector that is used to calculate the
similarity. Using the idea of term frequency reverse document frequency from
information retrieval, we treat each entities in a concept as a document. To deal
with robustness of the entities, we also include all datatype label and it value as
part of its content. For example, datatype property of personnel concept include
name, position, and age. These can be very useful when matching suggestion,
for example when a suggestion contain a position, it is more likely a personnel
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Fig. 1. Department inferring process of department from suggestion

concept. The matching weight of a word in a suggestion to a concept is calculated
as:

℘ (w) = log (tfw + 1) × log (idfw) (1)

where term frequency for a word w in the suggestion is given by fw = fw/ |W |,
where fw is the frequency of the word w, and |W | is the total number of words in
the suggestion. Inverse document frequency idfw = |N | /nw, where N is the total
number of entities in a concept and Nw is the number of documents that contain
the word w. So given the matching weight of every word in the suggestion, the
matching weight of a whole suggestion is given as the summation of all its words
matching weight:

R (sugg) =
1

count (w)
×

∑

w∈sugg

℘ (w) (2)

As every word has a non-negative weight that has a maximum of 1, the
summation of every word will not exceed one. The tfidf weight is consider high
when the word appears a lot in suggestion and in multiple documents. During the
matching phrase, we choose the concept that has the highest matching weight,
but in reality, a suggestion may belong to multiple concepts. In the selecting
stage, we set a treatment for this by first selecting the concept with highest
match and then choosing concepts that satisfies weight > weightmax.

2.2 Entity Matching

After getting the matching concepts, we consider matching only entities that
belongs to the matched concept. To deal with robustness problem, we use the
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same treatment as above and use entity label, datatype property, and value
of datatype property as entity feature. We use cosine similarity to calculate the
matching of the suggestion and the concept. Cosine similarity is calculated using:

cSim (sugg, concept) =
sugg × concept

|sugg| × |concept| (3)

where |sugg| is a count of each word in the suggestion and |concept| is the count
of each word in the concept. sugg × concept is

2.3 Department Reasoning

After finding the most corresponding entity, we need search for a related depart-
ment. We assume that an entity is related to all its department when one of its
office has a certain role and this entity has a direct or in-direct upward link to
this role. By up-ward link, we consider the basic ontology, because of the struc-
ture of the ontology, a department has some office, office has some roles, these
roles will include some processes, processes are made up of activity and these
activity can include some personnel, objects, documents. This is the down flow
of city management. By upward link, we mean that the links go from lower layer
entities to department entity. To customize our own rule set in OWLIM-Lite rule
set, we need to modify one of the pre-defined rule set and add our own rules.

And finally, we have to return a weight that determines the relatedness of a
suggestion and a department. The first feature we consider is similarity weight
of suggestion and matched entity. Another feature we consider is the length of
the evidence, the longer the evidence the less relatedness of the department. The
final weight of a department to a suggestion if the summation of all evidence
that lead to the department. The relatedness is calculated as below:

reldep (sugg) =
1
R

∑

r
cSim (sugg, concept) × lenght (r) (4)

Where r is a route for a concept in matched concept set to its related department,
R is the total number of routes to a department dep. lenght (r) is the lenght of
the route from concept to suggestion.

2.4 UI

As it is shown in the Figure 2, our ontology based suggestion distribution sys-
tem provides a easy and convenient platform for users to access and deal with
suggestion data. A list of suggestions will take place on the left of the screen,
and detailed information, including title, content, user’s advice, the suggested
category provided by the system, etc., will be shown when one of the sugges-
tions in the list is once clicked. If the user wish to let the suggestion distributed
to a specific bureau, he can choose among the radio boxs and press ”Confirm”
button. The system can automatically apply different themes to suggestions,
with the undistributed in red, the correctly distributed in green and the wrongly
distributed in yellow, which provides convenience distinguish suggestions of dif-
ferent status.
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Fig. 2. User Interface

3 Experiment

3.1 Ontology Construction

Constructing the city management ontology was a challenging task for the exper-
iment. We first design a ontology schema for city management, Figure 3 shows
the ontology schema for city management. We define eight classes in city man-
agement, namely, Department, Office, Role, Process, Activity, Document, Person
and Object.

Fig. 3. Ontology schema for city management

We use web data to populate the city management ontology. We crawl city
management guide from official websites and use it as source for constructing the
city management ontology. We consider that the department and office are the
corresponding department website and office. Then we populate the our ontology
by using the management guide as process. Then by using document structure,
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we can further populate our ontology. By using the document hierarchical struc-
ture, we capture management process knowledge of a certain department. Alto-
gether, we pull 105 processes to construct the management ontology for these
five departments.

3.2 Testing Data

To get testing data to evaluate our system, we crawl the official website for
suggestions. We consider the corresponding department as the target of the
system. All of the suggestions that are posted on the web have a response.
We clean our data using the response by removing the suggestion of which the
response says ‘go to some other department’. After data cleaning, we choose 30
suggestions from each department to evaluate our system.

3.3 Results

We test our system using the test suggestion described in the previous section.
We use two meausres to evaluate our system. Top one match is when the depart-
ment with the highest match is the target department. Since our system requires
no training data, we use all data for testing. Another measure is top two match,
where we consider that the system is correct when the target is in the two high-
est match. Table 1 shows the result of our system. Our system have a top one
match of over 70 percent. From the results, we find that in a certain department
the accurarcy is very low. After looking at the suggestions that we crawled, we
find that the suggestion isn’t relevant to any process in our ontology. The only
way we can think of to fix this problem is to include related knowledge into our
database.

Table 1. Experiment result for matching suggestions to department

Correct Total Accurarcy

Overall 66 90 73%
Traffic 16 30 53%
Civil Affairs 24 30 80%
Tourism 26 30 86%

We compare our method with some machine learning model with using
knowledge from ontology. We choose Naive Bayes [8] classification method and
Logistic Model [9] as our baseline method. We preform the a 5 fold cross-
validation experiment using WEKA [10]. Table 2 shows that using ontology gives
better performance compared to Naive Bayes and close to the performance of
Logistic Model. Another important fact about our ontology based system is that
it doesn’t depend on training data. Machine learning models will out-perform
our system when training data large enough. Using ontology, on the other hand
will have better preformance if more knowledge is used.
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Table 2. Experiment result for matching suggestions to department

Accurarcy

Ontology System 73%
NaiveBayes 66%
Logistic 75%

We believe that there is more potentials in our system, we can use bet-
ter matching model in the system. But this paper shows that ontology system
can performs just as well as machine learning models. The advantange of using
ontology is that knowledge is highly portable and can be used in many differ-
ent applications, whereas new data has to be required in most machine learning
models. The ontology models the behaviour of city management and can be
used solved related problem. This high reusability of data cannot be compared
by most learning models.

4 Conclusion

With the rapid development of computer science technology, smart city appli-
cations can reach a certain level of intelligences. Semantic web technology is a
set of tool that is especially suited for AI applications. This paper aims to dis-
cover some possible domains where semantic web technology can enhance city
management. We look into the task of distributing suggestions of citizens to a
corresponding city department.We propose a ontology based suggestion distri-
bution system. Our system uses a city management ontology to refer entities
that is most relevant to the suggestion and infers the department using rea-
soning tools. The main contribution of this paper is to prove the possiblity of
using ontology to assist humans in city management. We design a framework
for implementing semantic technology in city management systems. Finally, we
test our system using real life data from the web. The experiments show that
our system have some promising results. The advantage of ontology is that the
knowledge is portable and can be used in other systems and applications, using
the same framework, we can implement other similar systems.

For our future work, we are looking into two different directions. One is to
come up with more ideas that can enhance city management. The other direction
is methods to populate the city management ontology using web data.
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Abstract. Many people use social media to report and receive road traffic in-
formation, e.g., car accidents and congestions. We have implemented a Twitter-
based traffic-related information reposting (retweeting) system, which users 
usually referred to as @traffy. To improve on our works, we propose an ontolo-
gy-based Thai-language question answering system that gathers real-time traffic 
data from Twitter. The data collected are converted into traffic incident know-
ledge of what is happening and where it is happening. The system can then infer 
which points of interest (POIs) are affected by the incidents. Users can use nat-
ural (Thai) language to query the system against the ontology to receive traffic-
related information. The system is currently deployed for demonstration on the 
web and developers can utilize it via REST API. 

Keywords: Intelligent Transport System · Traffic information · Question  
answering system · Ontology · Twitter 

1 Introduction 

Social media are used by many people to both report and receive real-time traffic 
information, e.g., accidents and congestions. We have implemented a Twitter-based 
traffic reposting system [1] that collects tweets from well-known twitter users and 
keyword searches. To improve on our system, we propose to use ontology to incorpo-
rate semantics into our system that allows for question answering. 

Ontologies can be applied for many purposes in Intelligent Transport System 
(ITS). Some applied ontology to geospatial application [2][3], others applied to traffic 
information and integration [4]-[6] and traffic management [7][9]. 

In our propose traffic question answering system, we use ontology to semantically 
identify elements of traffic report tweets and infer points of interest (POIs) that are 
affected by the reported incidents. 
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2 Ontology Design for Traffic Question Answering System 

The ontology was an improved version of what we previously proposed [9] and is 
shown in Fig. 1. 

 

Fig. 1. Ontology for traffic question answering system  

2.1 Definitions 

Some important classes of the ontology are described as follows. A Road is a path-
way for vehicles. An alley is also a Road. A frontage road running parallel to the main 
road is considered a separate entity from the main road because they do not share the 
same traffic. A single two-way road is also considered to be two separate entities for 
the same reason. A Point of Interest (POI) is a location that people refer to by a 
name. A Region is an officially (governmental) designated geographic area within a 
regional hierarchy. An Area is a Region that encompasses a set of POIs that people 
named, usually unofficially. 

An Incident affects road users and/or road condition. It has at least one POI, Road, 
or Region, and at least one of any incident cue word. Five types of incidents are: 

• Event - affecting road users usually before and after the event takes place, e.g., 
a concert. 

• Construction/Repair/Malfunction - affecting road users usually during the ac-
tivity, e.g., light rail construction. 
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• Emergency - needing immediate response, e.g., car accident, building fire. 
• Weather - natural phenomena affecting wide-area region, e.g., rain, fog. 
• Congestion - regular traffic congestion classified into 3 levels of severity, i.e., 

high, medium, and low. 

2.2 Inference Rules 

The ontology has inference rules shown in Table 1. 

Table 1. Inference Rules 

IsOn If a Road is mentioned, POIs that have IsOn relation with this 
Road must be mentioned. 

IsIn If a SubDistrict is mentioned, POIs that have IsIn relation with 
this SubDistrict must be mentioned. 

Affect If a POI is mentioned directly (not by Affect relation inference), 
other POIs that this POI has Affect relation with must be men-
tioned. 

HasSubDistrict If a District is mentioned, SubDistricts that have HasSubDistrict 
relation with this District must be mentioned. 

HasDistrict If a Province is mentioned, Districts that have HasDistrict rela-
tion with this Province must be mentioned. 

HasPOI If an Area is mentioned, POIs that have HasPOI relation with 
this Area must be mentioned. 

TrafficNextTo If a part of a Road is mention as Start POI and End POI (of 
Incident), POIs that can use TrafficNextTo relation from the 
Start POI recursively to the End POI must be mentioned. 

Opposite If a Well-known place is mentioned, other Well-known places 
that this Well-known place is Opposite to must be mentioned. 

A POI that has TrafficNextTo relation with another POI implies that driver can 
drive from the first POI to the second POI as both are on the same road. A Well-
known place that has Opposite relation with another Well-known place implies that 
by standing in front of the first one, user can see the second one located on the oppo-
site side of the road. 

3 Process 

The system uses the ontology as the knowledge base for interpreting text input strings 
from tweets. A tweet can either be an incident report, or a question asking for traffic 
information. 

 
 



 Road Traffic Question Answering System Using Ontology 425 

 

 

Fig. 2. This traffic question answering system process 

The first step is Tweet Acquisition. We use multiple methods to obtain relevant 
traffic-related tweets. First, we use predefined keywords as query terms against  
Twitter’s search API to obtain tweets. Second, we use Twitter’s user_timeline API  
to obtain tweets from well-known traffic reporters, e.g., traffic radio station Twitter 
accounts. Lastly, we use Twitter’s mention_timeline API to get tweets that mention 
@traffy, which are very likely to be relevant to us. Next, we perform Preprocessing  
as Thai language writing does not have spacing between individual words. We use 
Lexto[10] to tokenized text strings into individual words, followed by word filtering  
to remove stop words and other irrelevant words. Finally, we convert synonyms and 
abbreviations into full official words. 

Tweet interpretation starts with Tagging where we use all words in ontology and 
cue word dictionaries to identify the type of each word by string matching, i.e., road, 
start POI, and whether the tweet is a question. Words that can be identified as more 
than one type will be tagged all those types. The process is followed by POI Infe-
rencing where we use ontology inference rules to infer which POIs are affected by 
the tweet and tag them accordingly. Incident Class Classification is then performed 
to determine the type of incident.  

If the tweet is an incident report, Information Converting is performed. The sys-
tem generates combinations of POI tags and Incident tags. For example, consider an 
incident report tweet: 

 
“Car crash in front of Paragon. It causes long traffic jam from Pathumwan junction 
to Chaloem Phao junction” 

 
The process tokenizes the string and converts informal word Paragon into Siam 

Paragon Shopping Center. Official names are identified – Pathumwan Junction and 
Chaloem Phao Junction. Cue words are identified, i.e., long traffic jam, from, to, 
cause, car crash, in front. The POI Inferencing identifies the two junctions as the 
Start POI and End POI, which makes up a part of a road. The TrafficNextTo inference 
rule determines that the Siam SkyTrain Station and the Siam Paragon Shopping Cen-
ter are both affected by the incident. The Incident Class is identified from the cue 
words and the system, in the Store Information step, stores all combinations of POI 
tags and Incident tags into the database. In this case, the resulting tags are Pathumwan 
Junction-Congested, Siam SkyTrain Station-Congested, Siam Paragon Shopping Cen-
ter-Congested, Chaloem Phao Junction-Congested, Pathumwan Junction-Car Crash, 
Siam SkyTrain Station-Car Crash, Siam Paragon Shopping Center-Car Crash, Cha-
loem Phao junction-Car Crash. 

The same Tagging, POI Inferencing, and Incident Class Classification processes 
are performed if the tweet is a question. The question interpretation in Has Question 
Tag step is the method that we proposed in An Ontology Design for Traffic Incident 
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Q&A System [9]. Then, Information Acquisition process is performed by generating 
database queries using tags and related POIs, retrieving all related incidents that has 
been tagged in the same POIs as the tweet and happened in past hour (time frame is 
adjustable). The Summarization step summarizes incidents for the POIs relevant to 
the question. For traffic congestion, we use a weighting technique to estimate the 
level of congestion as there may be conflicting reports due to rapidly changing traffic 
condition. We use majority voting to determine the congestion level and we give 
more weight to the more recent reports. 

4 Evaluation  

The system uses incident classification method that we proposed in Social-based Traf-
fic Information Extraction and Classification [1] which has 76.85% accuracy for one-
incident-one-POI items and 93.23% accuracy for one-incident-one-part-of-road items. 

In this paper, we re-evaluate question interpretation method that we proposed in 
An Ontology Design for Traffic Incident Q&A System [9] then evaluate the process 
of information acquisition and summarization. We used 300 mentions @traffy tweets 
obtain during a week in February 2014 as input. Our question interpretation method 
can detect question with accuracy of 85%, precision of 67.18% and recall of 97.78%. 
For Information Acquisition and Summarization, we used 88 tweets that question 
interpretation method and we identified as question tweets. At the time we evaluate 
method, there are 11,174 records in knowledge base and 8,847 of them are implied. 
The system can acquire information from the knowledge base that store incident that 
happen in past hour and correctly summarize the answer with accuracy of 76.92%, 
precision of 79.49% and recall of 75.61%. 

5 Discussion and Future Work 

There are many further improvements that can be done to the system. More data 
sources can be used, i.e. Facebook, to obtain more coverage. Duplicated information 
should be detected and managed. For improving the summarization process, the sys-
tem should detect incident that will happen in the future or has happened in the past. 
Summarization process accuracy can be improve by analyzing incidents that cover 
more than one road.  

6 Conclusions 

We propose a traffic question answering system that uses ontology to infer POIs that 
affect by incidents. This system collects tweets from Twitter and answer user by 
tweeting automatically. Users can try our service via web demo and Twitter. In addi-
tion, developers can user our service via REST API. 
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