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Abstract. We present a new succinct data structure for graphs that are
“tree-like,” in the sense that the number of “additional” edges (w.r.t. a
spanning tree) is not too high. Our algorithmic idea is to represent a
BFS-spanning tree of the graph with a succinct data structure for trees,
and enhance it with additional information that accounts for the non-
tree edges. In practical tests, our data structure performs well for graphs
containing up to 10% of non-tree edges, reducing the space of a pointer-
based representation by a factor of ≈20, while increasing the worst-case
running times for the operations by roughly the same factor.

1 Introduction

Succinct data structures have been one of the key contributions to the algo-
rithms community in the past two decades. Their goal is to represent objects
from a universe of size u in information-theoretical optimal lg u bits of space.1

Apart from the bare representation of the object, fast operations should also be
supported, ideally in time no worse than with a “conventional” data structure
for the object. For this, one usually allows extra space o(lg u) bits.

A prime example of succinct data structures are ordered rooted trees, where
with n nodes we have u ≈ 4n. In 1989, Jacobson made a first step towards
achieving this goal, by giving a data structure using 10n+ o(n) bits, while sup-
porting the most common navigational operations in O(lg n) time [19]. This was
further improved to the optimal 2n + o(n) bits and optimal O(1) navigation
time by Munro and Raman [25]. Note that a conventional, pointer-based data
structure for trees requires Θ(n lg n) bits, which is off by a factor of lg n from
the information-theoretical minimum.

Since the work of Munro and Raman, the research on succinct data structures
has blossomed. We now have succinct data structures for bit-vectors [27], per-
mutations [23], binary relations [2], dictionaries [26], suffix trees [29], to name
just a few.

The practical value of those data structures has sometimes been disputed.
However, as far as we know, in all cases where genuine attempts were made at

1 Function lg denotes the binary logarithm throughout this paper.
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practical implementations, the results have mostly been successful [13,20,16, etc.,
to cite some recent papers presented in the algorithm engineering community].
Further examples of well-performing practical succinct tree implementations will
be mentioned throughout this paper.

1.1 Our Contribution

We focus on the succinct representation of a very practical class of graphs: graphs
that are “tree-like” in the sense that the number of edges, which can potentially
be Θ(n2) for an n-node graph, is much lower. We measure this tree-likeness by
introducing two additional parameters: (1) k, the number of “additional” edges
that have to be added to a spanning tree of the graph (note that k = m− n+1
if m denotes the total number of edges), and (2) h, the number of nodes having
more than one incoming edge (also called non-tree nodes in the following). This
definition of tree-likeness is similar in flavor to the k-almost trees by Gurevich
et al. [17], but in the latter the number of additional edges is counted separately
for each biconnected component, with k being the maximum of these.

We think that our definition of tree-likeness encompasses a large range of in-
stances arising in practice. One important example comes from computational
biology, where one models the ancestral relationships between species by phy-
logenetic trees. However, sometimes there are also non-bifurcating specification
events [18]. One approach to handle those events are phylogenetic networks,
which have an underlying tree as a basis, but with added cross-edges to model
the passing of genetic material that does not follow the tree.

Our first contribution (Sect. 3) is a theoretical formulation of a succinct data
structure for graphs with the above mentioned parameters n, m, k, and h. It
uses space at most (2n+m) lg 3+h lg n+ k lg h+ o(m+ k lg h) +O(lg lg n) bits,
which is close to the 2n + o(n) bits for succinct trees if k (and hence also m
and h) is close to n. This should be compared to the O((n +m) lgn) bits that
were needed if the graph was represented using a pointer-based data structure.
Our second contribution is that we show that the data structure is amenable to
a practical implementation (Sect. 4–5). We show that we can reduce the space
from a conventional pointer-based representation by a factor of about 20, while
the times for navigational operations (moving in either direction of the edges)
increase by roughly the same factor; such a space-time tradeoff is typical for
succinct data structures.

1.2 Further Theoretical Work on Succinct Graphs

Farzan and Munro [9] showed how to represent a general graph succinctly in

lg
(
n2

m

)
(1+o(1)) bits of space, while supporting the operations supported both by

adjacency lists and by adjacency matrices in optimal time. Other results exist for
special types of graphs: separable graphs [5], planar graphs [25], pagenumber-k
graphs [11], graphs of limited arboricity [21], and DAGs [8]. However, to the best
of our knowledge, only the approach on separable graphs has been implemented
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so far [6]. Also, none of the approaches can navigate efficiently to the sources of
the incoming edges (without doubling the space), as we do.

2 Preliminaries

In this section we introduce existing data structures that form the basis of our
new succinct graph representation. All these results (hence also our new one) are
in the word-RAM model of computation, where it is assumed that the machine
consists of words of width w bits that can be manipulated in O(1) time by a
standard set of arithmetic and logical operations, and further that the problem
size n is not larger than O(2w).

2.1 Succinct Data Structures

Let S[0, n) be a bit-string of length n. We define the fundamental rank - and
select -operations on S as follows: rank1(S, i) gives the number of 1’s in the prefix
S[0, i], and select1(S, i) gives the position of the i’th 1 in S, reading S from
left to right (0 ≤ i < n). Operations rank0(S, i) and select0(S, i) are defined
similarly for 0-bits. S can be represented in n + o(n) bits such that rank- and
select-operations are supported in O(1) time [25].

These operations have been extended to sequences over larger alphabets, at
the cost of slight slowdowns in the running times [14]: let S[0, n) be a string over
an alphabet Σ of size σ. Then S can be represented in n lg σ(1 + o(1)) bits of
space such that the operations ranka(S, i) and S[i] (accessing the i’th element)
take O(lg lg σ) time, and selecta(S, i) takes O(1) time (all for arbitrary a ∈ Σ
and arbitrary 0 ≤ i < n). Note that by additionally storing S in plain form,
the access-operation also takes O(1) time, at the cost of duplicating the space.
In some special cases the running times for the three operations is faster. For
example, when the alphabet size is small enough such that σ = wO(1) for word
size w, then Belazzougui and Navarro [3] proved that O(1) time for all three
operations is possible within O(n lg σ) bits of space.

2.2 The Level Order Unary Degree Sequence (LOUDS)

There are several ways to represent an ordered tree on n nodes using 2n bits [24,
4]; in this article, we focus on one of the oldest approaches, the level order unary
degree sequence [19], which is obtained as follows (the reasons for preferring
LOUDS over BPS [24] or DFUDS [4] will become evident when introducing
the new data structure in Sect. 3). For convenience, we first augment the tree
with an artificial super-root that is connected with the original root of the tree.
Now initialize B as an empty bit-vector and traverse the nodes of the tree level
by level (aka breadth-first). Whenever we see a node with k children during
this level-order traversal, we append the bits 1k0 to S, where 1k denotes the
juxtaposition of k 1-bits. See Fig. 1 for an example. In the LOUDS, each node
is represented twice: once by a ‘1,’ written when the node was seen as a child
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Fig. 1. An ordered tree (a) and its level order unary degree sequence (b)

during the level-order traversal, and once by a ‘0,’ written when it was seen as
a parent. The number of bits in B is 2n+ 1.

We identify the nodes with their level-order number, since both the 1- and
the 0-bits appear in this order in B. It should be noted that all succinct data
structures for trees [19, 24, 4, 10, 7] must have the freedom to fix a particular
naming for the nodes; natural such namings are post- or pre-order [19, 24, 4],
in-order [7], and level-order [19], as here.2

If we now augment B with data structures for rank and select (see Sect. 2.1),
then the resulting space is 2n+ o(n) bits, but basic navigational operations on
the tree can be simulated in O(1) time: for moving to the parent node of i
(1 ≤ i ≤ n), we jump to the position y of the i’th 1-bit in B by y = select1(B, i),
and then count the number j of 0’s that appear before y in B by j = rank0(B, y);
j is then the level-order number of the parent of i. Conversely, listing the children
of i works by jumping to the position x of the i’th 0-bit in B by x = select0(B, i),
and then iterating over the positions x+1, x+2, . . . , as long as the corresponding
bit is ‘1.’ For each such position x+k with B[x+k] = 1, the level-order numbers
of i’s children are rank1(B, x) + k, which can be simplified to x− i+ k + 1.

3 New Data Structure

We now propose our new succinct data structure for tree-like graphs. Let G
denote a directed graph. We use the following characteristics of G:

– n, the number of nodes in G,
– m, the number of edges in G,
– c ≤ n, the number of strongly connected components with no incoming edge

from a different strongly connected component,
– k = m− n+ 1, the number of non-tree edges in G (the number of edges to

be added to a spanning tree of G to obtain G), and
– h ≤ k, the number of non-tree nodes in G (nodes with more than 1 incoming

edge).

2 If the naming is arbitrary (e.g., chosen by the user), then n lg n bits are inevitable,
since any memory layout of the nodes has n! possible namings.
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(b) The resulting tree TG. Shadow
nodes are depicted as dashed lines.

1 0 1 1 0 1 0 2 1 0 1 1 0 2 1 0 2 0 0 2 0
1 2 3 4 4 5 6 7 7 8 8 7

1 20 3 4 5 6 7 8

B =

H =4,7,8,7

0 1 2 3 4 5 6 7 8 9 0 1 2 3 4 5 6 7 8 9 0

(c) The resulting ternary LOUDS B and
the array H of non-tree edges

Fig. 2. Illustration of our new data structure. The nodes are numbered such that they
correspond to the level-order numbers in the chosen BFT-tree.

For simplicity, assume for now that there exists a node r inG from which a path
to every other node exists (i.e., c = 1). From r, perform a breadth-first traversal
(BFT) of G. Let TBFT

G denote the resulting BFT-tree. We augment TBFT
G as fol-

lows: for each node w that is inspected but not visited during the BFT at node v
(meaning that it has already been visited at an earlier point), we make a copy of
w and append it as a child of v in the BFT-tree TBFT

G . We call those nodes shadow
nodes. Finally, we add a super-root to r, and call the resulting tree TG, which has
exactlym+2 nodes. See Fig. 2a and 2b for an example ofG and TG. If no such node
r exists, we perform the BFT from c nodes r1, . . . , rc for every strongly connected
component with no incoming edge from a different such component, and obtain a
BFT-forest. All roots of this forest will be made children of the super-root. This
adds at most c additional edges to TG.

We now aim at representing the tree TG space efficiently, similar to the LOUDS
of Sect. 2.2. Since we need to distinguish between real nodes and shadow nodes,
we cannot construct a bit -vector anymore. Instead, we construct B as a sequence
of trits, namely values from {0, 1, 2}, as follows: again, B is initially empty, and
we visit the nodes of TG in level-order. For each visited node, the sequence
appended to B is constructed as in the original LOUDS, but now using a ‘2’
instead of a ‘1’ for shadow nodes. The shadow nodes are not visited again during
the level-order traversal and hence not represented by 0’s.3 We call the resulting

3 Listing the shadow nodes by 0’s would not harm, but does not yield any extra
information; hence we can omit them.



70 J. Fischer and D. Peters

Function children(i): find the nodes directly reachable from i.

x ← select0(B, i) + 1; // start of the list of i’s children

while B[x] �= 0 do
if B[x] = 1 then output rank1(B, x); // actual node

else output H [rank2(B,x)]; // shadow node

x ← x+ 1;
endw

Function parents(i): find the nodes from which i is directly reachable.

output rank0(B, select1(B, i)); // tree parent

j ← 1;
x ← selecti(H, j);
while x < k do

output rank0(B, select2(B, x+ 1)); // non-tree parent

j ← j + 1;
x ← selecti(H, j);

endw

trit-vector B the ternary LOUDS. The ternary LOUDS consists of n+m+ c+1
trits. See Fig. 2c for an example.

We also need an additional arrayH that lists the non-tree nodes in the order in
which they appear in B. This array will be used for the navigational operations,
as shown in Sect. 3.1. For the operations, besides accessing H , we will also
need select-support on H . For this, we use the data structures mentioned in
Sect. 2.1 [3, 14].

3.1 Algorithms

The algorithms for listing the children and parents of a node are shown in Func-
tions children(i) and parents(i). These functions follow the original LOUDS-
functions as closely as possible. Listing the children just needs to make the
distinction if there is a ‘1’ or a ‘2’ in the ternary LOUDS B; in the latter case,
array H storing the shadow nodes needs to be accessed.

Listing the parents is only slightly more involved. First, the (only) tree parent
can be obtained as in the original LOUDS. Then we iterate through the occur-
rences of i in H in a while-loop, using select-queries. For each occurrence found,
we go to the corresponding ‘2’ in B and count the number of ‘0’s before that ‘2’
as usual.

As in the original LOUDS, counting the number of children is faster than
traversing them: simply calculate select0(B, i+1)−select0(B, i)+1; this computes
the desired result in O(1) time.4

4 For calculating the number of parents in O(1) time, we would need to store those
numbers explicitly for hybrid nodes; for all other nodes it is 1.
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3.2 Space Analysis

The trit-vector B can be stored in (n + m + c)(lg 3 + o(1)) bits [27], while
supporting O(1) access on its elements. Support for rank and select-queries needs
additional o(n+m) bits [25].

There are several ways to store H . Storing it in plain form uses k lgn bits.
Using another k lgn(1 + o(1)) bits, we can also support selecta(H, i)-queries on
H in constant time [14]. This sums up to 2k lgn+ o(k lgn) bits.

On the other hand, since the number h of non-tree nodes can be much smaller
than k (the number of non-tree edges), this can be improved with a little bit of
more work: we store a translation table T [0, h) such that T [i] is the level order
number of the i’th non-tree node. Then H [0, k) can be implemented by a table
H ′[0, k) that only stores values from [0, h), such that H [i] = T [H ′[i]]. The space
for T and H ′ is k lg h+h lgn bits. To also support select-queries on H within less
than k lg n bits of space, we use the indexable dictionaries of Raman et al. [28]:
store a bit vector C[0, n) such that C[i] = 1 iff the i’th node in level order is a
non-tree node. C can be stored in h lgn+ o(h) + O(lg lg n) bits [28, Thm. 3.1],
while supporting select- and partial rank-queries (only rank1(C, i) with C[i] = 1,
which is what we need here) in constant time. Now we only need to prepare
H ′ for select-queries, this time using k lg h+ o(k lg h) bits. Queries selecta(H, i)
can be answered by selectrank1(C,a)(H

′, i), so H can be discarded. Since the data
structure of Raman et al. [28] automatically supports select-queries, we also do
not need to store T in plain form anymore, since T [i] = select1(C, i). Thus, the
total space for H using this second approach is h lgn + k lg h + o(h + k lg h) +
O(lg lg n) bits.

Summing up and simplifying (c ≤ n), the main theoretical result of this article
can be formulated as follows:

Theorem 1. A directed graph G with n nodes, m edges, and h non-tree nodes
(k = m− n+ 1 is the number of non-tree edges) can be represented in

(2n+m) lg 3 + h lgn+ k lg h+ o(m+ k lg h) +O(lg lg n)

bits such that listing the x incoming or y outgoing edges of any node can be done
in O(x) or O(y) time, respectively. Counting the number of outgoing edges can
be done in O(1) time.

4 Implementation Details

We now give some details of our implementation of the data structure from
Sect. 3, sometimes sacrificing theoretical worst-case guarantees for better results
in practice.

4.1 Representing Trit-Vectors

We first explain how we store the trit sequence B such that constant time access,
rank and select are supported. We group 5 trits together into one tryte, and store
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this tryte in a single byte. This results in space �(n+m+c)/5�·8 = �1.6 (n+m+
c)� bits for B, which is only ≈ 1% more than the optimal �(n +m + c) lg 3� ≈
�1.585 (n+ m + c)� bits. The individual trits are reconstructed using Horner’s
method, in just one calculation.5

For rank and select on B, we use an approach similar to the bit -vectors of
González et al. [15], but with a three-level scheme (instead of only 2), thus
favoring space over time. This scheme basically stores rank-samples at increasing
sample rates, and the fact that the bits are now intermingled with 2’s does not
cause any troubles. We used sample rates 25, 275, and 65725 trits, respectively,
which enable a fast byte-aligned layout in memory. On the smallest level we
divided a 25-trit block into five trytes. Using the table lookup technique [22] on
the trytes the calculation for rank on a 25-trit block is done in at most five steps
with an overhead of 35 = 243 bytes of space.

As in the original publication [15], select queries are solved by binary searches
on rank-samples, again favoring space over time.

4.2 Other Data Structures

Instead of the complex representation of H as described in Sect. 3.2, needed
for an efficient support of the parent-operation, we used a simpler array-based
approach: we store the positions of 1-bits (in B) of the first occurrences of non-
tree nodes in an array P [0, h). (In the example of Fig. 2, we have P = [5, 11, 14]
for the non-tree nodes 4,7, and 8.) A second array Q[0, k) lists the positions
of the other occurrences of the non-tree nodes, in level order (In the example,
Q = [7; 13, 19; 16]). A final third array N [0, h) stores the starting positions of the
non-tree nodes in Q (in the example, N = [0, 1, 3]). Then with a binary search
on P (or a bit-vector marking the respective positions) we can find out if a node
i has further shadow copies, and if so, list them using Q and N . Note that with
these arrays, we can also efficiently list (in O(1) time) the number of parents of
non-tree nodes.

We also added a bit-vector D = [0, n) with D[i] = 1 iff node i is a leaf node.
This way, the question if a node has children can be quickly answered by just
one look-up to D, omitting rank and select queries.

5 Practical Results

The aim of this section is to show the practicality of our approach on the ex-
ample of phylogenetic networks. Such networks arise in computational biology.
They are a generalization of the better known phylogenetic trees, which model
the (hypothetic) ancestral relationships between species. In particular for fast re-
producing organisms like bacteria, networks can better explain the observed data

5 We did not investigate codes that exploit the fact that the distribution of the 0’s,
1’s, and 2’s in B is not necessarily uniform. Some further space could be saved here,
probably at the cost of increased access times. We leave this as a direction for future
research.



A Practical Succinct Data Structure for Tree-Like Graphs 73

than trees. Quoting Huson and Scornavacca [18], phylogenetic networks “may
be more suitable for data sets where evolution involves significant amounts of
reticulate events, such as hybridization, horizontal gene transfer, or recombina-
tion.”

Since large real-life networks are not (yet) available, we chose to create them
artificially for our tests. We did so by creating random tree-like graphs with 10%
non-tree edges (k = n/10), by directly creating random trit-vectors of a given
length, and randomly introducing k 2’s to create non-tree edges. We further
ensured that shadow nodes have different parents, and that all non-tree edges
point only to nodes at the same height (in the BFS-tree), mirroring the structure
of phylogentic networks (no interchange of genetic material with extinct species).

We compared our data structure to a conventional pointer-based data struc-
ture for graphs (where each node stores a list of its descendants, a pointer to
an arbitrary father, and the number of its descendants). While there exist many
implementations of succinct data structures for trees6, we are not aware of any
implementations for graphs, hence we did not compare our data structure to
others.

Our machine was equipped with an Intel Core i7@2.2GHz and 8GB of RAM,
running under Windows 7. We compiled the program for 32 bits, in order not
to make the pointer-based representation unnecessarily large. All programs used
only a single core of the CPU. We averaged the running times over 1 000 tests
for n = 10 000, over 100 tests for 100 000 ≤ n ≤ 1 000 000, over 15 tests for
n = 10 000 000, and over 5 tests for n = 100 000 000.

Table 1. Comparison between a pointer based graph and our succinct LOUDS repre-
sentation for graphs with 10% non-tree edges

space [MByte] time for children [µsec] time for parents [µsec]

n LOUDS pointer LOUDS pointer LOUDS pointer

10 000 0.0159 0.3654 0.3203 0.0295 0.3315 0.0129
100 000 0.1682 3.6533 0.3458 0.0311 0.3472 0.0130

1 000 000 1.6818 36.5433 0.3884 0.0332 0.3614 0.0136
10 000 000 18.8141 365.4453 0.3889 0.03374 0.3812 0.0138

100 000 000 188.1542 3 654.4394 0.4095 — 0.4198 —

Table 1 shows the sizes of the data structures and the average running times
for the children- and parents-operations with either representation.7 It can be
seen that our data structure is consistently about 20–25 times smaller than the
pointer-based structure, while the time for the operations increases by a factor

6 For example, the well-known libraries for succinct data structures
https://github.com/fclaude/libcds and https://github.com/simongog/sdsl

both have well-tuned succinct tree implementations. Other sources are [1,12].
7 For memory reasons, the running times of the pointer-based representation could
not be measured for the last instances.

https://github.com/fclaude/libcds
https://github.com/simongog/sdsl
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(a) Listing the children of a node. The
graph shows the relative slow-down of
our LOUDS over a pointer-based repre-
sentation for nodes with varying number
of children.

(b) The same as in (a), but now for list-
ing the parents of a node

Fig. 3. Detailed evaluation of running times

of about 12 in case of the children-operation, and by a factor of about 25 in case
of the parents-operation. Such trade-offs are typical in the world of succinct data
structures.

To further evaluate our data structure, we more closely surveyed the children-
and parents-operations in a graph with 1 000 000 nodes and 10% of non-tree
edges, in which a node has no more than 16 incoming edges. We executed both
operations on every node in the graph and grouped the running times by the
number of children and parents, respectively. The results are shown in Fig. 3. In
(a), showing the results for the children-operations, several interesting points can
be observed. First, for nodes with 0 children (a.k.a. leaves), our data structure
is actually faster than the pointer-based representation (about twice as fast),
because this operation can be answered by simply checking one bit in the bit-
vectorD, mentioned in Sect. 4. Second, for nodes with 5 children the slowdown is
only about 3, then rises to a slowdown of about 7 for nodes with 8 children, and
finally gradually levels off and seems to convert to a slowdown of about 5. We
think that this can be explained by the different distributions of the types of the
nodes listed in the children operation: while for tree-nodes the node numbers can
be simply calculated from the LOUDS, for non-tree nodes this process involves
further look-ups, e.g. to the H-array. Since we tested graphs with 10% non-tree
edges, we think that at about 7–8 children/nodes this effect is most expressed. In
(b) the parents operation on our LOUDS for nodes with one parent is around 30
times slower than the pointer representation. For a greater number of parents it
is about 16 times slower. Our explanation is that at first a rank and select query
is necessary to retrieve the first parent node, afterwards if the node has more
than one parent the H-array is scanned. With our practical implementation of
the H-array from Sect. 4 the select results are directly saved in the Q-array,
hence there is no need for select queries anymore and a rank query seems to be
around 16 times slower than a look-up.
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6 Conclusions

We presented a framework and implementation for a new succinct data structure
for “tree-like” graphs based on the LOUDS representation for trees. The practical
evaluation confirmed that our succinct data structure achieves a significant space
reduction. A trade-off between space and time can be observed, which is common
in the world of succinct data structures.
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