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Preface

In communications engineering, source coding is the first step of processing input
signals before transmission. The main focus of source coding is to:

¢ Identify

e Quantify

* Band limit

» Convert analog signals into digital format

The next step after source coding is to use:

e Forward error control coding (FECC) to detect and correct errors

¢ A suitable modulation scheme to transmit the modulated signal through an
antenna.

Figure 1 illustrates the process. At the transmit side, the source coding is referred
to as encoder. At the receive side, it is referred to as source decoder. It is a reverse
process, which is not shown in the figure.

In this book, source coding is discussed in detail. Later books in this series will
cover FECC and modulation.

Presented in this book are the salient concepts, underlying principles, and
practical applications of source coding. In particular, this book will address the
following topics as related to source coding:

 Identification and characterization of input signals such as analog signal, digital
signal, and noise

< Signal-to-noise ratio and its effects in communication channels

» Shannon’s capacity theorem and its attributes

¢ Measurement and quantification of signals

e Band limit filters based on active analog and MOS switched capacitor
technology

¢ Nyquist sampling theorem

¢ Shannon’s capacity theorem

¢ Quantization: linear and nonlinear
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Fig. 1 A typical wireless communication system showing the source coding block along with
FECC and modulation blocks

¢ Signal formats such as non-return to zero (NRZ) and return to zero (RZ) and
their attributes

¢ Pulse code modulation (PCM)

e PCM hierarchy, T1-DS1, DS2, DS3, DS4, etc.

e PCM frame structure

¢ Frame synchronization

¢ PCM bandwidth

» Time division multiple access (TDMA). Both North American and European
versions (GSM) are discussed to illustrate the multiplexing concepts used in
different standards

e In the concluding chapter, a new multiple access technique, phase division
multiple access (PDMA), is described to improve channel capacity

¢ The Fourier series and Fourier transform are integral parts of digital signal
transmission in wireless communication in quantifying transmission bandwidth.

e As such, we have placed the Fourier series in Appendix A and the Fourier
transform in Appendix B

This text has been primarily designed for electrical engineering students in the
area of telecommunications and microelectronics. However, engineers and
designers working in the area of active filters in the audio frequency range would
also find this text useful. It is assumed that the student is familiar with the general
theory of active networks: analog and digital.

In closing, I would like to say a few words about how this book was conceived. It
came out of my long industrial and academic career. During my teaching tenure at
the University of North Dakota, I developed a number of graduate-level elective
courses in the area of telecommunications that combine theory and practice. This
book is a collection of my courseware and research activities in wireless
communications.

I am grateful to UND and the School for the Blind, North Dakota, for affording
me this opportunity. This book would never have seen the light of day had UND
and the State of North Dakota not provided me with the technology to do
so. My heartfelt salute goes out to the dedicated developers of these technologies,
who have enabled me and others visually impaired to work comfortably.


http://dx.doi.org/10.1007/978-3-319-15609-5_BM1#Sec1
http://dx.doi.org/10.1007/978-3-319-15609-5_BM1#Sec5

Preface vii

Finally, I would like to thank my beloved wife, Yasmin, an English Literature
buff and a writer herself, for being by my side throughout the writing of this book
and for patiently proofreading it. My darling son, Shams, an electrical engineer
himself, provided technical support when I needed it. For this, he deserves my
heartfelt thanks.

In spite of all this support, there may still be some errors in this book. I hope
that my readers forgive me for them. I shall be amply rewarded if they still find
this book useful.

Grand Forks, ND, USA Saleh Faruque
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Chapter 1
Introduction to Source Coding

Topics

 Introduction to Source Coding

» Signals and Spectra

» Noise and Interference

» Effects of Noise on Communication Circuits and Shannon’s Capacity Theorem
e Measurement and Quantification of signals in Noise, Interference and Fading

1.1 Source Coding Defined

In communications engineering, source coding is the first step of processing input
signals, (analog and/or digital). It identifies, quantifies, band limits, and converts
the analog signals into Digital formats. Figure 1.1 shows the conceptual block
diagram of a modern wireless communication system, where the source coding
block is shown in the inset of the dotted block. At the transmit side, the source
coding is referred to as encoder and at the receive side, it is referred to as source
decoder.

Figure 1.2 shows the basic functional block diagram of a typical source coding.
It Involves:

¢ Identification and Characterization of input signals
« Band limiting the input signal by means of filters
» Sampling and Quantization the input signal

* A/D-D/A Conversion

» Estimation of Bandwidth

© Springer International Publishing Switzerland 2015 1
S. Faruque, Radio Frequency Source Coding Made Easy, SpringerBriefs
in Electrical and Computer Engineering, DOI 10.1007/978-3-319-15609-5_1
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Txw/Rx Unit-A Tx/Rx Unit-B
Input S S()+n(t) Output
»  Transmitter - A (1 > Receiver- B >
Output \f/;(t) Input

< Receiver- A Transmitter-B

N
Sty N/ S

n(t)

Fig. 1.1 Block diagram of a modern full-duplex communication system. The source coding stage
is shown as a dotted block

o thll Falia®

Input Filter F(Hz) | | | Tt
s() o Digital Output
— =1/
f—oF ‘ Quantizer * Convolutional. >
: ]
Frequency Seupler —— Encoder

Fig. 1.2 Source coding functional block diagram

This book presents the salient concepts, underlying principles and practical
applications of the contents of the source coding block listed above. In particular,
this chapter will address the following topics:

¢ Identification and Characterization of Input Signals such as analog signal, digital
signal and noise.

« Signal to Noise Ratio and its Effects in Communication Channels

* Shannon’s Capacity theorem and its attributes [1]

e Measurement and Quantification of signals

1.2 Identification and Characterization of Input Signals

In modern multimedia communication systems, the input signal generally contains:

* Voice
e Data and
* Video

While voice is still the primary service, data and video are becoming increasingly
popular due to the advent of cellular technology [2—4]. Since the transmission
medium is limited, it is necessary to identify and quantify these signals so that we
can transmit these signals reliably through the available bandwidth, which is limited.
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First and foremost is the identification of the type of signals. It can be either an
analog signal or a digital signal. An analog signal is a time-varying signal, which
can be periodic or non-periodic. A digital signal is also a time-varying signal, which
can be periodic or non-periodic as well. Sine waves and square waves are two
common periodic signals.

1.2.1 Periodic Analog Signals

A Periodic analog signal is continuous with respect to time. It has one frequency
component. For example a Sine wave is described by the following time domain
equation:

V(t) = V, sin (ot) (L.1)

Where,

¢ Vp=Peak voltage
e o=2xnf
» f=Frequency in Hz

Figure 1.3 shows the characteristics of a sine wave and its spectral response.
Since the frequency is constant, its spectral response is located in the horizontal axis
and the peak voltage is shown in the vertical axis. The corresponding bandwidth is
Zero.

It is often desired to estimate the power delivered into a load resistance as shown
in Fig. 1.4. This is given by the following equation:

P = (Vims)’/R (12)

Voltage |'_ T _’l Voltage

Vp
f
/\ Time

>

w Angular Frequency

Fig. 1.3 A sine wave and its frequency response
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Fig. 1.4 Power delivered
by a sine wave into a
resistor R
+

Time Domain Frequency Domain

Representation Representation
Voltage Voltage

Time - 0 Frequency

Fig. 1.5 A non-periodic analog signal and its frequency response

Where,

e P =Power delivered into R in Watts
¢ R =Resistance in Ohms

* Vimg =V,/ V2 volts

* V,=Peak voltage volts

1.2.2 Non-periodic Analog Signals

A Non-Periodic analog signal is also continuous with respect to time. It has many
frequency components. It is complex. Occupied Bandwidth (BW) is greater than
zero (BW > 0). For example, human voice signal is non-periodic and its bandwidth
is typically less than 1 kHz. Figure 1.5 shows an example of a non-periodic analog
signal to illustrate the characteristics of a non-periodic signal.
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b Voltage
4aV/n
a 4v/3n
v av/5n
1 0 1 0 - av/Tn
|
=¥ 0 w 3w 5w 7w

Fig. 1.6 A periodic digital signal and its spectral components

1.2.3 Periodic Digital Signals

A periodic digital signal is continuous with respect to time. It has an infinite number
of harmonically related sinusoidal waveforms. For example a square wave, having
a 50 % duty cycle, is represented by a waveform as shown in Fig. 1.6a and its
spectral response in Fig. 1.6b. The square wave is described by the following time
domain equation:

V(t) = V,[Sin (ot)] + V;/3[Sin Bwt)] + V,/5[Sin (Swt)] + . .. (1.3)

Where,

* Vp=Peak voltage
e o=2nf
e f=Frequency in Hz

Figure 1.6a shows the characteristics of the square wave and its spectral response
in Fig.1.6b. The spectral response is located in the horizontal axis and the peak
voltage is shown in the vertical axis.

From the above, we see that a digital signal has an infinite number of harmon-
ically related spectral components. Therefore, the occupied bandwidth is infinity.
We also note that the peak voltages are also related as follows:

Fundamental)
3rd harmonic)
Fifth harmonic)
7" harmonic)

Vai=4V/nato

V3 =4V /3nat 30
V,s =4V /5m at 5w
V1 =4V/Inat To

e~ o~

Furthermore, we note that the higher order spectral components are negligible.
Therefore, techniques such as filtering signal formatting etc. can be used to limit the
bandwidth. We shall revisit this again later in this chapter.

Next, let’s examine the power delivered into a resistor R, where the source is a
periodic square wave as shown in Figure 1.7. We know that a discrete time signal
has an infinite number of harmonically related sinusoidal waves. Therefore, the



6 1 Introduction to Source Coding

V(1)

f=1/T

Fig. 1.7 Power delivered into a resistor. (a) A square wave loaded by a resistor. (b) The
equivalent circuit having an infinite number of harmonically related sine waves

power delivered into a resistor from a periodic square wave will be due to an infinite
number of harmonically related sinusoidal waves. This is conceptually shown in
Fig. 1.7b.

The power delivered into the resistor R can be determined as a sum of each odd
harmonic component. Thus we write,

P(total):P1+P3+P5+P7,....

Where,

¢ P, =Power due to the fundamental wave
¢ P53 =DPower due to the 3rd harmonic
¢ Ps=DPower due to the 5™ harmonic

etc.
Since the power delivered by a sinusoidal waveform into a load resistor is given
by the following equation:

P=(Vims) /R

Where,

« P =Power delivered into R in Watts
« R =Resistance in Ohms
e Vims=V p/\/Evolts

* V,=Peak voltage volts
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We write, for the square wave:

P, = (Vpl/\/i)z/R = (4V/Jt\/§)2/R (Fundamental )
Py = (V,3/vV2)’/R = (4V/37v/2)* /R (Third harmonic)
Ps = (V,s/vV2)’/R = (4V/57v2)*/R  (Fifth harmonic)

The total power will be,’

P(total) = (4V/nv/2)’ R+ = (4V/37v2) /R + (4V/57v/2)° /R + ...
= (8/m) (V/R)[1+1/9+1/25 + 1/49 + ... ]

Which is an infinite series, Where,
M14+1/941/254+1/49+...]=x/8
Therefore, the total power is given by,
P(total) = V?/R (1.4)

Problem 1.1

This problem verifies Fourier series.
Given:

e Square wave

e V=10V
e T=1ms.
Find:

(a) The spectral components of the square wave (up to the 9™)
(b) Show that the sum of all the spectral components in part (a) of this problem
approximates a square wave.

Solution:

(a) For the square wave we have: V=10V, f =1/T = 1/1 ms = 1 kHz. Therefore,
the spectral components are:

Vi =4V /x Sin (2z x 1000¢) = 12.739Sin (2x x 1000t)  (Fundamental)
V3 = 4V/3n Sin (2r x 3000¢) = 4.246 Sin (2n x 3000t)  (3"*harmonic)
Vs =4V /5n Sin (21 x 5000¢) = 2.547Sin (2n x 5000t)  (Fifth harmonic)
V7 = 4V/7x Sin (2x x 7000¢) = 1.819Sin (2z x 7000t)  (7"harmonic)
Vo = 4V /9 Sin (2m x 9000¢) = 1.4158in (2z x 9000t)  (9™harmonic)

(b) Use a summing amplifier to add the voltages having harmonically related
wave forms. The output voltage is given by:

Vo=—=[Vi+V3+4+Vs+V;+ Vo] (R2/Ry)
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Where R1 =R2. The negative sign indicates voltage inversion. The circuit
was simulated by means of “Multisim”™. Notice that the output voltage
approximates a square wave only with five harmonic components. Closer
approximations can be achieved by adding more harmonic components.

R2

Vo

R1

R1 —ANA~
v + ; : ;
> Al Vo N | A I
va [ -. - ;
. {,; | | |

R1
—— AN

V5 A
~ R1

—VWh—

V7

T
b

Time

<+ R1
V9|

i
Y

4

1.2.4 A Non-periodic Digital Signals

In digital communications, data is generally referred to as a non-periodic digital
signal as shown in Fig. 1.8. The data has two values:

¢ Binary-1 =High, Period=T
* Binary-0 =Low, Period=T
¢ Known as Non-Return to Zero (NRZ) Data

It has many frequency components, which can be determined by means of

Fourier transform.

Fig. 1.8 A non-periodic Non-Periodic
digital signal Time Domain
Voltage

‘FOO]O]lOOl

Time
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Power
B Spectrum
V@)
d b
- —
0 t 0 1 f/fc

Fig. 1.9 (a) Discrete time digital signal and (b) it’s one-sided power spectral density

Data can be represented in two ways:
Time domain representation (Fig. 1.9a):

V)=V <0<t<T

=0 elsewhere (15)
Frequency domain representation is given by: “Fourier Transform™:
T
V(o) = JV e dt (1.6)
0
Sin (wT/2)
Vv =VI'|—F7F— 1.7
Vi) =vr [ (17)
1 > o [Sin (0T /2)]?
Plw)= =]V =VT|——1—=~ 1.8
@) = (7 )i = v P (18)

This is plotted in Fig. 1.9b. The main lobe corresponds to the fundamental
frequency side lobes correspond to harmonic components. The bandwidth of the
power spectrum is proportional to the frequency.

The general equation for two sided response is given by:

V(o) = J V(t) e dt (1.9)

In this case, V(o) is called two sided spectrum of V(t). This is due to both positive
and negative frequencies used in the integral. The function can be a voltage or a
current
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1.2.5 Clock and Data

Clock is a periodic square waveform. It has a 50 % duty cycle, where T is the period
of the waveform and f is the frequency. They are related by the following equation:

T = Period =1/f,
f. = frequency (1.10)

In digital communications, the clock signal is used to:

» synchronize digital signals

¢ Upload and Download data

» Shift data serially

» Converts data into a parallel stream
» Converts data back to serial stream
« Etc.

Figure 1.10 shows the relationship between a clock and data. Data is the digital
information. It has two values:

e Binary-1=High, Period =T
¢ Binary-0 =Low, Period=T

Data has several formats [5]:

¢ NRZ (Non-Return to Zero)

¢ RZ (Return to Zero)

e AMI (Alternate Mark Inversion)
¢ Etc.

For NRZ data, logic-1 and Logic-0 are represented by the entire duration of the
clock T. On the other hand, for Rz data, Logic 1 is represented by T/2 as shown in
Fig. 1.10. Logic changes are triggered either by the rising edge or the falling edge of
the clock. The bit rate is governed by the clock rate. For example, a 10 kb/s NRZ
data requires a 10 kHz clock.

T
‘ﬁ'—'}l
Clock ||
: -
NRZ 1 0 1 0 |
—F 1t

RZl1 0 1‘ 0
t

Fig. 1.10 Relationship between clock and data
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Problem 1.2
Given:

e Clock Period T=1 ms.
¢ NRZ Data

(a) Derive an expression for the power spectral density using the Fourier
Transform

(b) Find the bit Rate Ry,

(c) Calculate the two sided Bandwidth

Solution:
(a) Time domain representation of the NRZ data is given by:

V)=V <0<t<T
=0 elsewhere

Frequency domain representation (One sided) is given by:

V(o) = Jv ce At
0
Vo) =vr P2 (11

) = () Vi = ver [T

(b) Bit Rate Rp,=1/T=1/1 ms=1 kb/s
(¢) Bandwidth (BW)=2Rb=2 x 1 kb/s =2 kHz.

Note: This is the two sided bandwidth, i.e. first null to first null. As
illustrated below:

Power
Specm Two Sided

Response

B
>

Frequency
2f/fe
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1.3 Noise

1.3.1 Background

When we transmit a signal via a medium, it gets corrupted due to noise, which is an
undesired random signal in communication systems [6—8]. Figure 1.11 shows a
typical communication system and the source of noise. The effect of noise is
measured as:

« Signal to Noise Ratio (S/N)

e Carrier to Interference Ratio (C/I)

e Carrier to Interference and Noise Ratio [S/(N +1)]

» Signal to Noise and Distortion Ratio (SINAD)

¢ Energy per Bit to Noise Spectral Density (EB/No), causing Bit Error Rate (BER)
in digital communication system.

Figure 1.12 shows the characteristics of noise and its bandwidth occupancy,
which is nearly flat across the channel. In order to recover the true signal from a

Tx/Rx Unit—A Tx/Rx Unit-B
Input () S(ty+n(t) Qutput
»|  Transmitter - A o » Receiver- B g
Output \Iun(t) Input
'- Receiver- A [* @ + Transmitter-B N
S(t)+n(t) I S
n(t)

Fig. 1.11 Channel model and source of noise

Time Domain
Representation

Frequency Domain
Noise Voltage Representation

Time >0 Frequency

Fig. 1.12 The characteristics of noise and its bandwidth occupancy
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noisy environment, we need to understand the source of noise and its
characteristics.
The source of noise can be:

e Natural: Thermal noise and Shot noise.

¢ Unintentional: Co-Channel and Adjacent channel Interference (CCI and ACI)
from cellular communication

¢ Intentional: Jamming from an adversary

A brief description of some of these noise parameters are described below:

1.3.2 Thermal Noise

Thermal noise is generated by the random motion of charge carriers inside an
electrical conductor. The power spectral density is flat throughout the frequency
spectrum. See Fig. 1.12. For this reason, it is also known as “white”. The amplitude
of thermal noise also exhibits a Gaussian probability density function. As a result, a
communication channel affected by thermal noise is often modeled as an Additive
White Gaussian noise (AWGN).

The root mean square (RMS) voltage due to thermal noise, generated in a
resistance R, is given by:

Vn = VAKTB (1.12)

Where

¢ k= Boltzmann’s constant (joules per kelvin) and
e T = Absolute temperature (kelvin).
¢ B =Noise bandwidth

1.3.3 Shot Noise

Shot noise in electronic devices is due to random fluctuations of charges. The flow
of these charges is relatively continuous but they arrive at random, causing a
fluctuation in current flow. The root-mean-square value of the shot noise current
i, is given by the Schottky formula

in = \/2igB (1.13)
Where

¢ i=Current
¢ q=Electron charge
¢ B =Bandwidth in hertz.
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1.4 Interference

1.4.1 Co-Channel Interference

In cellular communications, frequencies are reused in different cells, which mean
that another mobile can use the same frequency from a distant location. This is
known as “Frequency Reuse” [2, 4], Frequency reuse enhances channel capacity.
This is accomplished at the expense of unintentional interference, which is also
known as “Co-channel Interference or Carrier to Interference (C/I)].

As an illustration, we consider Fig. 1.13, where the same frequency is used in
Cell-A and Cell-B. Therefore, a mobile communicating with Cell-A will also
receive the same frequency from the distant Cell-B. This is analogous to the
“Near-Far” problem, causing co-channel interference. We use the following
method to determine this interference.

Let,

RSL, =Received signal level at the mobile from Cell -A

d, = Distance between the mobile and Cell-A

RSLg = The received signal level at the mobile from Cell -B

dg = Distance between the mobile and Cell-B

y = Path loss exponent

Then we can write,

RSLA X (dA)iy
14

RSLB X (dB)_ (114)

Where,

* RSL =Received signal level
» d=Distance between the transmitter and the receiver
» y=Received signal decay constant

The ratio of the signal strengths at the mobile will be:

-7 4
RSLa _ (da) " _ (8 (1.15)
RSLg ~ \dp da

Cell-A Cell-B
Ll

T T
RSLAV

=

f——a, —F ds |

Fig. 1.13 Carrier to Interference ratio (C/I) due to a single interferer
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In the above equation, RSL, is the RF signal received from the serving cell.
Therefore, this is the desired signal and we redefine this signal as the carrier signal
power C. We also assume that the mobile is at the cell edge from the serving cell-A,
which is the cell radius R (d, =R). On the other hand, RSLg is the undesired signal
received from Cellg and we redefine this signal as the interference signal power L.
The corresponding interference distance dg = D; D being the reuse distance. There-
fore, above equation can be written as a carrier to interference ratio (C/I), due to a

single interferer, as:
C D\’
Z_ (= 1.16
= (3) (1.16)

In decibel, it can be written as:
C(dB) 10L Dy’ (1.17)
J— o 0 —_— .
i S\R

Where,

e C=Signal power from the serving carrier
e I=Signal power from the interferer

* y=Received signal decay constant

e R =Cell radius

* D =Reuse distance

1.4.2 C/I Due to Multiple Interferers

In hexagonal cellular geometry, each hexagonal cell is surrounded by six hexagons
as shown in Fig. 1.14. Therefore, in a mature cellular system, there can be six
primary interferers. The total interference from all six interferers will be [2, 4]:

6RSLB X (dB)iy

or (1.18)

1
RSLB X g(dB)i}/

Therefore, the effective interference ratio is:

C RSLy 1(dy\" 1(dg\" 1(D\’
I RSLg 6\dg T 6\dy)  6\R
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Fig. 1.14 C/I due to
multiple interferers. Group
of frequencies used in the
center cell are reused in the
surrounding six cells

And in decibel,

%(dB) = 10Log E@) y} (1.19)

Therefore, by knowing the reuse distance, the C/I ratio can be determined. Or, by

knowing the C/I requirement, the reuse distance can be determined in a given

propagation environment. The reuse distance D can be determined from plane

geometry and the cell radius can be obtained from the propagation model.
Typical path loss slopes are:

e y=2 (Free Space)

¢ y=2.5 (Rural environment)

¢ vy =23 (Sub-urban environment)

e y=3.5 (Typical urban environment)
e y=4 (Dense urban environment)

Problem 1.3
Given:

« Pathloss slope y =4 (Dense urban environment-typical)
* 6 Co-Channel Interferers
* DR=4.6

Find: The carrier to interference ratio C/I.
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Solution:

A

With y =4 and D/R =4.6, we obtain:
C/1~18 dB.

1.4.3 The Effect of Noise in Communication Channels
and Shannon’s Capacity Theorem

The effect of noise on communication channel was best described by Claude
Shannon [1]. Shannon’s capacity theorem states that, when transmitting a signal
in the presence of noise, we need to ensure that the signal power is greater than the
noise power, so that the signal can be recovered without an error. Shannon showed
that, in a noisy environment, the maximum bit rate that can be achieved is given by
the following formula:

C= WL0g2(1 +f]> bits/s. (1.20)

Where,

* C=Channel capacity (bits/s)
¢ W =Bandwidth in Hz
* S/N = Signal to Noise Ratio

Since the noise power is proportional to the bandwidth, we write:

e N=N,W
* N, =Noise spectral density at room temperature

Therefore, we can write,

S
C =WLog, <l +N>bits/s.

S .
C = WL0g2 <l +W)blt8/s.

Since C = Bit rate, we define C =R (b/s) and express the capacity theorem as
follows:

C = WLog, (1 JrNOSW>bits/s.
OR (1.21)

R S
W Log, (1 + NO—W) bits/s per channel
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Fig. 1.15 Channel capacity 100 -
as a function of S/N
. Un-Realizable Region
o
]
»n 10
N
I
S~
2 . .
s Realizable Region
E 1 T T T T T T |
o
-10 0 10 20 30 40 50
0.1-
SNR (dB)

The Ratio R/W is Known As “Channel Capacity, which is a function of S/N. This is
plotted in Fig. 1.15.
We Observe the Following:

« To increase the capacity we need more S/N ratio
¢ More S/N ratio can be achieved by:

— Increasing the signal power
— Reducing the noise
— Defeating the noise by means of “Error Control Coding”

» However, there is a diminishing return, requiring a compromise between several
parameters, e.g., Available bandwidth, Forward Error Control Coding, Modula-
tion etc. These topics will be discussed in this series of books.

1.5 Measurement and Quantification of Signals

Measurement of Information is a discipline that quantifies information. We need
this because the transmission medium is limited. Information can be quantified by
means of:

¢ Decimal System (Analog Info.)
* Binary System (Digital Info.)

Both systems are equally good and widely used to quantify information for
further processing.
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1.5.1 Decimal System

In decimal system, the information is quantified as:

N = 10"
Where, m=1,2,3,.... (1.22)

As a result, the value of N increases rapidly as a power of 10. This is given by:

N =10° 10!, 10%, 103, 10%, 10°, ...
=1, 10, 100, 1000, 10000, 100000, ... .

Since the number N increases rapidly, it is inconvenient. As such we use Logarith-
mic Scale with a base of 10:

M = Log,,(N)

=0,1,23,... (1.23)

Where N==1, 10, 100, 1000, ...
This number (M) is Small and convenient to use.

1.5.2 Binary System

In Binary system, the information is quantified as:
N =2" (1.24)

Where m=1,2,3, ....
As a result, the value of N increases rapidly:,

N =20 2! 22 2% 2% 25 ..

9 9 9 ’ b b 1'25
=1,2,3,4,8, 16, 32, ... ( )
Since the number N also increases rapidly, it is inconvenient. As such we use
Logarithmic Scale with a base of 2:

M = Log,(N)
=0,0.301, 0.602, 0.903, ... (1.26)
Where, N=1,2,4,8, ...

This number (M) is also Small and convenient to use.

The relationship between binary and decimal systems is given by:
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=—-——-=13.32Log;,(N)

Problem 1.4:

Given:

26 Letters in English Language: A, B, ... Z
Each Letter is Equally Likely

Find: The Average Number of Bits Needed to Transmit a Single Letter

Solution:

m = [Log,(26)]/[Logo(2)] = 4.7 =5

Therefore, we need 5 bits per letter.

1.

6 Conclusions

Source Coding defined

Reviewed Signals and spectra

Discussed Signal to Noise Ratio and Effects of Noise on Communication
Circuits

Shannon’s Capacity Theorem indicates that there is a diminishing return

In light of Shannon’s capacity theorem, it may be concluded that communication
systems engineering is partly science, partly engineering and mostly art. It has to
adapt to changing technology such as channel coding, modulation, Frequency
reuse and C/I management etc.
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