
Chapter 5
The Phantom Force

Alfred John Weymouth and Franz J. Giessibl

Abstract While atomic resolution in an AFM image is usually assumed to originate
from the formation of a chemical bond or Pauli repulsion, it can also be caused by
a phenomenon we called the phantom force. When there is an electric potential
difference between tip and sample, they will be attracted to one another. It is quite
common in AFM experiments to apply a voltage between the tip and the sample.
At distances required for atomic resolution, this can result in a tunneling current.
If there is a tunneling current, then there will also be a potential difference within
the sample (as charge carriers do not accumulate after they have tunnelled). The
magnitude of this potential difference within the sample is related to the resistivity
of the sample. The total potential difference between the sample bulk and the tip is
fixed by the applied voltage, so any potential difference within the sample reduces
the potential drop in the junction between the tip and sample. This phantom force
is an apparently repulsive force caused by a decrease in the electrostatic attraction
between tip and sample. If the total resistance within the tip or sample is high enough,
then the phantom force can be the dominant contrast mechanism in AFM images. It
can also dominate features in bias and distance spectroscopy. This chapter includes
a comprehensive description of our theory of the phantom force and data which
demonstrate this effect.

5.1 Introduction and Background

Themost exciting aspect of scanning tunnelingmicroscopy (STM) is that images can
be acquired with spatial resolution on the atomic scale [1]. STM is not a microscopy
technique in the typical sense, with lenses used to optically focus a beam, but rather
uses a sharp tip to locally probe surfaces and adsorbates [2]. A voltage difference is
applied between the atomically-sharp tip and the surface, and although they are not
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touching (the tip is up to a few atomic diameters away from the surface), electrons
tunnel through the vacuum gap. Because tunneling occurs mainly through the apex
atom of the tip, the STM can achieve spatial resolution on the atomic scale.

In a tunneling event, an electron (either to or from the tip) tunnels across the
vacuum gap into an unoccupied state. It is this process that is most often considered
in the STM community, and theoretical techniques based upon this consideration are
the groundwork for understanding STM data [3, 4]. However, two other processes
also occur: The electron will not remain localized where it first arrived but will rather
conduct to the bulk, as will the corresponding hole.

Because of the high local concentration of the tunneling current around the front
atom of the tip, the areal current density is very large [5]. Ohm’s law directly relates
the current density to the electrical field via the resistivity of the conductive material.
If the tip or the sample has substantial resistivity, then a significant electric field will
be present within it. This electric field can equivalently be described by a voltage
difference between the surface and the bulk. While it is difficult for STM alone to be
sensitive to this, atomic force microscopy (AFM) is.

AFM is sensitive to the total force interaction between the tip and the sample
including those contributions resulting from electrostatic interactions. When a sub-
stantial fraction of the applied voltage drops within the sample, a smaller fracton
thereof drops between the tip and sample. This decreases the electrostatic attraction
which can be observed in AFM. We call this effect the phantom force.

The remainder of this section begins with a short description of atomic force
microscopy. The forces that dominateAFMmeasurements at the atomic scale include
the chemical binding force, van der Waals force and electrostatic forces. As the
phantom force is caused by changes in the electrostatic force, the electrostatic force
is discussed in more detail. A key ingredient to our theory is a potential drop within
the sample, from the surface below the tip to the bulk. Finally, these ingredients are
combined to present the theoretical picture of the phantom force.

5.1.1 Frequency-Modulation Atomic Force Microscopy

Frequency-modulation atomic force microscopy (FM-AFM) is a non-contact AFM
technique that is highly sensitive to short-range forces. One advantage of FM-AFM
is that frequency is a value that we are able to measure with high precision. Short-
range forces, by definition, decay very quickly as a function of distance. Instead of
being directly sensitive to the vertical force component Fts between the tip and the
sample, FM-AFM is sensitive to the force gradient kts = −dFts/dz.

Throughout this chapter z and vertical refer to distances along the surface normal.
Increasing z refers to a greater distance from the surface. Lateral motion refers to
motion along the surface, that is, perpendicular to the surface normal.

The tip is attached to a cantilever that can be characterized by an effective spring
constant k. The forces acting on the tip are a superposition of the cantilever and the
tip-sample interaction:
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Fts = −kz + −kts z = −(k + kts)z (5.1)

The assumption here is that kts is constant over the oscillation of the cantilever,
referred to as the small-amplitude approximation. The cantilever is oscillated in
the z-direction at its resonance frequency f0. The influence of kts is detected via a
frequency shift � f = f − f0, where f is the actual oscillation frequency. If we
consider the tip to have some mass m and the cantilever to be massless, then the
frequency

f = 1

2π

√
k + kts

m
. (5.2)

This is also acceptable to the situation where the cantilever has mass, and in this case
m is replaced by an effective mass term plus the mass of the tip. Expanding f around
kts = 0 in terms of kts :

f = f0 + f0
2k

kts + O (5.3)

Here O represents the higher-order terms (those with k2ts terms and above). If the
force gradient is constant over the cantilever oscillation, one can write:

� f = f0
2k

kts (5.4)

This approximation is the small-amplitude approximation. In order to convert the
frequency shift into the force between tip and sample, kts must be calculated from
� f , and then integrated from a point far from the surface (that is, where the tip-
sample interaction can be assumed to be zero) to the point of interest. In the case of
a conservative force field, the force can be integrated to yield the potential energy.

If the force gradient cannot be assumed to be constant over one tip oscillation,
then the relation between � f and kts includes a weighting of kts over the cantilever
oscillation. � f is then written as

� f = f0
2k

〈kts〉, (5.5)

where the angled brackets represent a weighted average, described in more detail
in [6]. In this case, evaluation of Fts requires a deconvolution of � f followed by
an integration step. Two methods for this deconvolution and integration include
the Sader-Jarvis deconvolution method [7] and Giessibl’s matrix method [8]. For a
comparison of the two methods, the reader is directed to [9].

In general, the frequency shift� f can be interpreted as follows: an increase in� f
indicates a repulsive contribution to the force, whereas a decrease in � f indicates
an attractive contribution.
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5.1.2 The Forces at Play at the Atomic Scale

Many forces can play a significant role in atomic-scale AFM, but we focus on the
chemical interaction of the apex atom with the sample, the van der Waals interaction
and electrostatic interactions.

Historically, it is the chemical interaction between tip and sample that was first
believed to be responsible for atomic resolution in AFM images [10, 11]. A com-
plete description of chemical bonds is quite complex, including overlapping orbitals
and rehybridization. An approximation of the interaction between single atoms is
given by the Morse potential, which describes attraction between two atoms up to
an equilibrium distance, and then the subsequent repulsion. This overall behavior
can also be modelled by a Lennard-Jones potential. Recently high-resolution AFM
results have shown that both canvery accuratelymodel certain tip-sample interactions
[12, 13].

The van der Waals force describes the interaction between two induced dipoles.
This interaction is surprisingly well-described by the Hamaker approximation, in
which all interacting particles are assumed to interact independently. The van der
Waals interaction can dominate at the nanometer-scale. The force-distance relation-
ship of the van der Waals interactions have been explicitly calculated for a number
of high-symmetry AFM tips [14].

The description of the long-range electrostatic force comes from considering
the tip-sample junction as a capacitor, where the presence of a potential difference
causes attractive interaction. This model is appropriate for metallic surfaces. In a
macroscopic picture, this results from both the work function differences of the two
materials (discussed in the next section) and any applied voltage. Semiconductors
are more challenging, in that the electric field cannot be assumed to fully drop over
the junction, but rather penetrates significantly into the sample. This effect has been
well-studied in the framework of STM and is known as Tip Induced Band-Bending
(TIBB) [15]. For all sample systems, even insulators, it is common to apply a voltage
to minimize this macroscopic electrostatic force.

These three forces are a good foundation for interpreting most AFM data. The
electrostatic and van der Waals forces are expected to increase in magnitude and
stay attractive as the tip approaches the surface. The chemical interaction is expected
to dominate at short-range with an attractive bond followed by repulsion caused by
Pauli repulsion. This picture is what makes the phantom force so confusing: one
expects repulsive contrast only at very small tip-sample distances that are closer than
the chemical bonding distance. However this phantom force, as presented in more
detail in Sect. 5.1.6, can also appear to be a repulsive force that can be mistaken for
Pauli repulsion.
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5.1.3 Electrostatic Attraction Between Metal Surfaces

The electrostatic attraction between two flat metal surfaces depends upon the poten-
tial between them. This is a function of the applied voltage, as well as the differences
in their work functions. The energy necessary to remove an electron from a solid at
0K is the work function, �. Two materials far from each other will share vacuum
levels, however there is no requirement that their Fermi levels align. This occurs
when they are put in electrical contact with each other. If they do not have the same
work function, then a potential difference will exist between the two metal surfaces.

Different crystal facets have different values of �, and we understand these dif-
ferences in terms of surface dipoles, ps , that cover a surface with an areal density
n p. Considering the potential in the vertical dimension,

� = EF + qe

ε0
psn p (5.6)

where qe is the elementary charge and EF is the Fermi level.
Writing the total potential difference within the tip-sample junction as the sum of

the differences in work function and of any applied voltage:

VJ = VB + �� (5.7)

To consider the effect of this to a FM-AFM setup, we can consider a geometrically
simple arrangement, in which both tip and surface are two parallel plates, with area
A. The magnitude of the electric field between the two is given as

|E| = E = VJ /z (5.8)

where the distance between the plates is z. The potential energy, UP E , stored in the
electric field can be calculated by the total work, W , required to create the charge
distribution. In a conservative field, this yields the following:

− UP E = W = ε0

2

∫
V

|E |2dV = ε0

2

(
VJ

z

)2

z A = ε0

2
V 2

J
A

z
(5.9)

If we have a purely conservative force, then the interaction force between the two
plates would be given by the negative gradient of the energy. The z−component of
the electrostatic force can be written:

Fes = −dUP E

dz
= −ε0

2
V 2

J
A

z2
(5.10)

That is, there will be an attractive force that is proportional to the potential difference
squared. Capacitance C is as a measure of the charge on each surface Q as a function
of the potential difference, C = Q/VJ . For a general case, the attractive force can
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be rewritten as a function of capacitance:

Fes = 1

2

dC

dz
V 2

J (5.11)

In the typical picture of long-range electrostatic interactions, this interaction does
not vary over the surface. In Kelvin Probe Force Microscopy (KPFM), one measures
the electrostatic interactions locally by varying the applied voltage:

Fes = 1

2

dC

dz
(VB + ��)2 (5.12)

This picture, while widely used, does not include the effect of the phantom force,
which is discussed in the next section.

5.1.4 Conductance in an Atomic-Scale Junction

To consider the conductancewithin the sample, we startedwith anOhmicmodel [16].
Under this model, there is a linear relationship between current density, j, and electric
field, characterized by the resistivity ρ:

E = ρj (5.13)

Given that there is a current from the point of the surface where the electrons tunnel
either to or from the tip, r0, and the bulk, r1, there must be an electric field present
(as there must be a force upon the charge carriers) and therefore a potential as well.
The potential

φ = −
∫ r1

r0
E · dr = −

∫ r1

r0
ρj · dr = −

∫ r1

r0
ρ

I
A

· dr (5.14)

If we assume nothing other than a radial current flow, then the vectors can be omitted
and

φ = −
∫ r1

r0
ρ

I

A
dr = −

∫ r1

r0
ρ

I

2πr2
dr = −ρ I

(
1

2πr1
− 1

2πr0

)
(5.15)

For the case where r1 = ∞ is the bulk, and r0 is the radius of the tunneling current,
φ can be simplified:

φ = − ρ I

2πr0
(5.16)

We will consider a piece of silicon, doped to have a resistivity of ρSi = 10�cm. We
assume that the tunneling current is a cylindrical stream with a radius of r0 = 100
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pm. The effective sample resistance is then

RS = φ

I
= 1� cm

2π · 100 pm = 159M�. (5.17)

The Ohmic model is usually accepted as a model for bulk transport, so one would
naturally ask how relevant it is to atomic-scale transport. Recent work from the
Simmons group indicates that for Si wires doped with P, this law does hold down to
the atomic scale [17].

One failure of the Ohmic model is that it does not represent the electronic band
structure. In the case of Si(111)−7×7, for example, the surface has ametallic surface
state within the band gap of the bulk Si crystal [18]. Transport from the surface to the
bulk has been extensively studied [19, 20] and is neither Ohmic nor constant over
the surface [21]. While this is correct, the Ohmic model nevertheless explains the
majority of our observations, and we expect inclusion of the electronic structure to
simply increase the accuracy of the phantom force model.

This model provides an understanding of the systems where we expect non-
negligable phantom force effects to be observed. A tunneling current of I = 1nA
through low-doped Si will result in a voltage difference of 0.159V between the
tip-sample junction and the bulk. This is a significant fraction of the voltage that is
normally applied while scanning this surface. On the other hand, metallic surfaces
like Cu have a resistivity of ρCu ≈ 2 × 10−8 �m. This would result in a sample
resistance of RS = 0.32�, and a negligible voltage drop within the sample.

5.1.5 Including Resistance in Our Overall Picture
of Tunneling

The sample resistance describes the effect of the sample on the current within it.
The total current, therefore, will no longer be a function just of the applied bias
voltage and the effective resistive drop in the tunneling junction,1 but rather include
the resistive sample component described by the phantom force:

I = VB

RJ + RS
(5.18)

This sample resistance will also act as a voltage divider. That is, the potential differ-
ence between tip and sample does not simply include contributions from the applied
bias voltage VB and the difference in work functions:

VJ = VB + �� − I RS = VB
RJ

RJ + RS
+ �� (5.19)

1Tunneling is an elastic process but the effect of tunneling and then a quick energetic relaxation is
often modelled by a resistor.
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The effect of sample resistance on an AFM image is via the electrostatic force:

Fes = 1

2

dC

dz
V 2

J (5.20)

And so, in terms of the junction resistance:

Fes = 1

2

dC

dz

(
VB

RJ

RJ + RS
+ ��

)2

(5.21)

And as a function of the current:

Fes = 1

2

dC

dz
(VB + �� − I RS)2 (5.22)

In order to determine the regime in which the phantom force is significant, we
rewrite the tunneling current junction resistance depending exponentially upon the
tip-sample distance:

RJ = R0 exp[2κz] (5.23)

κ is the decay constant of the tunneling current, which is usually around 1Å−1 [2].
If z = 0m denotes the position where the tip and sample are in chemical contact,
then R0 is the resistance at point contact. This has been very well measured for the
case of metal-metal single-atom contacts in break-junction measurements [22] and
is known to be 1/G0, where G0 is the quantum-point conductance. The phantom
force starts to play a noticeable role when the sample (or tip) resistivity RS becomes
comparable to the junction resistance RJ . For example, if the junction resistance is
1G� (1V and 1nA), then a sample resistance of RS = 159 M� cannot be ignored.
From (5.23), we expect this to happen at tip-sample distances of z < 0.6nm, which
is a typical distance for AFM images.

5.1.6 Summary

The phantom force is an effect that can be observed when a tunneling current is
present in force measurements, and there is a substantial resistance for the current
from the point of tunneling to the bulk. It can be represented by an internal sample
resistance, as sketched in Fig. 5.1. For low-doped Si samples, this resistance can be
on the order of 100M�.

An internal resistance can also be present in the tip. Morita et al. reported mea-
surements of the tunneling current while using� f to regulate tip height [23]. Before
poking a cleanW tip into a Si surface, they recorded a current of 16nA at 0.2V. After
a tip poke, with the same feedback parameters, the current was less than the noise
floor of 5pA at a voltage of 0.1V. This indicates an additional resistance of 20G�.
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Fig. 5.1 A net tunneling current flows because there is a potential difference between the tip and
sample. In this drawing, the tip has a higher potential for electrons and they tunnel to the sample.
Electrons then disperse from the point of entry to the bulk. A similar process occurs in the tip (not
shown). The overall effect depends strongly on the material’s ability to conduct electrons from this
point to the bulk. This can be modelled by the addition of a sample resistance RS

In order to demonstrate the effect of the phantom force, we can explicitly model
three contributions to the overall force: the van der Waals force, the electrostatic
force, and the chemical interaction. The van der Waals contribution is modelled as
suggested byGiessibl [14]with a conic tip that has anopening angle ofα = 70◦, using
a Hamaker coefficient of AH = 0.1865aJ. The chemical interaction was modelled
with a Morse potential having a bonding energy of EB = 4eV, an equilibrium
distance of z0 = 200pm, and a decay constant of λ = 100pm2:

EMorse = EB

(
exp−2(z − z0)

λ
− 2 exp− (z − z0)

λ

)
(5.24)

The electrostatic force is modelled as suggested by Guggisberg et al. [25], with an
opening angle of α = 70◦, a final tip radius of rtip = 4nm, a tip length of 1mm, and
an offset distance between the final apex atom and the part of the tip that contributes
significantly to the electrostatic force of zof f = 1nm. A sketch of this tip model is
shown in Fig. 5.4. The voltage is the junction voltage, as described by (5.19), with a
bias of VB = 1V and a contact potential difference of �� = −0.2V.

Each of these contributions is individually shown in Fig. 5.2a. The van der Waals
contribution is attractive over the entire range. The chemical bond contribution only
becomes significantwith distances z < 1nm.The electrostatic contribution, although
at further distances is simply attractive, also changes suddenly at z < 1nm. At this
point, RJ ≈ RS .

The effect of the phantom force is also evident in the total force interaction, shown
in Fig. 5.2b, and in the force gradient, shown in Fig. 5.2c. Although the total force
gradient decreases with decreasing tip-sample distance, the phantom force causes
a first minimum followed by a zero-crossing. This first minimum can therefore be

2These parameters were chosen as representative. Bond lengths from 100 to 300pm are common,
as are dissociation energies on the order of a few eV [24].
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Fig. 5.2 Out of the three
forces discussed in
Sect. 5.1.2, the electrostatic
force changes the strongest
when the phantom force is
present. a A model of the z
dependance of the
electrostatic force, van der
Waals force, and chemical
interaction (represented by a
Morse potential).
b The total force curve. Note
the two local minima, in
contrast to what is normally
expected. b A corresponding
plot of the force gradient,
calculated from the curve in
b. Again there is a second
local minimum

incorrectly attributed to the equilibriumdistance of the chemical interaction, although
it is several hundred picometers further.

It is therefore easy to mistake an effect of the phantom force as an observation of
chemical interaction, especially as tunneling is usually localized over atomic sites.

5.2 Observations

Silicon was the first material upon which we observed the phantom force. We were
imaging at room temperature and noticed when we collected constant-height data
that the adatoms appeared repulsive. This on its own was surprising, as the reactive
nature of the surface also makes it ideal to investigate adsorbates [26, 27].3 While
we expected differences in the adatom types [29, 30], the contrast we observed very
closely resembled the contrast in our STM images.

Since these initial observations, we have recorded observations at both liquid He-
temperature (with an Omicron low-temperature SPM system, operating nominally
at 4.5K) and at room temperature (with a homebuilt microscope, modelled after the
Park Scientific Instruments UHV system [31]). We used two types of Si samples: a
highly doped sample with a resistivity of 0.010–0.012�cm at 300K, and a lower
doped sample with a resistivity of 6–9�cm at 300K.

3It should be noted that Sweetman et al. have reported repulsive contrast over the Si(111)−7×7
surface, which can occur with non-reactive tip apexes [28].
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Fig. 5.3 a Schematic of the Si(111)−7×7 surface. Nominally, only the Si adatoms (blue) are
observable by AFM and STM. b Constant-height FM-AFM data taken with and without an applied
bias voltage at various heights z. z = 0pm is the point of closest approach

Figure5.3 shows two series’ of AFM images at various tip-sample distances,
one with an applied voltage of −0.6V and the second with an applied voltage of
0.0V. At z = 160pm, contrast can be seen in both datasets. In the dataset with
VB = −0.6V, the adatoms appear repulsive. In the dataset with VB = −0.0 , the
area over the adatoms appears more attractive than the area over the corner holes. The
repulsive contrast is attributed to the phantom force, whereas the attractive contrast
is attributed to the chemical interaction. This trend continues with closer approach,
as the chemical interaction stars to dominate. At z = 0m, the images appear similar.

A second experiment (also at liquid-He temperature) demonstrates the effect of
the phantom force, shown in Fig. 5.4. At standard STM conditions of a voltage of
1.5V and a current of 2nA, contrast can be observed in the AFM channel in constant-
height mode. This is again due to the phantom force. When the voltage is decreased
to 0V, the contrast disappears. In order to observe the expected attractive contrast,
we need to approach the tip 340pm closer to the surface.

Several questions naturally arise with this data. We have presented a theory based
upon the internal sample resistance, however there are other phenomena at play
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Fig. 5.4 Constant-height
FM-AFM data. The top third
was acquired with a voltage
V = 1.5V at a relative tip
height of z = 340pm. The
middle third was acquired
with no applied voltage at
z = 340pm. The lower third
was acquired with no applied
voltage at z = 0m. Adapted
from [16]

that could cause contrast inversion or, at the least, a strong bias dependance: 1. We
could be changing the tip-sample distance by changing the bias and probing repulsive
interaction due to a chemical bond. 2. This effect could be related to tip-induced band
bending. 3. This could all be an artifact fromapoorly-chosenSTMpreamplifier.None
of these three are acceptable explanations, for the following reasons.

1. In Fig. 5.4, the tip must be approached to the surface 340pm before attractive
chemical interaction can be observed. If the contrast in the upper third of the image
was caused by repulsive chemical interaction, then removal of the bias voltage must
result in the average cantilever height being increased by over 340pm. We used a
qPlus sensor with a spring constant of k = 1800N/m, meaning that a force difference
of 612nN is required. With the calculations presented in Sect. 5.1.6, the electrostatic
forces are one hundred times too low for this to be feasible.

2. Tip-induced band bending is a description of the field effect of the tip when
probing a semiconducting surface [32, 33]. However, in the case of Si(111)−7×7, it
is weakly present [34]. The surface reconstruction presents a metallic surface state,
and therefore the field effect of the tip is greatly reduced. Of course, this means that
we must now demonstrate that the phantom force is not unique to this special case,
which we present later for the case of H-terminated Si(100).

3. If the STM preamplifier was poorly selected, then the virtual ground would
be insufficient. In that case, a current could result in a significant deviation from
0V, and also reduce the attractive electrostatic force. The simplest test for this was
to install a switch where we could change from using the virtual ground to using
a real ground. The result is presented in [35], but to summarize, we observed no
difference in the two. This does not mean that the virtual ground cannot affect AFM
measurements, it simply means that the deviation of the virtual ground provided by
the STM preamplifier from an ideal ground is not responsible for the phantom force.

In the rest of this section, the data collected on Si(111)−7×7 is used to quanti-
tatively extract values of RS . The effect of the phantom force on Kelvin probe force
microscopy is demonstrated and discussed.Data is shown of the phantom force on the
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H-terminated Si(100) surface. Finally, we show data that indicate that the phantom
force is present even on molecular adsorbates that lie on highly conductive surfaces.

5.2.1 Characterizing the Phantom Force

While the previous two examples demonstrate qualitatively the effect of the phantom
force, they do not provide a quantitative measurement of the phantom force. One
method to do this is by investigating the relationship between the recorded current
〈I 〉 and � f . We published these results in [16]; here we review them. The recorded
current is written 〈I 〉 because it is the average current over the oscillation of the
cantilever. All data taken in this subsection were acquired at room temperature.

In Fig. 5.5, constant-height data of low-doped Si(111)−7×7 are shown at both
bias polarities: In (a) and (b), VB = +1.5V and in (c) and (d), VB = −1.5V. The
AFM images show an increase in � f above the adatoms in the unit cell, irrespective
of the polarity of the bias voltage. The data show strong similarity to the STM data,
with adatoms of the faulted half of the unit cell appearing brighter when probing
filled-state images. While this is expected in STM data [21], it is surprising that the
contrast in the AFM image would also be so dependent upon VB .

As we simultaneously measure 〈I 〉 and � f , we can directly compare the two,
pixel-by-pixel. One technical detail is that the relative bandwidths of the two mea-
surements must be taken into account. Even with a relatively high bandwidth of
the phase-locked loop (AFM controller) of B = 120Hz, it is much lower than the

Fig. 5.5 Constant-height data taken at room temperature with simultaneous 〈I 〉 and � f . a and b
taken at VB = +1.5V, c and d taken at VB = −1.5V. e Pixel-by-pixel plot of � f as a function of
〈I 〉 from data in a and b with a linear fit. f Slopes of the linear fits as a function of the bias voltage
follow themselves a linear relation. Adapted from [16]
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STMmeasurements, which can be assumed to be instantaneous in comparison.4 This
will result in a pixel shift between the STM and AFM images. At a scan speed of
v = 20nm/s, the offset is �x = v/B = 166pm.

The corresponding points are shown in Fig. 5.5e. The trend is linear and a fit line is
shown. We can understand this linear relation in terms of the Phantom force, within
a small amplitude approximation. As we consider only the contrast mechanism, we
consider only the contribution to kts from the electrostatic force5:

kts = −dFes

dz
= − d

dz

1

2

dC

dz
(VB + �� − I RS)2 (5.25)

kts = −1

2

d2C

dz2
(VB + �� − IRS)2 + dC

dz
(VB + �� − I RS)

(
RS

dI

dz

)
(5.26)

In order to write kts as a polynomial in terms of I , we must rewrite the last term as
a polynomial in terms of I . Substituting (5.18) into dI

dz :

dI

dz
= d

dz

VB

RJ + RS
= d

dz

VB

R0 exp[2κz] + RS
(5.27)

dI

dz
= − VB

R0 exp[2κz] + RS

R0 exp[2κz]
R0 exp[2κz] + RS

(5.28)

dI

dz
= −2κ I

RJ

RJ + RS
(5.29)

Rewriting kts as a polynomial of current:

kts = − 1

2

d2C

dz2
(VB + ��)2 +

+
[
d2C

dz2
− 2κ

RJ

RJ + RS

dC

dz

]
(VB + ��) RS I +

+
[
−1

2

d2C

dz2
+ 2κ

RJ

RJ + RS

dC

dz

]
R2

S I 2 (5.30)

4Our STM signal is recorded at 500Hz.
5A complete description of the forceswould require consideration of the van derWaals and chemical
interactions as well. But, as shown in Fig. 5.4, these do not contribute to the contrast in the AFM
image. Therefore it suffices to consider only the electrostatic interaction.
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If we assume that the tip is relatively far from the surface and RJ � RS :

RJ

RJ + RS
≈ 1 (5.31)

kts can then be simplified:

kts = − 1

2

d2C

dz2
(VB + ��)2 +

+
[
d2C

dz2
− 2κ

dC

dz

]
(VB + ��) RS I +

+
[
−1

2

d2C

dz2
+ 2κ

dC

dz

]
R2

S I 2 (5.32)

Finally, arguing that RS I < 1, which is valid for RS ≈ 100M� and I = 1nA, then
RS I � R2

S I 2:

kts ≈ −1

2

d2C

dz2
(VB + ��)2 +

[
d2C

dz2
− 2κ

dC

dz

]
(VB + ��) RS I

kts ≈ b + m RS I (5.33)

where b and m represent terms independant of RS and I . The slope m RS is plotted
in Fig. 5.5f. In agreement with (5.33), this term varies linearly with VB .

In order to extract a value for RS , we added additional external resistances, Rext ,
to the circuit. While the phantom force is a physical effect caused by the local
conductance, addition of an external resistor will cause the same effect, and from
(5.33), kts now can be rewritten:

kts ≈ b + m (RS + Rext ) I (5.34)

We collected simultaneous 〈I 〉 and � f data for three values of external resistors:
Rext = 0�, 10M� and 30M�, shown in Fig. 5.6.

A linear fit at Rext = 0� and 10M� yielded a predicted value of m(RS +
30M�) = −0.99Hz/nA.

The observed slope was −1.03Hz/nA. This outstanding agreement is a statement
to the accuracy of this simple model. In it, we have neglected the weighted average
〈kts〉 and used simply a small amplitude approximation� f ∝ kts . For the amplitudes
used in imaging, A = 400pm, this is rarely accurate when probing chemical inter-
actions. However, the electrostatic force has a much weaker distance dependance.
We have also approximated 〈I 〉 ≈ I . This is slighty inaccurate, as 〈I 〉 is 14% of the
peak tunneling current [6].

From the fit, we can extract a value for RS of 164M�. This also agrees very well
with our predicted value of 159M�, derived in (5.17).
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Fig. 5.6 Adding additional external resistors, R1 and R2, allowsus to characterize RS . Simultaneous
〈I 〉 and � f data collected at VB = −1.5V with a Rext = 0� b Rext = R1 = 10M�, and c
Rext = R2 = 30M�. Adapted from [16]

It is important that the contrast in these images was due only to the electrostatic
interaction. This was verified by the observation that under normal STM imaging
conditions, only the phantom force produces contrast in constant-height images, as
discussed in the previous subsection. That the images were taken at constant height
also confirms that the contrast is not due to the long-range van derWaals component.

5.2.2 Kelvin Probe Force Microscopy

Kelvin Probe Force Microscopy (KPFM) is based on the idea that the difference in
the work functions of two metals, ��, can be determined by measuring the force
between the two as a function of an applied bias voltage, as described in (5.12).

Practically, it is performed in one of two ways. In the conceptually simplest
approach, � f is recorded at a fixed tip position as a function of VB . The apex of
the resulting parabola is a measure of the local work function, ��L . An alternate
method, inspired by the so-called vibrating capacitor method, was introduced by
Nonnenmacher and coworkers [36], in which the system is excited with an AC
voltage at a frequency f0 and the response is measured at 2 f0. We will focus on
the first method because it contains all relevant physics and is the technique that we
performed in this set of experiments.

Similar to AFM imaging, KPFM data can be very susceptible to phantom force
effects. Starting from (5.21), the extremum of the parabola will not be ��L , but
rather dependant upon RS :
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− VB = ��L
RJ + RS

RJ
(5.35)

The danger, of course, is that this is not simply a sample property��L but also con-
tains a distance dependant term, RJ . As the tip approaches the sample, RJ decreases
and ��L appears to increase in magnitude.

There is a further complication because we are sensitive not to forces but to
force gradients. Equation (5.26) describes the electrostatic component of the force
gradient, and consists of two terms. The first term includes d2C

dz2
, which is positive,6

and a quadratic term which is positive. Therefore

− 1

2

d2C

dz2
(VB + �� − I RS)2 ≤ 0 (5.36)

Normally this is the only term that is considered inKPFM.However, there is a second
term of opposite sign. Because both dC

dz and dI
dz (as discussed in (5.29)) are negative,

dC

dz
(VB + �� − I RS)

(
RS

dI

dz

)
≥ 0 (5.37)

When performing KPFM with low resistance samples, this term can be ignored, as
RS ≈ 0�.

We performed bias-spectroscopy at low temperature on the Si(111)−7×7 surface.
Figure5.7 shows the simultaneously-collected 〈I 〉 and � f images, as well as 〈kts〉
spectra for various tip-sample distances. The z distances are relative to the imaging
height. Curves were offset to show the shape easier. The strong z-dependance of the
curvature of the parabolae is due to the dI

dz term, which increases with decreasing
tip-sample height, dominating the 〈kts〉 data with positive curvature.

We applied amodel of the tip as a sphere as described byHudlet et al. [37]. Similar
to the model described in Sect. 5.1.6, we added a z−offset term that accounts for the
fact that the electrostatic interaction is dominated by a component several atomic
layers higher than the imaging apex. The results of the model are shown as dashed
lines in Fig. 5.7c, with a tip radius of 4.0nm, a z−offset value of 0.7nm, and a tunnel
current decay constant of κ = 0.9 × 1010 m−1.

This model very accurately describes the significant feature in the data, that is,
the upward-turning of the parabolae at smaller tip-sample distances. The accuracy,
especially at larger tip-sample distances, could probably be increased with a more
complex geometric model of the tip. At z = 200 pm, the shape of the curve seems
to deviate from a parabola. This could be due to the electronic structure discussed
earlier; in other words, a limitation of the simple Ohmic model.

6If this is not clear, consider a parallel plate capacitor with C = εAz−1. The first derivative with z
is negative, and the second is positive.
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Fig. 5.7 Constant-height a 〈I 〉 and b � f images. c Kelvin parabolae taken over an adatom at
various z distances. Reprinted with permission from A.J. Weymouth and F.J. Giessibl, Appl. Phys.
Lett. 101, 213105 (2012), Copyright 2012, AIP Publishing LLC

5.2.3 Observations on H-Terminated Si(100)

The unsaturated Si(100) surface, when prepared in vacuum, reconstructs into rows
of Si dimers [39]. This surface is quite reactive, making it experimentally difficult to
work with, especially at room temperature. Exposing Si(100) to hydrogen saturates
the unsaturated dangling bonds [40]. The electronic states of the hydrogenated dimers
have been shown to lie outside the bandgap of bulk Si [41], meaning that in contrast
to Si(111)−7×7, the surface is semiconducting. Under normal preparation, not all
Si atoms are saturated but a few unsaturated reactive dangling bonds are left.

We compare data taken in which it is the dominant imaging mechanism, shown
schematically in Fig. 5.8a, to AFM data collected at low bias, shown in Fig. 5.8d.
Figure5.8b and c show simultaneous AFM and STM data collected with a bias of
1.5V. In them, the dimer rows can be seen running from upper left to lower right.
The low contrast is due to the fact that we did not want to encounter a tunneling
current that was too high when scanning over the defect area, circled in red. This
is a dangling bond, which we would expect to observe in AFM data as attractive.
However due to the increase of the tunneling current over it, the phantom force effect
causes an increase in � f that makes it appear repulsive. This attractive interaction is
clearly observed in AFM data collected at low bias, as shown in Fig. 5.8e. (The red
circle has been laterally offset to account for drift.) Not only is the atomic structure
of the surface visible, as shown by the spacefill model overlaid in the lower third of
the image, but the defect now appears as attractive.
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Fig. 5.8 When the tip is far from the surface with an applied bias of 1.5V, (a) atomic contrast can
be observed in STM, (b) and AFM data, (c). The defect outlined in red appears repulsive. However,
at close tip-sample distances, (d) and low bias, in this case 200mV, it appears attractive, (e). (Plane
subtraction and low-pass filtering have been applied to e for clarity.) Images are 3nm×3nm [38]

5.2.4 Molecular Adsorbate on Graphene

The RS term in our theory describes the sample resistance that is internal and therefore
decreases the voltage in the junction. This resistance can be due to resistivity of a
bulk sample, and it can also be due to a smaller resistive element on the surface.

Graphene has one of the highest electron mobilities of any material. We have
investigated graphene grown on SiC, supplied by Th. Seyller’s workgroup [42], with
low temperature AFM and STM. On some samples, we come across adsorbates that
we can manipulate with the tip. We propose that these adsorbates are hydrocarbon
molecules that are either a biproduct of the manufacturing or a natural contaminant
that is introduced when we fix the graphene samples to appropriate holders.

Figure5.9 shows constant-height � f data of one of these adsorbates, both (a)
with and (b) without an applied bias voltage. This dataset was collected by moving
the tip over each line first with an applied bias and then without. Most of the image
shows very similar contrast, however, there is a lobe on the lower left that appears
brighter in Fig. 5.9a. We compared a line scan over this lobe from the two images,
as shown in Fig. 5.9c.

The area with greater � f corresponds to a region where the current was greater.
Because these adsorbates are easy to manipulate with the tip, they are likely not
strongly coupled to the surface. Thisweak coupling could be the physical explanation
of the potential drop from the point on the molecule into which electrons tunnel, and
the rest of the surface, where the electrons can rapidly move into equilibrium.
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Fig. 5.9 Constant height measurements reveal a difference in 〈k〉ts images as a function of bias
voltage. a With an applied bias of 0.4V. b 0V. c A linescan comparing the two 〈k〉ts data and the
corresponding current

5.3 Concluding Remarks and Outlook

There are several mentions in literature of AFM contrast inversion as a function of
the applied bias voltage, and therefore, of the current. The three reviewed here are
investigations of the Si(111)−7×7 surface. Molitor et al. reported contrast inver-
sion depending upon scan parameters [43]. While scanning in STM mode (with an
undriven thermal amplitude of A = 30pm and an applied bias of 1.1V) they
report a decrease of � f over the adatoms. When scanning in AFM mode, using
� f to regulate the tip height (and a driven amplitude of A = 20nm, and a voltage
of 1.9V), they observe contrast inversion in the � f image. Arai and Tomitori com-
pared data taken with and without an applied voltage [44]. They note that differences
between the adatom species can be seen with the applied voltage, but not without. At
higher applied voltages, the authors observe contrast inversion of the AFM signal.
Guggisberg et al. also reported inverted AFM contrast as a function of the applied
voltage [45]. They note that at a sample bias of 2V, the AFM signal is inverted and
moreover, that the features correlate very well with the recorded tunneling current
data. They compare this image to one taken at−1V,where the contrast is not inverted.

One explanation for all these observations is the phantom force. In Sect. 5.2.1,
we present data in which the � f images appear similar to STM data as a func-
tion of bias voltage. This similar contrast is because when probing the filled states
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of Si(111)−7×7, the tunnelling current is higher over the faulted half. Therefore,
differences in the adatoms can be observed that is equivalent to that seen in STM
images.

It is important to note that the occurrence of the phantom force does not require that
the tunneling current is measured. Rather, it is due to an additional resistance outside
the tip-sample junction. By adding external resistors, as discussed in Sect. 5.2.1, we
were able to quantify this additional resistive element.

We present a model based upon a Ohmic mechanism of conductance that explains
our observed images and spectra. It’s likely that this can also explain previous reports
of contrast inversion in AFM as a function of voltage. While most of our observa-
tions have demonstrated the phantom force on surfaces of semiconductors, we also
presented data where it appears to be present on a molecular adsorbate. As AFM
studies continue, and are coupled with a drive to understand the electronic structure
of surface and adsorbates, the phantom force is an effect which must be taken into
account.
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