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Preface

The research in Human-Machine Interaction (HMI) is an emerging topic in various
research communities. It is not only a matter in computer sciences but moreover, it is a
subject of psychology, engineering, neuroscience, cognitive science, and many related
disciplines. The connecting question for all the researchers in the above-mentioned
communities is:

How can the user’s behavior be analyzed to improve the interaction between
humans and machines?

For this, we usually investigate at first the interaction between humans to understand
how the fragile interplay and interrelationship of communication partners is established
and afterwards pursued. The complex scenario of a dialog between (even two) inter-
locutors is enriched with subtle reactions and characteristics. Just for human observers,
a correct judgement according to aspects like social context and background, emotions
and feelings, possible reactions, is quite challenging. Fortunately, a human observer is
able to incorporate a huge variety of multiple knowledge sources and multimodal
sensor inputs. Such knowledge is, for instance, the contextual information of the
current interaction, the social and cultural background of the communication partners,
or the possible and intended goal of the discussion. On the other hand, sensory inputs
like speech and sound, gaze, facial expression, gestures can be used to enhance and
enable a detailed analysis of the interaction process.

In recent research activities, the aim is to transfer such considerations to HMI. Like
a human observer, a machine should use as much information as possible to derive a
correct judgement of an interaction. A multimodal investigation of the communication is,
therefore, mandatory in order to understand valuable cues that have to be considered in the
machine’s internal situation evaluation. Such advice applies not only to the analysis part
but also to the output or interface design. In general, a suitable interface will consider both
input and output in an appropriate way. For this, one of the goals in building multimodal
user interfaces is to make the interaction between user and system as natural as possible.
Again, the most natural form of interaction is how humans interact with each other.

While the analysis of human-human communication and HMI has resulted in many
insights and further, an increased understanding of interaction, transferring this
knowledge to a real-time situation, is still challenging. To use technical systems in a
proper way in daily interaction a real-time evaluation is necessary and important.
It requires that input from a user, coming from speech, gaze, facial expression, and any
other modality is recorded and interpreted in real-time or with minimal delay. The
interpretation can be either semantic, or could aim at more affective properties such as
the personality, mood, or intentions of the user. For this, the combined effort of
multiple aforementioned disciplines have to be taken into account to achieve such a
goal. Finally, a system or an agent also needs to respond appropriately to the user
without delays to ensure that the interaction is smooth.



To establish systems or, in a sense of a more human-like interpretation, (artificial
virtual) agents, we identify three main topics to be emphasized as important research
areas.

Multimodal Annotation. The generation of agents and systems is based on data.
In general, most communities prefer datasets that are already preprocessed and thus,
suitable for direct development. On the other hand, this implies that the corpora contain
significant material which will be usually explored and provided during annotation. In
closed connection also issues of proper features to be applied in systems are important
to discuss. Notice that such a processing of data is not only focused on annotation but
covers all steps from data collection, (pre-)processing, annotation up to feature
extraction and (sub-)symbolic interpretation of the given material. As we already
discussed, a proper investigation of an interaction is mostly valuable in a multimodal
fashion. Hence, existing approaches have to be adapted and – if necessary – enhanced
to be feasible for further analyses. Currently, the idea of open data is an emerging topic
and thus, should be linked towards multimodal data.

Multimodal Analyses. The analyses of data are complex. Each observed modality has
its own characteristics which have to be considered in detail. For instance, from speech
various aspects could be covered: the contextual information, the prosodic and para-
linguistic features, and intentional cues. The same variety can be seen in video material
where the analysis of several signals, such as eye gaze, gestures, postures, is a key
element. Real-time processing of all this is the real challenge. In this context, questions
of fusion as well as combination of features and results are discussed in recent research.

Applications and Systems. Finally, the achievements of analyses will result in systems
and (artificial virtual) agents combining proper inputs and outputs to handle an inter-
action in a human-like manner. The development of feasible applications is a crucial
and challenging issue. For this, generally, user studies are conducted which are based
on Wizard-of-Oz or mock-up scenarios. Nevertheless, such studies provide insights and
understandings of theoretical and methodological approaches which can be directly
transferred to setups of agents. Further, they usually lead to novel applications.
Therefore, the development of systems and agents has to be fostered.

Based on these considerations and having in mind the challenges of current HMI
and (artificial virtual) agents, we conceptualized the 2nd International Workshop
on Multimodal Analyses enabling Artificial Agents in Human-Machine Interaction
(MA3HMI). The workshop was held in conjunction with INTERSPEECH 2014,
on September 14, 2014 in Singapore.

The MA3HMI workshop aimed to bring together researchers working on the
analysis of multimodal recordings as a means to develop systems that can interact with
humans. (Artificial) agents can be regarded in their broadest sense, including virtual
chat agents, empathic speech interfaces, and life-style coaches on a smart phone.
Complementary to the 2012 edition of MA3HMI, the focus of the 2014 MA3HMI was
on speech which transfers both content and social information. We were particularly
interested in speech technologies for HMI, and the combination of speech and natural
language processing with the analysis of other modalities.

VI Preface



We encouraged researchers to present and discuss their papers that concern the
different development phases of HMI, including the recording and online analysis of
multimodal conversations, the modeling of the dialog, and the user evaluation of such
systems. Further, tools and systems that address real-time conversations with (artificial
virtual) agents were also within the topics of MA3HMI.

From the submitted contributions, which received at least two independent reviews,
nine papers were selected for oral presentation and publication in this issue of Lecture
Notes on Artificial Intelligence (LNAI). The papers were grouped in the sections
“Human-Machine Interaction” and “Dialogs and Speech Recognition” which serve also
as main parts of this book.

In addition to the oral presentations, we had a lively and really interesting plenary
discussion on hot topics in the context of HMI and agents. We thank all authors and
participants of the MA3HMI workshop for their contribution.

Furthermore, the workshop was enriched by an extraordinary keynote talk given by
Prof. Nick Campbell, Speech Communication Lab at Trinity College Dublin. In his
plenary talk Prof. Campbell presented a novel corpus for multimodal studies of
interactions. Further, he provided insights into the data generation and processing
of such multimodal datasets. Moreover, Nick Campbell shared his ideas and thoughts
on analyses and what to do and where to go in the research of HMI. We thank Prof.
Nick Campbell for accepting our invitation for a keynote talk, his contribution, and the
subsequent discussion.

Further, we thank the members of the Program Committee for their effort in
reviewing the submissions and identifying the most relevant papers for the year 2014
MA3HMI.

Our sincere gratitude goes also to Springer and to Alfred Hofmann and Anna
Kramer as well as their team for their continuous support and all the effort in preparing
the current issue of LNAI.

We thank the INTERSPEECH 2014 workshops chair, Chai Wutiwiwatchai, and the
local arrangement team for their support. Without their help the workshop’s venue
would not have been so well prepared. Further, we also acknowledge Singapore Expo
and their collaborators for hosting the workshop.

Finally, our gratitude goes to our generous sponsors, the Transregional Collabora-
tive Research Center “Companion Technology” and the FastNet project, which
provided financial support for MA3HMI. Further, we acknowledge the endorsement of
ISCA.

October 2014 Ronald Böck
Francesca Bonin
Nick Campbell
Ronald Poppe
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Annotating the TCD D-ANS Corpus –
A Multimodal Multimedia Monolingual

Biometric Corpus of Spoken Social Interaction

Nick Campbell1(B) and Shannon Hennig2

1 Speech Communication Lab, Trinity College Dublin, Dublin, Ireland
nick@tcd.ie

2 Inclusive Communication Ltd., Wellington, New Zealand
shannon@inclusive-communication.co.nz

Abstract. This paper describes a recently created multimodal biomet-
ric corpus of spontaneous casual spoken interaction recorded at Trinity
College Dublin, the University of Dublin, in Ireland, and currently being
made available for wider dissemination. The paper focusses on the use of
this corpus for training or learning about the needs and limitations of an
interactive spoken dialogue interface for human-machine communication.
Since the corpus is still very new and only recently released, the paper
does not present research findings based on an analysis of the content
but instead suggests methods and goals for annotating the material so
that future researchers can use it to design more sensitive interfaces for
speech synthesis in spoken dialogue systems. The paper is an extended
version of an invited talk at the MA3HMI workshop.

Keywords: Spoken dialogue ·Multimodal interaction · Biometric data ·
Capture & analysis · Interactive speech synthesis · Perceptual computing

1 Introduction

Human-computer interfaces for the general public are not new but they are rapidly
becoming a key technology, as computing devices become smaller and more ubiqui-
tous. Wearable or pocketable computers are now common, and the range of sensors
they incorporate is growing at a rate we could not have predicted ten years ago.

Speech-based interaction with machines or knowledge-systems is no longer
a dream but is now an everyday reality as the world of digital information is
opening up to people-in-the-street, with young children now being exposed to
smart devices with swipable and voice-activated interfaces perhaps even before
they learn to use a pencil or pen.

‘Perceptual computing’ might now be a brand-name (of Intel) but it reflects
the way that machines are becoming sensitive to humans in a more human-like
way; incorporating gesture, tone-of-voice, speech and facial dynamics, and near-
field interaction modalities as part of the basic operating system of a modern-day
tablet or personal computer to enable new modes of interaction between people
and machines (see Fig. 1).
c© Springer International Publishing Switzerland 2015
R. Böck et al. (Eds.): MA3HMI 2014 Workshop, LNAI 8757, pp. 3–12, 2015.
DOI: 10.1007/978-3-319-15557-9 1



4 N. Campbell and S. Hennig

Fig. 1. From a recent Intel advert for Perceptual Computing. Note that the computer
is aware of the shape of the hand (and probably facial expression) as well as being
capable of speech and gesture processing

This technology which is with us now, will depend heavily on advances in
natural-language processing and virtual-agent rendering to facilitate the natural
forms of spoken interaction that are so characteristic of human social interaction.
Devices will have to learn to read the signals that we commonly use to punctuate
and inform our speech, and to ‘read between the lines’ of physical utterances and
gestures to be able to infer the cognitive states and intentions that underly them.

It is therefore even more necessary that we should have a complete under-
standing of these processes so that advances can be made in the soft side of the
technology to keep up with the rapid advances in computer hardware and mem-
ory capabilities. This inspired us to collect a corpus of normal everyday spoken
interaction with not just audio and video recordings but also biometric sensors
to provide a possibly more objective measure of the participant states and inter-
actions in the course of a conversation. From this corpus we hope to learn how
people signal their role(s) in a conversation so that computer interfaces might be
better able to read those signals and act on them without the need for explicit
commands.

The following sections briefly provide some background to the TCD D-ANS
corpus [1], and mention some technological issues related to speech processing
in human-computer interfaces before discussing the annotation requirements of
the new corpus.

2 Serendipitous Liaisons

When Shannon Hennig came to visit our lab in November 2011, she brought
with her a paper by Beukelman [2] of Nebraska whose analogy of ‘right hand’



Annotating the TCD D-ANS Corpus 5

and ‘left hand’ messages (referring to the melody and harmony parts on a piano
but with clear implications to human speech) seemed closely related to much of
what we had discussed in earlier meetings about the different modes of speech
activity in social contexts. It became the seed of an idea by which we determined
to obtain measures of bilateral neural activity and learn something of its relation
to task-based and chat-based, or formal and social modes of interaction in casual
conversational speech.

Her interest at that time was in the candidacy of physiological measurements
for implicit control of emotional speech synthesis. My earlier work on the devel-
opment of expressive speech synthesis overlapped well with her ideas of morpho-
logical computation in natural speech (inspired by Pfeifer, Bongard and Grand,
2007 p. 96 [3]) whereby environmental triggers initiate Autonomous Nervous
System (ANS) activity which results in physiological body changes such that
vocal-tract constriction (for example) influences voice quality, inducing subtle
changes in the quality of the speech signal that can be picked up by the listener
who then infers para-linguistic or extra-linguistic information from that aspect
of the signal in order to better parse the utterance in context.

We wanted to know if there are correlations between variations in physiolog-
ical measures and vocal acoustic measures that we could use in (either or both)
processing the input signal from humans engaging in conversation, and gener-
ating an equivalent signal rich in paralinguistic information for the synthesis
of more natural-sounding machine-generated speech. Her then recent work with
Autonomic Nervous System responses (measured using Affectiva’s Q-Sensors [4])
in relation to stressful speaking situations convinced us that there was value in
measuring and learning from similar responses in more casual informal social
speech.

As detailed in [1], Q-sensors measure Electrodermal Activity (EDA, also
known as galvanic skin response and skin conductance) which is how readily a
small current of electricity passes across the skin. EDA is associated with acti-
vation of the sympathetic branch of the ANS and is correlated with increases in
physiological arousal [5] Change in EDA is associated with changes in attention,
perception, problem-solving, movement, and emotion [5,6].

3 Recording Setup

The Speech Communication Lab in the Centre for Language and Communication
Studies at Trinity College Dublin has excellent facilities for multimodal recording
of casual spoken interactions, both human-human and human-machine, so after
the purchase of some extra Q-sensors, we were able to start recording with the
help of friends and colleagues.

Consent forms were prepared and subjects informed of their rights to with-
draw at any time, as well as being warned not to broach any particularly sensitive
topics as their conversations were being recorded. All participants were familiar
with the surroundings and equipment in the lab so none were in any way intim-
idated by being seated in the midst of microphones and cameras, though none
except Shannon had any experience of wearing the wrist-watch-like Q-sensors.
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Fig. 2. A scene from the D-ANS corpus (overhead webcam view) showing seating and
microphone placement. Participants each wearing two Q-sensors

The first day of recordings was very much one of experiment. We needed
to find ways to effectively and efficiently link a set of videos of people talking
(and gesturing and moving about) with the accelometer data from their wrists
during these videos. We needed to find optimal positions for camera placement
and to find locations for microphones that would be able to pick-up fine vocal
fluctuations while not being invasive or hampering the free movement of the
speakers in any way.

We also discussed strategy and planned ways of maximising the variety of
participants’ speaking styles across various dimensions of formality, familiarity,
and conviviality. The recordings from Day-1 are not part of the publicly-available
corpus but do provide useful baseline measures from which we can compare
the performance of the same subjects in the later recordings. They can however
be made available to interested researchers upon request.

Figure 2 (from [1]) shows the layout of the studio corner where the recordings
were made. Shannon is on the right and the first author on the left, with a
colleague and friend from another Irish university in the middle. Participants
were free to move around, and change seats. The relaxed atmosphere of the
recordings can perhaps be seen from the poses of the participants. Freshly signed
consent forms are visible on the table.

There are microphones in abundance, and cameras recording from several
angles, but none of the equipment is intrusive in any physical way. Two clocks
(radio syncronised) ensure that the output of all cameras can be roughly aligned.
Shotgun microphones provide the main audio recordings but these are backed
up by high-quality far-field microphones and a small portable stereo desktop
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Fig. 3. A scene from the D-ANS corpus showing the different camera views.

recorder for simple fast navigation and backup. Lower-quality audio from the
video cameras themselves can be used for accurate alignment of the videos.

Figure 3 shows a scene from Day-2 with the overview webcam display at
the top and two high-definition video images from each of the working cameras
below. The webcam, like the table-top Roland Edirol audio recorder, is primarily
for backup and general overview processing for humans; the working cameras
and the Sennheiser microphones are for more detailed machine-processing of the
interactions. In these images the Q-sensor ANS recorders are visible on each wrist
of all participants. We recorded bilateral signals so that later analyses would be
able to test for any effect of hemispheric laterality.

4 The Machine’s Task

This section discusses some predictable advances in speech-processing technology
that might be of use in future Perceptual Computing. In particular it proposes
ways to overcome some limitations in automatic speech recognition, and suggests
some improvements that might help to make speech synthesis more interactive.

In a simplified world, a speech synthesiser just has to make an appropriate
sequence of speech-like sounds and the user (horrible word) or customer (even
worse) is expected to understand and perhaps act on the linguistic content of
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the speech. In the real world however, most speech synthesisers don’t even know
whether or not there is a listener present! No normal human would start speaking
in such a context1 (unless speaking to oneself, when a listener is either not needed
or present by default). The first task of our sentient synthesiser in an ideal
human-computer speech-based interface would therefore be to check whether or
not speech might be appropriate at any given moment. Perhaps the only thing
worse for a synthesiser than speaking into a void is speaking out when silence is
preferred, thereby interrupting a human conversation or auditory performance.

Most human speakers will also check that their message is getting across.
This does not happen with the typical speech synthesiser of today. People are
just expected to understand. A careful synthesiser might even check whether
the listener, if present, can actually understand the language being used - the
machine might be capable of rendering perfect Chinese, for example, but if the
listener is not familiar with that language, then any linguistic utterance gen-
erated will effectively be meaningless. There are of course many non-linguistic
utterances that are common across many pairs of human languages, but few
synthesisers are capable of rendering them appropriately.

So the first five checks that our sentient speech synthesiser should make
are, in order: (a) is there a human present and a need to speak?; (b) does
that person qualify as a listener (i.e., close enough, with working ears, etc.)?;
(c) is the person capable of hearing the sound?; (d) is the person attending
to the sound?; and finally, (e) is the function of the sound being appreciated
or understood? (which is approaching a philosophical distinction but can be
approximately estimated from the synchrony of behavioural responses). If all
five conditions are satisfied to a certain level of probability, then the higher-level
dialogue component of this speech-based interface can start to estimate whether
there is rapport reached between the speaker and listener, or whether a repair
is necessary, perhaps some rephrasing of the speech at a different level or genre
so that satisfactory comprehension can be achieved.

The above are measures of ‘engagement’. In the context of a spoken dialogue,
engagement is a feature of cognitive attentional states. Clearly the speaker is
engaged; this can often be simply measured by a correlation of mouth movement
and presence of speech-like sound. We do not have to pay attention to the content
of the speech to know that a person is speaking, and by definition therefore,
engaged in that speech.

In Fig. 2 it is perhaps the person in the centre who is speaking. How can we
know this, or how would a sensitive machine be able to estimate such informa-
tion? Perhaps from the shape of the hands. Even in this still image, it is apparent
that his hand gesture is supporting a spoken utterance. The person might actu-
ally be holding a black bottle, though this interpretation is less likely. But how
do we estimate or infer the listeners’ cognitive engagement or attentional state?
Simply being physically present is not enough. Some difference between hearing
and listening must be inferred.
1 Broadcasters or actors might be an exception to this general rule.
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In Fig. 2, both Shannon and Nick appear to be striking a ‘listening’ pose.
They are facing the speaker and have hands either resting or close to an ear. From
this still image, we as humans can process much of the visual information and
make inferences from these clues about the attentional states of the three people
present. It should not be difficult for a synthesiser (or its sensing component)
to do the same. If the image is moving, as in a video, then use can be made of
coverbal synchrony [7] as the listeners’ heads, and parts of their bodies, should
be moving in some way that links to the timing patterns and phrasing of the
speech.

Laughter can also be a clear indicator of engagement and confirms (if appro-
priately timed) that the listener is probably paying attention. Nodding, co-
gesturing, offering backchannel utterances, interrupting appropriately, etc., can
all indicate some degree of engagement in a conversation. So the synthesiser
needs to have eyes and ears as well as a ‘mouth’, but a clever speech recogniser
will also be able to make use of these multimodal cues to infer meaning when
the actual sound may be too ambiguous to translate2.

Life will not be easy for our sentient synthesiser; particularly as there may
be more than one person present on the scene, and in that case the speaker
(in this case a machine) may have to compete with other participants for the
right to speak. Some awareness of the cognitive states of the participants will be
a necessary part of that dialogue process.

5 The Corpus Annotation Goal

The first use to which we are putting the D-ANS Corpus is for the development
of advanced dialogue interface technology. The Q-sensor-derived biometric mea-
sures, even at a simple glance, confirm that they can provide useful information
for confirming the automatic inference of engagement as estimated from audio
and video signals and through use of measures of coverbal synchrony.

Figure 4 shows electrodermal activity (EDA) measures for three people (both
wrists) for Day-3 of the recordings. The small grey area near the centre represents
one five-minute section of that measure which is shown in more detail for one
speaker in Fig. 5. The latter figure shows vertical bars representing speech from
each participant (blue for the speaker whose EDA plot is shown above). There
is a clear relation between onset of speech and an increase in measured activity.
Further relations between the timing of the EDA changes and activity of other
speakers is currently being explored in a more systematic way.

We employ statistical means to test these correlations and machine-learning
to test the degreee to which audio-visual information can be used as a predictor
of the ANS responses as indicated by the EDA signal. To better validate these
techniques we also need human-generated annotations of events in the discourse,
but this is an expensive and time-consuming task.
2 Think of the various ways of saying the word ‘yes’ for example, and the wide range

of different meanings they represent!
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Fig. 4. Data from Day-3 showing electrodermal activity from both wrists of the three
participants. The small grey box at the centre-top marks a five-minute section that is
shown in more detail in the following figure

Since laughter is such a common feature of casual speech, it is also the first
feature that we annotate. The text of each utterance, however, is of lesser impor-
tance. It is not really necessary to know the full details of the linguistic content
when it is the functional effect of each utterance that most interests us. The social
dynamics of a conversation can be equivalent whether the topic of discussion is
‘pasta’ or ‘car engines’; it is the dynamics of turn-taking, and the group involve-
ment that is of most interest to us here, and a simple voice-activity detector
(VAD) in conjunction with image processing can provide almost as much infor-
mation as a full manual transcription in this case. The nature of turn-taking and
the length of each utterance can be easily calculated from VAD data which is
both visually appealing and machine-friendly for processing. It is also helpful to
privacy not to have to reveal too many details of the actual conversations when
discoursal dynamics, or conversational metadata, may be sufficient.

The correlations seen in Fig. 5 can be readily detected by automatic process-
ing. The value or meaning of these correlations, however, is what we most need
to determine at the present time, and that can only be achieved by human inter-
vention. Our human annotators can determine the tone of the laughter much
better than any automatic detector is yet able to; positive supporting laughter,
or humorous outbursts contrast with embarrassed or hesitant laughter which
might indicate a social negative state.

6 Sharing

The corpus is being made available to interested researchers under the following
web-page: http://www.speech-data.jp/nick/d-ans/.

The participants have agreed to share this data with the research community,
provided that the details of the personal stories and identifying information

http://www.speech-data.jp/nick/d-ans/
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Fig. 5. Five minutes of EDA activity, aligned with speech activity, showing clear spikes
coinciding with onset of her speech and turn-taking

(i.e., names, birth dates, etc.) caught on camera not be shared in any resulting
publications or presentations and in general be treated as confidential.

As this is currently active work in progress, the state of the pages is liable to
change at short notice, but we invite collaborative study of this material and offer
it under a Creative Commons Attribution-NonCommercial International license.
The annotations, media, and biosignal data will be shared on the website along
with sample video clips to allow any interested parties to have a sense of the
type of interaction captured in this corpus. The full corpus (3–5 audio files, 3
video files, biosignal csv file for each day of recording) will be made available for
noncommercial research purposes to any interested researchers upon the return
of signed release forms found on the website.

7 Summary and Conclusion

This paper is an updated version of an invited talk presented by the first author
at the MA3HMI international workshop in Singapore, which brought together
researchers working on the analysis of multimodal recordings as a means to
develop systems that can interact with humans. The core of the oral presentation
was to describe the corpus as originally presented at LREC 2014 [1]. The present
paper gives more of the background to the development of the corpus and of the
intended uses to which it will be put in our work at the Speech Communication
Lab in Dublin and at NAIST in Japan. I am grateful to the organisers of the
workshop for giving me the opportunity to discuss these ideas and to Shannon
for joining me in the written version of the paper.

We welcome interest in the corpus and are happy to share it within the
research community. Collaborative work opens up greater opportunities for fur-
ther research and the technology is still at a pre-competitive stage where most
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benefit can be gained through a sharing of the tasks. It can be commercialised
at a later stage when greater understanding of the potentials and limitations of
each approach has been achieved.
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Abstract. We investigate how word prominence can be detected from
the acoustic signal and movements of the speaker’s head and mouth. Our
research is based on a corpus with 12 English speakers which contains in
addition to the speech signal also videos of the talker’s head. To extract
the word prominence information we use on one hand functionals calcu-
lated on the features and on the other hand Functional PCA (FPCA) to
extract information from the contours. Combining the functionals and
the contour information we obtain a discrimination accuracy between
prominent and non-prominent words of 81 %. We show in particular that
the visual channel is very informative for some speakers. Furthermore,
we also introduce a system which extracts the prominence information
online while a user is interacting with the system. The online system
only uses acoustic information.

Keywords: Audio-visual · Prominence · Contour · FPCA · Online

1 Introduction

Spoken language is much more than the words we say. It comprises also infor-
mation on the speaker’s traits and states as personality and emotional state
[9,36,37]. A truly natural interaction with an artificial agent, be it a virtual
agent or a robot, requires that the agent is able to recognize and synthesize all
of these aspects of human communication. Many efforts have been done to equip
agents with the abilities to infer and produce different affective states [8,35]. In
addition to its affective dimension the prosody of a sentence modulates its mean-
ing (e. g. from a statement to a question) or the relevance the different words
have for the speaker in the utterance (e. g. wide vs. narrow focus). The necessity
of incorporating these dimensions in the speech synthesis process has well been
accepted. Yet on the analysis side much less effort has been spent, in particular
when looking on the multimodal aspects of prosody. Words which are strongly
emphasized by the speaker and hence are perceived as very prominent by the
listener frequently indicate a correction after a misunderstanding [41]. Endowing
a machine with the capabilities to use this information is the target of our and
previous research [26,27]. These words are also visually prominent, i. e. when
c© Springer International Publishing Switzerland 2015
R. Böck et al. (Eds.): MA3HMI 2014 Workshop, LNAI 8757, pp. 15–24, 2015.
DOI: 10.1007/978-3-319-15557-9 2
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only observing and not acoutically listening to the speaker [2,5,16,29,40]. Pre-
viously algorithms have been developed to detect these prominent words from
the acoustic signal [26,27,33]. In [17] we presented an approach which also inte-
grates information on the speaker’s head and mouth movement to detect promi-
nent words. In this paper we extend our approach on one hand by including a
model for the representation of prosodic contours over time, namely Functional
Principal Component Analysis (FPCA). On the other hand we also present an
online system which is able to detect the prominent words in a real-time interac-
tion with the user. For the moment the online system only relies on the acoustic
channel.

In the next section we introduce the dataset we used for our experiments and
training of the online system. We describe the different features extracted from
the acoustic and visual channel and in particular the contour modeling in Sect. 3
Following this Sect. 4 will present the results of the classification experiments
and Sect. 5 will discuss them. After that we will introduce the online system in
Sect. 6. Then we will give a conclusion in Sect. 7.

2 Dataset

Our target scenario is the detection of corrected words via prosodic cues while a
human is interacting with an agent. To simulate this we recorded subjects inter-
acting via speech in a Wizard of Oz experiment with a computer in a small game
where they moved tiles to uncover a cartoon [17]. This game yielded utterances
of the form ‘place green in B one’. Occasionally, a misunderstanding of one word
of the sequence was triggered and the corresponding word highlighted, verbally
and visually. The subjects were told to repeat in these cases the phrase as they
would do with a human, i. e. emphasizing the previously misunderstood word.
However, they were not allowed to deviate from the sentence grammar by e. g.
beginning with ‘No’. This was expected to create a narrow focus condition (in
contrast to the broad focus condition of the original utterance) and thereby mak-
ing the corrected word highly prominent. The system interacted with the user
via verbal feedback using the FESTIVAL speech synthesis system [6], pictures of
a cartoon robot performing certain gestures, and visually highlighting different
parts of the game. In total 16 native English speaking subjects were recorded
[18]. The audio signal was originally sampled at 48 kHz and later downsampled
to 16 kHz. For the video images a CCD camera with a resolution of 1280 × 1024
pixel and a frame rate of 25 Hz was used.

We trained HTK [43] on the Grid Corpus [12] followed by a speaker adapta-
tion with a Maximum Likelihood Linear Regression (MLLR) step with a subse-
quent Maximum A-Posteriori (MAP) step to perform a forced alignment of the
data. This forced alignment provides a temporal annotation of the data and is
used in the following to determine the boundaries of the different words. Thereby
we used a combination of RASTA-PLP and spectro-temporal HIST features [19]
as this gave upon visual inspection better results than either of the feature sets
alone or MFCC features.
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Three human annotators annotated the recorded data with 4 levels of promi-
nence for each word. We calculated the inter-annotator agreement with Fleiss’
kappa κ. While doing so we binarized the annotations, i. e. only differentiating
between prominent and non-prominent. We tested different binarizations and
used the one where the agreement between all annotators was highest. Next, we
calculated κ for each speaker individually. We then discarded all speakers where
κ for the optimal binary annotation was below 0.5 (0.4 < κ ≤ 0.6 is usually
considered as moderate agreement). We have chosen such a rather low threshold
to retain as many speakers as possible. This yields 12 speakers, 6 females and
6 males. For further processing those turns where the original utterance and a
correction were available were selected. Overall we have 2023 turn pairs (origi-
nal utterance + correction), i. e. on average ≈160 turn pairs per speaker. From
these the word which was emphasized in the correction was determined. Then it
was extracted as well in the original utterance as in the correction. This yields
a dataset with each individual word taken from a broad and a narrow focus
condition.

3 Features

We extracted different features from the acoustic and visual channel to capture
the prosodic variations.

3.1 Acoustic Features

Since we expected the loudness l to better capture the perceptual correlates of
prominence than the energy, we extracted it by filtering the signal with an 11th
order IIR filter as described in [1], followed by the calculation of the instanta-
neous energy, smoothing with a low pass filter with a cut-off frequency of 10Hz,
and conversion into dB. Furthermore, we calculated D, the duration of the word
and the gaps before and after the word as determined from the forced alignment.
We also extracted the fundamental frequency f0 (following [21]), interpolated
values in the unvoiced regions via cubic splines and converted the results to
semitones. To detect voicing we used an extension of the algorithm described
in [24]. Finally, we also determined the spectral emphasis SE, i. e. the difference
between the overall signal energy and the energy in a dynamically low-pass-
filtered signal with a cut-off frequency of 1.5f0 [22].

3.2 Visual Features

To extract features from the visual channel we used the OpenCV library [7].
By its help we detected the nose in each image. Based on this we developed a
tracking algorithm which yields the nose position over time. The nose does not
move much during articulation relative to the head and is hence well suited to
measure the rigid head movements. Starting from the nose we can determine
the mouth region in the image via a fixed speaker independent offset from the
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nose. On each subsampled mouth image of size 100 × 100 pixels we calculated a
two-dimensional Discrete Cosine Transform (DCT). Out of the 10000 coefficients
per image we selected the 20 with the lowest spatial frequencies.

3.3 Functionals

Functionals are commonly extracted from the (acoustic) features to detect promi-
nent words [26,27,33] or perform prosodic analysis in general [15]. We extracted
the mean, max, min, spread (max-min) and variance along the word. Hereby
word boundaries were determined by the forced alignment. Prior to the calcual-
tion of the functionals and the contour modeling detailed in the next section we
normalized the prosodic features by their utterance mean and calculated their
first and second derivative (except for duration).

3.4 Contour Modeling via Functional Principal Component Analyis

To capture all the information in the feature and to be more tolerant against
noise a more holistic representation than functionals based on contours is promis-
ing. Different approaches have been proposed to exploit this contour information
as e. g. the extraction of plateaus [42], approximation with Legendre polynomi-
als [23], stylizations of pitch contours with line segments [38], the calculation of
the DCT from the contour [15] and in [18] we proposed to use a probabilistic
parabola fitting to the contour. Very recently the Functional Principal Compo-
nent Analysis (FPCA) has been proposed to discriminate emotional from neutral
speech [4]. As the results obtained by the FPCA looked promising we opted to
also apply it to the task of word prominence detection.

Functional data analysis is a branch of statistics which operates on curves
or functions instead to data points [3,28,32]. The first step in FPCA is the
smoothing of the data. This transforms discrete-time contour data defined only
for n = 1 . . . N to functions which are defined for all time instances t:

x∗(t) =
K∑

k=1

ckξk(t) , (1)

where the ξk are the new base functions and the coefficients ck determine their
weight. By choosing the number of bases K one can obtain a trade-off between
smoothing of undesired fluctuations and retaining fine details. The coefficients
ck are determined in a minimum error sense. The calculation is controlled by a
penalty parameter λ balancing fitting error and roughness of the curve. Similar to
standard PCA, in the next step we calculate a new orthonormal basis ϕ(t) using
PCA in the functions domain. Assuming zero mean for x∗(t) the projections of
the smoothed input segment x∗(t) onto this new basis, also termed Principal
Components, is:

yu =
∫

ϕu(t)x∗(t)dt. (2)
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Table 1. Unweighted accuracies in % averaged over all 12 speakers. See the text
for the meaning of the feature name and modeling abbreviations. A+V represents
audio and video features combined. The asterisk indicates values which are statistically
significantly better than using the functionals only for the given feature combination
(α = 5 %).

l f0 Nose DCT Audio Video A+V

Functionals 71.6 76.1 67.1 69.4 79.0 69.7 79.3

FPCA 71.6 76.6 67.0 68.4 79.7 71.2 78.9

Functionals+FPCA 72.8∗ 77.8∗ 67.7 70.2 80.7∗ 71.2∗ 80.4∗

The function x∗(t) is then reconstructed using the U basis functions:

x̂∗(t) =
U∑

u=1

yuϕu(t) . (3)

We retain the projections yu as coefficients describing the contour segment.
To calculate the FPCA we first linearly interpolated all segments on an equally
spaced grid using B-splines. Due to the different feature rates in the acoustic
(100Hz) and visual (25Hz) channel we used 30 and 10 points respectively. All
steps for the FPCA were performed with the Matlab toolbox retrieved from [31].
We retained 10 coefficients for each dimension for the acoustic features and 7 for
the visual ones along the time axis. The transformations were learned using all
the data of one speaker.

4 Results

To discriminate prominent from non-prominent words we used a Support Vector
Machine (SVM) with a Radial Basis Function Kernel implemented in LibSVM
[11]. For each feature combination a grid search for C, the penalty parameter
of the error term, and γ, the variance scaling factor of the basis function, was
performed using the whole dataset. Prior to the grid search the data was nor-
malized to the range [−1 . . . 1]. With the found optimal parameters we trained
an SVM on 75% of the data and tested on the remaining 25%. Hereby a 30 fold
cross validation in which the data set was always split such that an identical
number of elements is taken from both classes was run. To establish the 30 sets
a sampling with replacement strategy was applied. This process was performed
individually for each speaker.

As features we investigated loudness (l), f0, the 2D nose position, the DCT
calculated from the mouth region, the combination of all acoustic features, i. e. l,
f0, SE and duration, the combination of all visual features, i. e. nose and mouth
DCT, and the combination of the acoustic and visual features. Table 1 shows the
results averaged over all 12 speakers. For each of these feature sets we calculated
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Fig. 1. Unweighted accuracies for different feature combinations (A represents results
obtained from audio only, V from video only and A+V from the combination of audio
and video). Each colored line indicates results for an individual speaker. The thin
horizontal line on top visualizes the variance of the 30-fold cross-validation. An asterisk
indicates a statistically significantly better result of the combination of A+V compared
to A alone (α = 5 %). The thick grey bar in the background depicts the mean over all
speakers (Color figure online).

the unweighted accuracy when using only the functionals, the FPCA contour
models or a combination of both.

As can be seen from Table 1 f0 is clearly the strongest feature. The loudness
l also performs quite well. For all feature sets the combination of the FPCA
contour models with the funtionals yields equal or better results than either one
alone. Cases where the difference is statistically significant are highlighted with
an asterisk in Table 1.

In Fig. 1 results when using funtionals and FPCA are detailed for each
speaker. As can be seen the nose and mouth DCT features perform well above
chance level for all speakers. Figure 1 further shows that despite the decrease in
performance on average when combining visual and acoustic features there is a
strong gain from the visual features for some speakers.

5 Discussion

The results showed that the inclusion of prosodic contour models calculated via
FPCA is in general beneficial for the detection of word prominence. They show
in particular that not only the f0 and energy contours carry important informa-
tion but also the nose, resp. the head, movements and the evolution of the DCT
coefficients calculated from the mouth region over time. As best results when
looking on head movements (i. e. nose) only we obtain 67.7% correct. When con-
sidering only the mouth movements (i. e. mouth DCT) we obtain 70.2%. The
best score we see when combining all visual features is 71.2%. This is similar
to the individual acoustic features but clearly inferior to the combination of all
acoustic features. The overall best result we obtain with 80.7% uses a combina-
tion of functionals and FPCA contour models of the acoustic features. A more
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detailed analysis of the visual and audio-visual results revealed that there is a
large variation from speaker to speaker. These variations seem to be very indi-
vidual as we found in [18] that a grouping of the speakers based on the accuracies
obtained with the different acoustic features (e. g. fundamental frequency, energy
or duration) did not yield consistent groups. With the current data we see most
notably that for some speakers the visual channel improves results yet for others
it deteriorates them. The nose movement yields for all speakers accuracies well
above chance level (57.9% for the worst speaker and 67.7% on average). For two
speakers we see more than 80% correct when looking on the nose movements
only. It has previously been shown that the nose, resp. rigid head, movement
differs between prominent and non-prominent words, even though there was no
consensus if this is the case for all speakers [13,14,16]. In our previous work
on the same dataset we also only saw accuarcies above chance level for some
speakers [18]. Yet due to the improved visual feature extraction we now see it
for all speakers and in particular are able to quantify the information content
via our recognition experiments, at least to some extend. When we combine the
nose movements with the mouth features we obtain 91.5% correct for one indi-
vidual speaker. This is also the one speaker where we observe very significant
improvements from the combination of the acoustic and visual channel (87.4%
vs. 92.6%). In total we see similar improvements from the combination of visual
and acoustic features for 4 speakers. However, averaged over all speakers results
are inferior to using the acoustic features alone. We think that with further
improvements on the extraction of the visual features they will show beneficial
in general when combined with acoustic features.

6 Online System

It is well known that users change their speaking style when talking to a machine
as compared to when talking to a human [39]. Whereas they usually use a rich
intonation when they talk to humans, they talk with a rather flat and monoto-
nous voice to a machine. Currently we are integrating the different aspects we
presented above in an online system. Such an online integration will allow us to
investigate how users adapt to a system which is sensitive to prosodic variations.
They might adapt to a speaking style as they would apply when talking to a
human. Yet they might as well adapt to an exaggerated style which can better
be decoded by a machine able to extract prosodic variations but not with the
same aptness as a human.

So far our online system only extracts acoustic prosodic features. It comprises
speech recognition, prosodic feature extraction, prosodic functionals calculation,
word prominence labeling and visual feedback to the user. The speech recogni-
tion module decodes what the user has said and performs a word level tempo-
ral alignment which is required for the calculation of the prosodic functionals.
We decided to use the HARK system developed at Honda Research Institute
Japan together with Kyoto University to perform speech recognition [30]. The
HARK system enables multi-channel speech enhancement and features the com-
munication with the Julius speech recognition system via TCP/IP sockets [25].
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We extended Julius with the possibility to communicate the recognition results
and the temporal alignments also via TCP/IP to our RTBOS middelware
which allows the component-based development of real-time systems [10]. We
perform all remaining steps in our RTBOS framework which in particular allows
a flexible distribution of processing modules to threads. For the extraction of the
fundamental frequency we use the online implementation of our pitch tracking
algorithm detailed in [20]. The extraction of the remaining acoustic features and
the calculation of the functionals is straight forward. We have not yet integrated
the contour modeling in the online system. For the word prominence labeling we
also use in the online system the LibSVM [11].

7 Conclusion

In this paper we demonstrated on one hand how modeling the prosodic contours
via FPCA can improve the detection of prominent words. On the other hand
we also showed that for some speakers the visual channel can be efficiently used
to detect prominent words. In particular we obtained from the head movements
alone accuracies clearly above chance level for all speakers. Next we will extend
the level of context available to the system by integrating the contour modeling
with a decoding of the word sequence [34]. Furthermore, we will investigate how
users adapt to a system capable of processing word prominence.
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E., Valstar, M., Wöllmer, M.: Building autonomous sensitive artificial listeners.
IEEE Trans. Affect. Comput. 3(2), 165–183 (2012)

36. Schuller, B., Steidl, S., Batliner, A., Burkhardt, F., Devillers, L., Müller, C.,
Narayanan, S.: Paralinguistics in speech and languag-state-of-the-art and the chal-
lenge. Comput. Speech Lang. 27(1), 4–39 (2013)

37. Shriberg, E.: Spontaneous speech: How people really talk and why engineers should
care. In: Proceedings of EUROSPEECH. ISCA (2005)

38. Shriberg, E., Ferrer, L., Kajarekar, S., Venkataraman, A., Stolcke, A.: Modeling
prosodic feature sequences for speaker recognition. Speech Commun. 46(3), 455–
472 (2005)

39. Shriberg, E., Stolcke, A., Hakkani-Tür, D.Z., Heck, L.P.: Learning when to listen:
detecting system-addressed speech in human-human-computer dialog. In: Proceed-
ings of INTERSPEECH (2012)

40. Swerts, M., Krahmer, E.: Facial expression and prosodic prominence: effects of
modality and facial area. J. Phonetics 36(2), 219–238 (2008)

41. Swerts, M., Litman, D., Hirschberg, J.: Corrections in spoken dialogue systems. In:
Sixth International Conference on Spoken Language Processing (ICSLP). ISCA,
Bejing (2000)

42. Wang, D., Narayanan, S.: An acoustic measure for word prominence in spontaneous
speech. IEEE Trans. Audio Speech and Lang. Proc. 15(2), 690–701 (2007)

43. Young, S., Odell, J., Ollason, D., Valtchev, V., Woodland, P.: The HTK Book.
Cambridge University, Cambridge (1995)

http://www.psych.mcgill.ca/misc/fda/


Improving Robustness Against Environmental
Sounds for Directing Attention of Social Robots

Nicolai Bæk Thomsen(B), Zheng-Hua Tan, Børge Lindberg,
and Søren Holdt Jensen

Department of Electronic Systems, Aalborg University,
Fredrik Bajers Vej 7, 9220 Aalborg, Denmark

nit@es.aau.dk

Abstract. This paper presents a multi-modal system for finding out
where to direct the attention of a social robot in a dialog scenario, which
is robust against environmental sounds (door slamming, phone ringing
etc.) and short speech segments. The method is based on combining
voice activity detection (VAD) and sound source localization (SSL) and
furthermore apply post-processing to SSL to filter out short sounds. The
system is tested against a baseline system in four different real-world
experiments, where different sounds are used as interfering sounds. The
results are promising and show a clear improvement.

1 Introduction

In the past decade much research has been conducted in the field of human-robot
interaction (HRI) [1–3] and especially social robots [4], which are to operate and
communicate with persons in different and changing environments, have gained
much attention. Many different scenarios arise in this context, however in this
work we consider the case where a robot takes part in a dialog with multiple
speakers. The key task for a social robot is then to figure out when someone is
speaking, where the person is located and whether or not to direct its attention
toward the person by turning. In uncontrolled environments like living rooms,
offices etc. many different spurious non-speech sounds can occur (door slamming,
phone ringing, keyboard sounds etc.), making it important for the robot to dis-
tinguish between sounds to ignore and sounds coming from persons demanding
the attention of the robot. Unlike humans, robots are often not able to quickly
classify an acoustic source as human or non-human using vision due to limited
field-of-view and limited turning speed. If this ability is missing the behaviour
of the robot may seem unnatural from a perceptional point of view, which is
undesirable.

In [1], an anchoring system is proposed, which utilizes microphone array,
pan-tilt camera and a laser range finder to locate persons. The system is able
to direct attention to a speaker and maintain it, however non-speech interfering
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sounds are not considered and the system is only evaluated for persons talking for
approximately 10 s. The work in [5] introduces a term called audio proto objects,
where sounds are segmented based on energy and grouped by various features to
filter out non-speech sounds. Good results are reported for localization, however
no results are reported for an actual real-world dialog including interfering non-
speech sounds.

In this work we focus on a the sound source localization (SSL) part of the
system and use standard method for face detection. We specifically propose a
system where a voice activity detector (VAD) and SSL are used to award points
to angular intervals spanning [−90◦, 90◦]. These points are accumulated over
time, enabling the robot only to react to persistent speech sources.

The outline of the paper is as follows: the baseline system will be described
in Sect. 2 followed by a description of the proposed system in Sect. 3. Section 4
states results for both a test of the localization system and test of the complete
system in different real-world scenarios. Section 5 concludes on the work and
discuss how to proceed.

2 Baseline System

We developed a baseline system which is shown in Fig. 1. It is inherently sequen-
tial, where first SSL is used to determine the direction of an acoustic source (if
any), and then after having turned face detection is used to verify the source
and then possibly adjust further. Face detection is done according to [6] and is
implemented using OpenCV.

θ
θ

Fig. 1. Flowchart of baseline system.

2.1 Sound Source Localization

For sound source localization (SSL)weuse the steered response powermethodwith
phase transformation (SRP-PHAT) [7]. It is a generalization of the well-known
generalized cross-correlation method with phase transform (GCC-PHAT) [8],
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when more than one microphone pair is utilized. Furthermore it takes advantage
of the whole cross-spectrum and not only the peak value. The basic idea is to
form a grid of points (most commonly in spherical coordinates) relative to some
point, which is typically the center of the microphone array, and then steer the
microphone array toward each point in the grid using delay-sum beamforming
and at last find the output power. After all points have been processed, the three-
dimensional (azimuth, elevation and distance) power map can now be searched
for the maximum value, indicating an acoustic source at that point. It is com-
putationally heavy to consider all points assuming a fine grid of points, however
in this work we are only interested in the direction, and not elevation, hence
we can disregard this. Assuming that the source is located in the far-field, i.e.
the microphone spacing is much smaller than the distance to the source, we can
use only one value for distance.

3 Proposed System

Figure 2 shows the structure of the proposed system. It has the same overall
sequential structure as the baseline where audio is first used to roughly estimate
the direction of the person, and afterwards vision is used to verify the existence of
a speaker and possibly adjust the direction further. The two differences between
the baseline system and the proposed system are; first, the use of a better VAD to
increase robustness against environmental sounds, and second, post-processing
of SSL to increase robustness against short speech segments and short sounds,
which are misclassified by the VAD.

∈
∀ ≠

∑θθ

Fig. 2. Flowchart of proposed system. The post-processing using Bi(t) is explained in
Sect. 3.2.

3.1 Voice Activity Detection

In this work a variant of the voice activity detector (VAD) described in [9,10]
is utilized. Results show a good trade-off between accuracy and low complexity,
which is of high importance, because the robot has limited resources and heavy
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processing tasks such as image processing and speech recognition (not included in
this work) should run simultaneously. The algorithm is based on a posteriori SNR
weighted energy difference and involves the following step, which are performed
on every audio frame.

1. Compute the a posteriori SNR weighted energy difference given by

D(t) =
√

|E(t) − E(t − 1)| · SNRpost(t) . (1)

where E(t) is the logarithmic energy of frame t and SNRpost(t) is the a pos-
teriori SNR of frame t.

2. Compute the threshold for selecting the frame given by

T = D(t) · f(SNRpost(t)) · 0.1 . (2)

where D(t) is an average of D(t),D(t− 1), ...,D(t−T ), and f(SNRpost(t)) is
piece-wise constant function, such that the threshold is higher for low SNR
and lower for high SNR. If D(t) > T , then S(t) = 1 otherwise S(t) = 0.

3. Perform a prior moving average on S(t) and compare to threshold, TVAD. If
above threshold, the frame is classified as speech and otherwise as non-speech.

It should be noted that the VAD is only performed on one of the four channels
from the microphone array.

3.2 Post-processing of SSL

The range of output angles, [−90◦, 90◦], from SSL is divided into non-overlapping
regions, e.g. the first region could be D1 = [−90◦,−85◦[. This is motivated by the
fact that even during short speech segments (∼1 s) the speaker is not standing
completely still and likewise the head is also not completely fixed, thus SSL
estimates which are very close should not be assigned to different sources, but
are most likely to be caused by the same source. In this work we have split the
range of angles into regions of 5◦ except for the center region which is defined as
[−5◦, 5◦[, thus the total number of regions is 35. For each of the aforementioned
regions we assign a vector Bi(t) = [Bi(t − T + 1)Bi(t − T + 2) ... Bi(t)], where
t denotes the tth audio frame and T denotes the length of the vector in terms
of audio frames. Whenever an audio frame is classified as speech by the VAD,
SSL is used to estimate the angle of the supposed speaker relative to the robot.
The current element of the vector corresponding to the region, in which the
estimated angle belongs, is then set to 1 for the current frame, t, and all current
elements of vectors for the other regions are set to 0. If the frame is classified as
non-speech, then the current element of all vectors are set to 0. Attention is then
given to region i if the sum of the corresponding vector is above some threshold,
i.e.

∑0
m=T−1 Bi(t − m) > TA. If a vector exceeds the threshold thus making the

robot turn, the vectors for all regions are set to zero. The motivation for this
system is that it enables control over the duration of the sentences which should
trigger the robot to turn toward a speaker.
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4 Evaluation of the Systems

Two seperate test were performed. One test with the purpose of testing only
the localization capabilities of both baseline and proposed system and that the
robot was able to turn toward the sound source and adjust using vision, and a
second test where the system was tested in four different types of scenarios with
three speakers and interfering sounds.

4.1 Localization Performance

We test only the proposed system here, since for one speaker and no noise they
are the same. The localization system was tested for five different angles by hav-
ing a person speaking continuously at the angle at a distance of approximately
1.5 m until the robot had turned toward the person. Here the angle between
robot and person is defined as in Fig. 3, where positive angles are clockwise. The
results are stated in Table 1. It is seen that the system is clearly able to turn
toward the person with acceptable accuracy. It should be noted that this test is
associated with some uncertainties, since it is very difficult to place the speaker
at the exact angle, and it is difficult to measure the angle with high accuracy.

Table 1. Performance of localization system. Mean and standard deviation of angle
between person and robot after localization and rotation. 10 repetitions were used for
each angle.

15◦ 30◦ 45◦ 60◦ 75◦

μ 14.2 29.1 45.9 59.1 73.4

σ 0.9 1.3 1.3 0.9 2.7

4.2 Attention System Performance

The baseline and proposed system were tested through four different experi-
ments, resulting in a total of eight trials. The four experiments are described
below

1. The speakers take turn talking for approximately 10 s.
2. The speakers take turn talking for approximately 10 s and in between speakers

interfering sounds are played (see Table 2).
3. The speakers take turn talking for either approximately 10 s or 1 s.
4. The speakers take turn talking for either approximately 10 s or 1 s and in

between speakers interfering sounds are played (see Table 2).

In all four experiments a total of 20 time slots are used, where a slot can either
be a speaker talking (10 s or 1 s) or an interfering sound, thus the slots are of
varying length. We emphasize that there is no overlapping sounds. Information
about the interfering sounds is listed in Table 2. Each noise source is responsible
for two different sounds, where sound 1 is always played as the first of the two.
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Table 2. Description of the six interfering sounds used in the experiments. Same
ringtone used for both sound 1 and sound 2 from N3.

Source Sound 1 Sound 2

Description Duration SPL (dB) Description Duration SPL (dB)

N1 Coughing ≈0.7 s ≈77 dB Door slamming ≈0.4 s ≈90 dB

N2 Scrambling chair ≈1.1 s ≈80 dB Scrambling chair ≈1.1 s ≈89 dB

N3 Phone ringing ≈3.7 s ≈75 dB Phone ringing ≈3.7 s ≈75 dB

Fig. 3. Setup for attention experiment. XY-coordinates are given in metres.

The test setup and the location of the robot, the noise sources and the speakers
are shown in Fig. 3. All experiments were recorded using a seperate microphone
and a seperate video camera and information about the direction of the robot
was logged on the robot. This data was afterwards used to annotate precisely
when different sounds occurred, and the focus of attention of the robot was also
annotated using this. The logged data from the robot was not used directly, as
the absolute angle did not match reality due to small offsets in the base when
turning, however it was used for determining the timeline precisely. We also
emphasize that the annotation of a sound begins when the sound begins and is
extended until the next sound begins, thus silence is not explicitly stated due to
simplicity. Furthermore, the annotation of the robot starts when the robots has
settled at a direction, thus turning is not stated explicitly. Figures 4, 5, 6, and 7
show the results for the four experiments for both baseline and proposed system,
where “OOC” means out-of-category, “SP1” means speaker 1, “N1” means noise
source 1 and so on. “Annotation” (light grey) shows who was active/speaking
and “Robot” (black) shows where the attention of the robot was focused.

Table 3 states the number of correct and incorrect transitions along with
number of anomalous behaviours. A correct transition is when the robot turns
attention to a person speaking for approximately 10 s or ignores a short speech
segment (approximately 1 s) or an interfering sound. An example of the first case
is seen in Fig. 5(b) at the start, where the robot turns toward SP3. An example
of the second is seen in the same figure at slot 1 to 2, where the robot does not
shift attention due to an interfering sound from noise source N1. An incorrect
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(a) Baseline

0 50 100 150 200 250
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SP3

(b) Proposed

Fig. 4. Experiment 1. Figure 4(a) shows the baseline and Fig. 4(b) shows the perfor-
mance of the proposed method. The two anomalous behaviours for the baseline are
assumed to be caused by sounds, not related to the experiment, created from the
direction of SP3. The much delayed transition in the proposed system in the end is
caused by not triggering the VAD properly.
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(a) Baseline
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(b) Proposed

Fig. 5. Experiment 2. Legends and axis similar to Fig. 4. It is seen that for the baseline
the robot turns toward SP3 after N3, which is due to detecting the face of SP3. A similar
thing happens for both the baseline and proposed system in the second last time slot.
We also note that the VAD used in the proposed method is triggered by the “sound
1” from N2 at ∼125 s, which is unexpected, however this could most likely be avoided
using pitch information too.
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Fig. 6. Experiment 3. Legends and axis similar to Fig. 4. The anomalous behaviour for
the baseline in the third last slot is caused by detecting the face of SP1.

transition is when the robot turns toward a noise source, a person speaking
for approximately 1 s or out-of-category. The number of correct and incorrect
transitions should add to 20. An anomalous behaviour is when the robot makes
an unexpected turn during a slot. An example is seen in Fig. 5(b) in slot 19, where
the robot turns toward SP2 while SP3 is speaking. We see in Table 3 that for the
first experiment both systems perform equally well, which is too be expected.
But as both short sentences and interfering sounds are added to the experiment,
the proposed method generally performs better than the baseline. The relatively
low number of correct transitions for both the baseline and the proposed method
in experiment 4 is caused by being adressed by a speaker from a relative angle
greater than |90|◦, which is a general limitation of the SSL algorithm used in
both systems.

Table 3. Number of correct and incorrect transitions and anomalous behaviours for
the baseline and the proposed system for each experiment.

Experiment Baseline Proposed

#Correct #Incorrect #Anomalies #Correct #Incorrect #Anomalies

1 20 0 2 19 1 0

2 13 7 3 18 2 1

3 12 8 1 20 0 0

4 8 12 0 14 6 3
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Fig. 7. Experiment 4. Legends and axis similar to Fig. 4. In the beginning of the base-
line, the robot turns toward SP3 instead of N3. This happens because N3 is located at
an angle of ∼ +90◦ relative to SP1, and since the SSL has lower resolution for large
angles, the sound is perceived as coming from a smaller angle. It is seen that both
systems behaves unexpectedly at t ∼ 75 s. This is caused by the fact, that SSL only
covers [−90◦, 90◦]. Again, the VAD in the proposed system is triggered by the sounds
from N2, which is undesirable.

5 Conclusion

In this work we have presented a method for increasing robustness against envi-
ronmental sounds and short speech segments for sound source localization in the
context of a social robot. Different experiments have been conducted and they
show an improvement over a baseline system. The method proposed is however
based on a constant, TA, set before deployment of the robot, which is not ideal.
Future work should look into how this parameter can be learned during run-
time. Furthermore, using a VAD designed for distant speech would improve the
system.

Acknowledgements. Authors would like to thank Xiaodong Duan for great help on
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References

1. Lang, S., Kleinehagenbrock, M., Hohenner, S., Fritsch, J., Fink, G.A., Sagerer, G.:
Providing the basis for human-robot-interaction: a multi-modal attention system
for a mobile robot. In: Proceedings of the International Conference on Multimodal
Interfaces, pp. 28–35. ACM (2003)



34 N.B. Thomsen et al.

2. Song, K.-T., Hu, J.-S., Tsai, C.-Y., Chou, C.-M., Cheng, C.-C., Liu, W.-H., Yang,
C.-H.: Speaker attention system for mobile robots using microphone array and
face tracking. In: Proceedings 2006 IEEE International Conference on Robotics
and Automation, 2006, ICRA 2006, May 2006, pp. 3624–3629 (2006)

3. Stiefelhagen, R., Ekenel, H., Fugen, C., Gieselmann, P., Holzapfel, H., Kraft, F.,
Nickel, K., Voit, M., Waibel, A.: Enabling multimodal human robot interaction for
the karlsruhe humanoid robot. IEEE Trans. Robot. 23(5), 840–851 (2007)

4. Malfaz, M., Castro-Gonzalez, A., Barber, R., Salichs, M.: A biologically inspired
architecture for an autonomous and social robot. IEEE Trans. Auton. Ment. Dev.
3(3), 232–246 (2011)

5. Rodemann, T., Joublin, F., Goerick, C.: Audio proto objects for improved sound
localization. In: IEEE/RSJ International Conference on Intelligent Robots and
Systems, 2009, IROS 2009, Oct 2009, pp. 187–192 (2009)

6. Viola, P., Jones, M.: Robust real-time object detection. International Journal of
Computer Vision (2001)

7. Dmochowski, J., Benesty, J., Affes, S.: A generalized steered response power
method for computationally viable source localization. IEEE Trans. Audio Speech
Lang. Process. 15(8), 2510–2526 (2007)

8. Knapp, C., Carter, G.C.: The generalized correlation method for estimation of time
delay. IEEE Trans. Acoust. Speech Signal Process. 24(4), 320–327 (1976)

9. Tan, Z.-H., Lindberg, B.: Low-complexity variable frame rate analysis for speech
recognition and voice activity detection. IEEE J. Sel. Top. Sign. Process. 4(5),
798–807 (2010)

10. Plchot, O., Matsoukas, S., Matejka, P., Dehak, N., Ma, J., Cumani, S., Glembek,
O., Hermansky, H., Mallidi, S., Mesgarani, N., Schwartz, R., Soufifar, M., Tan,
Z., Thomas, S., Zhang, B., Zhou, X.: Developing a speaker identification system
for the darpa rats project. In: 2013 IEEE International Conference on Acoustics,
Speech and Signal Processing (ICASSP), May 2013, pp. 6768–6772 (2013)



On Annotation and Evaluation of Multi-modal
Corpora in Affective Human-Computer

Interaction
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Abstract. In this paper, we discuss the topic of affective human-
computer interaction from a data driven viewpoint. This comprises the
collection of respective databases with emotional contents, feasible anno-
tation procedures and software tools that are able to conduct a suitable
labeling process. A further issue that is discussed in this paper is the
evaluation of the results that are computed using statistical classifiers.
Based on this we propose to use fuzzy memberships in order to model
affective user state and endorse respective fuzzy performance measures.

Keywords: Affective computing · Annotation · Machine learning ·
Human computer interaction · Multimodal corpora · Fuzzy memberships

1 Introduction

Research on human-computer interaction (HCI) has undergone a dramatic
change from the pure investigations on how the interaction of humans with
computers should best take place and instead started to focus on how comput-
ers should react to human operators. Therefore new means of communication
are investigated such as visual communicational cues of humans, nonverbal com-
munication (not necessarily the content of what is said) and physiological mea-
surements from the body of the user. Research suggests that the affective state
of a human is communicated willingly and unwillingly through several channels
with many of them allowing direct inference through sensory measurements. It
has been shown that different modalities such as audio [9,13,14,22], video [7,21]
and also bio-physiology [10,19] can convey different aspects of the affective state.
Measurements based on single modalities however are prone to noise, artifacts
(e.g. missing sensor input) and other difficulties (e.g. specific minimum lengths of
time windows). Therefore the combination of different channels in a sequence of
interaction has been attracting increasing attention and experiments have shown
to be promising [5,16–18,36].
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However, in order to work properly, the respective statistical machine learn-
ing approaches have to be trained using examples of the emotions and affective
states that are targeted. For this task, datasets are needed that already contain
proper instances of the respective affective states of feasible qualities and quan-
tities to make it possible to extract meaningful statistics. The affective states
should occur in sequences of sufficient length with enough repetitions to capture
potential time dependencies [4] and in equally balanced quantities [8] to pre-
vent training of biased classifiers. The generation of datasets including accurate
knowledge about the respective affective states and how they appear is the key to
data driven affective computing. However, this task is by no means trivial and
the induction of affective states, the recording and most importantly the anno-
tation of the data and even the evaluation of the performance of the results are
very challenging.

Therefore, this work tries to establish a guideline that sheds light on the prob-
lems and difficulties that come with the definition of proper affective states for
a given task, the conception of multi-modal affective corpora, and most impor-
tantly the reliable annotation of the recorded data to fit in the problem formu-
lation. The discussed problems include time dependencies, proper handling of
multiple raters, and appropriate measures of performance of classification sys-
tems given arbitrary label signals.

The remainder of this work is organized as follows. In the next section, anno-
tation techniques are presented and an analysis of their advantages and use-cases
are presented. In Sect. 2, an overview over well-known multi-modal corpora is
given together with a characterization of their ground truth label information.
Subsequently, the necessary tools available for data annotation are discussed in
Sect. 4. In Sect. 5, commonly used performance measures are reviewed before the
last Section concludes the paper with a discussion and an outlook on open issues.

2 Labeling Techniques

A further non-trivial issue for the assembly of affective corpora is the annotation
of the recorded materials with labels that reflect a user’s state adequately. There
are mainly three different approaches that are followed to assign labels in this
application, that try to circumvent the fact that the true state is commonly
unknown and also not exactly assessable.

The most straightforward approach to determine the affective state is to query
it from the respective subject. For this purpose different questionnaires and pic-
tographic techniques have been developed to infer emotional states. It is however
not really possible to reflect short or medium term changes of affective states using
this technique as it is desirable for human-computer interaction scenarios.

One rather popular method is to design different external stimuli that are
presented to the test subject in a carefully pre-defined order to elicit a desired
affective state [15,35]. This comprises for example different difficulties of a given
task or making the interaction with the technical system more difficult, e.g., by
impairing the reactions to commands of the user to the computer. Thus, the
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Fig. 1. Average VAD labels of a continuously annotated multi-modal corpus. The
trajectories seem to exhibit a transient phase starting at an arbitrary zero level and
begin to climb to the actual value range of the respective label. The variances (lighter
colored corridors) are very small in the beginning which indicates that almost every
rater immediately started to leave the zero level. It should be considered to discard
transient phases in the beginning of an annotation process.

different target states can be identified in the temporal order of the interaction
that is given by the experimental protocol.

An alternative to that approach is to manually label the material after the
recording step is conducted [25,30,33]. As mentioned before, it is very difficult
to infer an emotional state of a subject from the outside when the affective dis-
play is only subtle. Hence a large number of naive raters is required in order to
average out the errors that the individual raters are assumed to commit. Having
a large amount of raters can indeed be highly profitable as for example presented
in [32]. The authors published the results of an experiment where untrained users
from the Internet could sign up and annotate images in a web-based application
over an extended period of time. Surprisingly, the users contributed a large set
of valuable annotations spanning a large variety of object and scene classes. The
authors emphasize the accuracy provided by the group of untrained annotators:
An extraction of 3-D coordinates from multiple views gained from user annota-
tions was comparable to the quality produced by laser range scanners. However,
procedures like this are very cost intensive and sometimes not possible.

A further issue is that there is not really a convenient procedure for the
manual annotation to process. Using a continuous annotation method where a
label value is manipulated in real time potentially renders a comparably fast
annotation method but might suffer from the individual mindfulness and the
reaction times of the respective rater. A further observation in this context is
that now not only the temporal order of the conducted experiment is influencing
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possible labels, but also the constraints of the respective label tool influence
the annotation. In Fig. 1 an illustrative example for this problem is shown that
depicts initial transient phases that occur in the beginning of the recordings. It
can be seen that almost every rater immediately left the baseline and progressed
towards non-zero values of the respective label, which might not necessarily
reflect the true state of the subject. This problem can be solved by discarding
transient phases or by randomly rearranging the sequences of the recording to
obtain annotations for the whole recording.

The annotation of categorical labels is even more complex and requires com-
monly a large amount of navigating in the assigned material [12,23].

3 Data Collections Comprising Affective HCI

Notable multi-modal data collections that have been constructed in the applica-
tion of human-computer interaction are outlined in the following.

The last minute corpus is designed to study affective human-computer dialogs
[15], having audio-visual material. A test subject is instructed to gather a suitcase
for a voyage via airplane using a voice controlled computer interface. Different
user states are elicited using malfunctions in the dialog system and unexpected
events in the recording. Different time slots in the interaction sequences consti-
tute labels that are passed to automatic classification.

The EmoRec II corpus is also collected to study emotions in human-computer
interaction [34], comprising audio, video and physiological data material [20].
In this data collection test subjects were instructed to play multiple games of
Concentration using a voice controlled interface which is operated in a Wizard-
of-Oz protocol. Different emotions in the Valence-Arousal-Dominance (VAD)
space were induced using different difficulties of the game and negative or positive
feedback from the system. Sequences of similar stimuli were considered as blocks
of the same label in the VAD space [19].

TheAVEC2011 and 2012 [27] data collections comprise audio-visual sequences
of more or less free interaction with an artificial avatar, which is designed to elicit
different affective states. The individual recordings were annotated by multi-
ple human labelers in four different affective dimensions: Arousal, Expectancy,
Power and Valence. The AVEC 2011 corpus comprises binarized label traces
whereas for the 2012 edition of the competition continuous labels are provided.

The AVEC 2013 and 2014 [33] corpora move in a sense away from the human-
computer interaction scenario to a clinical environment with test subjects suf-
fering from different levels of depression. The patients, that were recorded using
camera and microphones, were instructed to conduct different, in parts thera-
peutic, tasks such as talking about their childhood but also reading pre-defined
texts. The data is annotated using two different paradigms: first a medical ques-
tionnaire procedure is conducted to infer the depressive state and the data is
also manually annotated by one to five human annotators in different continu-
ous affective categories, namely Arousal and Valence for the 2013 edition and
Valence, Arousal and Dominance for the 2014 edition.
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The PIT corpus [30] conducts a more explorative approach to the subject
of human-computer interaction by enabling a computer assisted multi party
dialog, where two users are choosing a restaurant they can agree on. The corpus
was used to develop a set of labels that are useful for the human-computer
interaction such as high level categories (e.g., interest in the interaction with the
machine) and also low level properties (e.g., is the user looking at the computer
screen). Audio and video from multiple camera angles are provided with the
data collection.

A further multi-modal interaction corpus is described in [28] with the goal
of investigating multi-modal interaction history of subjects within a HCI sce-
nario. The interaction consisted of solving puzzles of varying difficulties using
predefined interaction modalities such as speech, touch and mouse input. The
audio-visual recordings show spontaneous reactions in response to the given feed-
back during the puzzle solving. Interesting events such as smiles, frowns, head
shaking or shouting were manually labeled using the ATLAS tool into the 2
categories neutral and event. The expressiveness of the different subjects was
highly distributed over the whole spectrum and an incentive in the form of a
variable amount of money dependent on the performance of the subject was used
to amplify the reactions.

4 Tools for Manual Annotation

The tool, which is used to gather the ground truth of a dataset, the annotation
process itself and the way the data is presented influences the result of the anno-
tation. For example human annotators tend to accept suggestions made by the
system even if they are not sure in their decision. In the following we will discuss
several state-of-the-art annotation tools in the affective computing community.

Feeltrace is a freely available fully continuous labeling tool for two emotional
dimensions at a time [2]. It supports the annotation of audio and video files
and was used for the annotation, e.g. of the continuous AVEC challenges. The
annotation is done in real time with an retail joystick whose two axes correspond
to the two emotional axes. Hence, there strong correlations between the two
annotations which is might not be supported by the underlying dataset.Another
drawback is given by the starting point of the annotated curve, which might be
arbitrarily set at the starting point of a video.

Anvil, an annotation-tool, was originally developed in 2000 and supports
audio and video material [11]. It is generally designed for the crisp annota-
tion of HCI sequences including anthropology, psychotherapy, embodied agents,
oceanography corpora, and also supports 3D motion capturing.Hierarchical label
definitions and annotations are supported by the definition of respective labels.
Some minor analysis tools are included such as histograms of labels, automatic
computation of agreement between raters.

Ikannotate is a freely available annotation tool for audio data [1]. It provides
an annotation interface for BE and crisp GEW labels. In addition a Self Assess-
ment Manikins solution (SAM) in the VAD space is provided. Additionally, the
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given audio material can be transcribed according to GAT1/2, which is very
unique in compared to other tools.

An alternative in the field of audio annotation is given by EmoWheel [26].
As label space the GEW is used, it is further possible to annotate the data in a
continuous space, by assigning a beta distribution. This gives a hint of the course
of an emotional expression. One disadvantage is in fact the assumed distribution
of the emotional intensity, restricting it to have a global maximum.

ATLAS is specialized in the annotation of datasets containing multiple data
streams like audio and video streams, bio-physiological data or more general any
kind of (t × R

d) data as for example features or classification results [12]. It is
freely available and developed at the University of Ulm. All imported data can be
displayed and investigated at the same time, which gives researchers an overview
over the whole dataset. Adaptive visibility can be used to focus on a specialized
topic. The user interface and the label scheme are designed generically, which
renders a flexible and powerful technology to display the data material. For the
annotation of very large amounts of data a distributed annotation process is in
development. To assist the annotator in his work an active learning module is
included. In this module feature tracks (or more general, data tracks) can be com-
bined with label tracks in order to obtain label suggestions. These suggestions
can either be accepted or rejected by the annotators in an iterative process, to
dramatically accelerate the annotation process by simultaneously improving the
quality.

5 Performance Measures

The training of feasible classifiers for the recognition of affect in HCI scenarios
heavily depends on the characteristics of the ground truth labels and on adequate
performance measures to assess the quality of the respective classifiers.

In discrete multi-class problems, the performance measure of choice is usu-
ally the accuracy defined as the fraction of correctly classified samples and all
available samples. This measure is very intuitive and easily computed, but in
this respective application the definition of crisp labels for affective categories
seems to neglect the inherent complexity of the matter: It is rather obvious that
emotional states occur in varying characteristics and also in different levels of
certainty.

This makes it appealing to use continuous label schemata in order to model
affective states gradually. Corresponding measures for the assessment of the con-
gruence of two trajectories to assess the quality of an estimation have been pro-
posed for standard regression tasks in the literature. Natural choices include
measuring the per time step difference of the trajectories like the absolute mean
(MAE) or the root mean squared error (RMSE). Another measure is Pearson’s
correlation coefficient, that quantifies the linear interconnection of measure-
ments. A high performance value of a prediction is thus defined for potentially
rather different curves by these measures. Precisely, using the MAE, a high cor-
respondence for trajectories that overlap to a great extent is favored, leading
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to small individual differences at each time step. If the RMSE is used a sim-
ilar behavior is observed but outliers and huge deviations are penalized much
larger. The correlation coefficient on the other hand focuses on the course of the
trajectory – exact matching of the individual values is not necessary for a high
performance. In Fig. 2, this problem is illustrated by the means of the labels
for the AVEC 2014 corpus: The predicted value of the label arousal (blue line)
matches in most of the cases exactly the true label (red line) as seen in Fig. 2(a),
which is not the case in Fig. 2(b) for the same true label curve. However, a by
far higher correlation coefficient is obtained in the second case. This means that
using this kind of continuous annotation makes a more subtle labeling possible
but the respective performance measures are unfortunately rather unintuitive
and ambiguous.

0 600 1,200 1,800 2,400 3,000
−0.2

−0.15

−0.1

−5 · 10−2

0

5 · 10−2

0.1

0.15

time

pr
ed
ic
te
d
va
lu
e

Correlation = 0.28, MAE = 0.0129, RMSE = 0.0438

(a) Highly overlapping trajectories
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(b) Coarsely matching trajectories

Fig. 2. The left sub-figure illustrates a situation in which the output of a classifier
(blue) exactly matches a given label trajectory except for a transient condition in the
beginning. Computing the correlation between the two curves yields a value of 0.28
despite the curves being almost identical. The right sub-figure illustrates a contrary
example in which the same label is very coarsely estimated by a classifier (again blue).
The computed correlation between the curves results in a rather high value of 0.91
although the ground truth curve is touched only occasionally.The coarsely matching
trajectory however is enough to yield a high correlation with the label. MAE and RMSE
values are also given. Adapted from [6] (Color figure online).

Hence a labeling paradigm and together with a feasible and intuitive per-
formance measure is still missing that particularly reflects the gradual nature
of the human affect over a time period. We propose to use fuzzy memberships
for the different affective classes to measure and quantify the emotional state of
a subject. This framework provides a proper theoretical basis to express uncer-
tainty about a state and also provides powerful statistical classification tools to
process these kinds of information [29,31]. Further, there is a significant research
effort for the annotation of fuzzy membership values for example using contin-
uous controllers. There are also performance measures that account to fuzzy
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memberships, e.g., the fuzzy S1 measure described in [3], which is defined as

S1(la, lb) =
∑L

i=1 min(lai ,k
b
i )∑L

i=1 max(lai ,k
b
i )

. This framework has been already successfully applied
to voice quality classification in [24].

6 Summary and Conclusion

In this work the challenges and difficulties of the creation and annotation of
multi-modal corpora in the domain of human computer interaction and affec-
tive computing were discussed. Challenges comprise the conception of emotional
states useful for a given task and the design of adequate multi-modal corpora
that contain those states in a sufficient quality and quantity. The different ways
the annotation process can be carried out were reviewed and the pitfalls that
come with them were highlighted and possible workarounds were given.

To conclude it can be said that there is still a need for affective annotation
schemes and respective performance measures that provide both, the capability
to allow subtle annotations (which reflects the complexity of the application)
and also a certain level of intuition. The usage of fuzzy memberships together
with according performance measures provide that to a certain degree.
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Abstract. In human-human interaction, the participants’ multimodal behaviour
has impact on the interaction as a whole, and similarly in spoken human-robot
interactions, the interlocutors’ multimodal signals seem to correlate with the
user’s experience and impressions of the interaction. We explored in more detail
how some aspects of multimodal behaviour (gazing, facial expressions, body
posture) can predict the user’s evaluation of the robot’s behaviour (Respon-
siveness, Expressiveness, Interface, Usability, Overall impression). The results
indicate that the user’s assessment concerning the evaluation categories Inter-
face and Usability, and to some extent the categories Expressiveness and Overall
correlate with their behaviour in a statistically significant manner. The work
contributes to our understanding of how the interlocutors’ engagement and
active participation relate to their assessment of the success of communication,
and points towards automating evaluation of human-robot interactions.

Keywords: Multimodal human-robot interaction � Evaluation � User
experience

1 Introduction

Research on human-human interactions has shown that the interlocutors’ multimodal
behaviour and emotional state have impact on the interaction as a whole and on how
pleasant the experience has been [2, 9]. In human-robot interaction, it can be assumed
that the user’s engagement in the interaction can also be inferred from the participants’
multimodal activity in a similar manner and consequently, be used to estimate the
user’s experience of the interaction with the robot system.

In our earlier work [13], we studied the user’s engagement with a humanoid robot
system and focused on their multimodal behaviour which correlates with the interactive
system’s evaluation categories. The results supported the original hypothesis that by
observing the user’s multi-modal behaviour and emotional state, as well as the robot’s
appropriate responses, it was possible to estimate the user’s engagement in the inter-
action and to predict the user’s experience of the various aspects of the interaction with
the robot system. We now continue this line of research and investigate in more detail
how different combinations of the multimodal behaviours (gazing, facial expressions,
body posture) can predict the user’s experience and evaluation of spoken interaction
with respect to evaluation categories such as Responsiveness, Expressiveness, Inter-
face, Usability, and Overall impression.
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The work contributes to multimodal interaction modeling and to our understanding
of how the interlocutors’ engagement and active participation relate to their assessment
of the success of communication. It also contributes to the evaluation methodology of
interactive human-robot systems, by emphasizing the communicative experience of the
users, and points towards automating evaluation of human-robot interactions. In par-
ticular, the study draws on the naturalness of interactions and measures the users’
engagement through their multimodal activity rather than focusing solely on task
completion and efficient communication of factual information.

The paper is structured as follows. Section 2 gives an overview of related research
concerning multimodal evaluation and human-robot interaction. Section 3 describes the
data and Sect. 4 presents the experiments and results. Finally, Sect. 5 draws conclu-
sions and describes plans for future work.

2 Multimodal Evaluation

Evaluation of spoken dialogue systems is a complex issue and, as pointed out by [12],
multimodality adds a new dimension to it: the full repertoire of the communicative
capability of the system. The perceived naturalness of the interaction does not depend
only on task-based dialogue strategies, but also on the combined effect of the different
modalities that can be exploited in the communication. The evaluation metrics would
need to include accuracy and effectiveness of each modality engine separately, but also
capture the interdependence between the perceptual categories related to modalities.
The evaluation thus requires a holistic approach. Since there is not only one possible
mapping between the modalities, tasks and user preferences, a multidimensional
evaluation is necessary.

In the evaluation of the multimodal system SmartKom [3], the task-based spoken
dialogue system evaluation framework Paradise [19] was extended to cover specific
issues concerning multimodality in the three SmartKom scenarios (home, public,
mobile). By abstracting over functionally similar modality technologies that can be
used in parallel (speech, gesture, and facial recognition) and weighting and relating
different modalities that work in cooperation or sequentially (e.g. gesture recognition
is easier than speech recognition in more limited domain), the measures took into
account the efficiency of each modality as well as synchrony of the modalities. The
relations between modalities, tasks, and user preferences were presented in a com-
mon attribute-value matrix while kappa-statistic was used to capture variability
between different users as well as in one single user when using the system in
different situations.

In social robotics, the robots should communicate with humans in a socially correct
way. Due to flexible use of various technologies, their communicative capability
becomes rich and more natural: the ability to recognize the user’s spoken and multi-
modal utterances is combined with output that includes speech, gesturing and possibly
other modalities. Moreover, situated, embodied human-robot interactions resemble
interactive situations between two agents, so the evaluation is easily levelled to include
properties of natural interaction between humans. As a starting point for metrics for
HRI, especially when assessing the performance of human-robot teams, [17] have
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taken the notion of Situational Awareness [8], which means that the robot needs to
understand what is important in the situation. The level of awareness depends on the
level of the robot’s autonomous behaviour and the role of the human in the situation,
but the main issue is how the awareness is communicated to the partner, i.e. how the
user gets feedback from the robot’s understanding of the situation and actions being
undertaken, and vice versa. In spoken dialogue systems [12] this has been an important
design principle discussed under the concepts of grounding and feedback. It is also
emphasized, however, that the performance of an HRI system is not only based on
interaction design: a failure may be due to malfunctioning of the robot’s software or
sensory system rather than an issue with the user interface. The multidimensional and
holistic evaluation requirements discussed above thus also apply to social robotics.

In this paper, we approach evaluation from the point of view of perceived com-
munication capabilities of the robot and by observing the user’s holistic behaviour that
signals their awareness of the situation. We consider spoken interaction with a Nao
robot application, and assume that by measuring the user’s multimodal behaviour and
emotional state, as well as the robot’s appropriate responses, it is possible to predict the
user’s experience and consequently their evaluation of the various aspects of the
interaction with the robot. Previous studies have used speech prosody [14], silence
duration [7], gaze [15], and utterance density [5] as measures to estimate the user’s
activity and engagement in interaction, while models for an artificial agent’s
multimodal feedback strategy have been proposed e.g. by [11, 16]. In the context of
humanoid robots, [4] studied shared attention models to allow the robot to classify
perceptual input into stimuli to which it could learn to react. However, none of the
studies has directly tried to estimate the user’s experience and evaluation categories on
the basis of their multi-modal behaviour in order to learn how multimodal correlates
can be used to infer the user’s evaluation of their interaction with a humanoid robot. In
our previous studies [13], we set out to investigate if it is possible to estimate the user’s
experience of the various aspects of the interaction with the robot system, and how this
corresponds to their evaluation of the system. We take this as our current starting point,
and extend the study towards a holistic view of communication. We use the combi-
nations of various perceptual correlates of the user’s multimodal behaviour (gaze,
gesture, body) and study how they indicate the user’s awareness of the interaction and
can be used as a basis for feedback in joint communication.

3 Data

Our corpus of eNTERFACE-2012 Nao-Human Interaction Data contains videos of
human-robot spoken interactions using the WikiTalk system [20]. The robot uses
gestures, nods, and other multimodal signals to give expressive presentations of
requested spoken information [6, 10], and the corpus was systematically collected to
evaluate three slightly different versions of the system [1]. Twelve users interacted with
the system, resulting in a corpus of 12 × 3 = 36 interactions. The corpus is available for
research purposes. Figure 1 shows screenshots from some of the videos.

The corpus was annotated with Elan [22] concerning multimodal behaviours which
are generally used to signal comprehension of the message or to display affective state.
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Table 1 lists the five annotation categories with the associated binary features. These
include the user’s gaze (focus of attention), overt facial expressions, body movement,
and an approximation of the user’s emotional state. The robot’s behaviour was
annotated with respect to its perceived appropriateness in the situation, loosely fol-
lowing the appropriateness annotation in [18]. Annotations were made simultaneously
by four annotators, and their pair-wise kappa ranged between 0.32 for facial expres-
sions to 0.82 on body movement.

In the experiments we only took into account features that had frequency of at
least nine in the corpus. It is interesting that there were not enough examples of the
user’s hand gestures (although the annotation scheme also contained tags for this), so
the hand gesture category was dropped from the experiments. Further analysis showed
that the user’s hand gestures were not related to their natural communicative
behaviour, but mostly to controlling the robot’s behaviour (e.g. tap on the head to stop
it talking in emergency situation), i.e. induced by the interface rather than by spon-
taneous reaction.

After each interaction the users also filled in a questionnaire about their experience
of the particular system version. The evaluation categories for the users to assess their
experience and various aspects of the robot interaction are given in Table 2. Each of the
five evaluation categories consisted of 5–8 evaluative statements, and the users had to
score them using a 5-point Likert scale, with 1 denoting total disagreement and 5 total
agreement with a particular statement.

The users had also provided their expectations of the robot interaction before the
beginning of the evaluation session. This was done by filling in a similar questionnaire

Fig. 1. Users interacting with the Nao robot.

Table 1. Annotation categories (n = 5) and their features (n = 16) used in the experiments.

Annotation category Number of features Example features

User gaze 3 toRobot, toInstructor, toBackground
User emotional
expression

6 amused, disappointed, interested, sad,
satisfied, uncertain

User body engagement 1 leansTowardsRobot
User facial expression 2 smile, laugh
Robot appropriateness 4 ok, offThePoint, odd, okByChance
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which asked about their expectations rather than experience. More information about
the questionnaires, processing of the ratings, as well as the differences between the
users’ experience and expectations can be found in [1].

4 Results

Following our previous studies [13], we used Weka [21] to run classification algo-
rithms to estimate how well the annotation features of a particular interaction predict
the user’s evaluation score for that interaction.

The interaction is represented by an interaction instance vector which consists of
elements denoting the 16 multimodal annotation features for the interaction listed in
Table 1. The class variable to be predicted is selected from the five evaluation cate-
gories in Table 2. The values of an instance vector are independent numeric variables
corresponding to the frequencies of the annotation features in the particular interaction,
normalized with respect to the length of the interaction in seconds. The class element is
formulated as the numeric average of the evaluative statement scores for that evaluation
category, given the interaction and the user. For instance, the evaluation of Respon-
siveness consisted of eight evaluative statements, and the evaluation score for the
Responsiveness category is the average of the eight evaluation scores that the user had
given for the Responsiveness statements in the questionnaire of the given interaction.
When predicting the correlation between multimodal features and the evaluation cat-
egory, the same interaction instance vector is combined with each of the five evaluation
categories separately.

We used Weka’s instance filter to discretize the numeric class variables into nominal
attributes (5-bin relates to a 5-point Likert scale, but we also experimented with 3-bin),
as we wanted to experiment with a classification as well as with a regression model.
We experimented with Weka’s logistic regression (maximum entropy model) and
Support Vector Machine algorithms, but the differences between the two were not
statistically significant, so below we report the SVM results only. As for the comparison
field, we used percentage correct and the weighted average f-measure. Weka’s Zero-R
(majority category) was used as a majority baseline. All experiments were conducted via
ten-fold cross-validation.

4.1 Predicting User Experience with Multimodal Features

Table 3 shows the SVM results (percent correct and weighted average f-measure) for
classifying interaction instances with all the 16 multimodal annotation features into the

Table 2. Evaluation categories for user experience.

Expressiveness The robot’s lively behaviour and clear and expressive presentation
Responsiveness The robot’s quick and appropriate reaction
Interface Technical aspects of the speech interface
Usability The robot’s performance in the open-domain conversation task
Overall General aspects of the interaction design
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five evaluation categories (cf. [13]). As can be seen, if we look at the percent-correct
values, the multimodal annotation features predict the evaluation category Usability
best, and they also work fairly well for Responsiveness and Interface. On the other
hand, f-measure brings in Overall and Interface, besides Usability. The differences in
the predictions among the categories are not statistically significant, but they support a
tendency of the predictive power of the multimodal annotation features focusing on the
evaluation categories Usability and Interface, i.e. relating to technical aspects and the
robot’s interaction capability.

We also used Weka’s CfsSubsetEval attribute selection algorithm with the best first
search strategy (greedy hill-climbing with backtracking) to select a subset of the best
predictive features. The selection is based on considering the predictive ability of each
feature together with the mutual redundancy of the features, and preferred subsets are
those that correlate highly with the class but have low inter-correlation. Using ten-fold
cross-validation, the algorithm selects the best feature set for each evaluation category,
shown in Table 4.

Table 3. SVM classification with 16 multimodal features, following [13]. Standard deviation
is in parenthesis.

Evaluation category Percent correct Weighted average
F-measure

Expressiveness 39.00 (21.25) 0.29 (0.20)
Responsiveness 40.58 (15.43) 0.27 (0.13)
Interface 40.42 (20.22) 0.30 (0.22)
Usability 42.92 (21.76) 0.33 (0.22)
Overall 37.50 (22.71) 0.30 (0.21)

Table 4. Best features for the evaluation categories, from [13].

Evaluation category Best features selected

Expressiveness (5) gazedParticipantInstructor, emotionalExpression-Amused,
emotionalExpression-Disappointed, emotionalExpression-
Satisfied, appropriateness-odd

Responsiveness (5) gazedParticipantInstructor, emotionalExpression-Amused,
emotionalExpression-Disappointed, emotionalExpression-Sad,
emotionalExpression-Satisfied

Interface (6) emotionalExpression-Amused, emotionalExpression-Disappointed,
emotionalExpression-Satisfied, appropriateness-okByChance,
appropriateness-offThePoint, appropriateness-odd

Usability (5) gazedParticipantInstructor, emotionalExpression-Amused,
emotionalExpression-Sad, emotionalExpression-Satisfied,
appropriateness-okByChance

Overall (8) gazedParticipantInstructor, emotionalExpression-Amused,
emotionalExpression-Disappointed, emotionalExpression-Sad,
appropriateness-OK, appropriateness-odd, facialExpression-smile,
facialExpression-laugh
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Using the selected best features for a new SVM classification, we get the results in
Table 5. As expected, accuracy is better than using the whole set of features, except for
Responsiveness, for which the accuracy almost halves. Unlike the other evaluation cat-
egories, the robot’s appropriate reaction seems to be difficult to associate with any specific
multimodal feature set, but all the annotated features seem important in its prediction. It is
interesting that none of the features that are specifically used to annotate the robot’s
perceived appropriateness (ok, offThePoint, odd, okByChance) are among the best fea-
tures for predicting Responsiveness; apparently the outside view of the robot’s appropriate
behavior as annotated in the corpus does not directly translate to the user’s own experience
and inside view of the behavior as described by the user's evaluation scores.

Of the other categories, Usability is still predicted with the highest accuracy.
However, the pruning of the features causes Expressiveness to be predicted signifi-
cantly better than with the full feature set. This may be due to the bias in the selected
best features which seem to favour gazing and emotional expression which are
important signals in expressive behaviour. We can, however, conclude that multimodal
annotation features function as important parameters in interaction evaluation, lending
support for the original hypothesis that the user’s multimodal behaviour predicts their
experience of the interaction with the system.

4.2 Combination of Features for Predicting the Evaluation

To study the above hypothesis in more detail, we ask which annotation features and
combinations of features provide important feedback to the participants concerning the
partner’s interest, emotions, awareness, and level of understanding. These features can
then also function as signals that automatic agents should learn to observe and use to
predict the user’s interaction engagement. Based on the best predicting features in Table 4,
we selected the features describing gaze, perceived emotional expression, and appropri-
ateness as the main modality features. We also formed several linguistically motivated
combinations of the multimodal features listed in Table 1, to investigate if the features
form patterns that bear predictive correlations with the five evaluation categories.

Table 6 (next page) presents the best classification results in the following five
cases: single annotation features of gaze, emotional expression, and appropriateness
only, the combination of gaze, body and face features (the observable features for
the user behaviour), and the combination of gaze, body, face, and appropriateness (the
features that describe dynamic interaction between the observed user behaviour and the
perceived appropriateness of robot behaviour).

Table 5. SVM classification on the best feature set for each evaluation category (standard
deviation in parenthesis), from [13].

Evaluation category Percent correct Weighted average
F-measure

Expressiveness 53.25 (15.84) 0.41 (0.19)
Responsiveness 23.58 (18.84) 0.17 (0.16)
Interface 45.67 (11.75) 0.31 (0.10)
Usability 53.08 (22.49) 0.44 (0.26)
Overall 49.92 (19.08) 0.40 (0.20)

Modelling User Experience in Human-Robot Interactions 51



Comparing the predictive power of annotation features across the five evaluation
categories, the tested combinations of multimodal features do not necessarily do better
than the features for single modalities. An exception is the Overall evaluation category,
for which the combination features perform significantly better than any single
modality feature set, thus conforming to the hypothesis that the user’s overall expe-
rience of the robot is affected by all the multimodal features together. However, the
linguistically based combinations do not reach the same level of accuracy as the pruned
feature sets listed in Table 5, but they do, nevertheless, perform better than a classi-
fication with all the original features in Table 3, thus supporting the bias based on
linguistically meaningful combinations over a flat use of all perceived features.

Of the tested feature combinations, the robot’s perceived appropriateness was the
best predicting feature for Expressiveness and Interface, and it did well for Respon-
siveness, Overall, and Usability, too. The user’s emotional expression features predict

Table 6. Features as predictors. Bold-faced are the best performing predictors, and bold-faced
capitalized features mark significant differences compared with italic capitalized features within
an evaluation category (p < 0.05).

Evaluation category Annotation feature Percent correct Weighted average
F-measure

Overall gaze 26.50 (16.60) 0.16 (0.14)
EMOTION 25.92 (17.12) 0.16 (0.14)
appropriate 32.00 (19.34) 0.22 (0.18)
GAZE-BODY-FACE 39.58 (21.46) 0.30 (0.22)
appr-gaze-body-face 39.42 (24.78) 0.32 (0.23)

Usability gaze 41.67 (16.33) 0.26 (0.17)
emotion 44.08 (21.53) 0.33 (0.22)
appropriate 41.67 (16.33) 0.27 (0.17)
gaze-body-face 41.00 (16.74) 0.28 (0.17)
appr-gaze-body-face 39.50 (17.99) 0.28 (0.17)

Expressiveness GAZE 30.33 (17.23) 0.19 (0.16)
EMOTION 43.83 (21.96) 0.32 (0.22)
APPROPRIATE 45.67 (19.12) 0.32 (0.21)
gaze-body-face 39.25 (20.56) 0.28 (0.20)
appr-gaze-body-face 39.83 (22.68) 0.29 (0.22)

Responsiveness gaze 45.83 (11.39) 0.30 (0.12)
emotion 43.50 (13.43) 0.29 (0.12)
appropriate 45.83 (11.39) 0.30 (0.12)
gaze-body-face 45.33 (11.74) 0.29 (0.12)
appr-gaze-body-face 43.25 (13.54) 0.28 (0.12)

Interface GAZE 25.42 (14.86) 0.14 (0.11)
emotion 33.50 (17.77) 0.22 (0.18)
APPROPRIATE 40.83 (18.56) 0.29 (0.20)
GAZE-BODY-FACE 21.42 (13.88) 0.11 (0.09)
appr-gaze-body-face 36.75 (19.21) 0.26 (0.20)
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significantly best for Expresiveness, and well also for Responsiveness and Usability
compared with Interface or Overall categories. The user’s gaze predicts significantly
well for Responsiveness and Usability compared with Interface or Overall categories.
This can be considered natural, since gaze indicates the agent’s focus of attention and
orientation towards the partner rather than general properties of speech interface or
interaction design. In our experiments, gaze is significantly the worst predictor for
Expressiveness, although this does not mean that it would be so in general. Our gaze
annotations did not mark possible emotional signaling of eye-gaze, but only the focus
and orientation of the user’s attention, so we can only conclude that these two par-
ticular functions of eye-gaze cannot be used to predict Expressiveness.

We also compared the selected feature-sets pair-wise within each of the five
evaluation categories, on their percentage correct values and weighted average
f-measure values using Weka’s experimental environment with two-tailed Student’s
t-test. Table 6 shows visually the statistically significant differences between the highest
(bold-faced) and the lowest (italics) accuracy values within each evaluation category on
the confidence level 0.05.

For instance, to predict Expressiveness, the features related to the robot’s appropriate
response and the user’s emotional state are significantly better predictors than gaze features
alone. The result seems natural when considering the user’s experience of the expressive-
ness of the interaction: as discussed above, observing where the user’s focus of attention
(gaze) is directed is not as relevant as the perceived behaviour of the robot, or the user’s own
emotional state. The appropriateness and emotional state features also predict better than the
two combination features, but the difference here is not statistically significant.

The robot’s appropriate responses were better predictors also for the category
Interface, compared with the features related to the user’s gaze, or the combination of
gaze with body movements and facial expressions. Considering the category Overall,
appropriateness of robot responses and the user’s gaze, body movement and facial
expressions (the dynamic interaction features) together predict the category better than
the perceived emotional state of the user. This seems like an acceptable conclusion
since the Overall category concerns interaction in general.

As for the categories Usability and Responsiveness, the situation is quite the
opposite. All the features and feature combinations seem to predict the categories in a
similar manner, i.e. no feature stands out as a significantly powerful indicator of these
evaluation categories. Although for Usability, the user’s perceived emotional state pre-
dicts fairly high, the difference is not statistically significant if the prediction is compared
with the predictions produced by the other feature combinations. Responsiveness, on the
other hand, has fairly even predictions with all the feature combinations, and it is par-
ticularly interesting that the objective views of the robot’s behaviour (annotations for
appropriateness) do not seem to have any strong correlation with the user’s perception of
the robot’s quick and appropriate actions (as measured through the evaluation category).
Either the user’s perception does not correlate with the objective observations of the
robot’s behaviour, or the user’s evaluation of the robot’s appropriate actions does not
depend on how appropriate the actions seem to be. This opens up interesting discussions
related to the subjective and objective analysis of the interaction, as seen by an inside
participant vs. an outside observer: the participant’s experience of an interaction does not
necessarily follow the outside observations of what seems to happens in the situation.
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5 Conclusions

We have studied the user’s multimodal behaviour and its impact on their evaluation of
interaction in spoken human-robot interactive situations. The results show how the
annotation parameters of multimodal behaviour can predict the user’s experience and
impressions of the success of the speech-based human-robot interactions, and we found
statistically significant correlations between the users’ multimodal activity and their
evaluation of the robot application.

The work contributes to our understanding of how the interlocutors’ engagement in
a communicative situation is related to their active participation in the interaction. Our
research also provides a preliminary set of multimodal features which have an impact
on communication and, consequently, can be used to predict the user’s evaluation of an
interactive application. The data used in our studies may not provide an exhaustive
feature set, but the results encourage us to go further to fully establish the hypothesis of
the use of multimodal behaviour in measuring interaction experience.

It is clear that human engagement, interest, and attention in interactive situations are
complex issues, and the number of multimodal annotation features needed for accurate
description is high. Future work will concern experimenting with larger interaction data
and refining the annotation features and feature combinations. An interesting topic in
this respect is also to investigate further the relation between subjective experience and
objective description of the interactive situation.

Another future line of research concerns the use automatic or semi-automatic
methods to detect the various multimodal features from the video and speech signals,
and to calculate correlations between multimodal activity and the user’s engagement in
the interaction. It is possible to upload such a model into the robot’s behaviour library
and use it as an independent module that provides predictions of the user’s active
engagement in the interaction. From the point of view of interactive system design, such
a model can be used to enhance the robot’s interpretation and anticipation of the human
behaviour in interactive situations, and to study the combined effect of the user’s verbal
and non-verbal signaling of their engagement and experience of the interaction.

Acknowledgements. We would like to thank all the participants as well as the annotators of the
video files.
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Ronald Böck1(B), Kirsten Bergmann2, and Petra Jaecks3

1 Faculty of Electrical Engineering and Information Technology,
Otto von Guericke University, P.O. Box 4120, 39016 Magdeburg, Germany

ronald.boeck@ovgu.de
2 Faculty of Technology, Bielefeld University,
P.O. Box 100 131, 33501 Bielefeld, Germany

kirsten.bergmann@uni-bielefeld.de
3 Faculty of Linguistics and Literary Studies, Bielefeld University,

P.O. Box 100 131, 33501 Bielefeld, Germany
petra.jaecks@uni-bielefeld.de

http://www.cogsy.de

Abstract. Speech as well as co-speech gestures are an integral part
of human communicative behaviour. Furthermore, the way how these
modalities influence each other and finally, reflect a speaker’s dispo-
sitional state is an important aspect of research in Human-Machine-
Interaction. So far, just little is known, however, about the simultaneous
investigation of both modalities. The EmoGest corpus is a novel data set
addressing how emotions or dispositions manifest themselves in co-speech
gestures. Participants were primed to be happy, neutral, or sad and after-
wards, explain tangram figures to an experimenter. We employed this
corpus to conduct disposition recognition from speech data as an evalua-
tion of emotion priming. For the analysis, we based the classification on
meaningful features already successfully applied in emotion recognition.
In disposition recognition from speech, we achieved remarkable classifica-
tion accuracy. These results provide the basis for a detailed disposition-
related analyses of gestural behaviour, also in combination with speech.
In general, the necessity of multimodal investigations of disposition is
indicated which then will be heading towards an improvement of overall
performance.

Keywords: Human-machine-interaction · Disposition recognition from
speech · Co-speech gestures · Naturalistic human-machine-interaction

1 Introduction

The way human beings communicate with technical systems in a sense of Human-
Maschine-Interaction (HMI) changed drastically in the last years [7]. Especially,
the usage of modalities like speech, video, etc. influences the course of interaction
c© Springer International Publishing Switzerland 2015
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more and more towards naturalistic communication. Such additional modalities
allow further systems which can recognise and interpret information sources like
facial expressions, gestures, and various information from speech [34]. Never-
theless, the ultimate goal that HMI is similar or equal to a Human-Human-
Interaction (HHI) is still not reached. Considering the mentioned sources of
information, speech and gestures are an integral part of humans’ communication.
Especially, the combination of both sources could lead to a better understanding
of the interaction between a user and a system. Co-speech gestures that accom-
pany speech are very closely linked to the semantic content of the speech that
they are related to, in both form and timing. Speech and gesture together com-
prise an utterance and both together externalise thought. They are believed to
emerge from the same underlying cognitive representation and to be governed, at
least in parts, by the same cognitive processes [13,18]. Furthermore, the disposi-
tional state of a user influences the way of interaction (cf. e.g. [4,28]). Therefore,
we investigate the dispositional state of a user in an interaction where addition-
ally co-speech gestures were intended. At the moment, the question if and how
dispositional reactions influence the gesturing behaviour of a user is an emerging
topic of research (cf. [8,14]). The term disposition describes the characteristics
and behaviour of a user in a broader sense than the term emotion. For this, it
includes besides emotions also aspects of moods and more subtle reactions on
certain situations (cf. [4,9,28]).

In this paper, we investigate the dispositional state of the subjects recorded
in the EmoGest corpus [2], collected at the University Bielefeld, based on speech
data. The data set, generally, allows combined analyses of speech and co-speech
gestures in a naturalistic interaction. Naturalistic means that on the one hand,
the subjects were no actors playing a certain disposition and on the other hand,
no pre-defined wordings, gestures, or dispositions (the participants were not told
to behave in a specific way) have been given to the subjects. Nevertheless, the
participants were musically primed to be in a certain disposition, namely happy
or sad [2].

With these analyses we pursued two goals: (i) Investigate the dispositional
state of the subjects from speech in this naturalistic corpus. (ii) Due to the quite
good recognition results in terms of disposition recognition from speech (cf.
e.g. [23,25,29]) and the discriminative power of spectral and prosodic features
extracted from speech (cf. e.g. [1,5,31]), the methods of disposition recognition
were applied to assure that the dispositional priming of the subjects has worked.
Therefore, this paper provides a kind of ground truth for future analysis of
co-speech gestures on the EmoGest corpus which leads toward a combination of
speech and gestures in the analysis of user behaviour in HMI. To be specific, this
paper presents no results on a combination of speech and co-speech gestures. It
rather lays foundations to establish such a combination in future work.

The remaining paper is organised as follows: In Sect. 2, the EmoGest corpus
is briefly introduced. The experimental setup in terms of utilised features and
classifiers is described in Sect. 3. Section 4 presents the achieved classification
results on the data set. Finally, we come back to the goals of this paper while
concluding our findings.
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2 Data Set

The corpus was set up based on a linguistic experiment which consisted of two
experimental phases. In the first phase participants underwent a musical emotion
induction procedure. 32 participants were randomly assigned to one of three
experimental conditions (happy, neutral, and sad) and listened to an audio file
of about 3 min length each presenting musical pieces that differed in emotional
value (cf. [10,12] for a description and statistics of the stimuli). Subsequently,
they filled out two self-rating questionnaires to evaluate the effect of musical
emotion induction. To make sure, that the induced emotion was still present
when participants entered the second experimental phase, they listened to the
same audio file once again. Thereafter, they fulfilled a gesture-eliciting task in
dialogical interaction with a confederate partner which consisted of alternating
tangram description to be matched by the partner. The primary data of the
corpus consists of audio and HD video recordings of these interactions as well as
Kinect data. For the videotape three synchronized camera views were recorded.
In total, the corpus provides roughly 12 h of multimodal material. For this, the
corpus fits well for our analyses, namely, the recognition of dispositional speech in
a naturalistic interaction and the classification of co-speech gestures (not matter
of this paper), separately. Further, due to the availability of both modalities
(speech and gesture), in future work a combination of these can be applied for
a comprehensive analysis of user characteristics in HHI and HMI.

The three experimental groups were comparable in handedness according
to the Edinburgh handedness inventory [20] (27 right, 4 left, 1 ambidextrous;
χ2 = 2.651, p = 0.618) and gender distribution (χ2 = 3.269, p = 0.195). They did
not differ in age (20–41 years, χ2 = 2.327, p = 0.312) or years of education
(13–25 years, χ2 = 1.420, p = 0.492). In addition to the recordings, several per-
sonality questionnaires were conducted. The three different condition groups
were not different in personality traits (BFI-K, [22]; e.g. extraversion: χ2 = 4.409,
p = 0.110), actual mood (UWIST, [16]; χ2 = 0.384, p = 0.825) or empathy (SPF/
IRI, [21]; χ2 = 0.670, p = 0.715).

To evaluate the priming effect of the musical emotion induction, two different
tests were applied. After listening to the music, the groups differed in their feel-
ings of ‘joyful activation’, ‘wonder’, ‘power’, ‘tension’, ‘sadness’ (GEM Scale, [35])
as well as valence and activity (dimensional model, [10]). For example, ‘joy-
ful activation’ is rated significantly higher in the happy condition (χ2 = 16.474,
p < .000) providing evidence for a relevant emotional priming effect. Therefore,
we argue that it is scientifically sound to compare the three condition groups in
further analyses.

In our experiments, according to the dispositional state of the subject, we
concentrated on a subset of the EmoGest corpus, namely those participants who
were emotionally primed to be in a happy or a sad disposition. Therefore, utter-
ances of 18 subjects (equally distributed to the two dispositions) were analysed
in a Leave-One-Speaker-Out (LOSO) manner. To ensure that the priming is
still valid only the first 5 min of the interaction were utilised, resulting in 1023
utterances in total. In LOSO the whole data material is used for training except
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those speech samples of a certain speaker. Whose utterances are used for testing
purpose only. The finally presented results in this paper are the recall values
averaged over all LOSO runs.

3 Experimental Setup

3.1 Features

Over the past years, two main tendencies were established in terms of fea-
ture selection. At first, researchers rely on pure spectral and prosodic features
extracted from given speech. The other idea is to use functionals in addition to
pure, signal based features. In some cases, both approaches are combined (cf.
[25]). In this paper, we pursue the first approach and relied on features extracted
frame-wise for each utterance.

Table 1. The two feature sets (with total number of features) used in the experiments
with the corresponding applied features.

Feature set Number Applied features

MFCC 0 D A F B I J P 48 MFCC 0 D A, Formants 1–3, Bandwidths,
Intensity, Jitter, Pitch

MFCC 0 D A 39 MFCC, Zeroth Cepstral Coefficient, Delta,
Acceleration

According to these considerations, we defined two feature sets (cf. Table 1):
The first set contains of Mel-Frequency Cepstral Coefficients (MFCC) 1 to 12 as
well as the Zeroth Cepstral Coefficient with corresponding Delta and Accelera-
tion values each. In addition, we accompanied formants 1 to 3, the corresponding
bandwidths, intensity, jitter, and pitch. The second feature collection is a subset
of the first and is focussed on spectral features only, namely MFCC as well as
the Zeroth Cepstral Coefficient with corresponding Delta and Acceleration val-
ues (cf. MFCC 0 D A in Table 1). Both feature sets are recently heavily applied
in the research community (cf. e.g. [1,23–25,29–31]). Furthermore, they are also
used in recognition of spontaneous or naturalistic disposition recognition from
speech (cf. e.g. [3,4,26,29]).

For the feature extraction we used two tools, namely, the Hidden Markov
Toolkit (HTK) of the University Cambridge [33] and Praat [6]. Both tools were
applied frame-wise on each utterance. In general, if windowing is necessary for
the corresponding feature extraction a Hamming window with a length of 25 ms
is utilised. Furthermore, the window shift is specified to 10 ms. These parameters
are widely used in processing of speech signals as well as in disposition recognition
from speech (cf. [23,25]). To generate the first feature set (cf. Table 1) spectral
and prosodic values were concatenated applying the Matlab function writehtk
which handles any type of features and generates suitable files to be used in HTK.
writehtk is part of the Voicebox Toolbox provided by Kamil Wojcicki [32].
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3.2 Classification Method

In disposition recognition from speech the classification is based on a time-
continuous signal. Therefore, an appropriate method should cover the charac-
teristics of such input. Usually, this is possible with so-called Hidden Markov
Models (HMMs). The temporal evolution of the signal is modelled by transition
probabilities indicating a transition from one state to another. The possibility to
stay in a certain state is handled by self-loops. Therefore, this type of classifier
is a common approach in the community (cf. [19,24,25]). Based on this idea
(depending on the point of view also the other way around), so-called Gaussian
Mixture Models (GMMs) are generated. They are constructed as a one state
HMM modelling the characteristics of a dispositional utterance by a combina-
tion of several Gaussian distributions. This method is an approach to handle the
overall speech characteristic rather than the temporal evolution. It is applied,
for instance, in [3,23,29]. In our experiments, the different training and test runs
vary in terms of mixture numbers. Nevertheless, the training procedure remains
the same for all runs: Each GMM is generated as a one state model and the
cumulative mixture are trained for 5 iterations (cf. [5]).

For validation of the models, we applied the LOSO strategy as introduced
in Sect. 2.

4 Experimental Results

The current work continues the preliminary study presented in [2]. Therefore,
we applied the described methods (cf. Sect. 3) to the full EmoGest corpus (cf.
Sect. 2) in the sense of dispositionally primed participants. In particular, we
used the utterances spoken by the subject in the first 5 min of each interaction
since for this, we can assume that the given priming is still valid. Afterwards,
several side-effects may corrupt the priming and thus, influence the subject’s
disposition. In particular, as already introduced in Sect. 2, two main classes are
given by design of the corpus, namely happy and sad, which were also used in
the disposition recognition from speech.

Based on the extracted two feature sets given in Table 1, we trained GMMs
utilising HTK [33]. Notice that for each class a single GMM was generated and
a final decision was established by passing through the models using the Viterbi
algorithm. In Table 2 we present the results concentrating on a few numbers of
mixtures. Nevertheless, we evaluate also GMM settings with various numbers of
mixtures – in intermediate ranges –, but the achieved results were similar to those
given in Table 2. Especially, the classifiers which used 9, 81, and 120 Gaussian
mixtures gained the best results with slight numerical differences. These parame-
ters are already well-known in the disposition recognition from speech since they
are used in the context of other corpora as well. In particular, they are found suit-
able to deal with dispositions shown in spontaneous interactions. The authors
in [3] show that GMMs with 9 mixture components can be used to preselect
sequences in the audio stream which are meaningful for further facial expres-
sions’ investigations. In [23] it is discussed that 81 Gaussian mixtures are a good
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parameter estimation for a broad range of naturalistic data sets. Based on this
observation, the authors of [27] as well as [29] conclude that for an optimal
number of mixtures two maxima are existing. They have shown that the second
maximum is located in the neighbourhood of 120 mixtures. occurrencerecogni-
tion results are independent from the applied features. Nevertheless, depending
on the utilised corpus and feature set they are less pronounced.

Having these considerations in mind, we see from Table 2 that the achieved
results have also these two maxima. Again, the validation is based on a LOSO
strategy. For this, the ability to identify dispositions independent from a certain
user can be shown. In particular, the classifiers reach remarkable results on the
full feature set (i.e., MFCC 0 D A F B I J P) of 0.785 recall (cf. Table 2). With
120 Gaussian mixtures the variance has also its minimum. The same results are
mirrored for the smaller feature set which just contains spectral features.

Table 2. Experimental results for the two features sets (cf. Table 1) using GMMs with
different numbers of mixtures (#mix). The two class recognition results are given in
terms of recall with corresponding variance.

Feature set #mix Recall Variance

MFCC 0 D A F B I J P 9 0.755 0.324

81 0.782 0.327

120 0.785 0.322

MFCC 0 D A 9 0.822 0.375

81 0.826 0.380

120 0.822 0.375

Analysing the results of the two feature sets separately, we determine that the
feature set based on spectral features outperforms the combined one. The recall
values are more than 4% higher absolute staying with the same range of vari-
ance. This might tend to the conclusion that spectral features can better cover
or distinguish the two dispositions happy and sad. Additional information from
prosodic features may confuse the classifier since these have not the discrimina-
tive power for the two dispositions on this corpus. This leads to the discussion
which features are the most meaningful ones for dispositions. As Schuller et al.
already state in [25], usually, feature sets are highly dependent on the observed
corpus. In general, investigations on proper features are an emerging topic in the
community and thus, will be also under consideration in our future research.

In general, a baseline for a two-class recognition task would be pure guessing.
This leaves us with an expected recall of 0.5. For the sake of a more satisfying
comparison, the achieved two class results are ranked against published findings
on other primed and naturalistic corpora, namely eNTERFACE (primed, [15]),
Vera-am-Mittag (VAM, naturalistic, [11]), and Sensitive Artificial Listener (SAL,
naturalistic, [17]). Those findings were achieved with GMMs using 6552 fea-
tures [23] and are given in Table 3. We just considered the arousal dimension
for two reasons: (i) For this, a two class problem is defined, namely high and
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Table 3. Comparable results using GMMs and 6552 feature using primed and natural-
istic corpora (according to arousal values of Table 6 in [23]). The two class recognition
results are given in terms of recall (no variance values are given in [23]).

Corpus Recall

eNTERFACE 0.749

VAM 0.765

SAL 0.612

low arousal, and (ii) the dispositions in the EmoGest – happy and sad – can
also be distinguished in the arousal dimension. It can be assumed that happy is
related to high arousal whereas sad tends towards low arousal. Comparing our
achievements (cf. Table 2) to those in Table 3, we can state that we obtained
quite similar results. Besides, in our experiments we used a lower amount of
features.

5 Conclusion and Outlook

The issue of disposition recognition from various modalities and sources is a topic
which is heavily investigated in the context of HMI. As we already discussed,
an extensive investigation and assessment of dispositional behaviour can only
be achieved if different modalities are analysed in parallel (cf. e.g. [34]). Given
this opportunity the several information sources support each other in the auto-
matic assessment of dispositions. On the other hand, for each modality suitable
classifiers and feature sets have to be identified.

This paper investigated the disposition recognition from spontaneous speech
on a naturalistic corpus, namely EmoGest [2]. The subjects were musically
primed to be either in a happy or a sad dispositional state. Afterwards, they
were asked be describe various objects, they have seen in a virtual reality, using
speech and co-speech gestures. It can be assumed that the disposition of the
user is reflected in speech and in gestures [13,18]. The recognition from speech is
already under heavy investigation (cf. e.g. [24–26]) whereas the co-speech gesture
analyses are still at the beginning.

Using GMMs and spectral as well as prosodic features, we achieved remark-
able results in the classification of the two primed dispositions. With a combined
feature set we obtained 0.785 recall which is 2% absolute better than results
achieved on other naturalistic corpora at its best (cf. Tables 2 and 3). Concen-
trating on spectral features only, we could improve the recognition performance
by roughly 4% absolute, having almost similar variance values. Again, this shows
the high flexibility of spectral features in the handling of spoken characteristics
(cf. e.g. [5]).

The second result of the paper is the implicit proving of the priming. As
we introduced in Sect. 1, we are interested in a kind of ground truth for the
analysis of the corpus in terms of co-speech gestures. Due the good performance
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values of the disposition recognition from speech (cf. Table 2) we can conclude
two facts: (i) The recognition from speech can be used as a ground truth, that
means, as a kind of automatic annotation for co-speech gestures (similar to the
idea presented in [3]). (ii) The priming was implicitly proved by the automatic
disposition recognition from speech, especially, since the results were achieved in
a LOSO manner. In particular, while analysing results of the subjects separately,
we have seen that for certain participants no confusion of the disposition has
shown up. This was independent from the disposition itself.

Based on these results, we can further analyse the corpus in a way to identify
meaningful, dispositional co-speech gestures in naturalistic conversations. Fur-
ther, a combination of both modalities will provide a profound understanding of
humans dispositions in HMI.
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lung und Validierung eines ökonomischen Inventars zur Erfassung der fünf Faktoren
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Abstract. We proposed an automatic speech recognition (ASR) error
correction method using hybrid word sequence matching and recurrent
neural network for dialog system applications. Basically, the ASR errors
are corrected by the word sequence matching whereas the remaining
OOV (out of vocabulary) errors are corrected by the secondary method
which uses a recurrent neural network based syllable prediction. We eval-
uated our method on a test parallel corpus (Korean) including ASR
results and their correct transcriptions. Overall result indicates that the
method effectively decreases the word error rate of the ASR results. The
proposed method can correct ASR errors only with a text corpus without
their speech recognition results, which means that the method is inde-
pendent to the ASR engine. The method is general and can be applied
to any speech based application such as spoken dialog systems.

Keywords: Automatic speech recognition · Error correction · Recurrent
neural network

1 Introduction

An automatic speech recognition (ASR) system translates speech input into the
correct orthographic form of text. Many applications, such as spoken dialog sys-
tems, use ASR as a basic component, and most ASR systems are independently
operated. However, ASR system providers occasionally do not provide all nec-
essary components for application development such as the ASR model trainer
and the core part of the ASR decoder. Therefore, problems caused by the ASR
system should be controlled by tuning the output of ASR, which means that
sometimes post-processing is required to correct the ASR errors.

Many previous post-processing methods need parallel corpora which include
ASR result texts and their correct transcriptions [1,7,10]. Jeong et al. [7] used
a noisy channel model to detect error patterns in the ASR results. The noisy
channel model was trained by the parallel corpus. Ringger and Allen [10] pro-
posed a post editing model that uses a noisy channel for error detection and
c© Springer International Publishing Switzerland 2015
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error correction with the Viterbi search algorithm to implement the language
model. Brandow and Strzalkowski [1] suggested a rule-based method; in a train-
ing stage, the method generates a set of correction rules from the ASR results
and validates the rules against a generic corpus. In a post-editing stage, the set
of rules is used to detect and correct the ASR errors.

However, the parallel corpora are generally hard to obtain and make error
correction dependent to specific ASR and acoustic environments. Also, if the
ASR system of the application is changed, the error correction model may be
ineffective. In this case, the model should be re-constructed from a new parallel
corpus which is generated by the changed ASR system. Furthermore, generation
of the new parallel corpus is impossible if the parallel corpus includes only texts
but not speeches. For this reason, we proposed a word sequence matching based
error correction (WSMEC) method which needs only correct transcriptions, that
is, normal text corpora [3]. However, the method needs word sequences to correct
ASR errors, and the size of the model for WSMEC increases exponentially as the
size of the training corpus increases, so to overcome these limitations, we propose
a secondary error correction method which uses recurrent neural network (RNN)
[8] based syllable prediction.

In this paper, we propose a method for ASR error correction, which is inde-
pendent from the ASR engine. Unlike the other post-processing methods, the
proposed method needs only the corpus that is used for training the application
(e.g. dialog system) and that includes only correct sentences. In the following
section, we describe our proposed method. In Sect. 3, we show the experimental
results and discuss, and finally in Sect. 4, we conclude.

2 Method

Our proposed method (Fig. 1) consists of two parts: ASR error detection and
correction. In the error detection part, the system detects errors in the input
sentence using multiple methods. In the correction part, words that are identified
as errors are replaced or removed. All models that are needed to process the
proposed method are constructed from only the text corpus that is used for
training the dialog system application.

2.1 ASR Error Detection

ASR error detection is a classification of the word whether it is an error or not.
However, this detection cannot be treated as a supervised classification problem
because a parallel corpus including ASR results and their transcripts is not
provided in our model.

The errors are detected essentially by voting from each of the detection com-
ponent module that identifies error candidates. The error detection part consists
of three components: Part-of-Speech (POS) pattern, word dictionary by POS
label, and word co-occurrence. The detection methods are described in [3] and
this paper only focuses on error correction method.
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Fig. 1. Architecture of the proposed method

2.2 ASR Error Correction

Basically, ASR errors are corrected by the WSMEC method. The limitation of
the WSMEC is that the errors are not corrected without word sequence pattern
lexicons, so we consider a secondary method by using an RNN to predict the
correct word syllable-by-syllable.

Word Sequence Matching Based Error Correction (WSMEC). WSMEC
is based on word sequence patterns and pronunciation sequences. The word
sequence pattern is a sequence which consists of 3∼5 words (trigram to five-
gram) extracted from a sentence in the corpus. For example, the sentence, “This
is an example sentence”, generates 6 different word sequence patterns: “This is
an”, “is an example”, “an example sentence”, “This is an example”, “is an exam-
ple sentence”, and “This is an example sentence”. To evaluate a word sequence
pattern, its pronunciation sequence is useful because even an erroneous sentence
can have a similar pronunciation sequence to the correct sentence [2]. For a pro-
nunciation sequence, an in-house grapheme-to-phoneme (G2P) module is used,
because we assume that the ASR system provides only output sentences. From
the application dialog corpus, the correction model is constructed using word
sequence patterns and their pronunciation sequences. The detail word sequence
pattern based correction algorithm is described in Fig. 2.

First, the system identifies changeable and unchangeable (fixed) parts. The
changeable part includes the detected erroneous words and its neighbor words
because the detected erroneous words also have high potential to be recognized
incorrectly. Other words are regarded as unchangeable parts (Fig. 3). Then, the
system searches for word sequence patterns from the model that match the word
sequence pattern in the sentence including the changeable part and its surround-
ing words. In Fig. 3, the number of applicable parts including a changeable part,
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Algorithm 1. WSMEC(I )

Input I - an error-labeled ASR output
Output O - a corrected sentence

1: Identify changeable and unchangeable (fixed) parts
2: For all changeable parts
1: Extract applicable word sequence patterns including
a changeable part and its surrounding words
2: For all applicable word sequence patterns
1: Search matching word sequence pattern from word
sequence pattern model
2: Score the parts to be replaced in the matched word
patterns

3: Endfor
4: Replace changeable part with the highest scored part

3: Endfor
4: Return I

Fig. 2. Algorithm of WSMEC

Fig. 3. Example of part separation; the numbers mean count of each category.

“sentence then will”, is 8 when the maximum surrounding word length option
is set to 4, for example: “this is the sentence then will”, “is the sentence then
will be”, “the sentence then will be corrected”, “is the sentence then will”, “the
sentence then will be”, “sentence then will be corrected”, “the sentence then
will”, and “sentence then will be”.

The matched patterns must satisfy the condition that they do not change the
unchangeable parts. Each matched word sequence pattern is evaluated by the
similarity between the pronunciation sequence of the pattern and the pronun-
ciation sequence of the word sequence pattern that includes a changeable part
and its surrounding words; the evaluation score is added to the part to replace.
To evaluate the replacing parts, we use the Levenshtein distance. The equation
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for a replacing part i is

Replacing Part Score si =
∑

j∈Ci

∑
k∈Mj

(lj−LevenshteinDistance(tj ,mk))

lj

(1)

where Ci is the set of applicable word sequence patterns including a changeable
part with a replacing part i; Mj is the set of matched patterns for the applicable
word sequence pattern j; lj is the length of pronunciation sequence for the word
sequence pattern j; tj is the pronunciation sequence of the word sequence pattern
j; mk is the pronunciation sequence of the word sequence pattern k. If the
matched patterns are not the same, but the replacing parts of the matched
patterns are the same, the parts accumulate a score. After searching and scoring
all of the considered surrounding words including the changeable part, the system
replaces the changeable part with the replacing part that has the highest score.

Syllable Prediction Recurrent Neural Network Based Error Correc-
tion (SPREC). The secondary method uses a syllable prediction based on
RNN. Our method continuously predicts syllables at the detected error posi-
tion, and the length of the prediction depends on the length of the detected
error position. For example, if the length of the detected erroneous word is 3,
the length of prediction is 2∼5. This means that the method generates several
words that each have 2∼5 syllables. To select a correct word, each generated
word replaces detected erroneous word and each revised sentence is evaluated by
a word-level likelihood score produced by a language model based on RNN [8].
Then, the sentence with the highest score sentence is selected as the correction.
This method is especially complement to the WSMEC because it can handle the
errors that are not captured in the word sequence pattern lexicons.

Fig. 4. Network for syllable prediction
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The network in our method (Fig. 4) has input layer x, syllable context layer
h, predicted phoneme layer p, and output syllable layer y. In position t, the
input layer to the network is x(t),the syllable context layer is h(t),the predicted
phoneme layer p(t), and the output syllable layer is y(t). Input layer x(t) is
formed by concatenating layer s(t) that represents a current syllable with 1-of-N
coding and the previous syllable context layer h(t − 1). To predict a syllable in
position t + 1, the layers are calculated as

x(t) = s(t) + h(t − 1) (2)

hj(t) = f

(
∑

i

xi(t)uij

)
(3)

yk(t + 1) = g

⎛

⎝
∑

j

hj(t)vkj +
∑

l

pl(t + 1)wkl

⎞

⎠ (4)

where f is a sigmoid activation function and g is a softmax function. The pre-
dicted phoneme layer p is an additional layer that is included for accurate predic-
tion and is provided in two different ways. First, if the position of the prediction
t+1, provides the phoneme information, the phoneme layer represents a confused
phoneme of syllable of the error position t + 1, and the layer is calculated from
the phoneme confusion matrix [6]. Second, if the position of the prediction t+1,
cannot provide the phoneme information1, then the phoneme layer is calculated
by the phoneme RNN. The network for the phoneme RNN has input layer xp,
phoneme context layer hp, and predicted output phoneme layer p. Input layer
xp(t) is formed by concatenating layer pc(t) which represents a current phoneme
with 1-of-N coding and previous phoneme context layer hp(t − 1). To predict
phoneme in position t + 1, the layers are calculated as

xp(t) = pc(t) + hp(t − 1) (5)

hpn
(t) = f

(
∑

m

xpm
(t)upmn

)
(6)

po(t + 1) = f

(
∑

n

hcn(t)vpno

)
(7)

where f is a sigmoid activation function. Layer p is activated by the sigmoid
function, not the softmax function, because this layer is also an input layer to
the output syllable layer y, so p should be scaled the same as the syllable context
layer h.
1 In some cases, the syllable prediction length is longer than the number of syllables of

the detected erroneous word. Then, to predict a syllable, the method must predict
a phoneme first.
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To train weights u, v and w of the syllable prediction network, a standard
back-propagation algorithm is applied with the 1-of-N coding syllable vector to
induce that the output syllable layer represents the next syllable. The phoneme
RNN is trained independently. For training weights up and vp of the phoneme
RNN, a standard back-propagation algorithm is also applied with the 1-of-N
coding phoneme vector to induce that output phoneme layer represents the next
phoneme.

3 Experiments

We evaluated the performance of the proposed error correction method on Korean
texts. For testing, we prepared a parallel corpus (∼6500 sentences). The ASR
results were generated by an ASR system whose language model is constructed
from an open domain corpus with ∼300,000 words and word error rate (WER)
of 16.43 %. For the model training of the proposed error detection and correction
method, we used a corpus with ∼29,000 sentences that do not include the correct
sentences of the test corpus.

Table 1. Word error reduction rate of our method

Word error reduction rate (%)

WSMEC 27.8

SPREC 7.5

WSMEC+SPREC 28.1

Our error correction method reduced WER (Table 1); the combination of
WSMEC and SPREC gave the greatest reduction of WER. As a single method,
WSMEC was more effective than SPREC to reduce error rate, but WSMEC
has the limitations that the method needs word sequence pattern lexicons to
correct ASR errors, and that the model size for WSMEC increases exponentially
as the number of sentences in the training corpus increases. However, SPREC
can correct errors when the word sequence does not exist, and the model size for
SPREC depends only on the size of the context layer2. Then, we evaluated the
word level error reduction rate by each method while varying the word sequence
model usage (Table 2). Decreasing the usage of the model for WSMEC increased
the word error reduction rate of SPREC. The decrement of the word error reduc-
tion rate of WSMEC was higher than the increment rate of SPREC, because
WSMEC directly depends on its word sequence pattern data. In situation of
dialog applications that use informal sentences, WSMEC has high potential to
be unable to correct errors.
2 The number of syllables and phonemes is constant for Korean.
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Table 2. Error reduction rate by word sequence pattern model usage

Word sequence Word error reduction rate Word error reduction

model usage (%) by WSMEC (%) rate by SPREC (%)

100 27.8 0.4

90 25.0 0.5

80 22.2 1.3

70 19.4 1.4

60 16.7 2.7

50 14.0 4.0

40 11.1 4.7

30 8.2 5.4

20 5.6 5.5

10 2.6 7.4

0 0.0 7.5

4 Conclusion & Future Work

In this paper, we proposed a post-processing method for ASR error correction
that is independent of the ASR engine. The method operates WSMEC first
and SPREC second. WSMEC needs word sequences pattern to correct ASR
errors and the size of the model for WSMEC increases exponentially as the size
of the training corpus increases, but SPREC overcomes these limitations. We
achieved 28.1 % of the error reduction rate for Korean. We also showed each
method’s word level error reduction rate by varying the word sequence model
usage. Furthermore, the error corrected results produced by the proposed method
are beneficial for spoken dialog applications by reducing the number of erroneous
words that cause unintended system operations.

We are looking for several ways to improved this method. Use of the back-
propagation through time algorithm for learning RNNs [9] for syllable prediction
and phoneme prediction would provide additional improvements. Additionally,
our method trained the syllable prediction network and the phoneme prediction
network independently, but the syllable prediction network can back-propagate
to the phoneme prediction network; this process might increase the accuracy with
which the output layer of the phoneme prediction network represents vector that
predict syllable. ASR results combination approaches, such as recogniser output
voting error reduction (ROVER) [5] and confusion network combination (CNC)
[4], can be applied to combine our WSMEC results and SPREC results. These
approaches may improve speech recognition accuracy.

The method is effective for a closed-domain dialog application systems that
use an open-domain ASR. For development of ASR applications, they can correct
erroneous results using only a corpus for the dialog applications. Additionally,
the effect of our method is similar to those of domain adaptation approaches of
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the language model. Furthermore, because the method is independent of ASR,
the method is robust and applicable to any ASR application not only to dialog
system application.
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Abstract. This study introduces a personalization framework for dialog sys-
tems. Our system automatically collects user-related facts (i.e. triples) from user
input sentences and stores the facts in one-shot memory. The system also keeps
track of changes in user interests. Extracted triples and entities (i.e. NP-chunks)
are stored in a personal knowledge base (PKB) and a forgetting model manages
their retention (i.e. interest). System responses can be modified by applying
user-related facts to the one-shot memory. A relevance score of a system
response is proposed to select responses that include high-retention triples and
entities, or frequently used responses. We used Movie-Dic corpus to construct a
simple dialog system and train PKBs. The retention sum of responses was
increased by adopting the PKB, and the number of inappropriate responses was
decreased by adopting relevance score. The system gave some personalized
responses, while maintaining its performance (i.e. appropriateness of responses).

Keywords: Personalization � Conversational agent � Forgetting model � User
model � User interest � User knowledge � Memory

1 Introduction

Spoken dialog interfaces are designed to allow users to communicate with their devices
in a human-like way. People show great interest in the human-like reaction of the
device. People feel friendly toward the device, and this kind of intimacy indirectly
increases user satisfaction in its service. This observations implies that dialog systems
can be developed to build rapport with the user by acting as a counselor or a virtual
friend. To build rapport with the user, counseling skills such as taking after the user’s
own words and remembering his/her interests can be used [1]. Dialog systems that
adopt these skills might lead to the next generation of dialog systems.

Personalization is not studied much in previous dialog systems. Dialog systems are
studied in two ways: task-oriented dialog systems and small talk systems. Task-oriented
dialog systems are used to assist in some tasks in specific domains [2]. Recent studies of
dialog systems have focused on topics like dialog management strategy [3, 4], multi-
domain expansion [5], and incremental processing [6].
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Small-talk systems were developed for the purpose of entertainment. They use
simple pattern scripts to respond to various user input sentences [7]. Furthermore,
systems like ALICE1 use pattern rules or instructions to extract user information (i.e.
name, hobby) from the user input, and utilize it when they generate responses. How-
ever, adding new rules or instructions to these systems is difficult because the rules are
interdependent in complex ways. These systems can cover only a restricted range of
user information.

Personalization has been researched in the area of information retrieval and
recommendation. Personalized search [8, 9] or personalized recommendation systems
[10, 11] are popular research topics. Each study has its own domain model, and the user
model is designed based on it. However, a domain-specific user model is not suitable
for building rapport with users; users want the system to remember all their interests.
Moreover, generating a response is a slightly different task from the task of information
retrieval and recommendation. The user modeling techniques can be partially adopted
to our framework, but their details should be different. Therefore, we propose a new
personalization framework for dialog systems to build rapport with users.

Collecting user-related facts is important to develop a personalized system. Our
system extracts triples (i.e. (arg1, rel, arg2)) from every user input sentence. Extracted
triples which include user-related facts (i.e. user-related triples) are picked and stored in
one-shot memory. Manually written triple patterns are used to identify user-related
triples. They act like pattern rules which are used in previous small talk systems, but
triple patterns can be easily added and store user-related facts in structured form.

The system also keeps track of changes in the user’s interests, distinguishing long-
term interests from short-term conversational topics. We propose a forgetting model to
achieve this goal. Knowledge units like triples and entities (i.e. NP-chunks) are
extracted from every user input sentence, then stored in a personal knowledge base
(PKB). Each knowledge unit in the PKB has retention and strength. The retention
represents the user’s degree of interest in the knowledge unit. The strength of a
knowledge unit prevents the retention from decaying quickly. The forgetting model
uses Ebbinghaus’ forgetting curve and spacing effect [12]. The retention and strength
of a knowledge unit change over time depending on the frequency and aspect of the
user’s remarks on that knowledge unit. Triples in the one-shot memory have the
maximum retention value by default.

System response candidates can be modified by applying user-related triples in the
one-shot memory. We extract a triple from a system response candidate and substitute
its arg1 (or arg2) with the arg1 (or arg2) of the user-related triple, when the two triples
are similar enough except those arg1 (or arg2). We call this technique triple substi-
tution. Our system uses this technique to generate personalized responses.

We also propose a relevance score of a system response to select the most
appropriate and personalized response. The relevance score uses statistical information
of the example database and uses retentions of knowledge units included in the system
response. This score puts weight on a response that includes high-retention knowledge
units, and also puts weight on general, frequently-used responses. Previous dialog

1 http://www.alicebot.org/.
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systems tend to exclude personal information and responses about specific topics from
their example database, because the response might not be appropriate for some users.
Therefore, responses of the previous systems can be too simple and dull. However, the
example database of our system can have various responses owing to its use of the
relevance score.

The result of personalization was evaluated using a simple dialog system con-
structed from the Movie-Dic corpus [13]. Movie-Dic consists of 753 movie scripts, and
contains various conversational examples. We extracted (user utterance, system
response) pairs from the corpus and stored them in the example database. We also
extracted utterances of each movie character to train a PKB. Three dialog systems were
constructed in this experiment; a baseline system that uses neither the relevance score
nor one-shot memory, a system that uses the relevance score without one-shot memory
or PKB, a system that uses the relevance score with one-shot memory and PKB.
We prepared 100 test input sentences, and for each system, we got 100 system
responses from the 100 inputs. Appropriateness of each system response was evaluated
by hand. Adopting the relevance score reduced the number of inappropriate responses.
Adopting a PKB increased the number of user-interested responses (i.e. responses
which include high-retention triples or entities). We acquired different system
responses depending on the system’s PKB.

2 Personal Knowledge Manager

We used a triple extractor and a NP-chunker as a knowledge extractor to extract
structured knowledge units from user input sentences. Two types of knowledge units
are extracted from a sentence; WOE-style triple and entity (i.e. NP-chunk). WOE
defines a triple as (arg1, rel, arg2), where the args are noun phrases and rel is a textual
fragment that indicates the semantic relation between them [14]. All extracted
knowledge units are stored in the PKB, and some triples (i.e. user-related triples) are
stored in one-shot memory.

2.1 One-Shot Memory

Extracted triples which directly include user-related facts are specially picked and
stored in the one-shot memory. Triple patterns are used to identify user-related triples;
we define two types of triple patterns: a triple with a subject slot (SBJ, rel, arg) and a
triple with an object slot (arg, rel, OBJ). If a triple matches any triple pattern except the
slot, the triple is identified as a user-related triple and stored in the one-shot memory.
Triple patterns are currently generated manually, and various triple patterns can be used
depending on the domain or purpose of the system.

2.2 Personal Knowledge Base

A personal knowledge manager (PKM) uses a forgetting model to manage the PKB.
According to Ebbinghaus’ forgetting curve, the retention of memory gradually decreases
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over time, but recharges when it is reviewed [15]. Ebbinghaus also discovered another
phenomenon from the forgetting curve, named the spacing effect. To remember something
solidly, repeated review spaced over a long time span is much more effective than
intensive learning within a short period. Once knowledge resides in human memory
solidly, it is not easily forgotten. By modeling this forgetting curve, we can distinguish
important knowledge units from unimportant ones.

To model Ebbinghaus’ forgetting curve, we define retention r(k) and strength s(k)
for each knowledge unit k. r(k) represents how much the user is interested in k, and
s(k) represents how solidly k resides in the PKB. Whenever k is extracted from the user
input sentence, the PKM receives it. If k does not exist in the PKB, the PKM inserts it
into the PKB and assigns initial values: r(k) = 0.8, s(k) = 30. If k already exists in the
PKB, the PKM finds targets k′ whose r(k′) and s(k′) should be updated. In the PKB, a
target k′ is similar to the knowledge unit k, including k itself, when sim(k′, k) > threshold.
We use weighted dice similarity (in Sect. 3, Eq. 4) and set threshold = 0.8.2 The PKM
updates r(k′) and s(k′) on demand; the updating process involves two steps:

• Step 1. Forgetting

r k0ð Þ  r k0ð Þ � exp a k0ð Þ � tcð Þ=s k0ð Þð Þ ð1Þ

• Step 2. Recharging

s k0ð Þ  1þ sim k0; kð Þ � r k0ð Þ � tc�a kð Þð Þð Þ � s k0ð Þ ð2Þ

r k0ð Þ  r k0ð Þ þ sim k0; kð Þ � l � 1�r k0ð Þð Þ ð3Þ

where tc is the current time, a(k′) is the most recent access time of the target
knowledge unit k′, and μ = 0.8 is a coefficient.3

3 User-Related Fact Applier

System response candidates can be modified by applying user-related triples in the one-
shot memory. We extract a triple trpc from the system response candidates, then
convert second-person pronouns of trpc to first-person pronouns. To find substitutable
triples for trpc from the one-shot memory, two types of queries are generated from trpc;
(*, rel, arg2) and (arg1, rel, *), where * is a wildcard character. Matched triples for the
queries are retrieved from the one-shot memory. For each matched triples, the noun
phrase which is represented as arg1 (or arg2) of trpc in the system response candidate is
replaced with the arg1 (or arg2) of a matched triple. We call this technique as triple
substitution.

2 Knowledge units consist of the same lemmas except their articles and determiners mostly have
similarity >0.8.

3 μ is the same as the initial value of the retention.
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For example, when a user-related triple trpu = (I, like, blue banana) in the one-shot
memory is applied to a system response candidate “I know, you like apples.”, we
extract trpc = (you, like, apple) from the system response candidate. After the personal
pronoun is changed, trpc = (I, like, apple). Because trpu matches with trpc except their
arg2, “apple” in the system response is replaced with “blue banana”. The system
response is modified to “I know, you like blue bananas”. Using this technique, our
system can generate personalized response.

4 Relevance Score

Relevance score rel(s) measures the appropriateness of a response s. rel(s) puts weight
on responses s which include user-related facts, and also puts weight on general,
frequently-used responses. rel(s) is calculated using statistical information about the
example database and the retentions of user-related triples in the one-shot memory and
knowledge units in the PKB. rel(s) is designed based on the assumption that a general
response has many similar responses in the example database. The sum of sentence
similarities between a target response s and all responses in the example database E can
measure the generality of s as

gen sð Þ ¼
X

su;ssð Þ2E sim s; ssð Þ ¼
X

su;ssð Þ2E
2� s \ ssk k
sk k þ ssk k ð4Þ

where e = (su, ss) is an example, su is a user utterance, ss is a system response. s, su, ss
are also sentences; a sentence s consists of words w, like s = {w1, w2,…, wn}, and su, ss
are defined in the same way. We use weighted dice similarity sim(s, ss) between s and
ss from E. Sentence weight ||s|| on a sentence s is defined as

sk k ¼
X

w2s IDF wð Þ ð5Þ

IDF wð Þ ¼ log Ej j=cnt wð Þð Þ ð6Þ

where |E| is the total number of examples in E, and cnt(w) is term frequency of w in
E. Because sentences are short enough and term frequency is similar to the number of
sentence containing the word, approximated IDF works well in dialog systems.

In most cases, the scale of gen(s) can be changed depending on |E|, and we
normalize gen(s) to between 0 and 1. We had calculated gen(ss) for all ss in E, and
learned that gen(ss) are approximately normally distributed (Fig. 1). To normalize
gen(s), we can apply cumulative distribution function F to it.

Relevance score rel(s) of s is derived from gen(s). If w has high retention, the term
frequency of w should be increased because w is familiar to the user. Therefore, we use
cntusr(w) in rel(s), instead of cnt(w);

cntusr wð Þ ¼ max cnt wð Þ; r wð Þ �MaxCntð Þ ð7Þ
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where MaxCnt is the highest cnt(w) value for all w in E. The retention of a word r(w) is
defined as

r wð Þ ¼ max r kð Þjw 2 k; k 2 PKBf gð Þ: ð8Þ

If w is noun and exists in the one-shot memory, we set r(w) = 1. By adopting cntusr(w),

IDFusr wð Þ ¼ log Ej j=cntusr wð Þð Þ ð9Þ

sk kusr¼
X

w2s IDFusr wð Þ ð10Þ

Finally, rel(s) adopts cntusr(w), IDFusr(w), ||s||usr, and approximation, then normalizes it.

rel sð Þ ¼ F
2�Pw2s IDFusr wð Þ � cntusr wð Þ

sk kusrþAvgSentWeight

� �
ð11Þ

where

AvgSentWeight ¼
X

su;ssð Þ2E ssk k= Ej j ð12Þ

5 Experimental Evaluation

5.1 Experimental Settings

Our simple dialog system is designed to take an input sentence from the user and then to
select the most appropriate response from the examples (Fig. 2). User inputs are pro-
cessed by natural language processing tools like part-of-speech (PoS) tagger, depen-
dency parser and dialog act classifier, and knowledge extractor. Extracted knowledge
units are stored in the one-shot memory and the PKB. The PKM manages these
knowledge units. The candidate searcher selects some examples from example database.
The user-related fact applier modifies the candidate responses by applying user-related
triples. The relevance score calculator calculate an example score for each response

Fig. 1. Distribution of gen(ss) for all system responses ss in E
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candidate, then select the one with the highest example score as the most appropriate
response. In the baseline system, the example score is eScorebase(u, e) = sim(u, su),
where u is a user input sentence. In the personalized dialog system, the example score is
eScoreper(u, e) = r�sim(u, ss) + (1 − r)�rel(ss) where r is weight on similarity; we set
r = 0.2 + 0.7 � sim(u, su)2. Note that eScoreper(u, e) = r�sim(u, ss) + (1 − r)�F(gen(ss)),
if the system uses neither the one-shot memory nor the PKB.

In principle, we should calculate example scores for all examples given u, but the
calculation is too costly because of the large size of E. Instead, we select a small set of
candidate examples. These candidates can be selected in two ways: by gathering ewhose
su and u share ‘common words’ or ‘rare words’, where the commonness or rarity of w are
judged by its term frequency in E. To ignore inflectional changes of w, used PoS-tagged
words with their base forms (i.e. likes, liked → like). The process is:

[Alg. 1. Candidate Search Algorithm]

Fig. 2. Personalized dialog system architecture
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Lem(s) = {(base(w), pos(w)) | w ∈ s} where base(w) is the base form of the word w,
pos(w) is the part of speech of the wordw and da(s) is the dialog act of the sentence s (e.g.
statement, question, greeting).

For system construction, we used our own PoS tagger and dependency parser. The
CRF PoS tagger using Ratnaparkhi features [16] shows accuracy of 95.3 % with
the same evaluation method of Collins [17]. The dependency parser is based on the
MaltParser algorithm [18], which uses the maximum entropy classifier. The depen-
dency parser’s unlabeled attachment score is 85.6 %, which is lower than the state-of-
the-art [19] but acceptable. The triple extractor is built using core-path patterns which
are described in WOEparse [14], but only 360 patterns are used; they were manually
extracted from the Movie-Dic corpus, rather than from Wikipedia.

The examples database was constructed using the Movie-Dic corpus. We need
sentence pairs as examples, but Movie-Dic consists of dialogs. To convert the dialogs
to sentence pairs, we extracted the last sentence of a turn with the first sentence of the
next turn, if they have different speakers within the same dialog. OpenNLP sentence
boundary detector and some heuristic regular expressions were used to split a turn into
sentences. We collected *360,000 examples without duplications.

We also collected specific movie characters’ utterances to train the one-shot
memory and the PKB. Ten movie characters from various movies were selected among
the characters who had ≥500 utterances. Tick marks were inserted between movie
scenes to indicate the flow of the time; the PKM used these marks to update retentions
and stabilities of knowledge units. We trained a PKB for each movie character.

Finally, 100 input sentences were picked from unused sentences as test inputs.
We excluded sentences that were too specific (e.g. a sentence including a character
name) from this set.

We constructed three systems: the baseline system that uses eScorebase(u, e); the rel
system that uses eScoreper(u, e) without one-shot memory or PKB; and the relPKB
system that uses eScoreper(u, e) with one-shot memory and PKB. The test inputs were
given to those three systems, and we received 100 system responses for each system.

Appropriateness of the system responses was evaluated by hand; each response was
classified as ‘reasonable’ or ‘nonsense’, considering its test input. We also propose
retention sum of a response

retSum ssð Þ ¼
X

w2ss r wð Þ ð13Þ

and also propose using the size

pkbSize PKBð Þ ¼
X

k2PKB r kð Þ ð14Þ

of a PKB to measure the number of knowledge units and their retention.

5.2 Evaluation Result

Overall appropriateness was not very high, because the example database had many
noisy examples. The examples extracted from the Movie-Dic corpus were not refined
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well to build a dialog system. We just evaluated and compared the responses of the
three systems relatively.

By adopting rel(s), the number of ‘reasonable’ responses was increased signifi-
cantly. The average eScorebase(u, e) of the baseline system was 0.62, but the average
eScoreper(u, e) of the rel system was 0.83; low-score responses of the baseline system
were changed by adopting rel(s), and 87 % of the changed responses had equal or
better appropriateness than the responses of the baseline system.

By adopting PKBs, appropriateness of the system responses was slightly decreased,
but 6.5 % of the system responses were changed from the rel system. The ratio of
changed responses increased when pkbSize(PKB) was large. Pearson’s correlation
coefficient between pkbSize(PKB) and the ratio of changed responses was 0.69; they
are closely related. The relPKB system gave different responses depending on its PKB,
and the degree of difference increased with the size of the PKB. The average retSum(ss)
of the relPKB system responses was 0.049, while the average retSum(ss) of the rel
system responses was 0.029. System responses of the relPKB system contained more
high-retention knowledge units than the responses of the rel system (Fig. 3).

6 Conclusion

We proposed a personalization framework for dialog systems to build rapport with the
user. Personalized dialog system remembered user-related facts, and applied them to
the system response. The system kept track of changes in user interests by adopting
Ebbinghaus’ forgetting curve. The system mimicked the user’s speaking habits or
interests by selecting a system response in which the user showed interest. Depending
on the user, the system responded in different ways, and the system can develop unique
characteristics as the user interacts with it for a long time.

Acknowledgement. This paper was partly supported by ICT R&D program of MSIP/IITP
[10044508, Development of Non-Symbolic Approach-based Human-Like Self-Taught Learning
Intelligence Technology] and the National Research Foundation of Korea (NRF) grant funded by
Korea government (MSIP) [NRF-2014R1A2A1A01003041].

Fig. 3. Ratio of reasonable responses for each system: the baseline system used eScorebase(u, e);
the rel system that used eScoreper(u, e) without one-shot memory or PKB; the relPKB system that
used eScoreper(u, e) with one-shot memory and a PKB.
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Abstract. Automatic detection of shout in continuous speech is a chal-
lenging task. In our recent study, the characteristics of shout and normal
speech signals are examined along with the electroglottograph (EGG)
signals. The study highlights the changes in the characteristics of both
the excitation source and the vocal tract system during production of
shout, from those of normal speech. In this paper, we aim to develop
an automatic system to detect regions of shout in continuous speech,
based upon changes in the production characteristics of shouted speech.
Discriminating production features like instantaneous fundamental fre-
quency, strength of excitation, dominant frequency and spectral band
energy ratio are extracted from the speech signal. Parameters are derived
for the shout decision capturing average level and temporal changes in
the features and their pairwise mutual relations. A speaker and language
independent prototype automatic shout detection system is developed.
Performance evaluation over four databases gave encouraging results.

Keywords: Automatic shout detection system · Dominant frequency ·
Spectral band energy ratio · Zero-frequency filtering · EGG · Differenced
EGG

1 Introduction

Automatic detection of shout or shouted speech regions in continuous speech has
applications in the domains ranging from security, sociology, behaviour studies
and health-care access to crime detection [1–5]. Hence, research in acoustic cues
to facilitate spotting the shout regions is gaining increased attention in recent
times. In this paper, we aim to exploit the changes in the production charac-
teristics of shouted speech as compared to normal speech, for developing an
automatic system for detection of shout regions in continuous speech.

Shouted speech consists of linguistic content and voicing in the excitation.
The production characteristics of shout, in particular of the excitation source,
are likely to deviate from those of normal speech, especially in the regions of
voicing. Associated changes also occur in the characteristics of the vocal tract
system. In general, changes in the excitation source characteristics are examined
by studying the changes in the frequency of vocal fold vibrations, i.e., instanta-
neous fundamental frequency (F0) [1,3,4,6]. Changes in the vocal tract system
c© Springer International Publishing Switzerland 2015
R. Böck et al. (Eds.): MA3HMI 2014 Workshop, LNAI 8757, pp. 88–98, 2015.
DOI: 10.1007/978-3-319-15557-9 9
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characteristics are usually examined in terms of changes in the spectral charac-
teristics of speech, such as Mel-frequency cepstral coefficients (MFCCs) [2,5–7].

Studies on the analysis of shout or scream signals mostly used features like F0,
MFCCs and signal energy [1–6]. Features such as formant frequencies, F0 and
signal power were studied in [1,4,6]. Applications of these features included auto-
matic speech recognition for shouted speech [1]. The MFCCs, frame energy and
auto-correlation based pitch (F0) features were studied in [2,3,5]. Applications
of these features included scream detection using a support vector machine clas-
sifier [2]. The MFCCs with weighted linear prediction features were studied for
the detection of shout in noisy environment [6]. Spectral tilt and linear predic-
tive coding spectrum based features were used in [7], for studying the impact of
vocal effort variability on the performance of an isolated word recognizer. The
MFCCs and spectral fine structure (F0 and its harmonics) were used recently,
in a Gaussian mixture model based approach for shout detection [8].

In the production of shouted speech, although significant changes take place
in the vocal folds vibration [9], but these changes have not been used so far explic-
itly for automatic shout detection. In our recent work [9,10], we have studied
the excitation source characteristics of shout and normal speech signals along
with EGG signals [11]. The closed phase quotient (α) is observed to increase for
shout as compared to normal speech [9]. Correspondingly, there are significant
changes in the spectral band energy ratio (β) and the standard deviation in low-
frequency band spectral energy (σLFSE). The source features F0 and strength of
excitation (SoE) are also changed [9,10]. Associated changes in the vocal tract
system are examined through a feature called dominant frequency (FD) [10].
Features β and σLFSE are extracted from the speech signal using the Hilbert
envelope of double differenced numerator group delay (HNGD) method [9]. The
source features F0 and SoE are extracted using the zero-frequency filtering
(ZFF) method [12], and the system feature FD using linear prediction (LP)
analysis [13].

In this paper, we develop an experimental automatic shout detection system
(ASDS) to detect regions of shout in continuous speech. The system is aimed
to be speaker and language independent. The prototype ASDS is developed
using the production features F0, SoE, FD, β and σLFSE . Since, HNGD is
computationally expensive, the features β and σLFSE are computed using short-
time Fourier spectrum. The decision logic uses parameters capturing the degree
of deviation in these features for shout, as compared to normal speech. Temporal
nature of changes in the features and their pairwise mutual relations are also
exploited. The decision of shout/normal is made for each speech segment using
the parameters derived from the average values of changes in these features. The
major challenge in developing an ASDS is the vast variability in shouted/normal
speech, that could be speaker, language or application specific. Hence, a rule-
based approach is used in the ASDS. It collects an ensemble of evidences of shout
using multiple parameters. Performance of the prototype ASDS is evaluated on
four datasets of continuous speech in three languages.
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The paper is organized as follows: Sect. 2 discusses changes in the produc-
tion characteristics of shout, studied from the EGG and speech signals. Methods
for extracting features from the speech signal are discussed in Sect. 3. Section 4
describes the parameters derived for shout decision in the ASDS. Section 5 dis-
cusses the decision logic of the prototype ASDS. Performance of the ASDS is
evaluated in Sect. 6. Section 7 gives a summary and scope of further work.

2 Changes in the Production Characteristics of Shout

Human speech is produced by a time varying excitation of a time varying
vocal tract system. The time varying excitation consists mostly a sequence of
glottal pulses produced by the periodic opening/closing of vocal folds. In the
production of shouted speech, significant changes seem to occur in the propor-
tion of open/closed phase region relative to the period of each glottal cycle,
in comparison to that for normal speech [9,10]. Hence, relative durations of
open/closed phase regions in each glottal cycle were compared for normal and
shouted speech [9]. EGG signal [11] along with a close speaking speech signal for
the utterance pairs of same text by same speaker, in both normal and (acted)
shout modes (51 such pairs) were used [9]. The comparisons of differenced EGG
signals revealed that, in the case of shout the duration of glottal cycle period
reduces and the closed phase quotient within each glottal cycle increases [9,10].

The reduction in the period of the glottal cycle, i.e., the rise in the F0 gives
perception of higher pitch in the case of shout. The larger closed phase quotient
in each glottal cycle is related to increased air pressure at the glottis, and also
to higher resonance frequencies [9,10]. Correspondingly, there are changes in the
features SoE and FD for shout as compared to normal speech [9,10]. The spectral
energy in the higher frequency band (500–5000Hz) (EHF ) also increases and in
the lower frequency band (0–400Hz) (ELF ) reduces for shout, in comparison to
normal speech [9]. These changes are reflected well in the features β and σLFSE .
The feature β (= EHF

ELF
) increases and σLFSE decreases for shouted speech, as

compared to normal speech [9,10]. Since, using EGG-based features [9] is difficult
for any practical application of shout detection, the production features are
derived from the speech signal itself, in the ASDS developed in this paper.

3 Methods for Feature Extraction

The excitation source features F0 and SoE are extracted from the speech sig-
nal [9,10] using the zero-frequency filtering (ZFF) method [12]. In the ZFF
method [12], the differenced signal x[n] is passed through a cascade of two zero-
frequency resonators (ZFRs). Each ZFR is an ideal digital filter with a pair of
poles at z = 1 in the z−plane. The effect of passing the differenced signal x[n]
through a ZFR (y[n] = x[n] − ∑2

k=1 aky[n − k], where a1 = −2, a2 = 1)
is equivalent to the successive integration twice. The trend in the output of a
cascade of ZFRs is removed by subtracting the local mean computed over a
moving window of size about 1.5 times the average pitch period. The resultant
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Fig. 1. Illustration of (a) signal waveform and (b) F0, (c) SoE, (d) FD, (e) β, (f) σLFSE

contours for a segment of shouted speech, for the word “please” in a male voice.

signal is called zero-frequency filtered (ZFF) signal [12]. The negative to positive
going zero crossings of the ZFF signal correspond to the glottal closure instants
(GCIs), called epochs. The difference between two successive epochs gives the
period (T0), the inverse of which gives the F0 [14]. The slope of the ZFF signal
around epochs gives the relative strength of the impulse-like excitation (SoE)
around the GCIs. Changes in the F0 and SoE contours for shout in Fig. 1 can
be contrasted from those for normal speech in Fig. 2.

In the production of shout, associated changes in the vocal tract resonances
occur due to the effect of coupling between the excitation source and the vocal
tract system. The effect can be seen better in the feature dominant frequency (FD)
of vocal tract system resonances [10], derived using linear prediction (LP) analy-
sis [13]. The location of the highest peak in the LP spectrum, i.e., dominant peak
frequency (FD), is obtained for a frame of speech signal considered at every sam-
pling instant of time [10]. The FD value is observed to be significantly higher
for shout in comparison to that for normal speech, in the contexts of 5 different
English vowels [10]. Changes in the FD contours for shout from normal speech
can be observed in Fig. 1(d) and Fig. 2(d), respectively.

The spectral band energies EHF and ELF are computed using the short-time
Fourier spectrum, instead of the HNGD method used in [9], for computational
convenience. Changes in the features β (= EHF /ELF ) and σLFSE , extracted
from the speech signal for shouted speech in Fig. 1(e) and (f), can be contrasted
from those for normal speech in Fig. 2(e) and (f). It may be noted that the fea-
tures F0, SoE, FD, β and σLFSE are extracted from the speech signal using com-
putationally efficient methods, so as to achieve less response time of the ASDS.
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4 Parameters Derived for the Shout Decision

The degree of changes in the production features for shout indicates the extent
of deviation from normal. The gradient of temporal changes in the features com-
puted over successive frames of speech signal, indicates the rapidness of changes
in the features for shout in comparison to normal speech. The nature of changes
relates to the pairwise mutual relations in temporal changes in these features.
Parameters capturing all these three aspects (degree, gradient and nature) of
changes are exploited for the decision of shouted speech. These parameters are
derived in the ASDS from the 5 production features F0, SoE, FD, β and σLFSE .

The average values of F0, FD, β increase and σLFSE decreases in the case
of shouted speech [9,10]. Hence, the degree of changes in the average levels of
F0, FD, β and σLFSE , with reference to their respective thresholds are used in
the decision of shout candidate for each speech segment. These average values
are computed for each speech segment, whereas the reference threshold values
are computed either for each block or each utterance of the input speech.
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Fig. 2. Illustration of (a) signal waveform and (b) F0, (c) SoE, (d) FD, (e) β, (f) σLFSE

contours for a segment of normal speech, for the word “please” in a male voice.

It is observed from the F0, SoE and FD contours that, in general, changes in
these are more rapid for shout than for normal speech. This observation is con-
sistent for F0 and FD contours, across speakers and languages. Hence, gradient
parameters g

ΔF0
and g

ΔFD
are computed for successive frames, capturing tempo-

ral changes in F0 and FD, respectively. The average g
ΔF0

and g
ΔFD

values above
respective thresholds are called high-gradients G

ΔF0
and G

ΔFD
, respectively.

Temporal nature of relative changes in features F0, SoE and FD is exploited
for discriminating shout from normal speech, using the pairwise relative fall/rise
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patterns in F0, SoE and FD contours. In an illustration shown in Fig. 1, the
SoE is increasing for shout when F0 is (little) decreasing and vice versa (see
regions 190–240 ms and 10–40 ms). Likewise, similar/opposite nature of fall/rise
patterns in FD contour relative to F0 and SoE contours (Fig. 1) is also used for
the shout decision. Since, units and scales are different for these features, only
the directions (signs) of changes in their gradients (Δg

ΔF0
, Δg

ΔSoE
, Δg

ΔFD
),

i.e., rise/fall patterns, are used.
Total nine parameters derived by capturing the degree, gradient and nature

of changes in the features (F0, SoE, FD, β and σLFSE) are used in the decision
logic in the ASDS. Four parameters capture the degree of changes in these fea-
tures, two capture gradients of changes and rest three capture nature of pairwise
mutual changes in features. For each speech segment, the average values of fea-
tures F0, SoE and FD are used for measuring changes in these over successive
segments. This smoothing (averaging) helps in reducing the transient effects of
stray fluctuations in these features, and is also computationally convenient.

5 Decision Logic for an Automatic Shout
Detection System

In this section, we develop an experimental ASDS using the nine parameters
derived from five production features. Input speech signal is processed for a
block/utterance, each consisting of several segments. Parameters are derived
for each segment using average values of changes in the features extracted for
successive frames within a segment. Using these parameters, a decision is made
for each speech segment - ‘whether this segment is a shout region candidate or
not?’ Major challenge here is the wide range of variations in the features across
different speakers, languages and applications. Cultural and other differences
related to inherent nature of speakers also may play the role here. For example,
some speakers speak normally in soft voice but some may be loud, which makes
automatic decision of shout/normal difficult. Hence, a rule-based approach using
multiple decision criteria {di} is considered. An ensemble of evidences of shout
is collected for each speech segment, using the 9 parameters derived. Higher
number of evidences gives higher confidence in deciding that segment as shout.

The decision criteria d1, d2, d3 and d4 capture the degree of changes in the
features F0, FD, β and σLFSE , respectively, using the parameters and thresholds
computed from their average values. The decision criteria d5 to d9 are related
to parameters capturing the temporal nature of changes in the features F0, SoE
and FD. The decision criteria d5 and d6 use the parameters and thresholds for the
gradients (g

ΔF0
and g

ΔFD
) of temporal changes in F0 and FD contours, respec-

tively. The decision criteria d7, d8 and d9 use parameters capturing the pairwise
mutual relations of temporal nature (sign) of changes in F0, SoE and FD con-
tours. The 3 pairs considered are: F0 and SoE contours (opposite nature), SoE
and FD (opposite nature), and F0 and FD contours (similar nature).
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Nine decision criteria {di} using the production features and parameters are:

Ave(F0) > max(θF0 , φF0) ⇒ d1 (1)
Ave(FD) > max(θFD

, φFD
) ⇒ d2 (2)

Ave(β) > max(θβ , φβ) ⇒ d3 (3)
Ave(σLFSE) < min(θσ, φσ) ⇒ d4 (4)

g
ΔF0

> max(θg
ΔF0

, φg
ΔF0

) ⇒ d5, GΔF0
(5)

g
ΔFD

> max(θg
ΔFD

, φg
ΔFD

) ⇒ d6, GΔFD
(6)

sign(G
ΔF0

) = −sign(g
ΔSoE

) ⇒ d7 (7)
sign(g

ΔSoE
) = −sign(G

ΔFD
) ⇒ d8 (8)

sign(G
ΔF0

) = sign(G
ΔFD

) ⇒ d9 (9)

here θ denotes threshold, φ the reference, g the gradient and G the high-gradient.
Here, gradients (g) and high-gradients (G) are derived from the average values
of ΔF0, ΔSoE and ΔFD computed over successive segments. The reference
values (φ) for average F0, FD, β, σLFSE , g

ΔF0
and g

ΔFD
are obtained from

either the reference speech (if available), or empirically from the average values
computed for the block of speech data. The threshold values (θ) are obtained
using the average of values computed for multiple frames in a speech block.

The shout decision for each speech segment is a binary decision, based upon
the weighted sum of these nine decision criteria {di}, given as:

∑

i

widi > ΘShout ⇒ Shout! (10)

where i = 1, 2, ...9, wi are weights and ΘShout is the desired confidence level. The
weights {wi} are chosen empirically such that

∑
i wi = 1. A few decision criteria

such as d1, d2 and d3 are given relatively higher weights for features F0, FD

and β, based upon their relative importance observed across speakers/languages.
Confidence scores are computed for each speech segment, using the weighted sum
of decision criteria d1 to d9 outputs. Speech segments giving a total confidence
score above the desired confidence level are decided as shout candidate regions.

Final decision for a shout region is taken at the utterance or block level
of speech data, considering only the contiguous segments of shout candidates.
It minimizes the spurious cases of wrong detection, since contiguous segments
rather than sporadic shout candidate segments are less likely to be false alarms.

6 Performance Evaluation of the Prototype System

Apart from vast variability in features across speakers, languages and applica-
tions, there are few other challenges as well in the automatic detection of shout in
continuous speech. First, there is no standard labelled database available in Eng-
lish for utterances in dual (normal/shout) modes. Second, most shout databases
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used in the past studies are application/language-specific [1,7]. Third, nonavail-
ability of ground truth in the continuous speech data is yet another challenge.

Our aim is to develop an ASDS that is speaker, language and application
independent. Hence, a heuristics based approach is adopted by capturing the
dynamic changes in distinguishing features extracted from the speech signal.
Empirical values of thresholds are computed dynamically from the derived para-
meters, factoring-in the variabilities mentioned. The decision logic also exploits
temporal changes in the discriminating features of shouted speech. The ASDS
uses utterances of same text in dual (normal and shout) modes. Total 51 pairs
of utterances by 17 speakers, for 3 texts in English, recorded at Speech and
Vision Lab, IIIT, Hyderabad [9], are used. Performance evaluation of the pro-
totype ASDS is carried out using 4 test datasets drawn from 4 databases in
3 languages.

Test set 1: Concatenated speech (CS) data consists of 6 concatenated pairs
of utterances of same text in normal and shout modes, by 6 speakers. The data
consisting of 44 normal/shout regions is drawn from the dual-mode database [9].

Test set 2: Natural continuous speech (NCS) data consists of natural contin-
uous speech files that have shout content interspersed with normal speech. The
data consisting of 92 normal/shout regions is drawn from IIIT-H AVE database
of 1172 audio-visual clips sourced from movies and TV chat shows [15].

Test set 3: Mixed speech (MixSU) data consists of 184 utterances (98 neutral,
86 shout) by 24 speakers in 3 languages, all interspersed together. The data
is drawn from 3 databases: (i) Berlin EMO-DB emotion database in German
(535 utterances for 7 emotions) [16], (ii) IIIT-H emotion database in Telugu
(171 utterances for 4 emotions) [15], and (iii) IIIT-H AVE database in English
(1172 utterances for 19 expressive states) [15]. The test set has 47, 72 and 65
utterances drawn from these databases, respectively, for performance evaluation
at utterance level.

Test set 4: Mixed speech (MixSB) data is similar to test set 3, but performance
evaluation of the ASDS on it uses shout decisions taken at block level (1 sec each).
Test sets 3 and 4, each have data for 645 s duration (591 s voiced).

Ground truth was established by listening to the speech data, by 3 listeners
and cross-validating the shout regions. All the test data was labelled manually
as shout/normal speech regions. Assumption is made in test data that anger
speech is usually associated with presence of shout regions.

The results of performance evaluation of the experimental ASDS over these
4 test sets are summarized in Table 1. The desired confidence level (ΘShout) of
80 % is used. Total number of normal/shout speech regions in each test set,
as per ground truth, is given in column (a). The number of speech regions
detected correctly as shout/normal speech, the shout regions that missed detec-
tion, and the normal speech regions that are detected wrongly as shout are given
in columns (b), (c) and (d), respectively. Three performance measures are used:
(i) True detection rate (TDR) (= b/a), (ii) Missed detection rate (MDR) (= c/a)
and (iii) False alarm rate (FAR) (= d/a). The TDR, MDR and FAR for each
test set are given in percentages in columns (e), (f) and (g), respectively. The
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Table 1. Results of performance evaluation of shout detection: number of speech
regions (a) as per ground truth (GT), (b) detected correctly (TD), (c) (shout) missed
detection (MD) and (d) wrongly detected as shouts (WD), and rates of (e) true detec-
tion (TDR), (f) missed detection (MDR) and (g) false alarm (FAR). Note:- CS: con-
catenated, NCS: natural continuous, MixS: mixed speech, U: utterance and B: block.

Test Data (a) (b) (c) MD (d) (e)(%) (f)(%) (g)(%)

set # Type GT TD (c) MD WD TDR MDR FAR

Test set 1 CS 44 40 4 0 90.9 9.1 0

Test set 2 NCS 92 85 6 1 92.4 6.5 1.9

Test set 3 MixSU 184 133 14 37 72.3 7.6 20.1

Test set 4 MixSB 591 471 45 75 79.7 7.6 12.7

block level testing results using shout decisions taken for each 1 s block (test
set 4) are better, than for utterance level testing (test set 3). It is because, some
utterances in test set 3 are up to 15 s long and shout being an unsustainable
state often gets interspersed with the normal speech in long utterances, which
reduces the decision accuracy.

The shout/normal speech detection performance of 72.3–92.4 % with false
alarm rate of 1.9–20.1 %, by using the proposed features, parameters and the
decision logic, are better than those reported in [1] as 64.6–92% and 22.6–35.4 %,
respectively. This performance is also better than the test results of Gaussian
mixture model (GMM) based classifier used in [17] that reported shout detection
performance (TDR) of 67.5 %. The results are also comparable with test results
of multiple model framework approach, using hidden Markov model with support
vector machine or GMM classifier in [7], that reported success rate as 63.8–
83.3 %, with 5.6–11% miss rate and 11.1–25.3 % error rate (FAR). Actually, the
MDR of 6.5–9.1 % and FAR of 1.9–20.1 % achieved with the prototype ASDS
appear to be better comparatively. Though it is also true that these databases
are different.

7 Summary and Conclusion

Automatic detection of shout in continuous speech in real-life practical scenarios
is a challenging task. A prototype system to detect regions of shout in continu-
ous speech is proposed in this paper, which exploits changes in the production
characteristics of shout with reference to normal speech. Changes in the charac-
teristics of vocal folds vibration and associated changes in the vocal tract system
for shout from normal speech are exploited in discriminating these two modes.

The characteristics of the excitation source are captured through F0 and SoE,
and that of the vocal tract system through dominant frequency (FD). Changes in
spectral band energies are captured through ratio β and σLFSE . Parameters cap-
turing changes in the production features F0, SoE, FD, β and σLFSE are used.
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Multiple evidences for the decision of shout are collected for each speech seg-
ment, using parameters that capture the extent of deviation in the features and
temporal nature of changes in these. Gradients of feature contours are exploited
to capture temporal changes in features and pairwise changes in these. Decision
for shout for each segment is taken based upon the weighted sum of outcomes of
nine decision criteria. The desired confidence level and the contiguity of speech
segments are also considered for the final decision of shout regions.

Performance of the prototype ASDS is evaluated using four test sets drawn
from four different databases in three languages. Three performance measures
are used: true detection rate, the rate of missed detection of shout and false
alarm rate. The performance results are comparable to other reported results and
appear to be better. Further, an online shout detection system or an agent can
be developed for data from the real-life scenarios or human-machine interaction.
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Abstract. Building Automatic Speech Recognition (ASR) systems for
spoken languages usually suffer from the problem of limited available
transcriptions. Automatic Speech Recognition (ASR) systems require
large speech corpora that contain speech and their corresponding tran-
scriptions for training acoustic models. In this paper, we target the
Egyptian dialectal Arabic. As other spoken languages, it is mainly used
for spoken rather than writing purposes. Transcriptions are usually col-
lected manually by experts. However, this proved to be a time-consuming
and expensive process. In this paper, we introduce Games With a Pur-
pose as a cheap and fast approach to gather transcriptions for Egyptian
dialectal Arabic. Furthermore, Arabic orthographic transcriptions lack
diacritizations, which leads to ambiguity. On the other hand, transcrip-
tions written in Arabic Chat Alphabet are widely used, and include the
pronunciation effects given by diacritics. In this work, we present the
game (pronouced as makhamekho) that aims at collecting

transcriptions in Arabic orthography, as well as in Arabic Chat Alpha-
bet. It also gathers mappings of words from Arabic orthography to Arabic
Chat Alphabet.

Keywords: Dialectal Arabic · Speech recognition · Egyptian Arabic
dialect · GWAP

1 Introduction

Accurate manual transcriptions of speech is an essential ingredient in construct-
ing reliable Automatic Speech Recognition (ASR) systems. Both speech corpora
and text corpora are needed to train acoustic and language models respectively.
Transcriptions are typically done by trained transcribers or experts. This app-
roach has three drawbacks:

1. It is time-consuming. As transcription is done by few people, it is difficult to
gather huge amount of data in limited time. Moreover, in the case of using
trained transcribers, it takes hours to days to train the transcribers on the
transcription guidelines.

c© Springer International Publishing Switzerland 2015
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2. It is expensive. According to [11], the cost of one hour of transcribed speech
can reach $100.

3. It may not generalize to the data at hand. This may happen due to the fact
that experts or trained transcribers follow strict guidelines. Valid differences
in transcriptions would not be present is such gathered transcriptions.

In order to avoid these problems, researchers have shifted their methodology
to gather data using crowdsourcing. Crowdsourcing is the act of outsourcing
a task that is computationally difficult to be solved not by experts but rather
by the crowd. Crowdsourding has evolved as a successful tool in many fields,
such as Natural Language Processing [13] and Machine Translation [14,15]. It
has recently received attention in the field of speech recognition. It has proven
to be a reliable and inexpensive way to collect speech transcriptions. In [11,
12], speech transcriptions were obtained using Amazon’s MTurk1. The gathered
transcriptions achieved high levels of agreement with the experts’ transcriptions.
From a cost perspective, the average cost of collecting speech transcriptions using
MTurk is one order of magnitude less than that using traditional methods, as
stated in [8].

ASR systems for Egyptian dialectal Arabic suffer from the lack of speech
corpus. Egyptian Dialectal Arabic is mostly spoken and not written. As the
majority of spoken languages, it has limited available text. Moreover, it does not
have a standardized way of writing. It may be written with Arabic Orthography
(AO) or with Arabic Chat Alphabet (ACA), known as Franco-Arabic, which uses
the English Alphabet with numbers to compensate for extra letters. All those
factors affect the availability of speech corpora. The first goal of this work is to
collect Arabic orthographic transcriptions.

Another problem researchers face with Arabic orthographic transcriptions is
the lack of diacritics. Diacritics represent short vowels, nunation, gemination, and
silent letters. In [16], this problem was overcome by using ACA for transcriptions
rather than AO. This is based on the fact that it usually includes the short vowels
that are omitted in AO. Furthermore, it was found that the majority of computer
users type faster in ACA than AO according a survey conducted in [16]. The
second goal of this work is to collect transcriptions using ACA.

Finally, the third goal of this work is to collect mapping of words written in
ACA to their corresponding form in AO. Such a corpus can be used in the task
of converting text from ACA to AO and vice versa.

In this work, we present a Game With A Purpose (GWAP) named
(pronouced as makhamekho). The aim of the game is threefold:

• Collect transcriptions of Egyptian dialectal Arabic using AO.
• Collect transcriptions of Egyptian dialectal Arabic using ACA.
• Collect mappings of words written in AO to their corresponding form in ACA.

The rest of the paper is organized as follows: In Sect. 2, an overview is given
on the Arabic language, crowdsourcing, Games With a Purpose, and previous
1 http://www.mturk.com.

http://www.mturk.com


Collecting Data for Automatic Speech Recognition Systems 101

work done in gathering data for ASR systems using crowdsourcing. In Sect. 3, the
game is introduced. Section 4 presents the evaluation and results.
Finally, in Sect. 5, conclusion and future work are provided.

2 Background

2.1 The Arabic Language

The Arabic language is one of the most popular languages in the world. It is the
6th most used language based on number of first language speakers. There are
three types of the Arabic language: classical Arabic, modern standard Arabic
(MSA), and dialectal Arabic. The classical Arabic is the standard and most
formal type of Arabic. MSA is classical Arabic written without diacritic marks.
It is the formal written standard language of education across the Arab world
and is used in writing, news broadcast, formal speeches, and movies subtitling.
However, MSA is not the language used in everyday life and is considered as a
second language for all Arabic speakers. Dialectal Arabic is the language used in
informal daily communication. Every country has its own dialect, and sometimes
there exist different dialects within the same country. Dialectal Arabic is also
used in folktales, songs, movies, and TV shows. Egyptian Arabic is the most
widely understood dialect among Arabs, due to the interest and acknowledgment
the Egyptian films and TV series gain worldwide [5,6].

Transcriptions written in Arabic orthography lack diacritization. Diacritics
represent short vowels, nunation, gemination, and silent letters. They greatly
affect the pronunciation of words. The absence of diacritization can lead to
ambiguity. For example, the word has 2 valid meanings: school (madrasa)

and teacher (modarresa).
It is common among computer users to use Arabic Chat Alphabet (ACA) in

typing dialectal Arabic text. As shown in the example above, the ACA forms
of the word are written as they are pronounced with no ambiguity in the
meaning as in AO. ACA usually includes the pronunciation effects of diacritics.
In [16], a survey conducted involving more that 100 Arabic computer users.
It was recorded that 86 % of the users stated that they type faster using ACA,
9 % do not feel a difference, and 5 % type Arabic letters slightly faster than ACA.
All users asserted that it is almost impossible to type a correct fully diacritized
Arabic text.

2.2 Crowdsourcing and Games with a Purpose

Crowd-sourcing is the act of taking a task that is usually performed by experts
and addressing it to a large, usually online, group of people. The public users
then participate in solving the problems available in the open call. The term is a
combination of the words: “crowd” and “outsourcing”. The idea is to outsource a
task to a crowd of people. Four main factors (known as the 4 Fs) were identified
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to foster the participation in crowdsourcing: Fame (ex. Wikipedia), Fortune
(ex. MTurk), Fun (ex. ESP game [7]) and Fulfilment.

Amazon Mechanical Turk (MTurk) system provides a crowdsourcing plat-
form that allows individuals (referred to as Requesters) to use the human intel-
ligence to perform tasks that computers currently cannot do. The Requesters
post tasks known as HITs (Human Intelligence Tasks). Workers (referred to as
Turkers) can then choose to solve tasks in return of a predefined monetary value.

Up to 150 billion hours (the equivalent of 17 million years of human effort) are
spent playing games every year [17]. This gave rise to Games With A Purpose
(GWAP). The idea is to design an interesting game that will get people engaged
and knowingly or non-knowingly contribute in the collection of data. Some tasks
are very easy, trivial for human brain, yet they’re still unsolvable by algorithms
such as image recognition and speech recognition. The aim of GWAP is to out-
source such tasks to humans in a fun way. The collected data can then be used
by machine learning techniques to improve algorithms. Examples of GWAPs are
ARTigo [18], Tag-A-Tune [19] and the ESP game [7].

2.3 Automatic Speech Recognition and Games With
A Purpose (GWAP)

Automatic Speech Recognition (ASR) is a technology that allows a computer to
identify the words that a person speaks into a microphone. The ultimate goal
is to have a system that would easily recognize the spoken Arabic alphabets
and digits regardless of the environmental noise, gender, and dialect [3,4]. In the
past few years, researchers have been investigating the use of crowdsourcing for
speech-related tasks. GWAP proved beneficial for 3 tasks: speech transcription,
speech acquisition and speech annotation. In this section, an overview on some
of the work done in speech transcription using crowdsoucring will be mentioned.

In [10,11], MTurk was used to gather transcriptions. It was found that tran-
scriptions entered by turkers were very accurate. In [9], Rio Akasaka conducted
a study that introduced two tasks. The first task was the accent recognition
and the second was the transcription. In Task 1, players were asked to identify
the native language of a foreign accented speaker of English as quickly as pos-
sible out of four randomly generated choices. In Task 2, players were asked to
transcribe short recordings that were randomly selected from the ones available
through the CSLU-FAE corpus. Comparing the results of both techniques with
transcription already provided by other users on the server, Task 1 produced
55.26 % of the accents accurately identified. As for Task 2, 1093 recordings out
of the 1257 available were transcribed. In [1] a study was conducted where audio
files were collected from the conversation and segmented into five second utter-
ances. Utterances were assigned in batches of ten per HIT and played with a
simple flash player with a text box for entry. The results showed that data col-
lected with Mechanical Turk was nearly effective for training speech models,
and that the main focus should be on the number of audio files used rather
than focusing on quality of the audio files. In [2], Scott Novotney and Chris
Callison-Burch conducted a similar study.
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In 2011, a survey [20] on the existing literature was provided. It was shown
that there is a growing interest in crowdsourcing for speech processing. There
were only 4 publications in 2009, the number increased to 14 in 2010, and then
10 papers in early 2011. The majority of the studies were on speech labeling
and transcription (59 %), with speech acquisition being the second most frequent
topic (27 %, and only 5 studies (14 %) have used crowdsourcing for assessment of
speech technology. Most of the studies (57 %) used the AMT for crowdsourcing.
7 of the 37 studies (19 %) involved a game from which researchers could obtain
the players judgments for free. Other sources of workers include volunteers (14 %)
and other crowdsourcing platforms (11 %). Analysis of the literature also shows
homogeneity in the geographical source of papers. Of the 29 papers that were
indexed in the survey: 22 are from the United States, 6 are from Europe and
only 2 from Asia. As can be seen from the statistics, the work done mainly
covered English, with no work covering the Arabic language. Moreover, most of
the studies used MTurk while GWAPs were less used.

3 The Game

The aim of this project as mentioned earlier, is to collect Arabic mappings from
speech to text written in AO and ACA, as well as mappings from dialectal
Arabic words written in traditional Arabic orthography to their corresponding
form in ACA. This paper presents a GWAP named (pronounced as

makhamekho) that helps transcribe as many audio files as possible to Franco-
Arabic and Arabic. In this section, a description of the game will be given.

is a single-player game where the player hears an audio-file and is
required to give the corresponding Franco and Arabic transcription. Audio-files
used are of 5–7 s and there is no limit to the number of times the player can hear
the audio-file. The audio files where chosen to have a few seconds’ duration to
avoid short-term memory saturation. The game page shows the audio-file, text-
areas to enter player’s transcriptions and top 2 transcriptions to choose from
are displayed. It also shows the label for the player’s current skill. The player
listens to the audio and needs to transcribe what he heard either by entering
his own transcriptions in the text-areas or choosing one of the top transcriptions
displayed as shown in Fig. 1. If the user chooses to enter his own transcription,
he/she must make sure that the number of words in Franco is equal to that in
Arabic. The Top 2 transcriptions are the highest transcriptions entered by other
users for this audio.

3.1 Incentives

In order to make the game more creative & challenging, the following incentives
were added to the game:
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Fig. 1. Game page

Fig. 2. Survey results

Categories
In order to accomadate for different users’ interest, the game includes differ-
ent categories to increase the variety of the game and make it more enter-
taining. The categories were obtained by conducting a survey in which a pool
of people were asked to choose their favorite categories from a pool of pre-
defined categories. The provided choices were: Arabic-Movies, Arabic-Series,
Arabic-Cartoon, Famous Arabic-Quotes, Arabic-Songs, Arabic-Proverbs and
Arabic-TalkShows. As shown in Fig. 2, Out of fifty five people who took the
survey, twenty three chose Arabic-Movies, thirteen chose Arabic-proverbs,
while nine chose Arabic-songs, six chose Arabic-cartoons and finally only 2
chose Famous Arabic-Quotes and Arabic-series. The top 4 categories were
chosen for the game (Arabic-Movies, Arabic-Proverbs, Arabic-Songs and
Arabic-Cartoon).

Score
To make the game more engaging and motivate the user to enter correct
transcriptions, a score is given to the players. Score is calculated as follows:
• If the user chooses the transcription with highest verification 15 points

are added to the score.
• If the user chooses the second highest transcription 10 points are added

to the score.
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• If the user enters a new transcription in the text area 5 points are added.
Furthermore, 5 points are added every time a player chooses this tran-
scription from the list of the top 2 transcriptions.

Highest Verification is calculated by counting the number of repeated
Arabic and Franco transcription for a given audio-file. Accourdingly the
most repeated Arabic and Franco transcription is considered to be the tran-
scription with the first highest Verfication. The second most repeated
Arabic and Franco transcription is considered to be the transcription with
the second highest Verfication.

Skill
The player skill is levelled up according to his/her score.
• Beginner: At the start of the game.
• Amateur: Score more than 100 points.
• Semi-pro: Score more than 200 points.
• Expert: Score more than 500 points.
• Pro: Score more than 1000 points.

Hall Of Fame
The Hall of Fame page will include the player of the day, top 6 monthly
ranking and top 3 scores in the game. Finally levelling the player’s skill after
scoring some points will make the players eager to score as many points as
possible to level up.

3.2 Collected Data

In this game, two types of data are collected:

– Transcriptions using AO and ACA. These are gathered from users by either
entering them directly into the text areas or choosing from the top 2 tran-
scriptions previously given to the audio file. This is done for each of AO and
ACA.

– Mappings of AO-ACA words. This is done by making sure that the number
of words used in transcription are equal for both cases, AO and ACA. This
gives a one-to-one mapping of words. For example, the word will be
written in one text area in ACA as “Al Kitab”.

3.3 Game Framework

The Framework used is Play Framework 2.2.0. Play framework is a frame-
work that is inspired from Ruby on rails and Django and follows the model-
view-controller (MVC) architectural pattern. It uses both Java to design the
backend part and HTML to design the frontend. Play Framework provides an
object-relational mapping product written in Java called EBean. This Object-
relational mapping along with RawSQL were used to design relationship between
the models and create the game’s database.
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4 Evaluation and Results

The evaluation for was held in a duration of two weeks. In this
period, 118 users played the game, with a total of 1121 game rounds. 120 audio
files were transcribed with 1121 Arabic orthographic transcriptions and 1121
transcriptions in the Arabic Chat Alphabet.

It was observed that in the case of AO, each audio file was transcribed with
1–2 unique transcriptions. However, in the case of ACA, the number was much
higher. Out of the 1121 transcriptions, there are 602 unique transcriptions for
the 120 audio files. This gives an average of nearly 5 unique transcriptions for
each audio file. This observation could have two possible interpretations:

– There is more variation in typing in the case of ACA than AO.
– Users might be more used to typing in ACA than AO. Therefore, they tend

to choose from the top 2 transcriptions in the case of AO. This assumption
could be valid for the age group of 20–25. However, in the age group of 40–50,
users are usually familiar with typing in AO. Therefore, this interpretation is
less likely.

It was also observed that the chosen category depends on the age group. For the
age group 20–25, users mostly chose songs and films. For the age group 40–50,
the proverbs category was the most popular.

Validating the Correctness of the Gathered Transcriptions. The abil-
ity of to collect the correct transcriptions was evaluated on a small
sample of the audio files. Some of the participants were asked to provide tran-
scriptions for 5 audio files. The audio files were selected for each participant to
be in different categories than those chosen in the game. The transcription pro-
vided by each participant for an audio file was checked whether it was gathered
from the game or not. All the transcriptions were found to be collected through
the game. This shows that the game is capable of collecting correct transcrip-
tions. Moreover, the data collected includes the different variations in typing,
which is one of the advantages of using the crowd rather than experts to collect
transcriptions.

Validating the Correctness of the Gathered Mappings. The 8 audio files
receiving the highest number of different ACA transcriptions were investigated
in this evaluation. For each file, the mapping with the most popular ACA tran-
scription was validated. Fifty users were asked to rate each of the 8 mappings
on a four-scale. They were asked to rate the mapping of the provided ACA with
the corresponding AO. On average, 53.825 % of the ratings were selected to be
strongly agree, 44.625 % were agree, and only 1.5 % of the ratings were given
fair. These figures show that the game is able to gather mappings of ACA to
AO transcriptions. This is only a preliminary evaluation. Further testing should
be done on the rest of the mappings gathered. Testing should also be done on
word-to-word mappings.
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Questionnaire. In order to asses the players’ satisfaction with the game, 50
participants filled in a questionnaire. Participants were asked to use a four-scale
(strongly agree, agree, disagree and strongly disagree) to answer the following 2
questions:

1. Did you find the game interesting?
2. The game is easy to play?

The participants’ feedback on the these 2 questions is shown in Fig. 3. All par-
ticipants stated they would play the game again.

Fig. 3. Participants’ feedback on Questions 1 (Did you find the game interesting?) and
Question 2 (The game is easy to play?)

5 Conclusion

Automatic Speech Recognition systems for Egyptian Dialectal Arabic suffer from
the lack of existing speech corpora needed for training. Moreover, most available
transcriptions do not include short vowels and diacritics that reflect differences
in pronunciation which leads to ambiguity. Transcriptions in Arabic Chat Alpha-
bet (ACA) include the pronunciation effects given by diacritics. was

proposed as a Game With a Purpose that aims at collecting: (1) transcriptions
in AO, (2) transcriptions in ACA and (3) Mappings of words from AO to ACA.
The game allows people to transcribe many audio files by playing an interesting
and challenging game. Results show that the game succeeded in collecting many
correct transcriptions as well as mappings from AO to ACA. Participants found
the game interesting and easy to play and confirmed that they would play it
again. Further evaluations should be done to accurately assess the correctness
of the gathered data.
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