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Abstract. Today’s database benchmarks are designed to evaluate a par-
ticular type of database. Furthermore, popular benchmarks, like those
from TPC, come without a ready-to-use implementation requiring data-
base benchmark users to implement the benchmarking tool from scratch.
The result of this is that there is no single framework that can be used to
compare arbitrary database systems. The primary reason for this, among
others, being the complexity of designing and implementing distributed
benchmarking tools.

In this paper, we describe our vision of a middleware for database
benchmarking which eliminates the complexity and difficulty of designing
and running arbitrary benchmarks: workload specification and interface
mappers for the system under test should be nothing but configuration
properties of the middleware. We also sketch out an architecture for this
benchmarking middleware and describe the main components and their
requirements.

1 Introduction

Relational database management systems (RDBMS) have been around since the
1960 s and have long been considered to be a one-size-fits-all solution to data per-
sistence.However, over the last few years, a plethora of newdata storage solutions –
typically referred to as NoSQL (Not Only SQL) systems – have been developed
to step in where RDBMS have previously been unable to fulfill certain complex
application requirements, e.g., elastic scalability. Today’s data storage systems are
primarily categorized by their supported data model and their application data
access interface into column stores (e.g., Bigtable [14] or Cassandra[31]), key-value
stores (e.g., Dynamo [19] or Voldemort1), document stores (e.g., MongoDB2 or
1 project-voldemort.com.
2 mongodb.org.
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CouchDB3), and RDBMS (e.g., MySQL4 or PostgreSQL5)[13,44]. In addition to
these, there are other database systems targeting special use cases, e.g., caching
storage for objects (e.g., Memcached6 or Redis7) and graph-oriented data (e.g.,
Neo4j8), and the so-called NewSQL9 databases (e.g., VoltDB10 or NuoDB11). In
essence, there are hundreds of different database systems available today and the
number is increasing everyday.

Choosing a single database system from this large set of available database
systems for a concrete use case is a non-trivial task [41]. From an application
developer’s perspective, there are certain functional requirements for a database
system based on the application’s needs. From the subset of database systems
fulfilling the demanded functional requirements, an application developer typi-
cally wants to select the “best” database system based on non-functional qual-
ity attributes like performance, availability, data consistency, security, cost, etc.
This shows the clear need for an ability to compare different database systems in
terms of their non-functional quality characteristics which is usually addressed by
benchmarking.

For such a benchmark to measure these quality attributes in a meaningful
way, it requires running a workload that is comparable to the workload which
will eventually be generated by the application. Therefore, measurement results
obtained while running different workloads have little meaning. Most bench-
marks available today can either be used with a subset of database systems
(e.g., TPC12 benchmarks for RDBMS) or do not use realistic, application-driven
workloads (e.g., YCSB [15] or YCSB++ [36]). This prevents a fair comparison of
database systems from different categories, e.g., a column store and an RDBMS.

Furthermore, such database benchmarks should also be easy to use, i.e., it
should consist of both a measurement method and a ready-to-use toolkit. Again,
existing benchmarks fall short by either not including a toolkit (e.g., see the TPC
Express initiative [35]) or implementing the toolkit based on design decisions
which limit the toolkit’s applicability to only a subset of existing databases (e.g.,
YCSB [15]).

We argue that a middleware for the execution of arbitrary database bench-
marks is missing. When designing a benchmark, the benchmark designer should
concentrate on his core competences – namely, specifying a realistic, application-
driven workload profile and means to analyze obtained measurements. Instead
of having the middleware take care of the hassle of distributed benchmarking
3 couchdb.apache.org.
4 mysql.com.
5 postgresql.org.
6 memcached.org.
7 redis.io.
8 neo4j.org.
9 NewSQL is a term used to refer to a new generation of RDBMS that attempt to

provide the same scalable performance of NoSQL systems for OLTP applications
while maintaining the full ACID guarantees provided by traditional RDBMS.

10 voltdb.com.
11 nuodb.com.
12 tpc.org.
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and managing the measurement infrastructure, today, a benchmark designer has
to implement this from scratch for every single benchmark. The result of this is
obvious; we end up with either application-driven benchmarks without a toolkit
or benchmarking toolkits with flawed implementations and limited features. We
are of the opinion that workload specifications and mappers should be treated
as configuration parameters only.

In this vision paper, we present the first steps towards a middleware for the
execution of arbitrary database benchmarks which:

– should offer an execution environment for diverse workloads,
– should not make any assumptions regarding the underlying architecture and

implementation of the database under test, and
– should incorporate the measurement of performance as well as of more com-

plex quality of service (QoS) levels.

For this purpose, we first identify the general requirements for benchmarks
in Sect. 2 and describe why these requirements are difficult to maintain without
a benchmarking middleware. Based on this, we discuss the requirements such a
middleware should, hence, fulfill in Sect. 3. Finally, we sketch out the high-level
architecture we envision for this middleware (Sect. 4) and discuss related work
(Sect. 5) before coming to a conclusion in Sect. 6.

Please, note that some of the requirements from Sects. 2 and 3 may overlap
as requirements related to the execution of benchmarks will inevitably also be
requirements for a middleware solution targeting the execution of benchmarks.
Still, the focus might differ depending on the section.

2 Requirements for Database Benchmarks

The process of benchmarking database systems is typically repetitive, time-
consuming and tiresome [42]. To exacerbate the situation, without a good bench-
mark, the results of the benchmarking process can be confusing and misleading
and may result in making wrong design or database system choices. The task of
performing the benchmark in a new application domain or using newly devel-
oped database systems, like NoSQL systems, can be even more drawn-out due
to the lack of a good benchmark. In order, to be suitable for testing the per-
formance and usability of a wide range of database systems and to be useful
in simulating a wide variety of application use cases, we define the following
desirable characteristics of the benchmark.

Easy to use: In order to be suitable for a wide variety of application and cater
to different types of database users, the benchmark should be easy to configure,
run, use, and extend. The results of the benchmarking process must be easy to
understand so that they are suitable for making objective decisions.

Distributed Application Aware: Increasingly, typical applications are deployed
as a set of distributed database clients, spread across an often large geograph-
ical area that may span continents. To successfully emulate such application
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scenarios, the benchmark itself must be distributed in nature to simulate these
geographically distributed database clients. The framework must make it easy
to define a workload simulating a distributed application; distribution and coor-
dination of the workload should be handled efficiently and correctly. The results
of the execution of the benchmark should be gathered across all the benchmark
workload instances in a correct and efficient manner as though they were running
on a single machine.

Negligible Impact on Results: The benchmark itself and the infrastructure
needed to perform the distribution must be sufficiently light-weight so that it
neither becomes a performance bottleneck nor adversely skews the recorded mea-
surements. This means that the benchmark itself should be able to scale and that
changing the implementation of the benchmark should not affect the measure-
ment results.

Fine-Grained Measurements: Measurements obtained during the benchmark
should be collected and stored in a suitably fine-grained manner so that they
can be easily sliced and diced for further analysis. This does not preclude collec-
tion of aggregate metrics as long as raw, unprocessed data is captured as well.
Therefore, the size of collected measurement data can become large, e.g., for high
request numbers per second or long running benchmarks. Thus, in combination
with the requirement for negligible impact on results, efficient data structures
are needed to persist measurements.

Repeatability: The workload and operations performed during the execution of
the benchmark should be repeatable. This will enable an identical workload to
be run against different database systems in various configurations in order to
perform comparative analysis and A-B testing. For instance, it may be needed
to perform an analysis based on whether encryption is enabled or not. This
requires being able to replay exactly the same sequence of operation of another
benchmarking run.

Wide Applicability to Application Domains: The benchmark should closely
emulate a wide variety of application use cases in the form of predefined work-
loads so that it can be used by application designers and architects to objectively
pick a suitable database system that meets their needs. Extending the predefined
workloads to incorporate application-specific operations or scenarios in order to
enable an apples-to-apples comparison of the database systems under test should
also be easy. There should be an ability to define workloads in the form of a mix
of a variety of operations to be executed in different execution patterns to sim-
ulate a wide variety of application scenarios. This should include the ability to
simulate cases of increasing and decreasing load and differing periodicities of
workload intensity such as sudden spikes and troughs. Workloads should not be
limited to either OLTP or OLAP applications.

Provide Suitable Abstractions: The benchmark should not make any assump-
tions about the specific capabilities of the database under test and be unaware
of the specific database implementation. For instance, it must not know whether
the database supports transactions with ACID guarantees. The interface to the



86 D. Bermbach et al.

database should be abstracted to enable this behavior. However, a too high
abstraction level can result in workloads that only use limited software features
provided by a database system under test. Thus, the implementation of specific
workload scenarios becomes more difficult. Similarly, there should not be any
assumptions about other QoS guarantees provided by the underlying database.
Modern database systems make explicit but frequently also implicit QoS trade-
offs decisions in their implementation. The benchmark should track both sides
of the trade-off, i.e., different QoS dimensions. For instance, instead of making
assumptions about transactional capabilities as prescribed by ACID guarantees
it should track transaction isolation violations during the execution of the work-
load.

Support Micro-Analysis: Many evaluations of database systems use micro-
benchmarks to target specific database system features, e.g., index structures,
using a subset of an application scenario. To be useful in such situations, the
benchmark must allow the user to define targeted patterns of operations in the
benchmark that can be used to define micro-benchmarks which analyze specific,
database features in isolation. Based on the more high-level application work-
load, micro-benchmarks should be a direct result of a drill-down in the workload
stack, i.e., the benchmark should allow to enable and disable all operations of
the high-level, application-driven workload individually.

Support Different Deployment Topologies: The benchmark should be able to
simulate scenarios in which database applications as well as the database itself
are deployed in various deployment topologies including geo-distributed deploy-
ments. Increasingly, applications also use one or more database technologies
simultaneously working in concert. Benchmarking these combined setups in par-
allel should be supported in order to simulate such distributed application sce-
narios.

In our opinion, a benchmarking middleware is a suitable architecture for
building a benchmarking framework that fulfills the requirements above. Due to
today’s speed of innovation in database systems, such a middleware may even
have become a necessity. This is largely because of the following reasons:

– A middleware-based architecture will enable reuse which mitigates the risk
of having to rebuild the infrastructure needed for new benchmarking applica-
tions. This in turn reduces the risk of mistakes in the benchmarking applica-
tion leading to distorted measurement results.

– The application developer or database administrator can focus on the actual
application-specific workload instead of worrying about the infrastructure
needed to run a benchmark (e.g., distributed execution and coordination or
the mapping between operations and database interface).

– The middleware abstracts the measurement and collection of a wide variety of
metrics and performance characteristics across the various QoS dimensions.
For instance, it is a non-trivial task to either detect transaction isolation
anomalies as a result of transactional ACID property violations or to measure
degrees of database (in-)consistency.
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3 Requirements for a Benchmarking Middleware

Building on the requirements for distributed database benchmarks which we
identified in Sect. 2, we will now analyze middleware features necessary for creat-
ing middleware-supported benchmarks according to the mentioned benchmark-
ing requirements. We will use this to identify requirements that the middleware
for database benchmarking should fulfill.

In order to increase ease of use and allow for wide applicability to applica-
tion domains, a ready-to-use toolkit which does not make any assumptions about
the application domain or application scenario is required. This is closely linked
to providing suitable abstractions as well as supporting distributed workloads
and deployments, i.e., the benchmarking middleware itself should be completely
unaware of anything happening above or below the middleware layer; it should,
hence, be entirely database- and application-agnostic and be able to handle dis-
tribution and coordination. Ease of use also calls for the middleware tool to come
bundled with built-in basic workloads that are ready to use.

Fine-grained measurements will create large amounts of data so that a bench-
marking middleware must be able to handle such a data stream in terms of per-
sistence, i.e., storage of fine-grained results is required. Due to the complexity
of implementing such measurements, the measurement process itself should also
be handled by the middleware – not only for well-explored QoS dimensions like
latency or throughput but also for more complex dimensions like consistency or
transaction isolation. Therefore, a benchmarking middleware should come bun-
dled with support for advanced QoS dimensions. Finally, a benchmarking imple-
mentation with little or no impact on repeatable measurement results obviously
requires the same of an underlying middleware solution, that is, an efficient
implementation offering a trace-based execution of experiments.

Building on this connection between requirements for benchmarks and the
corresponding requirements for a benchmarking middleware, we will now discuss
each of the middleware requirements in more detail:

Database- and Application-Agnostic: The middleware should provide a one-
size-fits-all framework that supports all kinds of workloads with a variety of
database access patterns (e.g., changing workload intensity, OLTP and OLAP,
transactional and non-transactional, complex queries and key-based access, etc.)
without any assumptions on the application scenario or the application workload.
In addition to this, the middleware needs to be independent of the underlying
database and should be equipped with a flexible set of mappers that map and
facilitate the execution of its workloads on the different data models supported by
different database systems (e.g., relational, column-oriented, document-oriented,
and key-value) with the flexibility to support the definition of new data models
with associated mappers.

Support for Advanced QoS Dimensions: In addition to measuring the standard
evaluation metrics for database systems like response time and throughput, the
middleware should facilitate the measurement of advanced QoS metrics such as
consistency [4,9–12,26,48,50], availability and elasticity [43], where applicable.
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Ideally, the measurement component of the middleware should be extensible
so that it provides the ability to define new metrics and to plug-in new mea-
surement modules for these newly defined metrics. Furthermore, for cloud-based
deployments, the middleware should be able to track concrete usage of cloud
resources (e.g., storage, CPU, network, etc.) in order to facilitate monetary cost
benchmarking which is an important aspect of cloud environments [23].

Storage of Fine-Grained Results: The middleware needs to track and store all the
raw measurement data which introduces a certain degree of complexity as raw
measurement results can potentially become very large. To ease further analysis
and to also offer convenient access to aggregated results, the middleware should
also come bundled with a data analysis module that provides the ability to
gain insights from the collected large amount of measurement data by suitably
aggregating, transforming, correlating, and analyzing the raw measurement data.

Efficient Implementation: The middleware itself should not have a significant
negative impact on the performance of the benchmark and the measurements
of the evaluation metrics, i.e., choosing a different middleware implementation
should not notably affect the measurement results.

Distribution and Coordination: The middleware should manage distribution and
coordination of (potentially geographically) distributed measurement clients and
do so in a way transparent to the benchmark developer.

Trace-Based Execution: A repeatable benchmark execution, e.g., for A-B testing,
requires a trace-driven implementation so that a priori instead of ad hoc workload
generation is the logical choice. Obviously, such an operation trace should also
contain information on the measurement client issuing the operation according
to the desired level of distribution. This will assert that repeated executions
will issue the same operations after the same test duration from the same geo-
location. Depending on whether the load balancer is considered to be part of
the application or the database system, this may even require – in the case
of replication – to issue these same requests also to the same replicas. This is
especially important when measuring consistency behavior [8].

Built-in basic workloads: The middleware should come bundled with a basic set
of built-in basic workloads which are ready to use. These can then also be used
as building blocks for advanced workloads more closely resembling the actual
workload of a concrete application use case. This will also serve as a way to
perform an apples-to-apples comparison between competing database systems
for general purpose use without a concrete application in mind. The TPC suite
of benchmarks and the default workloads provided by YCSB [15] have played a
similar role in the past.

4 An Architecture for a Benchmarking Middleware

To fulfill the requirements identified in the last section, a benchmarking middle-
ware needs to be extensible in several dimensions. We aim to address these with
the following high-level architecture (see also Fig. 1 which gives an overview):
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Fig. 1. High level architecture of the proposed benchmarking Middleware

Mappers are responsible for mapping queries to a particular database
instance. This is implemented in two stages. In the first stage, queries are mapped
to a particular type of database, e.g., a column store, but are not yet bound to a
specific database system, e.g., Cassandra [31]. In the second stage, the abstract
interface is mapped to a concrete database system. This way, standard mappers
for different types of databases can be supported along with custom mappers.
Furthermore, this also enables the ability to support additional database systems
as well as entirely new types of database systems in the future.

For example, the first stage may choose to store an object as well as all
objects referenced by this object through one-to-many relationships under the
same key in a key-value store. It may also choose to do so in the JSON format.
The second stage, in contrast, will then map the abstract CRUD interface of
the key-value store to, for instance, Voldemort. This staged mapper approach
keeps the middleware entirely agnostic of both the application workload and the
underlying database system under test.

As another example, a query retrieving a data item based on three filter
criteria might be mapped to an RDBMS with a query like SELECT * FROM table

WHERE a AND b AND c . For a column store, in contrast a standard mapping might
be to use the concatenated values of the fields referenced by a, b and c as row
key and to, therefore, issue a get query for this row key.

The Workload Executor is responsible for executing all requests of the work-
load according to the workload specification. For this purpose, we propose to
use a precomputed operation trace, i.e., a priori workload generation, to remove
much of the necessary coordination effort. We imagine that a secondary tool
will be used to create operation traces – either based on real-world traces or the
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Fig. 2. Coordination between multiple benchmarking instances

corresponding workload description – in a standardized format, e.g., as tuples
containing a relative timestamp, a SQL query and an origin location. Through
this a priori workload generation, the Workload Executor will maintain the
repeatability requirement. The requirement of having an efficient implementa-
tion is largely independent of the proposed architecture and mainly depends on
the concrete implementation but an a priori workload generation through an
external tool will certainly help the middleware layer to remain relatively thin
by moving most coordination overhead to a time before the actual benchmark
execution.

The Measurement Manager keeps track of all the individual measurement
modules (e.g., performance or consistency behavior) and their individual mea-
surement outputs. For this purpose, the manager provides detailed information
to the modules (e.g., start and end time of requests or business transactions,
operation results, etc.) and persists the metric output in a local database for
post-processing. This component will include predefined measurement modules
to determine latency, throughput, availability, elasticity, scalability, and consis-
tency behavior. Therefore, the requirements of being able to store fine-grained
results as well as support for advanced QoS metrics will not be violated.

As a typical benchmark run will be distributed, there will be different bench-
marking instances which need to be coordinated. The Benchmark Coordina-
tor is, therefore, responsible for communication across instances to assert, for
instance, that all benchmarking instances have the correct information available
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on operation traces, start times, etc. We propose a master-based approach as
a single point of failure is, in this particular case, actually desirable, since fail-
ures will render benchmarking results unusable and fault-tolerance mechanisms
would hide this from the user. The coordination of benchmarking instances is
illustrated in Fig. 2. This approach requires sufficiently precise clock synchro-
nization as provided by NTP13 as well as the use of reliable messaging protocols
for communication. Implementing the Benchmark Coordinator component will
fulfill the requirement of handling coordination and distribution within the mid-
dleware layer.

5 Related Work

Related work on benchmarking middleware for distributed databases is scarce.
Difallah et al. [21] propose an extensible testbed for the execution of bench-
marks against relational databases. In particular, they argue for encapsulation
of recurring functionality within a universal benchmarking infrastructure. There-
fore, the work is closely related to our proposed benchmarking middleware. To
our knowledge, this is the sole publication addressing not only a subset of our
use case.

In the following, we discuss related work in three groups: (i) identified bench-
marking requirements for database systems in different contexts, e.g., cloud
environments, (ii) existing benchmarking approaches that address subsets of
requirements outlined in Sects. 2 and 3 and (iii) specialized foundational works
that address single functionalities of a benchmarking middleware, e.g., distrib-
uted generation of synthetic data sets.

Benchmarking Requirements: A good benchmarking middleware must identify
requirements for building meaningful and useful benchmarks. Huppler [29] dis-
cusses five general characteristics of a good benchmark, i.e., relevant, repeat-
able, fair, verifiable and economical. Nambiar and Poess argue that database
technologies are changing at such a rapid pace that deployment of benchmarks
have became increasingly complicated. Therefore, easier means to develop and
execute benchmarks are required. Smith [46] and Folkerts et al. [24] discuss
requirements for benchmarks in cloud environments. Furthermore, Poess [37]
and Baru et al. [6] discuss requirements for Big Data environments, respectively.
Bermbach [8] discusses requirements for (consistency) metrics. Specifically, these
have to be meaningful, fine-grained, have a high resolution and allow reproducible
measurement results.

Benchmarking Approaches: Benchmarking approaches are application-driven or
system-driven. Application-driven approaches, i.e., end-to-end benchmarks, focus
on providing realistic and meaningful workloads for an application domain.
System-driven approaches are often micro-benchmarks and typically build on
synthetic workload generation; they focus on a broad coverage of workloads to
measure isolated database features.
13 ntp.org.

http://ntp.org
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Examples of application-driven approaches grouped by application domains
are: OLTP [17,18], decision support [16,25], social media [5], CEP [32], ETL [49].
Examples of system-driven approaches are the Yahoo! Cloud Serving Benchmark
(YCSB) [15] and Rain [7]. YCSB provides an extensible benchmarking tool with
adapters for a number of distributed database systems, e.g., HBase, Cassandra
and MongoDB. Two extensions to YCSB are YCSB++ [36] and YCSB+T [20].
YCSB++ adds new features to YCSB: bulk loading for databases based on
B-trees, Zookeeper-based [28] start of distributed YCSB clients and distributed
monitoring based on Ganglia [33]. YCSB+T extends the original workload by
providing the ability to define multi-item transactions and a data validation and
anomaly detection phase that can be used to classify and quantify database
anomalies introduced by the workload. Rain [7] is a workload generation toolkit
that provides a load scheduling mapper that can be extended with application-
specific workload generators.

Different TPC benchmarks do not provide an implementation and workload
models provide limited flexibility, thus, setup and customization requires addi-
tional effort. YCSB allows the generation of synthetic workloads based on a
stochastical workload model. For a large number of application workloads, an
accurate emulation based on the workload model is impossible or difficult to
instantiate. Furthermore, support for important features, e.g., benchmark dis-
tribution and customized collection of metrics, are limited by existing bench-
marks and frameworks. Our proposed benchmarking middleware closes the gap
between - application-driven and system-driven workload models and provides
frequently used benchmarking functionals in a transparent way.

Foundational Work: To realize the different components of our envisioned bench-
marking middleware, related work from different areas must be taken into
account. To address this, we discuss related work with selected examples, which
include, distributed data set generation for the Benchmark Coordinator, work-
load scheduling for the Workload Executor and complex QoS-metrics for the
Measurement Manager. Gray et al. [27] discuss the generation of synthetic data
sets. This work has been extended with a focus on distributed generation of
data sets by Alexandrov et al. [1–3] and Rabl et al. [38,40]. In essence, both
these approaches aim to provide a speed-up through parallelization with regard
to the preparation time of database benchmarks. Schroeder et al. [45] propose
additional parameters to be explicitly considered during workload generation,
namely a scheduling model for requests. The model differentiates between work-
load generators that do or do not schedule new requests independent of received
responses to the preceding request. Since, trade-offs exist between QoS met-
rics, it is not sufficient to characterize database systems based on a single QoS
dimension, e.g., performance. Among others, the following examples of bench-
marking approaches address specific system qualities: (i) consistency [4,9–12,26,
48,50], (ii) dependability [47], (iii) scalability [15,39], (iv) elasticity [22,30], and
(v) security [34].
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6 Conclusion

Historically, industry standard database benchmarks have enabled healthy com-
petition among rival vendors that resulted in improved product offerings and was
also a significant contributing factor towards the evolution of database systems
themselves. While these benchmarks continue to serve both the industry and
research community well, they lack some of the flexibility and extensibility
required by modern cloud-based application systems in which different types
of data management systems often coexist and complement each other. Further,
these applications often make QoS and performance trade-offs based on a much
wider set of requirements and criteria – yet, in current database benchmarks
the ability to study these trade-offs is missing. In addition to this, today’s data-
base benchmarks either do not come with a read-to-use toolkit or are limited to
certain kinds of database systems and based on synthetic workloads.

In this paper, we describe our vision and architecture of a middleware for
benchmarking different databases and workloads. The authors plan to further
extend as well as actually implement this framework to provide the necessary
infrastructure for benchmarking database systems with regards to arbitrary QoS
dimensions and trade-offs, to help in determining price-performance trade-offs,
and to enable modern benchmarks for studying QoS behavior of multi-tenant,
frequently cloud-based, federated multi-database environments.

References
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