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Preface

Dynamics of Civil Structures represents one of ten volumes of technical papers presented at the 33rd IMAC, A Conference
and Exposition on Balancing Simulation and Testing, 2015, organized by the Society for Experimental Mechanics, and
held in Orlando, Florida, February 2-5, 2015. The full proceedings also include volumes on Nonlinear Dynamics; Model
Validation and Uncertainty Quantification; Sensors and Instrumentation; Special Topics in Structural Dynamics; Structural
Health Monitoring & Damage Detection; Experimental Techniques, Rotating Machinery & Acoustics; Shock & Vibration
Aircraft/Aerospace, Energy Harvesting; and Topics in Modal Analysis.

Each collection presents early findings from experimental and computational investigations on an important area within
Structural Dynamics. Dynamics of Civil Structures is one of these areas.

The Dynamics of Civil Structures Technical Division serves as a primary focal point within the SEM umbrella for
technical activities devoted to civil structures testing, monitoring, and assessment. This volume covers dynamic testing
and analysis of all kinds of civil engineering structures such as buildings, bridges, stadiums, dams, etc. Over the last few
years, there has been an interest in input and output modal analysis, as well as output only, ambient vibration testing of
bridges. In addition to the material in this volume, a number of technical contributions devoted to new methods, non-linear
dynamics, wind turbine dynamics, and monitoring related to civil structure dynamics may be found in other volumes of these
proceedings.

The organizers would like to thank the authors, presenters, session organizers, and session chairs for their participation in
this track.

Columbia, SC, USA Juan Caicedo
Bethlehem, PA, USA Shamim Pakzad
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Chapter 1

Determination of Modal Properties of an Irregular 20-Story Concrete
Shear Wall Building

Ferya Moayedi, Salman Soleimani-Dashtaki, and Carlos E. Ventura

Abstract This paper presents the results obtained from the ambient vibration measurements done on a 20 story tall building,
with reinforced concrete core, located in Vancouver, British Columbia, Canada. The experiment reveals the dynamic
characteristics of the investigated building by advanced system identification methods using enhanced signal processing
techniques and the fundamentals of frequency domain decomposition. The results include the natural frequencies and the
mode shapes of the building obtained from the ambient vibration measurements. The dynamic characteristics of interest
in this study are the lateral and torsional natural frequencies and the corresponding mode shapes. A total of 11 modes of
vibration, up to the fourth translational and torsional modes, were successfully identified. This paper uses the Enhanced
Frequency Domain Decomposition (EFDD) and the Curve-fit Frequency Domain Decomposition (CFDD) methods to
identify the modes and utilizes the Frequency Domain Operating Deflection Shapes (FDODS) technique for modal validation.
The experimental results were then compared to the analytical estimations from the ETABS models of the building created
at the time of the structural design phase and model validation and calibration is performed.

Keywords System identification ¢ Experimental techniques ¢ Ambient vibration measurement ¢ Modal estimation
Model validation

1.1 Introduction

Ambient vibration measurements have been made on a 20 story tall building located in downtown Vancouver. The tests
performed on the building provide information on the dynamic characteristics of the structure including the mode shapes and
natural frequencies. Those dynamic characteristics of interest in this study are the lateral and torsional natural frequencies
and the corresponding mode shapes. In order to investigate the dynamics of the building, transducers have been used to
record vibrations in terms of velocity and acceleration at each floor level. The data were then analyzed and the building was
modeled in order to extract the modal properties of the structure. These properties include the natural frequencies of the
building and their modes of vibration in the translational and torsional modes, as well as their respective modal damping
ratios.

The investigated structure has two reinforced concrete cores, each one with a set of stairs from the basement all the way
up to the roof. Of the two concrete cores, one also contains an elevator shaft which continues throughout the height of the
building. The shape of the building in plan-view is mainly a rectangle with some minor extrusions at some levels. The size
of the building in the three lower floors is approximately 36 m by 30 m and in the upper floors it reduces to 30 m by 20 m.

Typical storey height is approximately 3.7 m. Figure 1.1 below demonstrates an overview of the building, by presenting
an overall photo of the building as well as a typical floor plan for this structure. The building was in the final stages of
construction at the time ambient vibration measurements were made, tests were done while the floor tiles were being placed
and the cabinets being installed.
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Fig. 1.1 Photo of the investigated building (a) and typical floor plan (b)

1.2 Experimental Phase

The natural modes of vibration of the building are captured by performing ambient vibration measurements on the building
structure. Ambient vibration test is preferable to forced vibration measurement for different reasons. In order to obtain the
modal parameters of large structures, there is adequate excitation from wind, traffic, and human activity forces. Hence, there
would be no need for exciting devices to be used and the risk of damaging the structure can be avoided [1]. In order to
perform the ambient vibration measurements on the structure and capture the natural modes of vibration, the velocity and
acceleration of the structure, TROMINO® (Micromed) accelerometers were utilized to capture the characteristics of the
building.

In order to capture the behavior of the structure, measurements were made in different setups. In each setup one transducer
was always kept at the highest floor of the building as a reference sensor, recording motions for the entire duration of the
test, and a number of transducers were moved around to different floors; having two sensors placed at every single floor at
a time, usually at opposing corners. All floors of the building were measured using five transducers, and in total, ten setups
were needed to complete the building measurements.

Illustrative diagram of the test setups for the building is shown below in Fig. 1.2. Each setup was recorded for a period of
32 min with a sampling rate of 128 Hz.

The duration of the measurements and the location of the data recordings were predetermined by looking at the structural
drawings and the ETABS model of the building prior to the test. In this study, transducers in each setup recorded data for a
minimum duration of 30 min with a minimum sampling rate of 128 Hz. It is recommended to have longer recording time in
order to capture the lower frequency content including the lowest modes of vibration. What this paper would like to suggest,
to be used as a rule of thumb, is that the measurement duration of 1,000 times the fundamental period of the building, in
units of seconds, would result in sufficient data to capture the frequency content of interest with a decent resolution.
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Fig. 1.2 Typical sensor locations
inside building Transducer i

Ref.
Transducer

i Transducer

L

1.3 System Identification and Test Results

After testing, the recorded data need to be extracted from the TROMINO®s onto a computer using the Grilla® Software.
The same software is then used in order to convert the data to ASCII format and a series of basic and preliminary signal
processing is performed on the data in order to check the validity of the recorded signals. It is recommended that the time
history plots for all the recorded signals are developed and investigated for any possible spikes and outliers, prior to any type
of analysis.

Data validation and pre-processing of the data was done using MATLAB at the preliminary stages. MATLAB codes were
generated in order to view the time history plots, take them into the frequency domain, and verify the data. Signal processing
was performed in order to identify as many modes of vibration as possible. The data was decimated in different ways and
data filtering with different orders was done to zoom into specific frequency bands in order to minimize the noise and identify
the structural modes of vibration at each frequency range.

Further processing, filtering, and modeling were done using ARTeMIS Modal Pro (SVIBS). As further explained in detail
throughout the paper, the software ARTeMIS Modal Pro was utilized in order to perform the main signal processing, modal
identification, and mode shape validation for the structure studied. Other software used in conjunction with the mentioned
programs, would be MATCAD, EXCEL, and ConTEXT which were used for data handling, cleanup, and preliminary
processing of the raw data.

The Frequency Domain Decomposition (FDD) technique which decomposes the spectral density matrix at every
frequency line using Singular Value Decomposition (SVD) was utilized in order to estimate the mode shapes and the natural
frequencies based on the set of single degree of freedom (SDOF) systems for each mode. It is evident that the estimated
modes can be grouped into the following types: structural modes, harmonics, and noise modes [2]. Investigation was done
on the Singular Value Decomposition (SVD) graphs in order to identify the modes of the mentioned types and peak-picking
method was performed in order to distinguish and select only the structural modes of vibration from the rest of the plotted
frequency content.

It was realized that the noise to signal ratio is much higher at higher frequencies such that distinguishing between the
structural and noise modes becomes extremely difficult at frequencies higher than 16 Hz. Thus, the decimation and filtering
algorithms were optimized to give the highest resolution possible up to 16 Hz and frequencies higher than 16 Hz were
eliminated from the modal estimation.
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Initially, Frequency Domain Operational Deflection Shapes (ODS) technique was used in order to scan the frequency
domain for possible mode shapes. Then FDD, EFDD, and CFDD techniques were utilized in order to identify the specific
natural frequencies by the peak-picking method. Finally, the same ODS method was performed in order to validate the
deflected mode shapes. The following sections would present the results obtained using each mentioned technique.

1.4 Frequency Domain Decomposition (FDD)

This technique approximately decomposes the response into a set of independent single degrees of freedom systems
and performs singular value decomposition of the spectral density matrices. Table 1.1 summarizes the identified modal

frequencies using this technique.

The peak-picking process which resulted in the presented graph of the FDD technique is illustrated in Fig. 1.3.

Table 1.1 Identified frequencies
using the FDD technique

dB | (1E-6 mmvs)* / Hz

Frequency (FDD) | Mode complexity

Mode no. | Mode descriptions Hz %

1 First translational mode in the Y-direction 1.08 2.16
2 First translational mode in the X-direction 1.27 6.33
3 First torsional mode 1.83 10.14
4 Second translational mode in the X-direction| 4.46 9.71
5 Second translational mode in the Y-direction | 4.97 2.07
6 Second torsional 6.72 27.08
7 Third translational mode in the X-direction 9.68 74.47
8 Third torsional mode 11.45 21.23
9 Third translational mode in the Y-direction | 12.03 30.95
10 Fourth translational mode in the Y-direction | 15.01 56.68
11 Fourth translational mode in the X-direction | 15.57 61.33

Average of Hormalized Singular Values of
Spectral Density Matrices of all Test Setups

Lines

Frequency [Hz]

Fig. 1.3 Singular values of spectral density matrices of all test setups (FDD technique)

25

Indicators
Modal Cobarence
Medal Demain

Cursor Values
= 108 [Hz]
¥ = 80.11 a8 | [LE-8 mm/s)* / HE

Maode Markers
Current Estimator
Other Estimaton

SV Line #1
VD Line #2
VD Line #3
VD Line #4
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As it can be interpreted from the plot some of the peaks are not very well distinct. Thus, it might be almost impossible
to identify them in one shot signal processing from the scratch. Therefore, some of the picked frequencies had been pre-
identified by zooming into smaller frequency ranges through filtering and decimation.

Moreover, Frequency Domain ODS plots are developed and the “Toggle Cursor Mode” of ARTeMIS was activated in
order to scan all the possible peaks in the frequency domain to identify building deformations representing any of the familiar
mode shapes; frequencies of the specific peaks are recorded for further investigations through FDD techniques.

The authors would like to suggest targeted investigations in each frequency band in order to pre-determine some of the
possible natural frequencies, and then peak-picking becomes much easier when finalizing the results.

1.5 Enhanced Frequency Domain Decomposition (EFDD)

The enhanced FDD adds a modal estimation layer which is divided into two steps. The first step is to perform the FDD Peak
Picking, and the second step is to use the FDD identified mode shapes to identify the Single-Degree-Of-Freedom (SDOF)
Spectral Bell functions and from these SDOF Spectral Bells estimate both the frequency and damping ratio.

Table 1.2 contains the calculated frequencies and damping percentages for the identified modes of vibration from peak-
picking done using the EFDD plot presented in Fig. 1.4 followed.

Table 1.2 Identified frequencies using the EFDD technique

Frequency (EFDD) | Mode complexity | Damping ratio

Mode no. | Mode descriptions Hz % %

1 First translational mode in the Y-direction 1.08 1.91 1.49
2 First translational mode in the X-direction 1.27 6.21 1.43
3 First torsional mode 1.83 9.73 1.07
4 Second translational mode in the X-direction| 4.46 9.64 1.28
5 Second translational mode in the Y-direction | 4.96 2.68 1.34
6 Second torsional 6.73 23.12 1.28
7 Third translational mode in the X-direction 9.63 64.85 0.00
8 Third torsional mode 10.90 36.11 0.00
9 Third translational mode in the Y-direction | 12.04 36.29 0.00
10 Fourth translational mode in the Y-direction | 15.01 56.68 0.00
11 Fourth translational mode in the X-direction | 15.56 68.12 0.06

48 | (1E-8 mms) [ Hz Average of Hormaized Singular Values of
Spectal Dennity Malices of ail Test Seiups

100

soffa:-- b

Do ,/F\k_/"‘v/'w‘m_w'

; Ny

&0

- 5 F E
Freguency [Ha]

Fig. 1.4 Singular values of spectral density matrices of all test setups (EFDD technique)
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B | (VE-6 mever /M Sangular Values of Spectral Denadies of Test Setup:
Selup 03

Fregquency [H2]

Fig. 1.5 Singular values of spectral density matrices of all test setups (CFDD technique)

Table 1.3 Identified frequencies using the CFDD technique

Frequency (CFDD) | Mode complexity | Damping ratio

Mode no. | Mode descriptions Hz % %

1 First translational mode in the Y-direction 1.082 1.909 1.708
2 First translational mode in the X-direction 1.274 6.212 1.295
3 First torsional mode 1.825 9.729 0.912
4 Second translational mode in the X-direction| 4.454 9.635 0.733
5 Second translational mode in the Y-direction | 4.960 2.677 0.814
6 Second torsional 6.724 23.117 0.837
7 Third translational mode in the X-direction 9.625 64.847 0.000
8 Third torsional mode 11.635 50.371 0.347
9 Third translational mode in the Y-direction | 11.958 26.685 0.000
10 Fourth translational mode in the Y-direction | 15.000 60.562 0.000
11 Fourth translational mode in the X-direction | 15.563 61.428 0.000

1.6 Curve-Fit Frequency Domain Decomposition (CFDD)

The curve-fit FDD is similar to the EFDD estimation. The natural frequency and the damping ratio of the modes are estimated

by curve fitting the SDOF Spectral Bell using frequency domain least-squares estimation, shown graphically in Fig. 1.5.
Since the SDOF spectral bell is free of influence of other modes there is only a single eigenvalue and residue to fit. The

natural frequency as well as the damping ratios are then extracted from the eigenvalues and are presented in Table 1.3.

1.7 Frequency Domain Operating Deflection Shapes (ODS)

An Operating Deflection Shape or ODS is the deflection of a structure at a particular frequency relative to a specific point,
also known as the driving point, on the structure. ODS analysis is used for determination of the vibration pattern of a structure
under given operating conditions.
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Fig. 1.6 Singular values of spectral density matrices of all test setups (FDODS technique)

Table 1.4 Identified frequencies
using the frequency ODS shape
technique

Frequency (FDODS) | Mode complexity

Mode no. | Mode descriptions Hz Yo

1 First translational mode in the Y-direction 1.08 2.16
2 First translational mode in the X-direction 1.27 6.40
3 First torsional mode 1.83 9.78
4 Second translational mode in the X-direction| 4.46 8.51
5 Second translational mode in the Y-direction | 4.98 1.90
6 Second torsional 6.75 28.10
7 Third translational mode in the X-direction 9.67 47.72
8 Third torsional mode 11.46 23.07
9 Third translational mode in the Y-direction | 12.08 28.63
10 Fourth translational mode in the Y-direction | 13.17 39.70
11 Fourth translational mode in the X-direction | 15.56 49.23

Before any modal estimation and after each modal identification, the ODS was done to confirm the validity of the deflected
shape at the identified frequency. The final plot is shown in Fig. 1.6 and a summary of the frequencies identified by the
FDODS technique is presented in Table 1.4.

1.8 Summary of Results

The frequencies identified using the above techniques are all summarized in Table 1.5. As evident, the three methods are
fairly similar in all of the identified modes of vibration.

The frequencies, and their corresponding periods, of the structural modes of vibration identified using the FDD technique
are compared against the values obtained from the ETABS model of the building. Table 1.6 summarizes the first ten modes
from the ambient vibration measurements to the modes extracted from the ETABS model.

1.9 Mode Shapes

The following mode shapes have been exported from ARTeMIS after the analysis of the data (Figs. 1.7, 1.8, 1.9 and 1.10).
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Table 1.5 Summary of the natural frequencies from different FDD techniques
Frequency (FDD) | Frequency (EFDD) | Frequency (CFDD)
Mode no. | Mode descriptions Hz Hz Hz
1 First translational mode in the Y-direction 1.08 1.08 1.08
2 First translational mode in the X-direction 1.27 1.27 1.27
3 First torsional mode 1.83 1.83 1.83
4 Second translational mode in the X-direction| 4.46 4.46 4.46
5 Second translational mode in the Y-direction | 4.97 4.96 4.98
6 Second torsional 6.72 6.73 6.75
7 Third translational mode in the X-direction 9.68 9.63 9.67
8 Third torsional mode 11.45 10.90 11.46
9 Third translational mode in the Y-direction |12.03 12.04 12.08
10 Fourth translational mode in the Y-direction | 15.01 15.01 13.17
11 Fourth translational mode in the X-direction | 15.57 15.56 15.56
Table 1'_6 Modal periods and FEM period | Measured period | FEM frequency | Measured frequency
frequencies
Mode no. | s s Hz Hz
1 1.956 0.93 0.511 1.08
2 1.396 0.79 0.716 1.27
3 0.873 0.55 1.145 1.83
4 0.334 0.22 2.996 4.46
5 0.284 0.20 3.519 4.97
6 0.193 0.15 5.174 6.72
7 0.134 0.10 7.446 9.68
8 0.124 0.09 8.085 11.45
9 0.118 0.08 8.440 12.03
10 0.091 0.07 10.950 15.01
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Fig. 1.9 Mode 3 — X direction (a) and Y direction (b)

1.10 Discussion of Results

System identification and modal characteristics of the reinforced concrete core building is determined by performing ambient
vibration measurement tests using TROMINO® tri-axial transducers. As expected, the frequencies identified using the above
techniques which are all summarized in the previous sections indicate that the measured natural periods of the building are
approximately half the calculated natural periods derived from the ETABS model. This difference between the measured
and the calculated results is due to the assumptions made in creating the FEM model such as not considering the effects of
non-structural components on building stiffness.

The modal properties of the building obtained from this experiment can be potentially used in FEM model updating. The
authors of this paper would like to conclude that the utilized testing strategy would work very well for the building tested.
The number of modes identified was beyond the expectation.
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Chapter 2
Effect of Foundation Rocking on the Dynamic Characteristics
of a 30-Story Concrete Shear Wall Building

Salman Soleimani-Dashtaki, Ferya Moayedi, and Carlos E. Ventura

Abstract The dynamic characteristics of a structure after the completion of its construction phase can be determined using
ambient vibration measurement techniques. A newly constructed 30 stories tall reinforced concrete building in Burnaby,
British Columbia, Canada, is tested using this technique. The experimental results reveal the dynamic characteristics
of the investigated building including the building rocking and sliding at the foundation level. The method used is the
advanced system identification using enhanced signal processing techniques based on the fundamentals of frequency domain
decomposition. The paper expands on the technique, from the basics of the test setups to the details of the analysis.

A total of 15 natural periods of vibration are successfully identified including the translational and torsional modes (up to
mode 5). The modal estimation is performed using the techniques such as the Enhanced Frequency Domain Decomposition
(EFDD), the Curve-fit Frequency Domain Decomposition (CFDD), and the Frequency Domain Operating Deflection Shapes
(FDODS); and the outcomes are compared against each other. The modes found from the analytical ETABS models of the
building at the structural design phase are then compared and calibrated against the obtained experimental results.

Keywords Experimental techniques ¢ Ambient vibration measurement ¢ Modal estimation ¢ System identification
» Foundation rocking modes

2.1 Introduction

The selected building for this experiment is a 30-storey concrete tower structure which sits on top of four levels of reinforced
concrete underground parking. The building has a huge central core with four elevator shafts and staircases all the way from
the parkade level up to the roof. There are concrete reinforced columns of 60 in. in diameter extending from the foundations
all the way up to level 29. Columns get narrower with the height of the building, and at level 25 they reach a diameter of 30 in.
The building in plan has a complex geometry with one round corner and straight edges at all other corners. This geometry is
introducing some torsional irregularity to the tower, so the instrumentation is optimized to also capture the torsional modes
to a good extent.

The height of the parking levels are 2.9 m each, the height of the lobby is 4.9 m, and the height of all the other levels
is approximately 3.7 m. The building is under the final stages of construction at the time when measurements are made;
therefore construction noises are evident throughout the recorded signals.

Figure 2.1 below shows an overview of the building and its typical floor plan. The dynamic characteristics of the building
including its lateral and torsional mode shapes and natural periods of vibration are determined through ambient vibration
measurements.
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Fig. 2.1 Photo of the investigated building (a) and one of its typical floor plans (b)

2.2 Experimental Phase

By having a minimum of two transducers at each floor, most of the natural modes of vibration of the building are captured.
In fact, having two sensors is required for identification of the torsional modes. In order to capture the dynamic characteristics
of the building, a reference transducer is placed on the roof, located closely to the core of the building, and kept recording
for the duration of the test, while the other transducers are moved around and relocated to different floors of the building.

To monitor the velocity and acceleration of the structure, TROMINO® (Micromed) accelerometers were utilized to capture
the characteristics of the building. The building is measured using 9 transducers, and in total, 10 setups were required to
complete the measurements on all the floors. Each setup records for a duration of 40 min with the sampling rate of 128 Hz.
It is worth mentioning that all transducers were set to record at 10 channels while connected to minimum 3 GPS satellites at
a time during the measurements in all of the setups. Having the transducers acquire date, time, and location stamps from the
GPS satellites allows for precise time synchronization between the devices, with accuracy of 20.001 ms.

Transducers are generally placed at opposing corners of the floor and record the movements in the X, Y, and Z directions.
In this study, the translational modes in the NS and EW directions as well as the torsional modes of the building are of interest.
Also, the building was instrumented all the way down to the foundation level, in order to detect the natural modes associated
with the foundation rocking and sliding. The sketch shown in Fig. 2.2 illustrates the typical location of the transducers.

2.3 System Identification and Test Results

The extraction of the data from the TROMINO®s is through the software Grilla®. The software converts the binary data
recorded by the transducers to ASCII format which is preferable for data analysis. Prior to any extensive analysis, the time
history plots are developed in order to check the validity of the recorded data and point out any outliers or spikes which may
later manipulate the results. In general, data validation is done through a series of developed MATLAB codes.
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Fig. 2.2 Sensor locations in a
typical test setup

Transducer m

Ref.
Transducer

m Transducer

The ARTeMIS Modal Pro (SVIBS) software is used in order to perform the main signal processing, modal identification,
and the mode shape validation for the structure studied. Data is filtered and decimated to decrease the noise to signal ratio
and increase resolution. Additionally, the Band Pass type Butterwort filters are used to zoom into specific frequency bands
in order to investigate the peaks one by one and distinguish the structural modes of vibration at each frequency range. The
results are finally combined into one optimized SVD plot containing the outstanding structural natural frequencies.

The noise to signal ratio is greater in higher frequencies such that distinguishing between the structural and noise modes
becomes extremely difficult at frequencies higher than 12 Hz. Thus, the decimation and filtering algorithms are optimized to
give the highest resolution possible up to 12 Hz and frequencies higher than 12 Hz are eliminated from the modal estimation.

Initially, Frequency Domain Operating Deflection Shapes (ODS) technique is used in order to scan the frequency
domain for possible mode shapes. Then FDD, EFDD, and CFDD techniques are utilized to identify the specific natural
frequencies by the peak-picking method. Finally, the ODS method is again performed in order to validate the deflected mode
shapes.

In addition to the mentioned techniques used in the system identification process, the modes considering rocking and
sliding of the building foundation have been investigated using only the FDD method. The results obtained using each
mentioned technique are compared and discussed in this paper, followed by a more extensive analysis presentation for the
foundation rocking and sliding for the building. Also, the appendix of the paper includes a series of photos and diagrams
illustrating the test setups as well as the identified mode shapes for the buildings.

2.4 Frequency Domain Decomposition (FDD)

This technique approximately decomposes the response into a set of independent single degrees of freedom systems and
performs singular value decomposition of the spectral density matrices [1]. The results of the processed data using the FDD
technique are provided in Table 2.1.
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Ta‘ble 2.1 Identiﬁeq frequencies Frequency (FDD) | Mode complexity
using the FDD technique Mode no. | Mode descriptions Hz Yo
1 First translational mode in the Y-direction 0.50 0.30
2 First translational mode in the X-direction 0.53 1.87
3 First torsional mode 0.94 4.26
4 Second translational mode in the X-direction| 1.95 597
5 Second translational mode in the Y-direction | 2.28 31.80
6 Second torsional 2.58 14.99
7 Third translational mode in the X-direction 3.73 28.23
8 Third torsional mode 4.61 14.35
9 Third translational mode in the Y-direction 5.19 42.21
10 Fourth translational mode in the Y-direction | 5.61 27.35
11 Fourth torsional mode 6.63 50.98
12 Fifth translational mode in the X-direction 7.29 36.66
13 Fourth translational mode in the Y-direction | 8.20 46.67
14 Sixth translational mode in the X-direction 8.41 60.90
15 Fifth torsional mode 10.04 78.28
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Fig. 2.3 Singular values of spectral density matrices of all test setups (FDD technique)

The singular values of the spectral density matrices of all test setups using the Frequency Domain Decomposition (FDD)
technique are shown in the plot represented in Fig. 2.3.

2.5 Enhanced Frequency Domain Decomposition (EFDD)

The Enhanced FDD adds a modal estimation layer which is divided into two steps. The first step is to perform the FDD Peak
Picking, and the second step is to use the FDD identified mode shapes to identify the Single-Degree-Of-Freedom (SDOF)
Spectral Bell functions and from these SDOF Spectral Bells estimate both the frequency and damping ratio. The following
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Table 2.2 Identified frequencies using the EFDD technique

Frequency (EFDD) | Mode complexity | Damping ratio

Mode no. | Mode descriptions Hz % %

1 First translational mode in the Y-direction 0.50 1.03 1.84
2 First translational mode in the X-direction 0.53 1.87 0.00
3 First torsional mode 0.94 2.26 1.08
4 Second translational mode in the X-direction| 1.95 6.33 1.37
5 Second translational mode in the Y-direction | 2.28 21.96 1.13
6 Second torsional 2.57 11.59 0.74
7 Third translational mode in the X-direction 3.74 25.43 1.27
8 Third torsional mode 4.61 8.81 1.32
9 Third translational mode in the Y-direction 5.18 30.11 1.15
10 Fourth translational mode in the Y-direction | 5.60 23.28 1.13
11 Fourth torsional mode 6.61 48.69 0.00
12 Fifth translational mode in the X-direction 7.28 37.13 0.82
13 Fifth translational mode in the Y-direction 8.31 6.64 0.00
14 Sixth translational mode in the X-direction 8.44 53.22 0.00
15 Fifth torsional mode 10.14 76.44 0.00
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Fig. 2.4 Singular values of spectral density matrices of all test setups (EFDD technique)
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table contains the calculated frequencies and damping percentages for the identified modes. The results of the processed data
using the EFDD technique are provided in Table 2.2.

The singular values of the spectral density matrices of all test setups using the Enhanced Frequency Domain
Decomposition (EFDD) technique are shown in the plot represented in Fig. 2.4.

2.6 Curve-Fit Frequency Domain Decomposition (CFDD)

The Curve-fit FDD is similar to the EFDD estimation. The natural frequencies and the damping ratios of the modes are
estimated by curve fitting the SDOF Spectral Bell using frequency domain least-squares estimation.
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Table 2.3 Identified frequencies using the CFDD technique

Frequency (CFDD) | Mode complexity | Damping ratio

Mode no. | Mode descriptions Hz % %

1 First translational mode in the Y-direction 0.50 0.30 0.00
2 First translational mode in the X-direction 0.53 1.87 0.00
3 First torsional mode 0.94 2.26 1.74
4 Second translational mode in the X-direction| 1.95 6.33 0.96
5 Second translational mode in the Y-direction | 2.28 21.96 0.85
6 Second torsional 2.57 11.59 0.46
7 Third translational mode in the X-direction 3.74 25.43 0.84
8 Third torsional mode 4.61 8.81 0.69
9 Third translational mode in the Y-direction 5.16 47.55 0.00
10 Fourth translational mode in the Y-direction | 5.60 23.28 0.65
11 Fourth torsional mode 6.61 48.69 0.00
12 Fifth translational mode in the X-direction 7.28 37.13 0.44
13 Fourth translational mode in the Y-direction | 8.31 6.64 0.00
14 Sixth translational mode in the X-direction 8.44 53.22 0.00
15 Fifth torsional mode 10.14 76.44 0.00
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Fig. 2.5 Singular values of spectral density matrices of all test setups (CFDD technique)

Since the SDOF spectral bell is free of influence of other modes, there is only a single eigenvalue and residue to fit. The
natural frequencies as well as the damping ratios are then extracted from the eigenvalues and are presented in Table 2.3.

The singular values of the spectral density matrices of all test setups using the Curve-fit Frequency Domain Decomposition
(CFDD) technique are shown in the plot represented in Fig. 2.5 above.
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2.7 Frequency Domain Operating Deflection Shapes (ODS)

17

An Operating Deflection Shape or ODS is the deflection of a structure at a particular frequency relative to a specific point,
also known as the driving point, on the structure. The results of the processed data using the ODS technique are provided

here in Table 2.4 below.

The singular values of the spectral density matrices of all test setups using the Frequency Domain Operating Deflection
Shapes (ODS) technique are shown in the plot represented in Fig. 2.6 below.

Table 2.4 Identified frequencies
using the frequency ODS shape
technique

dB | (1E-6 mmys®F [ Hz

120,

Frequency (ODS) | Mode complexity

Mode no. | Mode descriptions Hz %

1 First translational mode in the Y-direction 0.50 10.52
2 First translational mode in the X-direction 0.53 1.87
3 First torsional mode 0.94 2.54
4 Second translational mode in the X-direction| 1.95 6.32
5 Second translational mode in the Y-direction | 2.28 26.47
6 Second torsional 2.58 12.03
7 Third translational mode in the X-direction 3.72 27.58
8 Third torsional mode 4.61 9.88
9 Third translational mode in the Y-direction 5.17 50.11
10 Fourth translational mode in the Y-direction | 5.63 32.13
11 Fourth torsional mode 6.61 31.02
12 Fifth translational mode in the X-direction 7.30 41.94
13 Fourth translational mode in the Y-direction | 8.31 84.50
14 Sixth translational mode in the X-direction 8.44 64.68
15 Fifth torsional mode 10.14 58.32
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2.8 Detecting the Foundation Rocking Components of the Modes

An enhanced modal estimation was performed using the frequency domain decomposition technique in order to identify the
frequencies at which the vibration modes represent foundation rocking. Since considerable rocking components are expected
to be detected in the very first fundamental modes at lower frequency ranges, a different filtering and decimation approach
is utilized in order to identify these specific mode shapes.

For this purpose, only one of the measured test setups for this tall building is considered. Indeed, the only setup considered
in this part of the study is a modified version of the test “Setup 8 which was recorded by 8 transducers all sitting on top of
different foundations at the lowest parking level of the building. The locations of the main foundations are determined prior
to the test, from the structural drawing sets.

The FDD plot shown in the Fig. 2.7 below is obtained after passing a series of Band Pass type Butterworth filters,
in increasing orders, over the data, with no decimations. Then the peak-picking method was performed again in order to
identify the modal frequencies for the rocking and sliding of the foundation.

In order to identify the proper mode shapes, the equations driving the building model in the ARTeMIS had to be modified
such that a rigid body motion can be assumed throughout the height of the building. The data was filtered in different orders
to minimize the noise content at the high frequency range. Table 2.5 below presents the modal frequencies obtained.
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Fig. 2.7 Singular values of spectral density matrices of the rocking test setup

Table.Z..S Foundation rocking Frequency (FDD) | Rocking Component
and sliding modes Mode no. | Rocking Component Hz Y/N

1 Foundation rocking in the Y direction | 0.51 Yes (strong)

2 Foundation rocking in the X direction | 0.53 Yes (strong)

3 Foundation rocking in the X-Y direction | 0.93 Yes

4 Foundation rocking in the Y direction 1.94 Yes

5 Foundation rocking in the X direction | 2.26 Yes

6 Foundation rocking in the X-Y direction | 2.60 No

7 Foundation rocking in the X direction 3.72 Yes (weak)

8 Foundation rocking in the X-Y direction | 4.60 No
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b
Side View {+X) Side View (+X)

Fig. 2.8 Sliding (a) and rocking (b) mode shapes

Fig. 2.9 MAC values for the
rocking and sliding modes of
vibration

2

Typical rocking components of the structural mode shapes are presented in Fig. 2.8. Also, all of the mode shapes from the
identified frequencies are presented in the appendix of the paper.

It is worth mentioning that when dealing with higher frequencies, identifying the modes become much more complex.
Thus the reliability of the results might become lower. Therefore, Modal Assurance Criterion (MAC) values are also
calculated for modal validation. Figure 2.9 represents the 3D graph of the MAC values calculated for these higher identified
modes.
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2.9 Summary of the Results and Discussion

The frequencies associated with the structural modes of vibration, obtained by the FDD, EFDD, and CFDD techniques,
are summarized in Table 2.6. As it can be observed from the tabulated values, the results from the different modal analysis
methods are very similar, increasing the confidence interval for the methodology.

It should be noted that there are always degrees of coupling between the modes, especially when dealing with higher
frequency modes of vibration. For instant, the foundation rocking modes are observed to have significant coupling degrees
with the first translational modes of vibration. Thus, in order to accurately identify the frequencies at which the foundation
rocks, the ambient vibration records in the translational directions had to be deactivated in the model so that the vertical
components of the records can be isolated and investigated separately, to confirm the rocking frequencies on the FDD plots.
Also, the Stochastic Subspace Identification (SSI) can be strategically used in such sophisticated modal estimations.

The frequencies, and their corresponding periods, of the structural modes of vibration identified using the FDD technique
are compared against the values obtained from the ETABS model of the building, created at the structural design phase.
Table 2.7 summarizes the first 13 measured vibration modes along with the calculated modal periods and frequencies from
the ETABS model of the structure.

As evident, the three methods are fairly similar in all of the identified modes of vibration. Also, the comparison between
the frequencies, and their corresponding periods, from the test results with the ETABS model of the building reveals that
generally the actual building has a much higher stiffness than the designed structure. Indeed, the ETABS values for the
period are almost double their corresponding values from the test results. In general, this sort of difference holds true for
most of the structures, but it can be justified by considering that the poured concrete usually has a higher mean strength
than the specified minimum compressive strength which the structural designer prescribes for the main structural elements;

Table 2.6 Summary of the natural frequencies obtained using different FDD techniques

Frequency (FDD) | Frequency (EFDD) | Frequency (CFDD)

Mode no. | Mode descriptions Hz Hz Hz

1 First translational mode in the Y-direction 0.50 0.50 0.50
2 First translational mode in the X-direction 0.53 0.53 0.53
3 First torsional mode 0.94 0.94 0.94
4 Second translational mode in the X-direction| 1.95 1.95 1.95
5 Second translational mode in the Y-direction | 2.28 2.28 2.28
6 Second torsional 2.58 2.57 2.57
7 Third translational mode in the X-direction 3.73 3.74 3.74
8 Third torsional mode 4.61 4.61 4.61
9 Third translational mode in the Y-direction 5.19 5.18 5.16
10 Fourth translational mode in the Y-direction | 5.61 5.60 5.60
11 Fourth torsional mode 6.63 6.61 6.61
12 Fifth translational mode in the X-direction 7.29 7.28 7.28
13 Fourth translational mode in the Y-direction | 8.20 8.31 8.31
14 Sixth translational mode in the X-direction 8.41 8.44 8.44
15 Fifth torsional mode 10.04 10.14 10.14
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Table 2'7 Modal periods and FEM period | Measured period | FEM frequency | Measured frequency

frequencies
Mode no. | s s Hz Hz
1 4.471 2.00 0.224 0.50
2 4.205 1.89 0.238 0.53
3 2.43 1.06 0.411 0.94
4 1.096 0.51 0.912 1.95
5 0.792 0.44 1.263 2.28
6 0.757 0.39 1.321 2.58
7 0.563 0.27 1.776 3.73
8 0.398 0.22 2.512 4.61
9 0.357 0.19 2.800 5.19
10 0.316 0.18 3.166 5.61
11 0.259 0.15 3.864 6.63
12 0.242 0.14 4.129 7.29
13 0.192 0.12 5.203 8.20

this results in a higher building stiffness. Furthermore, based on most of the building codes, an effective moment of inertial,
representing the cracked value for the concrete section, is used in the design phase. Thus, the designed structure is generally
expected to show higher ductility, compared to what the test results show.

2.10 Concluding Remarks

System identification and modal characteristics of the reinforced concrete core building is determined by performing ambient
vibration measurement tests using TROMINO® tri-axial transducers. Pre-processing of the data is performed using the
MATLAB software, by transferring the time domain data into the frequency domain via Fast Fourier Transform algorithm.
The data verification in the frequency domain is achieved by analyzing the data using different FDD techniques.

This paper would like to conclude that the utilized testing strategy would work very well for this tested tall building. The
number of modes identified was beyond the expectation. However, recording at higher sampling rates, such as 256 Hz or
higher, would have increased the resolution of the data. This could facilitate looking for specific information, especially at
the higher frequency ranges. For example, modal estimation for foundation rocking and sliding would certainly be improved
by an increased sampling rate. Also, taller buildings need to be recorded for longer durations of time in order to capture the
low frequency contents with higher resolution [2]. Generally, longer signals are processed longer, but they reveal much more
distinct information about the dynamics of the tested structure.

Appendix

This appendix, with respect to the order of presence of Figs. 2.10, 2.11, 2.12, 2.13, 2.14, 2.15, 2.16, 2.17, 2.18, 2.19, 2.20,
2.21, and 2.22, shows the ARTeMIS model of the building, all of the test setups, the deflected translational mode shapes, the
torsional mode shapes, and the foundation rocking/sliding modes.
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Fig. 2.10 ARTeMIS model of the tested building
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Chapter 3
Ambient Vibration Testing of a 4-Storey Parking Garage

Ilaria Capraro, Yuxin Pan, Kieran Rollins, Wu Gao, and Carlos E. Ventura

Abstract This paper presents the results of ambient vibration tests performed on the 4-storey reinforced concrete Health
Sciences Parkade at the University of British Columbia in Vancouver, Canada. Two tests were conducted in March 2014
under different operational conditions: for the first test, a detailed ambient vibration test, was conducted during normal
operating conditions while in the second test, the data was acquired when the Parkade was almost empty, but only at a few
locations.

The comparison between the results of the two tests shows that the frequency values are quite similar, even if the levels of
vibration during the first test were much higher than those from the almost empty case. The vertical component of vibration
was found to be predominant motion, showing a strong amplification of the vibrations due to traffic. The results also show
that the “added” mass due to the presence of the cars did not significantly affect the modal frequencies.

The Frequency Domain Decomposition (FDD) and the Stochastic Subspace Identification (SSI) were used to estimate
the dynamic parameters of the structure. A total of six modes were identified within the frequency range of 2—-8 Hz, and all
showed a significant 3D response. The natural frequencies and mode shapes from each technique have been compared and
the similarities and differences are further discussed in the paper.

Keywords Ambient ¢ Vibration * Modal ¢ Analysis * Operational

3.1 Introduction

In this paper, the results of ambient vibration testing on the Health Science Parkade at the University of British Columbia
(UBC) in Vancouver, Canada, are presented. The main purpose of this experimental work was to determine the dynamic
properties of the structure, including natural frequencies, mode shapes and modal damping, in order to investigate the
possible seismic behavior of the Parkade and evaluate the potential necessity for seismic retrofit. The experimental tests were
conducted by graduate students of the Department of Civil Engineering of the University of British Columbia in Vancouver,
Canada.

The Health Sciences Parkade is essentially formed by two 4-storey reinforced concrete buildings which are connected by
sets of three parking ramps at each level. The north building also has a basement level, which is used as a storage area by
UBC Parking Services. The lateral force resisting system is composed primarily of shear walls and a moment resisting frame
system. The shear walls extend from the ground level to the top floor. At the basement level there are additional internal
and external shear walls that provide increased lateral stiffness at that level. Moreover, the height of the external shear walls
is only about half of the available storey height, which leads to potentially detrimental short column effects. This stiffness
irregularity in elevation can be clearly appreciated in Fig. 3.1. This figure shows the north elevation of the Parkade at the
intersection between East Mall and Hospital Lane streets.
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Fig. 3.1 North elevation of the
Parkade taken from East Mall
and Hospital Lane intersection

3.2 Ambient Vibration Tests

The first set of ambient vibration test on the Health Science Parkade was obtained on Friday March 14th 2014 by a group
of three UBC graduate students. The test was performed from 9 a.m. until 5 p.m. During this period, the Parkade was
experiencing a high level of traffic, typical of normal operational conditions.

A total of nine Tromino recorders were available to perform the test. One was kept as reference sensor and positioned at the
northwest corner on the second floor. The remaining instruments were roving sensors and were relocated from floor to floor.
The test setup configuration remained constant throughout. At each level, a consistent vertical alignment was maintained in
combination with a consistent orientation according the construction north provided in the structural drawings. The location
and orientation of the sensors during the complete ambient vibration test are shown in Fig. 3.2. The sensors were equipped
with short spikes to be leveled at each position and the time synchronization between each other was done using by the
internal GPS built-in into each sensor.

The data was recorded for each setup for duration of 40 min at a sampling rate of 256 samples per second (sps) and stored
in the internal memory of the Tromino in binary form.

3.3 Data Processing

The recorded data was processed and analyzed using the commercial computer program ARTeMIS Modal, Version 3.0 [1].
A test model was built according to the geometry of the building. Due to the complex geometry of the structure and in order
to better identify the form of the mode shapes, the height of each story in the test model was doubled with respect to the
actual dimensions. The test model is shown in Fig. 3.3. Given the high amplitude of vertical vibrations, and because the focus
of this study was on the lateral vibration, the data from the vertical channels was not included in the analysis.

In order to evaluate natural frequencies, mode shapes and modal damping, the analysis was performed with two different
techniques: Frequency Domain Decomposition (FDD) for the frequency domain and the Unweighted Principal Component
Stochastic Subspace Identification (UPC-SSI) for the time domain.

The data acquired from the ambient vibration tests was transferred via USB cable to a pc. Using the Software Grilla [2],
provided by the supplier of the Tromino instruments, the data was then re-sampled to 128 Hz, and then synchronized using
the software package GEOPSY V 2.7.4 [3] and then saved in ASCII format files. This re-sampling was necessary due to
synchronization issues inherent in the program Grilla.



3 Ambient Vibration Testing of a 4-Storey Parking Garage

3rd Floor —~7

2nd Floor —~7
—

1st Floor ~
Ground g \

—

Fig. 3.2 Setups configuration of the ambient vibration test

All Test Setups with all connected channels

Reference
Setup-5
Setup-4
Setup-3
Setup-2
Setup-1

Fig. 3.3 All setups with horizontal channels connected

33

The analysis was performed first using the FDD technique setting the number of frequency lines to 1,024 and selecting
a total of six projection channels. Decimation was applied to focus on a frequency range from 0 to 32 Hz. The plot of
the average of Normalized Singular Values of the Spectral Density Matrices of all setups is given in Fig. 3.4. The natural
frequencies were estimated first through the peak picking of the average normalized values of the spectral density matrices.

A total of six modes were identified with confidence up to a frequency of 8 Hz. The fundamental mode corresponds to a
longitudinal mode in the N-S direction at a frequency of 2.756 Hz; and the first torsional mode has a frequency of 3.894 Hz.
The first transversal mode in the E-W direction has a frequency of 4.413 Hz and the fourth mode, a second mode in torsion,

has a frequency of 5.781 Hz.
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N-S direction, at 2.756 Hz

In Figs. 3.5, 3.6, 3.7 and 3.8 the first four mode shapes are represented.

The six modes identified with the FDD were also identified with the SSI-UPC technique. As a reference, a plot of the
Stabilization Diagram of the estimated State Space Model for Setup 4 is given in Fig. 3.9. For each mode, natural frequency
as well as modal damping was evaluated.

Table 3.1 presents a comparison between the frequencies obtained using the two different techniques. Damping estimates
resulted in unusually high numbers, but these are not presented here as further analysis of the data may be required to confirm
if these values are indeed that high. Other analysis techniques will be used to verify these numbers.
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Fig. 3.6 Second mode, torsional, T pr—pra—
at 3.894 Hz
Fig. 3.7 Third mode, transversal All Test Setups with all connected channels

in E-W direction, at 4.413 Hz

Fig. 3.8 Fourth mode, second All Test Setups with all connected channels
torsional, at 5.781 Hz
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Dimension Stabilization Diagram of Estimated Stale Space Models
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Fig. 3.9 SSI-UPC, stabilization diagram of estimated state space models for setup 4

Table 3.1 .Compa}rison of the Frequency [Hz]
eoults ebtained with FDD and Mode # |FDD | SSI— UPC | Comment
1 2.756 | 2.607 First N — S longitudinal
2 3.894 |3.863 First torsional
3 4413 |4.132 First E — W transversal
4 5.781 |5.923 Second torsional
5 7.244 | 7.148 Second N — S longitudinal
6 7.944 | 7.891 Third N — S longitudinal

3.4 Effect of Mass of Vehicles

The second ambient vibration test was conducted on March 17th 2014 late in the day when very few cars were using the
Parkade. During the test, a single Tromino sensor was placed at the same location and orientation as the reference Tromino
in the first ambient vibration test. The data was acquired at a sampling frequency of 256 sps and the duration of the recording
was also 40 min.

The spectra for the recorded velocities were computed with a Fast Fourier Transform (FFT) implemented using
MATLAB [4]. Figure 3.10 shows the comparison between the spectra for each different channel: N-S direction, E-W
direction and Vertical channel, respectively.

From the FFT comparison it can be seen that the frequency spectrum obtained from the reference sensor during the
complete ambient vibration test is quite similar to the one obtained with the test conducted when the Parkade is almost
empty. The first natural frequency is about 12 % higher and was obtained in a noisy environment when the traffic was
present. As confirmed in past studies [5], the vertical component of vibration was predominant at frequencies between 10
and 20 Hz, showing a strong amplification of the vibration due to traffic load. The change in mass on the structure between
the two tests due to the presence of the cars didn’t affect significantly the lateral frequencies of the structure.
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Fig. 3.10 FFT comparison between NS-EW and vertical channel records during the two AVT

3.5 Conclusions

Within a range of frequencies up to 8 Hz, a total of six modes have been identified with confidence. The first natural frequency
of the Health Sciences Parkade has been identified at 2.756 Hz and corresponds to a fundamental longitudinal mode in the
N-S direction. The first torsional mode has a frequency that is just about 1 Hz higher than the fundamental mode. This
indicates that during a seismic event, the building is likely to experience both strong lateral and torsional responses.

The comparison between results obtained with FDD and SSI-UPC shows in general good agreement between frequency
values, with a variation within 0 % and 9 %. Modal damping values were obtained through the SSI-UPC analysis but were
unrealistically high and the data needs to be further analyzed to determine these values with confidence.

Because of the limited number of sensors located on the lateral ramps, just two on each floor, little information could be
obtained from those parking ramps. As for the central ramps, no sensors were used to record its vibrations (due to safety
issues), thus it was not possible to evaluate how the central ramp contributes to the overall dynamic behavior of the Parkade.

The comparison between the two ambient vibration tests shows almost no significant difference in frequency values,
indicating that the presence of the cars does not greatly affect the dynamic parameters of the Parkade — in the lateral direction
of motion, of course. However, the amplitude of the recorded data is, as expected, much higher than in the case of almost
empty Parkade, confirming a strong amplification of the response due primarily to traffic loads.
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Chapter 4
Blind Source Separation: A Generalized Modal Identification
Tool for Civil Structures

Ayan Sadhu

Abstract Over the last decade, Blind Source Separation (BSS) has evolved as a powerful tool for system identification
of flexible structures. Several numerical and experimental studies have been proposed to demonstrate its effectiveness in
dealing with noisy full-scale data. The author has recently developed a suite of methods that enhance the capabilities of BSS
in addressing issues associated with decentralized implementation, autonomous processing, nonstationary excitations, and
the presence of narrowband excitations in ambient vibration measurements. The basic idea of the algorithms proposed by the
author is to cast the problem of identification within the framework of underdetermined BSS invoking sparsifying transforms.
The resulting partial mode shape coefficients are combined to yield complete modal information. The transformations are
undertaken using Stationary Wavelet Packet Transform (SWPT), yielding a sparse representation in the wavelet domain.
Both numerical and experimental studies demonstrate the potential of these methods. The speaker will introduce this suite
of methods and some examples where these methods have successfully been applied.

Keywords Decentralized modal identification ® Narrowband excitation ¢ BSS ¢ Wavelet Transforms ¢ PCA

4.1 Introduction

Blind Source Separation (BSS) methods have recently emerged as a powerful class of signal processing methods capable
of modal identification for a large class of linear structural problems. The application of BSS methods to flexible structures
have been reported for a large number of numerical and experimental cases, e.g., [1-6]. These results clearly demonstrate
the potential of using the principle of BSS for a wide range of structural engineering problems. Originally proposed for a
fairly restrictive class of problems involving broadband excitations, static mixtures, and relatively large sensor densities, BSS
extensions to decentralized [7—10], nonstationary [11], autonomous processing [12], convolutive mixing [13] and for narrow
band excitation case [9, 14] have also been reported in recent studies.

The basic principle of BSS methods is primarily related to the most popular BSS tools, Second-Order Blind Identification
(SOBI) [15] and Independent Component Analysis (ICA) [16]. Both SOBI and ICA aim to estimate the modal parameters
from a set of measurements that are assumed to be a superposition of modal responses. ICA methods assume that the
sources are non-Gaussian (SOBI methods do not have this restriction), and the objective of ICA algorithms is to estimate the
linear transformation which assures that the sources are as independent as possible. Whereas ICA methods use higher-order
statistics (e.g., kurtosis), SOBI methods use second-order statistics and assume that the sources have a temporal structure. The
exploitation of the time structure by introducing several time-lagged co-variance matrices in SOBI enables better handling
of sources with different spectral contents [5].

In BSS methods, two keys assumptions are, (1) the number of measurements (7,,) to be more than the number of sources
(ny), (2) the excitation is generally assumed to be broadband [1, 4, 5]. If the former assumption is violated (e.g., n,, < ny), it
leads to the underdetermined problem which is frequently occurred in decentralized system where only fewer measurements
are available at any particular measurement set-up. On the other hand, if the later assumption is violated, and there are
unknown harmonics present in the excitation, the excitation harmonics are also identified along with the structural modes.
Due to the permutation ambiguity in BSS methods [1, 5, 15], delineating structural harmonics from excitation harmonics
is a challenge. The presence of excitation harmonics in structural vibration measurements occurs in mechanical systems
with rotating machineries, [17-19], in civil structures such as gravity dams comprising of turbines and generators [20],
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human-induced narrowband vibrations in pedestrian bridges [9, 14, 21-24], and when dynamic interactions with surrounding
structures exist in buildings [25]. In the present paper, the above two shortcomings are addressed in the framework of
decentralized ambient modal identification.

The advantage of a decentralized architecture stems from the fact that the recent trends in ambient modal identification
have been towards using wireless sensors and algorithms that can harness the decentralized data acquisition and processing
architecture of wireless sensors [6, 9, 26-31]. As well, unlike centralized algorithms that require access to a relative large
number of simultaneous measurement channels, decentralized algorithms can achieve significant savings in the cost of
performing system identification by limiting the number of sensors used in the identification process. Recently, the author
proposed a BSS architecture requiring only two measurement channels at-a-time [8]. However the wireless sensors have very
limited processing and transmission capabilities, which restrain the implementation of any particular modal identification
algorithm with longer processing requirements. Considering the fact that the transmission rates are strongly affected by the
signal length, a compressed sensing scheme is recently pursued in the framework of decentralized BSS algorithm [12].

The main objective of this paper is to present a series of algorithm based on sparse BSS that are recently proposed [6] in
conjunction with (1) decentralized modal identification [8, 10, 32], (2) presence of narrow-band excitation case [9, 14, 24].
The key steps in the proposed method are as follows. First, a sub-set of raw vibrations are transformed using SWPT. This
results in a sparse transformation of the signal (dense representation in the frequency domain) in the individual sub-bands
in the decomposition. For decentralized modal identification, Principal Component Analysis (PCA) is employed to identify
partial mode shape coefficients in each intermediate step. When the excitation harmonics are present, a novel bootstrap-based
statistical characterization is used to identify modal parameters.

4.2 Background

The methodology presented here builds on the key concepts of sparse BSS. A brief background on sparse BSS is presented
first, before going into the details of the algorithm.

4.2.1 Sparse BSS

The basic elements of sparse BSS are presented here, and the readers are referred elsewhere for more detailed discussion on
this topic [8]. Consider the problem of standard BSS for the static mixtures case in discrete matrix form:

x(k) = As(k) @.1)

where, A is the mixing matrix and s represents the sources. Both A, x,, and s are to be determined, and is the essence of
the BSS problem. Assuming that the system is linear and time-invariant, and the excitation is white, A can be viewed as the
matrix of mode shapes and s the corresponding modal responses [17]. Non-sparse BSS Methods such as ICA [16] and SOBI
[15] exploit the higher-order statistics and second-order statistics of the sources respectively, to determine the mode shapes
and the modal responses. While these methods yield good results for the over-determined case (i.e., n,, > ny), they are not
directly applicable to the decentralized case where only partial sensor information (i.e., n,, < ny) is used for intermediate
processing, which does not satisfy the full rank condition.

The essence of sparse separation is to perform identification in a transformed signal space (e.g., Fourier, wavelet) such
that the sources are rendered sparse by the transformation, with at most one source active at any time. This can easily be
understood through an example. Consider two measurement channels represented by x; and x»:

Xl(k)i| [allan]%sl(k)}

= 4.2)
|:x2(k) azy ax s2(k)

Now, if only one of the sources s is present, then Eq. 4.2 can be written as:

xi(k) | _ ai
[Xz(k):| = s(k) |:a21:| “3)
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Under such conditions, the plot of x; versus x, yields the direction vector of partial mixing matrix coefficients. Generally,
sparsity is difficult to obtain directly from raw vibration data. However, it is possible in the frequency or in the time-frequency
domain. This is the basic idea of sparse transformation. Recently, the author presented a methodology to achieve sparse
transformations using Stationary Wavelet Packet Transform (SWPT) [8].

WPT is an extension of the WT and can be implemented by a generalization of the pyramidal algorithm [33, 34]. A
wavelet packet is a triple-index function 1/f,f (), where j, k and v can be interpreted as scale, shift and frequency parameter
[35, 36], and a SWPT basis is defined as [34]:

. 1 (t—k
0=V (tzj ) (4.4)

where, ¥'0(1) = ¢(¢) and ¥'(r) = ¥ (¢) represent the scaling (father) and wavelet (mother) functions, respectively. For
a given scale level j, a binary tree as shown in Fig. 4.1 can be formed using the basis functions, w,f’v (1), whose nodes are

indicated by the scale level, j and the frequency parameter, v = 0,1,2,...., (2j —1).
The wavelet packet coefficients at each node (j, v) are written as:
jupy A —ip 0 (1=K _ o o [t—k
W) <y(r) ‘ 27ry (—2_, )> =355 | ot (=) 45)

The wavelet packet component signal ¥/ (¢) at each node can be expressed as a linear combination of wavelet packet basis
functions ;" (¢):

Yo =Y o wlw o). (4.6)
k

For the jth level of decomposition, the original signal y(¢) can be expressed as a summation of all the wavelet packet
component signals, y/* [8]:

2/ —1 2/ —1
YOy ="y =" Wl 4.7
v=0 v=0 k

Thus, the WPT is a generalization of SWT in that each frequency band of the wavelet spectrum is further sub-divided into
finer frequency bands, repeatedly.

4.3 Details of the Algorithm

Consider a linear, classically damped, and lumped-mass n; degrees-of-freedom (DOF) structural system, subjected to a
broad-band random input force, F(z):

Mi(t) + Cx(r) + Kx(t) = F(¢) 4.8)
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where, x(¢) is a vector of displacement coordinates at the DOF. The solution to Eq. 4.8 for those of broad-band F(¢) can be
written in terms of an expansion of vibration modes. In matrix form,

x = Wq 4.9)

xXN XN

where, x € R"™*Y is the trajectory matrix composed of the sampled components of x, q € R™*" is a matrix of the
corresponding modal coordinates, ¥, «,, is the modal transformation matrix, and N is the number of data points in each
measurement. The measurement at the ith degree-of-freedom (i = 1, 2,...n,,) of Eq.4.9 can be expressed as

N

xXi(1) =) Virg, (1) (4.10)
r=1

Consistent with the notation of BSS for the static mixtures case in Eq. 4.1, we can write the measurement at the ith
location:

ng
X)) =Y Ausi(t) i=12....n, “.11)
=1

Where A;; is the mode shape coefficient corresponding to the i th location for the /th source (mode), and s; is the /th modal
response at time .

Considering the wavelet packet coefficients of the sensor responses and sources at any specific node (/, v), and finally
applying the orthogonality condition for wavelets, we get [8]:

ng
S0 =) Auel)()  i=1.2.....ny (4.12)
=1

Where fkj l'.v and e,{'}) represents the wavelet packet coefficient of the ith sensor and /th source at a specific node (j, v)
respectively. At the last scale level (j = s), assuming only one source is active in each sub-band after decomposition,
Eq. 4.12 can be written as:

S = Auey) () i =1.2.....ny (4.13)

Equation 4.13 relates the SWPT coefficients of ith measurement with the SWPT coefficients of the sparse /th source.
Therefore, following the same logic fori = ¢ and i = r in Eq. 4.13, the partial mixing matrix coefficients of gth sensor
measurement normalized with the rth measurement is:

fkqu Aqle}i’})(t) Aql
ke DTSl 1=12. (4.14)
& Ane @) A Y

Then, a, = j—"; represents the estimated normalized mixing matrix coefficient of the /th mode at the gth DOF. Therefore,
we get:

= ap e (415)

4.3.1 Decentralized Case

Due to the imperfect filtering, the wavelet coefficients at last scale level may not be mono-component. However, any
coefficient containing more than one source should not be treated as a modal response. Assuming a mode mixing of 7,,
sources, Eq. 4.13 can be expressed as [8]:

R¢(0) = AR.(0)AT (4.16)
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N
PCA is an orthogonal transformation in which R¢(0) = (1/N)(Z £ (k)f1*" (k)) is diagonalized using singular value
k=1

decomposition, R¢(0) = Vfé’” Af;vVg;,,, where Vfé‘“ are the eigenvectors of the co-variance matrix of £,”. Then, the standard
linear transformation expressed as under:

£, (k) = VL. £ (4.17)

PCA gives the major and minor principal components (PC), principal directions (PD) and their respective variances (o7
and 7). The ratio of major and minor variances is defined as the condition number (CN). In the present study, the reciprocal
of the conditional number (RCN) as defined below is used as the parameter to identify the mono-component coefficients and
the corresponding major PCs and PDs are used to estimate the modal parameters [8].

4.3.2 Presence of Narrowband Excitation

When there is a presence of narrowband excitation, the PCA-based characterization is not sufficient to delineate the structural
sources with the excitation sources. Therefore, a novel statistical characterization is introduced herein [24]. If we pre-multiply
both side with f, 75 and take the expectation both sides, Eq. 4.15 can be simplified as:

k.q
GfI:; = |aql|0'fk.\-::,
a’fs.v
k.
lag| = —=+ (4.18)
O rs.v
fk.r

where, o £ is the standard deviation of fks_’l.”. In order to estimate the sign of a,;, the cross-correlation coefficient (p) between
fk‘; and f;"” can be used. We know that

sv pTs, 2
A E[fksqv k,r‘ v] B aql.o—fks,f i (4 19)
Teadie = e xope T lagilo o '

Thus the cross-correlation coefficient with a value of 1.0 indicates the presence of a mono-component source. Further,
the absolute value of the mixing coefficient a,; can be estimated using Eq. 4.18 and the sign of p (i.e., %) in Eq. 4.19 can be
used to estimate the true value of a;.

syl o

sv s, v O £S5
Preg iy Of

ag = (4.20)

Using this procedure, the normalized partial mixing matrix coefficients can be estimated using SWPT coefficients of partial
sensor measurements at the highest scale level. A thresholding criteria based on average root-mean-square (RMS) value of
the coefficients can be used to retain coefficients with significant energy [8].

Kurtosis contains information regarding the nature of the underlying density of the identified sources. For a sample

realization, this is given by:
PN
k. = E [(x “) ] 4.21)
o

A value close to 3 indicates modal sources, while lower values indicates the presence of harmonic excitation frequency.
Once a source containing modal response is detected, then Eq. 4.20 employing the standard deviations is utilized to estimate
the partial mode shape matrix. However, in order to estimate the statistical measures such as kurtosis and standard deviation
of the underlying density function, a sufficiently large sample size is required. In order to circumvent this issue, several
bootstrapped samples are generated using the residual bootstrap method [37]. The 98 % confidence interval of kurtosis
obtained from bootstrapping is used to delineate the excitation harmonics from modal harmonics.
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4.3.2.1 Modal Information Synthesis from Partial Mode Information

Calculating the partial mixing coefficients from two sensors (corresponding to the gth and rth measurement channels) has
been explained so far. This process can be repeated using a fixed or movable common reference sensor location, which is
the essence of the decentralized sensing concept [8, 28, 30]. If ¢f ; represents the estimated mode shape coefficient at the i th

DOF of jth mode ¢; in the Sith setup, then qg ; is simply the union of the partial mode shape coefficients, </3f j’ from each
group (Si):

¢ = o’ (4.22)

where, Sg is the total number of groups. Finally the complete mode shape matrix is obtained using & =

(1l ... D)1 .. |dn,].

4.4 Numerical Study

In order to present an application of the proposed modal identification technique, simulations are performed on a 5-storey
shear-beam structure model [8]. For the example building, the natural frequencies are 0.91, 3.37, 7.11, 10.66 and 12.73 Hz.
The 5-DOF building (n, = 5) is excited by a zero mean unit variance Gaussian white noise at all floor levels. In addition to
the white noise, a harmonic of frequency 5.1 Hz is added to the excitation (well-separated from the natural frequencies).

The SOBI method [15] is first employed to extract the mixing matrix using all the floor responses. Due to presence of
harmonics, SOBI, which is based on the assumption of white noise input, is unable to separate out the sources. Figure 4.2
shows a significant amount of mode mixing in the separated sources using SOBI, which leads to significant estimation errors
in the mixing matrix (modes).
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Fig. 4.2 Fourier spectrum of the 0 5 10 15
separated sources using SOBI @
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Fig. 4.3 Details of identification using the PDF of fs(”’ and ff'"

The proposed method is then applied to the partial measurements. Two response measurements at the fifth and the fourth
floors are processed using SWPT up to scale level s = 6. In order to identify the modal parameters from SWPT coefficients,
the sample probability density of the selected coefficients are used. Figure 4.3 shows the details of the identification using
the information of PDF of f56’” and ff’”. The first two columns of Fig. 4.3 show the PDF of SWPT coefficients f,*" for
v =0,2,4and 5, where i = 4, 5. The third column shows the Fourier spectra of the coefficients. It can be seen that the PDF
of ff’” with v = 0 and 5 have the value of « close to 3.0, which corresponds to belonging to a system mode. The absolute
value of cross-correlation ps 4 for those coefficients close to 1.0 implies a mono-component source, which can be considered
as a modal response. The ratio of their standard deviation yields the mode shape coefficient and the sign of p determines the
sign of the mode shape coefficients. In this fashion, the mixing coefficients can be estimated repeatedly using Eq. 4.20. For
example, f56’(J and ff’o has a p value of 0.99, for which ¢4 ; is +0.82. On the other hand, f;”s and ff’s has a p value of
—0.99, for which ¢ ; is —2.51.

Although the PDF of fi6’4 has the value of « close to 3.0, the cross-correlation between f56’4 and f46'4 is —0.72 (|p| # D).
It implies that the coefficients contain mode mixing which is evident from the associated Fourier spectrum. The PDF of fi6’2
has the value of ¥k << 3.0, which implies that the source is an excitation harmonic which is then discarded from further
analysis. It can be seen that the coefficient fié’2 accurately separates the excitation harmonic with a frequency of 5.1 Hz. The
results are finally summarized for all coefficients containing the modal response in Table 4.1.
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. 6v
denifcaton el s e Jo Jay=% (A= o, ey [wemr
1 0.999 | 091 |2.07 0.82 0.82 0.82 0.0
2 | —0.997 | 3.39 1.99 |0.093 —0.093 —0.087 |5.8
3 |—0991 | 7.10 | 1.97 |1.288 —1.288 —1.29 |0.16
4 | —0.992 |10.65 |1.96 |2.51 —2.51 —252 038
5 |—0.993 |12.77 |1.97 |3.32 —3.32 —-3.39 |2.1
Table 4.2 Effect of noise level j |SNR=100 [SNR =20 |SNR = 10
in MAC numbers . 1o o 0
2 10.99 0.984 0.98
3 /1.0 0.99 0.99
4 10.99 0.99 0.99
5 /1.0 0.99 0.99

4.4.1 Construction of the Full Mixing Matrix from Partial Mixing Coefficients

Calculating the partial mixing coefficients from two sensors (corresponding to the fifth and fourth floor responses) has
been explained so far. This process can be repeated using a fixed or movable common reference sensor location, which is
the essence of the decentralized sensing concept. Partial mixing matrix coefficients so obtained can be concatenated using
Eq. 4.22. The MAC numbers for the full mixing matrix obtained are greater than 0.98 for all the five modes. The calculated
mode shapes are relatively insensitive to noise (reflected by the relatively high MAC values) even for SNR as high as 10 (as
shown in Table 4.2). This can be attributed to the inherent de-noising capability of the wavelet filter-bank implementation.

4.5 Conclusions

A suite of decentralized ambient modal identification methods that can satisfactorily delineate the modal sources even
when narrow band harmonics are present in the excitations is presented. The algorithm is based on the principle of sparse
blind source separation using stationary wavelet packet transforms. The main advantage of the proposed approach is in
its decentralized architecture, with as few as two sensors at a time used for mode shape construction. Due to filter bank
implementation, the proposed method is robust to measurement noise and other extraneous frequencies. Through numerical
and experimental studies, it is shown that the method works well when single or multiple harmonics are present, as long as
the disturbance frequencies are well separated from the structural modes.
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Chapter 5
Developments with Motion Magnification for Structural Modal
Identification Through Camera Video

Justin G. Chen, Neal Wadhwa, Frédo Durand, William T. Freeman, and Oral Buyukozturk

Abstract Non-contact measurement of the response of vibrating structures may be achieved using several different methods
including the use of video cameras that offer flexibility in use and advantage in terms of cost. Videos can provide valuable
qualitative information to an informed person, but quantitative measurements obtained using computer vision techniques are
essential for structural assessment. Motion Magnification in videos refers to a collection of techniques that amplify small
motions in videos in specified bands of frequencies for visualization, which can also be used to determine displacements of
distinct edges of structures being measured. We will present recent developments in motion magnification for the modal
identification of structures. A new algorithm based on the Riesz transform has been developed allowing for real-time
application of motion magnification to normal-speed videos with similar quality to the previous computationally intensive
phase-based algorithm. Displacement signals are extracted from strong edges in the video as a basis for the data necessary
for modal identification. Methodologies for output-only modal analysis applicable to the large number of signals and short
length signals are demonstrated on example videos of vibrating structures.

Keywords Computer vision ®* Non-contact * Modal identification * Mode shape * Motion magnification

5.1 Introduction

Non-contact techniques for measuring structures have only recently been available as a serious option. Laser vibrometers
provide an accurate way of measuring the surface velocity of an object and are now widely used as the gold standard for
non-contact vibration measurement [1]. For large structures, scanning laser vibrometers have the capability of measuring a
large number of points in succession, however for phased measurements they require another stationary laser vibrometer to
serve as a reference, or they must be continuously scanning systems [2]. Laser vibrometer arrays consisting of multiple laser
vibrometers measuring simultaneously are also an option [3]. However in general, laser vibrometers may be prohibitively
expensive for many applications.

Video cameras collect light from a scene of interest onto a sensor consisting of an array of pixels and can obtain data with
high spatial density. Interpretation of this data can be complex, especially to translate a video into quantitative measurement
of the vibration and displacements of a structure. Computer vision techniques and digital image correlation have been
successfully used to measure displacements of structures and quantify vibrations in structures [4-8].

This paper presents developments in structural modal identification in videos using the family of algorithms called
motion magnification [9-11]. These algorithms can visualize operational deflections shapes (ODS) in a vibrating structure
by magnifying motions in a video in a particular frequency band [12]. The most recent development of interest is the
development of a Riesz transform based method that allows for fast or real-time processing for phase-based Motion
Magnification [13]. This will be demonstrated by visualizing the ODS of a cantilever beam by using a subsampling technique
in real time. The other development is expanding the use of the previously developed displacement extraction algorithms to
obtain a displacement at many pixels in a video of interest at any strong edges of a structure [12]. Two different methods
of identifying ODS from the many signals extracted from the video are demonstrated: peak picking and frequency domain
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decomposition. For these two developments, real-time Motion Magnification and ODS identification with numerous signals
from video, some theory on the underlying methodologies is presented, followed by experimental results, and a conclusion
offering directions for future work.

5.2 Derivation

5.2.1 Real-Time Motion Magnification

Recently, Wadhwa et al. [13] showed that Motion Magnification can be done in real-time. They decompose frames of a video
into spatially-bandpassed subbands that correspond to different spatial scales. They then use the Riesz transform to compute
an oriented local phase that approximately corresponds to the motion in the direction of the dominant orientation at every
point, in every scale. This motion signal can be temporally filtered and amplified. More details about this technique can be
found in their paper, but some of the key ideas are summarized here.

Subbands of an image are spatially bandpassed versions of that image. For example, the Fourier transform can be viewed
as a way of decomposing an image /(x) into a linear combination of complex sinusoids, each of which is a subband of that
image. The phase of these subbands is linked to the global motion of the image /(x) via the Fourier shift theorem

N N
I(x) = ZA,,einx = I(x—-9§) = ZAnei"xe_i"B. (5.1
n=0

n=0

However, the Fourier transform is only able to decompose the image into global subbands that can only characterize global
motions, while most motions in a video are local. Therefore, it is better to decompose the image into localized subbands using
one of a variety of transforms like the Laplacian or steerable pyramids [14, 15]. Rather than decompose the image using filters
that correspond to a single sinusoid like the Fourier transform, these transforms have filters that correspond to a wider range
in the frequency domain making them more local in space.

In case of the Laplacian pyramid and the steerable pyramid, the produced subbands are real-valued signals, which are
missing the corresponding imaginary part. In one dimension, the Hilbert transform, specified by transfer function

1)
o]’
can be applied to a real subband to yield a 90° phase-shifted version of it, which corresponds to the imaginary part. For

example, the Hilbert transform of cos(x) is sin(x). These two signals can be combined to form a complex signal, which can
be phase-shifted arbitrarily

5.2)

Real((cos(x) + i sin(x))e'®) = cos(x — §) (5.3)

In two dimensions, the Hilbert transform must be applied along a specific orientation. This is problematic as images do
not have a preferred orientation. One solution used in Wadhwa et al. [11] was to first decompose the image into multiple
scales and then further decompose each scale into several orientations using a complex steerable pyramid. This results in
a large number of subbands, with 21x the total number of pixels of the original image. In addition, the filters required to
divide the image into many orientations are often non-separable making their evaluation inefficient. All of this makes the
processing unable to run in real-time. A second solution, allowing for real-time Motion Magnification, proposed in Wadhwa
et al. [13] was to instead use the Riesz transform, the two dimensional generalization of the Hilbert transform [13, 16, 17].

The Riesz transform is defined by a pair of filters with transfer functions

wx wv
- ,— 54)
IS 13|

The direction invariance follows from the fact that the Riesz transform can be steered to an arbitrary orientation. For example,
the Riesz transform of each frame of the image sequence /(x, y, ) := cos(wyXx + w,y + 8(¢)) is

Wx

w2 2
w; + w;

and R, = sin(wyx + w,y + 8(t))L (5.5)

/.2 2
a)x—i—wy

Ry = sin(wex + wyy +8(2))
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This can be steered to an arbitrary direction 6 via the matrix multiplication

co§(9) sin(6) R, . 5.6)
—sin(0) cos(d) R,
giving a Hilbert transform in the specified direction. Of particular interest is if the Riesz transform is steered to the dominant

orientation 6, given by tan~!(R,/R;). The result of the matrix multiplication in Eq. 5.6 is a vector with only one non-zero
entry, which in our case is

sin(wyx + w,y + 6(t)), 5.7

the Hilbert transform along the dominant orientation of the input image sequence. Like in 1D, this can now be combined
with the original image sequence to form a complex signal which has phase

WX +w,y + 6(1). (5.8)

This can be temporally filtered to remove the DC component w,x 4 ®, y. The remainder §(#) can be amplified and used to
phase shift the complex signal, whose real part will be a motion magnified version of the original image sequence /(x, y, ).
That is,

Real((cos(wyx + wyy + 8(2)) + i sin(wyx + 0,y + 8(1)))e' Dy = cos(wyx + oy, — (1 +a)é(1)). (5.9)

More details about this processing can be found in Wadhwa et al. [13]. In practice, on a standard laptop, this processing
runs at about 35 frames per second.

So far, we have described processing that amplifies small motions in videos. However, many ODS occur at temporal
frequencies that are too fast to see at 35 frames per second. To handle these faster vibrations, we stroboscopically sample
the scene by choosing a sampling rate that will alias the ODS frequencies to approximately 2.5 Hz. In particular, for an ODS
frequency F, we choose a frame rate f, such that

2.5Hz ~ [mod(F + f/2. f)— f/2l. (5.10)

We automatically choose f by finding the f between 17 and 25 Hz that minimizes the difference between the right and left
sides of Eq.5.10.

5.2.2 Operational Deflection Shape Extraction Methods Adapted to Camera Data

In previous work displacements were extracted from a cropped region of a video and processed to give a displacement signal
that was representative of that region [12]. The details are given in [12] but the general procedure is to downsample the
video to average out noise, use a quadrature pair of filters to extract the local phase information in the video, determine the
locations of the strong edges, obtain displacement signals from the local phase information, and then use a weighted average
to obtain a single displacement signal for the whole video. In this procedure, once the displacement signals are obtained
from the local phase, each pixel in the video at the location of a strong edge has a displacement signal associated with it.
These displacement signals may be somewhat noisier than the averaged result, however the benefit is high spatial sampling
over the strong edges of structures in the video. We can extract high spatial resolution ODS from the displacement signals
obtained from the videos. For a typical video this may result in 500-3,000 displacement signals, which is many more than
the typical accelerometer-based measurement. This presents a special challenge when performing mode shape identification,
as some methods may not scale well with increasing numbers of signals. Two methods were implemented in an output only
manner with use of a broadband excitation, peak picking from fast Fourier transform (FFT) spectra and frequency domain
decomposition.
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Peak picking to obtain ODS from a collection of signals involves taking the FFT of the displacement time signals and
picking out peaks in the frequency domain that correspond to potential resonant modes. Cross power spectral densities (PSD)
are taken with reference to a single signal to determine the phase difference between the displacement signals at different
frequencies. This information combined with the normalized magnitudes of the FFT at the picked frequencies create the
ODS. The downside to this method is that it does not work well with closely spaced modes and it is difficult to identify
non-physical harmonics in the response [18].

Frequency domain decomposition (FDD) is a method used for modal identification of output-only systems which
addresses some of the drawbacks of the peak picking method [18]. It involves first calculating the spectral matrix, a matrix
containing the cross PSD between all the output signals. The singular value decomposition (SVD) of the spectral matrix at
each frequency is taken to decompose the spectral matrix into a set of auto spectral density functions as singular values,
where strong resonant peaks in the singular values correspond to possible resonant modes and the singular vectors are the
corresponding ODS. The benefit is that this algorithm performs than peak picking when signals are noisy and there is better
discrimination for closely spaced resonant modes and the possible identification of non-physical harmonics [18, 19].

5.3 Results

5.3.1 Real-Time Motion Magnification

The real-time motion processing in Wadhwa et al. [13] can run at 35 frames per second for a 640 x 400 image. As mentioned
in Sect. 5.2.1, vibrations occurring over the Nyquist frequency of 17.5 Hz can be visualized by subsampling the video at a
rate to alias the modal frequencies to approximately 2.5 Hz. This sampling requires low exposure times to reduce motion
blur. We use a bright light to provide sufficient illumination for an exposure time of 0.3 ms. The camera is a color Point Grey
Grasshopper 3 (GS3-U3-23S6M-C) that is connected to a laptop with a quad-core 2.7 GHz Intel i17-3820QM processor. The
processing only uses a single core of this processor.

We use the processing to visualize two of the ODS of a damaged cantilevered beam when it is struck by a hammer near the
support in the flexible direction. The results are shown in Fig. 5.1. The camera is set to sampling rates of 21.2 Hz for the one
node ODS and 24.5 Hz for the two node ODS. The modal frequencies are 87 and 248 Hz respectively and they get aliased
to 2.5 and 2.9 Hz. However, the spatial shape of the motions at these frequencies still correspond to the original operational
deflection shape.

Fig. 5.1 Real-time motion magnification is used to visualize the second and third bending operational deflection shapes of a cantilevered beam.
The experimental setup is shown in (a). An ordinary laptop processes data from the camera in real-time. An unprocessed frame from the camera
is shown (b) and two frames from processed videos are shown in (¢) and (d). In (b—d), the frame has been rotated 90° counter-clockwise and the
contrast has been enhanced
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Fig. 5.2 Setup for ODS
identification of a cantilever
beam: (a) a picture of the
experimental setup, (b) a frame
from the camera video, and (c¢)
the mask showing pixels with
extracted displacements

5.3.2 Quantitative ODS Extraction from Camera Video

The experimental setup used to test the ODS identification methods involved a high-speed camera, cantilever beam, and
sources of illumination as shown in Fig. 5.2a. The column was struck with an impact hammer on the bottom third to induce
vibrations in as many bending modes as possible. Video was recorded at 2,000 frames per second with a full frame resolution
of 1,248 x 200 using the high speed camera with a frame shown in Fig.5.2b . The video was downsampled by a factor of
two such that after the processing, the valid frame was 304 x 42 (12,768) pixels in the video and from that, edges were
strong enough to obtain signals for 1,234 pixels in the image. The mask shown in Fig. 5.2c has in white the pixels where
displacement signals were obtained.

From the displacements the ODS were identified using the two methods described in the derivation section, peak picking
from FFT spectra, and frequency domain decomposition. The spectra obtained from the displacement signals are shown in
Fig. 5.3 with the one used for the peak picking technique in (a) and the singular values given in (b) and (c). The frequencies
determined to be candidates for resonant modes are the same for both methods, which makes sense as the FDD method
uses the same FFTs of the displacement signals to generate the singular values. The results of the ODS identification are
shown in Fig. 5.4, with 2D plots showing the normalized magnitude of the ODS at each identified frequency and the phase
relationships between the signals.

The resulting identified ODS for both cases end up being the first five bending modes at 14, 88, 248, 490, and 812 Hz
and the first two torsional modes at 294 and 896 Hz. Comparing the two methods the results are almost identical for the five
bending modes. They are also similar for the torsional modes, albeit with the phase information more varied in the case of
the peak picking method. A more detailed comparison of the identified ODS is given in Fig. 5.5 where the ODS magnitudes
are averaged in horizontal rows to give a single value for each vertical sample which results in a more visually interpretable
1D mode shapes for the column. The ODS are shown in blue for the result from the FFT peak picking method and red
for FDD. For the bending modes, the results are almost identical, but for the torsional modes the differences are more clear,
especially with the second torsional mode where the peak picking ODS is much noisier than the FDD ODS. The MAC values
comparing the identified ODS are given in Table 5.1 with the bending and torsional modes denoted by either B or T. The
MAC values quantitatively match the qualitative observations previously described.
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Fig. 5.3 Spectra used to determine potential resonant modes of interest, (a) average FFT of displacement signals and selected frequencies of
interest, (b) singular values as a result of FDD, and (c) first singular value and selected frequencies of interest

5.4 Conclusion

In this paper we have presented two developments in the use of motion magnification algorithms with video for structural
model identification. The first development is the demonstration of real-time Motion Magnification of a cantilever beam
using a new technique involving Riesz pyramids for video processing. Using a sub sampling technique, the second and third
vibrational mode are visualized in real-time. The second development is the application of modal identification techniques
to the large number of displacements extractable from video of a cantilever beam. Upwards of 1,000 displacement signals
are extracted from video of a cantilever beam and they are processed with both the peak picking and frequency domain
decomposition techniques to identify the first five bending modes and first two torsional modes. The techniques provide
comparable results except in the case of the second torsional mode which has less signal than the other modes. The hope is
that these developments bring closer the reality of using cameras for modal inspection of structures.
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Fig. 5.5 Comparison of video identified ODS

Table 5.1 MAC values comparing ODS identified with FDD with peak picking (FFT) techniques for the various
bending (B) and torsional (T) modes

ODS FFT B1 (%) | FFT B2 (%) | FFT B3 (%) | FFT B4 (%) |FFT B5 (%) |FFTTI (%) |FFT T2 (%)
FDD B1 | 100.00 7.75 4.38 1.17 0.00 84.50 0.41
FDD B2 7.78 100.00 1.56 2.53 1.19 33.61 63.21
FDD B3 4.38 1.56 100.00 0.19 5.07 1.38 20.33
FDD B4 1.15 2.57 0.19 100.00 0.09 1.96 1.03
FDD B5 0.00 1.30 4.85 0.12 99.91 0.18 0.54
FDD T1 | 83.34 3491 1.07 1.58 0.09 99.52 13.48
FDD T2 1.08 78.09 25.88 3.34 0.10 14.37 76.41
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Chapter 6
Interactive Platform to Include Human-Structure Interaction
Effects in the Analysis of Footbridges

Daniel Gomez, Christian E. Silva, Shirley J. Dyke, and Peter Thomson

Abstract An increasing number of structures, such as pedestrian bridges, are affected by excessive vibration when they
are dynamically excited. The development of new materials and improvements in guidelines have given rise to designs with
longer spans and slender structural elements, which in turn cause such structures to be more susceptible to vibration problems.
However, serviceability guidelines do not address the changes of the dynamic properties of pedestrian bridges nor do they
accurately predict their dynamic response. In order to improve the structural analysis and design, a new computational tool
is developed using an intercommunication platform between MATLAB and SAP2000 application programming interface
(API) to consider different human walking models, including user-defined models, directly on the footbridge to take into
account human-structure interaction effects. Details of the application are presented in this paper and results of the analysis
for some walking models and their effects on the dynamic parameters of the bridge are given.

Keywords Pedestrian excitation ¢ Vibration serviceability ¢ Human-structure interaction ®* Dynamic response * Vertical
footbridge vibration

6.1 Introduction

In recent years, an increasing number of pedestrian bridges have been reported of presenting problems with excessive
vibration induced by human activities. Some of the causes are: more flexibility, less mass, and use of large spans between
supports. This has caused that footbridges are more sensitive to dynamic loads causing excessive vibrations and in the worst
case causing the structure to collapse. As a result, the conditions of serviceability load due to walking people are controlling
the design criteria for this type of structures [1]. Unfortunately, some design and construction codes ignore this problem by
assuming the pedestrian load as static, ignoring the interaction between human activities and structure. As a consequence,
architects and engineers are concerned for the serviceability of footbridges, making sure that they are beautiful, safe and
comfortable.

Specifically in pedestrian bridges, the use of large spans implies that the vibration modes are generally associated with
low frequencies, from 1 to 8 Hz [2]. For walking, the gait of people has a pace frequency between 1.7 and 2.3 Hz in the
90 % of the population [3]. This show the potential risk of such structures to fall in resonance. Resonance occurs when the
natural frequency of the bridge matches the excitation frequency, in this case the gait frequency of the people, or one of its
harmonics [1].

The loads generated by human activities change in time and space, varying considerably the dynamic properties of
slabs, pedestrian bridges, stairs and grandstands [4]. Some aspects of the Human-Structure Interaction (HSI), such as
synchronization, have been extensively studied mainly in the lateral direction. Unfortunately, the effects that people produce
on the dynamic properties of the structure in the vertical direction are commonly ignored because the methods to predict
vertical vibration responses of bridges are still often inaccurate [5]. Even with the recent advances in load models and
response prediction, measured footbridge responses often deviate from those predicted. The main reason for this lack of
correlation is that experimental tests of HSI in the vertical direction as well as analytical models of the load produced by
people are unable to adequately simulate the dynamic interaction between the two systems [6].

D. Gomez (<) » C.E. Silva * S.J. Dyke * P. Thomson
Department of Mechanical and Civil Engineering, Purdue University, West Lafayette, IN 47906, USA

School of Civil Engineering, Universidad del Valle, Cali, Colombia
e-mail: dgomezp @purdue.edu; silval5 @purdue.edu

© The Society for Experimental Mechanics, Inc. 2015 59
J. Caicedo, S. Pakzad (eds.), Dynamics of Civil Structures, Volume 2, Conference Proceedings
of the Society for Experimental Mechanics Series, DOI 10.1007/978-3-319-15248-6_6


mailto:silva15@purdue.edu
mailto:dgomezp@purdue.edu

60 D. Gomez et al.

In particular, pedestrian loading models from human walking generally considerer the dynamic loading to be an external
force to the structure [4], with no feedback to the pedestrian. However, the motion of the structure can affect the human
behavior changing the gait frequency, thus modifying the dynamic properties of the human-structure system. Also, other
sources of uncertainties are changes in mass and damping that a pedestrian might introduce to a bridge affecting the dynamic
response.

However, a more simple and reliable model should be developed to include both exciter and structure in the response,
to create a credible model capable of capturing the underlying relations between the two dynamic systems. The goal of this
paper is obtained a realistic structural behavior due to human walking using a commercial software like SAP2000. To do
this, an application is developed to include the structural response in a loop at the same time that the mass source is changing
to simulate the movement of the pedestrian.

6.2 Problem Formulation

Some effects of walking pedestrians on dynamic properties of structures in the vertical direction are mostly ignored. This is
mainly due to the lack of reliable HSI experimental data in the vertical direction as well as models capable of representing
the interaction between the two dynamic systems [6]. The general approach in HSI establishes that the pedestrian moving
load can be assumed as a mass body moving in the bridge, based in the d’ Alembert’s principle its effects are: the weight, or
gravitational effect of the moving load, and the inertial effects of the load mass on the deformed structure [7]. A first case
arises when only the weight effect of the pedestrian is considered, and the mass of the moving load neglected against the
mass of the structure, the computations of responses (acceleration, velocity, displacement, strain or stress) of the structure is
an easy and well known procedure. The other extreme case is when the structure mass is assumed to be negligible against
the load mass, and only the mass of the pedestrian is considered in the analysis. The third case is both, the gravitational and
the inertial action of pedestrian loads, interact with the mass of the structure (See Fig. 6.1).

The first approach, when the pedestrian mass is negligible, is the procedure widely used by structural engineers to design
pedestrians bridges. Specific commercial software based on finite element analysis describe a methodology to bring the user
the possibility to get the response of pedestrian bridge due to human loads. Unfortunately, this procedure does not include
the inertial effect of the pedestrian mass and only use the modal mass of the structure in the analysis. This analysis can
be describe by (Eq. 6.1) in an Euler-Bernoulli’s simple supported beam, i.e. a beam with zero deflection and zero bending
moment at both ends, with constant cross-section and mass per unit length m. The pedestrian moving load is represented by
P(t) 8(x — ct) with constant speed ¢ and the beam damping ratio ¢ is proportional to the velocity of the vibration.

M*u(x,r)  _ %u(x,1) du(x,t)
El P +m 2 + 2¢w, TR P(t) §(x —ct) 6.1
The boundary conditions are
u(0,t) = 0; u(0,1) =0
0u?(x, 1) _o: 2 (x, 1) —0
dx? x=0 dx? x=I

Kp Fp p

Ks Cs Ks Co

Fig. 6.1 Conceptual 2DOF
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The initial conditions are

du(x,t) _

,0) =0;
u(x,0) o

0

Where w, is natural frequency of the beam, E is the Young’s modulus and [/ is the second moment of area of the cross-
section.

To include the effect of a moving mass over the beam, [8] introduced an assumption according to which the gravitational
effects of the load may be separated from the inertial ones while the moving mass (in this case the pedestrian mass) acts at a
definite constant point x.

Pu(x,t)  _0%u(x,1)
El s +m o2

u(x,1)

+ 2w, o —|:P(t)—m

d?u(ct,t)
di?

} S(x — ct) 62)

The pedestrian load in (Eq. 6.2) acts on the beam by force P(¢) and by inertial force —m% which is dependent of the

vertical acceleration at point x = ¢t where the load is situated at time 7. The mass of the pedestrian is denoted with m in
the right-hand side of this expression. This equation describes the case in which a moving load is idealized by a single mass
point. However, due to the complexity to solve (Eq. 6.2), some authors made a study of the motion of a sprung mass along a
beam, and applied the solution to vibrations issues of highway bridges [7].

Due to complexity of simulate human dynamic effects on structure, a simple procedure is proposed using a well-know
FEM software package. Dynamic properties of the pedestrian are include in the analysis changing the position in each step.
To simulate the human-structure behavior the linear response is assumed in order to apply superposition in the total response.
In order to validate the procedure, experimental data due to human walking in a small bridge is compared with the SAP2000
results.

6.3 Experiment Design and Data Collection

In order to keep focus on the primary mechanism for investigation in this paper, it is chosen to employ a simplistic bridge for
the investigation. Therefore, a simple support bridge with four steel box girders and an aluminum deck was built. The bridge
length was set to 4.56 m to include exactly five steps every 0.76 m each (See Fig. 6.2). This length correspond to the average
of the stride cycle of a pedestrian.

The fundamental flexural mode for the bridge has natural frequency of 4.63 Hz and damping ratio of about 0.68 % and
were obtained experimentally by several free vibration tests in the empty structure. One item to notice is that it is a bridge,
which can resonate as a result of a pedestrian load, in that the first mode can be excited by the second harmonic component
of the stride cycle (with a mean step frequency close to 2 Hz as suggested in the literature). Also, the steel structure is very

Fig. 6.2 Experimental bridge
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Fig. 6.4 Time history response due to pedestrian (pace freq. = 2 Hz) and PSD for different pace frequency

lightly damped which can be problematic in the serviceability limit state of the bridge. To compare the natural frequency and
the damping ratio for the first mode in the human-bridge system, several free vibration tests were conducted with a person
placed in a passive mode over each node of the structure (See Fig. 6.3).

Such tests were performed in order to get the changes in dynamic properties due to a person standing on the bridge with
a mass equal to 74 kg. The results in Fig. 6.3 show the natural frequency of the empty bridge (red line) compared with the
natural frequency of the coupled system, described by the blue bars. The difference between the natural frequency of the
empty structure and the natural frequency when the person is on the bridge is an evidence that Eq. (6.1) is not a good model
for the coupled problem, even when the load is static over the structure.

Moreover with the same person but in different positions of the beam, the participating modal mass in the response
changed, resulting in different natural frequency even with the same person (the same mass) over the bridge. For that reason,
the lowest frequency obtained in the analysis was produced when the person was in the middle of the bridge, and his/her
total mass was involved in the structural response. Furthermore, the damping increased its value from 0.7 % in the empty
structure to around 3.9 % for the human-bridge system, however any conclusion can be extracted from that preliminary data.

On the other hand, several test were conducted using a pedestrian over the bridge. The person walked at different
pace rates (1.7-2.2 Hz) follow the hearing aid of a metronome. The metronome was used to coordinate the pace of the
pedestrian around a specific value. The pace frequencies were chosen close to the average frequency for the stride of a person,
which is around 2 Hz. The forced vibration response in acceleration was recorded in every node in the same place that the
free-vibrations tests, but only the response in the middle of the span (node 3) is shown (see Fig. 6.4).

In order to get the signal analysis in frequency domain, the power spectral density (PSD) was used. To analyze only the
response of the pedestrian-bridge system the red part in Fig. 6.4 was considered, which indicates when the person walked
in the structure. The PSD for each pace frequency is shown in Fig. 6.4. The frequency domain analysis show that the first
frequency recorded is due to the pedestrian pace frequency. Also, its second harmonic, which is close to the first natural
frequency of the pedestrian-bridge system, produced higher amplitudes in the structural response. This phenomenon is due
to the interaction between the pace frequency of the pedestrian and the natural frequency of the structure, and it is not possible
to represent this interaction with a traditional procedure in any FEM software package.
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6.4 Sap2000 Application Programming Interface

The need for computational power and the subsequent requirement to embrace edge technology tools and resources are
demanding and expensive. The necessity to increase productive computational systems motivates researchers to investigate
more advanced and optimized tools for the analysis and design of structures, leading to develop new software capabilities.
In this direction, the computational tool that accesses SAP2000 through its Application Programming Interface (API), has
come to significantly expand the usage of more sophisticated procedures for the needs of structural engineering.

SAP2000 API is a programming tool that allows users to automate many of the processes required to build, analyze and
design models and to obtain customized results. It allows users to link SAP2000 with third-party software, as MATLAB,
providing a path for two-way exchange of model information. In terms of computer programming, the API consists of a
software library that offers access to a collection of objects and functions capable of controlling the way that the SAP2000
behaves, thus, overriding the standard procedures. For this specific problem, API is very helpful to improve the structural
analysis due to pedestrian load, allowing include the human weight like a moving load that produce a force that change as
function of time.

The analysis is controlled through an interactive graphical user interface (GUI), which consists of a main window that
contains all the components necessary to load the SAP2000 model, load or define the human load, the step position, and
choose the analysis procedure (See Fig. 6.5). In such way, the user can interact entirely with the GUI interface provided,
while SAP2000 runs hidden in the background. All of the required actions related to the characteristics of the Human load
model are transferred to SAP2000 finite element model via the API from MATLAB directly.

The results of the procedure proposed in this paper are shown in Fig. 6.6. In order to use a input load for simulation, the
ground reaction force shape was obtained from [9], and divided by the pedestrian mass to obtain a time-history acceleration
to be used in the analytical model. With this acceleration function, the response of the structure is compared with two
experimental data response in the middle of the bridge. These data were recorded for the same pedestrian walking with a
metronome at 2 Hz.
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The analytical model response of the system showed that the pedestrian-bridge interaction is captured in both, time and
frequency domain, even when the ground reaction force does not correspond to the forces due to pedestrian. In a future work,
the researchers will measure the ground reaction force due to a subject, in order to use it directly in the platform. This is
expected to improve the response of the system.

6.5 Conclusions

The problem of influence of walking people on pedestrian bridges vibration properties, such as natural frequency and
damping is not well understood, let alone quantified. The complexity of this problem is mainly related to couplings between
varying loading and transient structure response. Therefore proper understanding of structural response due to human loads
is necessary for a successful analysis and design. However, there is not a guideline that specifies how to include pedestrian
load to get a realistic structural response. That imply that designing major footbridge assuming the pedestrian load as static,
ignoring the interaction between subject and structure. Thus, a simple methodology for establishing an accurate procedure for
predicting the structural behavior in a FEM model has been developed to include HSI, coupling with the SAP2000 analysis
method.

The aim here was to develop a new application to connect SAP2000, through its API, with MATLAB. This app is capable
of controlling the SAP2000 FEM model to include extra information that is necessary for HSI analysis. This new application
allow an intuitive data flow that can be used to facilitate both pre- and post-processing procedures. To emulate the HSI in the
analysis, an iterative process is used in order to change the position of the mass source in each analysis. This unique iterative
load structure procedure allows us to estimate a realistic behavior due to human load.
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Chapter 7
Comparing Closed Loop Control Models and Mass-Spring-Damper
Models for Human Structure Interaction Problems

Albert R. Ortiz-Lasprilla and Juan M. Caicedo

Abstract The interaction between human and structure can produce significant dynamic effects. This has been demonstrated
in several occasions including the closing of the Millennium bridge in London shortly after being open to traffic. Models
based on springs, dampers and lumped masses have been widely accepted by the scientific community to model the human
in human-structure interaction (HSI) problems. Recently, models of the human body based on control theory have been
proposed. This paper provides a comparison between two traditional models using spring, dampers and lumped masses and
those using control theory. The models are updated in a probabilistic sense using Bayesian inference. The experimental data
used for the comparison is obtained from a laboratory test structure specially designed for HSI studies.

Keywords Human-structure interaction * Closed loop control * Human loads ¢ Feedback ¢ Vibration induced by people

7.1 Introduction

The interest in human-structure interaction (HSI) has increased during the last two decades due to the number of reports of
structures with vibration problems due to crowds. During the design process it is common to model the human loads as static
force depending only on the mass of the occupants [1]. However, this does not correctly represent the interaction between
humans and structure.

The effects of human loads in structures are difficult to predict because they depend on the type of activity people are
performing. However, models for typical activities such as standing, sitting, and jumping have been proposed in the literature.
Traditional models represent the human body as a system of lumped masses, dampers and springs when people do not jump
[2-6]. Arguably, these models might not fully represent the human body because lumped masses, dampers and springs
cannot add energy to the overall system. Furthermore, people could react differently at different levels of excitation and
other environmental conditions.

Ortiz et al. [7] proposed a new type of model for human-structure interaction. The new model uses a close loop control
from systems theory. This model is able to add energy to the system, and could be a more representative way to model the
human in HSI problems. The controller parameters could change depending on the characteristics of the human body and
how it reacts to the changing environments [8]. Although control theory concepts have been applied to structural engineering,
closed loop control systems have not been widely studied for HSI problems [9-12].

This paper compares HSI models using a closed loop control system with the traditional models based on lumped masses,
dampers and springs (MDS) systems. The control theory based models are a Proportional and Derivative controller (PD),
and a Proportional, Integrative and Derivative controller (PID). These controllers use information about the present, past and
future errors (in case of PID), or present and future errors (if PD is used), calculated as the difference between the real and
desired value. MDS systems are modeled using the human body as a single and two degree of freedom systems [2]. All
models have been developed for a single occupant in a standing position with straight knees. The structure is modeled as a
single degree of freedom system.

The paper is organized as follows. Section 7.2 gives an overview of the models and the model updating process to
estimate the model parameters. The description of the tests as well as the method to compare the performance of each model
are discussed in Sect. 7.3. In Sect. 7.4, tests results are compared with experimental tests. Finally, some conclusions about
the similarities and constraints of these models is discussed. All work was carried out in accordance with the Code of Ethics
of the World Medical Association [13].
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7.2 Background

7.2.1 HSI Modelling

The dynamic behavior of structures occupied by humans has been widely studied in recent years. A literature review
published by Zivanovic et al. [9] indicates that there are two different types of models for the human body. The first, and more
general, are called mass models. These models only use the mass of the human and do not model any HSI. The second type
are based on mass-damper-stiffness (MDS) systems, which are likely used in problems related to human-structure interaction.
Many authors have developed MDS models ranging from single degree of freedom to multiple degree of freedom models in
order to represent the dynamics of the human body [2, 5, 14-17].

7.2.2 Mass-Spring-Damper (MDS) Models

Many authors have proposed MDS models for modeling the human body. The mechanical representation of the models
considered on this paper are given in Fig. 7.1.

The SDOF model was proposed by Matsumoto and Griffin [2], Falati [14], Brownjohn [16] in a deterministic fashion.
The model parameters are described by single values of mass (m), stiffness (k1) and damping constant (c;). Equation (7.1)
shows the response of the system for an excitation p(t).

mi(t) + cx(t) + kx(t) = p(t) 7.1)

The equation describing the dynamics of a 2DOF is the same (Eq. 7.1) but the terms are replaced by matrices of mass,
damping and stiffness (Eq. 7.2), and a vector of forces for each degree of freedom:

M = ny 0 7 C = c1+c—C ’ K = k1+k2—k2 (72)
0 ms - 0 —ky ko

7.2.3 Controller Models

The controller system for modeling the human structure interaction follows two concepts: (i) the human does not have
constant parameters of stiffness and damping and, (ii) these values depend on the interaction with the structure. The term
closed-loop control always implies the use of feedback control action in order to reduce the system error. Figure 7.2 shows
the block diagram of a close loop control system where G(s) is the structural system and H(s) is the controller. The terms
R(s) and C(s) represent the forces acting on the structure and outputs of the system. B(s) is the force used to control the
structure.

Mpy

|

Fig. 7.1 Single and two degree % J_ % J_

of freedom models commonly

used for modeling human l—l_‘ l—l_‘
dynamics 7 7
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Fig. 7.2 Block diagram of a
R(s)
closed loop control system

The transfer function TF(s) for a closed loop control system as shown in Fig. 7.2 is defined as (Eq. 7.3):

B G(s)

Where the terms G(s) and H(s) are the mathematical representations of the structure and the transfer function of the
controller in the Laplace domain. For simplicity the structure G(s) is modeled as a single degree of freedom (SDOF) system,
even though modeling errors are expected. The values of mass and stiffness of the SDOF are expected to be different than
the actual mass and stiffness of the structure due to these modeling errors. For a single degree of freedom, the term G(s) is
defined as (Eq. 7.4):

1

G(s)= —2— 7.4
O = AT (74

The transfer function of H(s) depends on the controller. In this paper, the common PID (Proportional, Integrative and
Derivative) and PD (Proportional and Derivative) are used, then the transfer function for the PID is (Eq. 7.5):

H(s) = K,(1 + Tys + T%) (7.5)

Where K, T, and T; are the proportional, derivative and integrative terms of the controller. For a PD controller the
transfer function can be represented as (Eq. 7.6):

H(s) = K,(1 + Tys) (7.6)

7.2.4 Model Updating

The dynamic behavior of mechanical and controller systems presented in the previous section depends on parameters that
can be updated. In this paper Bayesian inference is used to update the parameters of the models based on experimental data
[18, 19]. Bayes inference is based on the use of conditional probability (Eq.7.7):

P(®|D) x P(D|®)P(®) (7.7)

Where P(®|D) is the posterior probability density functions (PDF) of the parameters ® given the observation D. P(®)
is the prior PDF of the parameters 0 and it represents the knowledge that we have about the parameters before updating.
P(D|®) is the likelihood of the occurrence of the measurement D given the vector of parameters ©.

The process is performed in two steps. First, the parameters of the structure (®, = k;,cy, m;) are estimated using
experimental data of the empty condition. Then, the parameters of the system created by the human and the structure are
estimated using data from the occupied structure (®,). Table 7.1 shows the variables to update for each of the models
presented in the previous section.

The information gained in the first model for the empty condition is then used as prior information for the human-structure
interaction models. Therefore the parameters of the structure are updated using

P(0.|D,) o P(D.[O.)P(O,) (7.8)
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Table 7.1 Variables used for Model Variables
each model
Empty ¢y, kg, my
2DOF Chy ki, my,
3DOF Cits Knts M, Chay Koy Mio
PD controller | K,, Ty
PID controller | K,, Ty, T;

And the parameters of the structure and the HSI models are estimated using
P(®,|D,, D,) x P(D,|®,)P(B,|D,)P(Op) (7.9)

Where ©), are the prior of the variables used by HSI models showed by the Table 7.1. The previous equation indicates
that our prior considers that the parameters of the structure are not dependent on the parameters of the HSI models. This is
P(®,) = P(Op)P(O,|D,).

The prior distributions for the structural parameters (ky, my, and cy) are defined based on the measurements of the
structure. The prior PDF for the mass () is considered as a Normal distribution with mean 330 kg and a standard deviation
of 30kg. A non-informative distribution is used as prior for k. The prior information for the damping coefficient (c;) is
estimated based on a free vibration test of the structure. A damping ratio of { = 0.2 % is estimated. Therefore the prior PDF
for ¢ is P(c) = N(31,3.1). The prior PDFs assume that the parameters are not dependent. However, as shown in the results,
Bayes inference allows us to find dependencies between parameters.

Experimental data is taken in two steps. First, data of the empty structure is obtained and the experimental transfer
functions of the empty structure (D, ) are estimated. Then, the process is repeated for the structure with a person standing,
which obtains the occupied experimental transfer function D,. Experimental transfer functions are estimated using impact
hammer tests. An accelerometer is placed in the middle of the span close to the location where the person stands. More
information about the experimental setup is discussed in the following section. The estimation of the transfer function is
performed using (Eq. 7.10)

Py
=50

Where P, is the cross power spectral density between the acceleration of the structure and the force of the hammer, and
P, is the auto power spectral density of the force of the hammer.
The likelihood is defined as a Gaussian distribution to maximize entropy. For example, for the empty structure, the
likelihood is expressed by the equation
1 TFei —';'\Fm
1 (— 2 ?)

— e
A/ 27TGTF@

(7.10)

P(D.|0,) =[]

i=1

(7.11)

where 7 is the total number of points of the Transfer Function (TF,). TF and TF represent the Transfer function using the
Analytical and Experimental approach respectively.

7.3 Experimental Setup

The structure was specifically designed to represent flexible conditions similar to slabs with vibration problems and inspired
on an existing structure built at Bucknell University [15]. Experimental tests for empty and occupied conditions were
performed using impact hammer testing. The ratio between live and dead load was close to 0.2, similar to those used in
service structures. The tests for occupied conditions consist of a single human standing with straight knees. Similar tests
could be found in Matsumoto and Griffin [2], Salyards and Noss [15] and Brownjohn [20]. The person involved in the tests
is a man, 29 years old, who has a mass of 72 kg. Five tests with the empty structure and five tests with the person over a slab
were used to get experimental data.
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7.3.1 Instrumentation and Tests

The structure was instrumented with one PCB 333B50 accelerometer with a sensitivity of 100 mV/g. Impacts were performed
using a PCB 096D50 Hammer with a sensitivity 0.2305 mV/N. The Hammer has a measurement range of 4 22240N peak.
The sensor was placed in the vertical direction in the middle of the span, below the person. The hit was induced in the middle
of the span, in a distance of less than 10 cm from the border of the concrete slab and in the middle of the person’s legs.
The acquisition system consists of a modular NI CompactDAQ with a NI9234 module. Data was acquired using a sampling
frequency of 1,652 Hz, then resampled to 150 Hz. The records had a duration of 20, included 5 s before the hit.

7.3.2 Structural Parameters

The parameters of the empty structure ®, = k;, my, ¢, are estimated before the parameters of the HSI models (®,). The
likelihood was estimated using the n = 25 points closer to the peak on the transfer function. This corresponds to the values
of the transfer function between 28 rad /s and 38 rad /s. Figure 7.3 shows the experimental transfer function for the empty
condition.

Figure 7.3 also compares the analytical and experimental transfer functions. The analytical Transfer Functions were
obtained using Gibbs sampling [21] with 200,000 samples for the posterior PDF (P (®,|D,). Figure 7.4 shows the marginal
histograms for each variable. The figure shows a high correlation between the stiffness k, and mass m;. This correlation is
expected because the location of the peak in the Transfer Function corresponds to the main natural frequency of the structure.
This natural frequency is dependent on the mass and stiffness of the structure. The figure also shows that both mass m; and
stiffness k; are independent of the damping constant c;.

7.4 Results

The posterior PDF of the parameters of all models were sampled using Gibbs sampling. The marginal distributions as
well as the correlation between parameters can be observed from the samples. Figures 7.5 and 7.6 show the samples of
P(®,|D,, D,) for the SDOF human model. Figure 7.6 shows no correlation between the variables of the human model and
the variables for the structure. The values of the mass are close to the expected value (72 kg). This indicates that given the
experimental data collected for this paper, the parameters of the human are independent to the dynamic characteristics of the
structure. Further research should be performed to explore the validity of this conclusion based on more experimental data
(e.g. structures with higher and lower damping, etc). The results for the 2DOF, PD and PID models show a similar behavior
and are omitted from the paper.
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Fig. 7.4 Histograms of
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The performance of the different models is evaluated by comparing the transfer functions of each model with the
experimental transfer function (similar to Fig. 7.3). Figure 7.7 shows the results for all models. The models based on closed
loop control theory show better agreement with the experimental data (black line) than the models based on MDS systems.
The analytical transfer function is shown in gray-scale. Darker color indicate a higher probability than lighter color.

7.5 Conclusions

This paper studies the performance of four different models for HSI. Two models are based on closed loop control theory and
two models are based on traditional MDS models. Models are used to simulate a human with straight knees in a structure
that can be modeled as a SDOF. Overall all models did a good job representing the transfer function between the force
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Fig. 7.6 Samples for structure
parameters ©, = kg, my, ¢; and
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Fig. 7.7 Transfer function
comparison. (a) SDOF model.
(b) 2DOF model. (¢) PD model.
(d) PID model

ks [N/m] ¢s[Ns/m]

m [kg]

Magnitude (dB)

Magnitude (dB)

34 1€l

73

3.gled

3.5 12

le2

4 68 7.0 72 74 76
led lel
my [kg]
b
_plel . _plel .
-3l —_3
-k J a1 &
)
o
= 1 o -5t
-
-6 £ =b
o
[1°]
=7} 1 = 7}
—gl ] -8l
_g i 1 A i L _g 1 i I L 1 1
0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 8
Frequency (Hz) lel Frequency (Hz) lel
_ylel d el
-3} | =3
-4} 1 _ -a}
a
-5 @ -5
-
-6 e -6
o
[}
-7t 4 = 7}
-8 -8
-9 e ol b
0 1 2 3 4 5 6 7 8 0 1 2 3 4 5 6 7 B
lel lel

Frequency (Hz)

Frequency (Hz)

applied to the structure and the acceleration of the structure. However, the closed loop controller models did over performed
the traditional MDS models. The performance of the models can be seeing in Fig. 7.7. The human model based on a SDOF
system does not effectively represent the shape of the peak of the transfer function. This implies that this model is not being
able to represent the damping of the overall HSI model. The line representing the model’s transfer function is also wider than
other models, indicating higher uncertainty.
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The 2DOF human model shows a better agreement than the SDOF, however, it has six variables. Models based on closed
loop control theory present the best agreement with the experimental transfer function. These models also have the less
number of variables. The PD model only has a total of two variables. Small differences were found between the PD and PID
models. This suggests that the 7; has little influence on the model and it could be omitted.
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Chapter 8
Stochastic Load Models and Footbridge Response

Lars Pedersen and Christian Frier

Abstract Pedestrians may cause vibrations in footbridges and these vibrations may potentially be annoying. This calls for
predictions of footbridge vibration levels and the paper considers a stochastic approach to modeling the action of pedestrians
assuming walking parameters such as step frequency, pedestrian mass, dynamic load factor, etc. to be random variables.
By this approach a probability distribution function of bridge response is calculated. The paper explores how sensitive
estimates of probability distribution functions of bridge response are to some of the decisions to be made when modelling
the footbridge and when describing the action of the pedestrians (such as for instance the number of load harmonics). Focus
is on estimating vertical structural response to single person loading.

Keywords Vibration serviceability ¢ Walking load models ¢ Human-structure interaction ¢ Footbridge vibrations
* Probability-based response predictions

Nomenclature

S

Bridge acceleration
Bridge fundamental frequency
Step frequency
Walking load
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Number of modes
Number of harmonics
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8.1 Introduction

Bridge vibrations generated by pedestrians are addressed in this paper. Although it is unlikely that such vibrations would
cause safety problems, the serviceability limit state may be an issue for consideration. The London Millennium Bridge
incident [1], where the bridge was closed due to excessive vibrations resulting from pedestrian traffic, drew much attention
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and in the slipstream of the incident more focus was placed on modelling of walking loads and ways of evaluating the
serviceability limit state. However, still today, there are unresolved issues within this area.

Deterministic modelling of the loads has been used for many years in codes of practise (such as [2, 3]) even though by
nature the walking loads are stochastic [4-6]. Parameters of the load model comprise static weight of the pedestrian, the
dynamic load factor of the pedestrian (which is not the same for all pedestrians [7]), and the step frequency of walking
(which neither is the same for all pedestrians [4, 5]). Same can be said about the step length which too is a parameter used
when calculating loads from pedestrian traffic.

An alternative to the deterministic approach of modelling the action is a probabilistic approach quite recently
developed [5]. In this approach, the parameters of the load model can be entered as random variables. This approach will be
applied for the studies of this paper. The approach outputs a probability distribution function of bridge response to the studied
conditions. The present paper focuses on how sensitive the probability distribution is to selected inputs and assumptions made
for its calculation.

Prior to any calculation of bridge vibration response there are decisions to be made such as the number of vibration modes
to consider and the number of harmonics of the walking load to account for. Had the load been modelled deterministically
then the chosen step frequency would more or less dictate which vibration modes that can be excited. However, when the step
frequency is modelled as a random variable it changes from one pedestrian to the next and a broader range of frequencies
might be excited.

Hence, the paper defines a study focusing on how sensitive the probability distribution function of bridge response is to
decisions made concerning the number of vibration modes and the number of harmonics of the walking load accounted for.
The study cannot encompass all bridges but a few bridges will be selected so as to give some idea of implications.

Basically there are many other decisions to make when a probabilistic approach is applied for modelling walking
loads, covering choices of mean values and standard deviations of the walking parameters (step length, step frequency
etc.). Implications of many of these choices have already been thoroughly studied in for instance [6, 8]. However, a few
considerations along this line is also made in this paper so as to allow comparison of implications.

To facilitate the investigations, a footbridge model is required, and the footbridges employed for the studies are defined in
Sect. 8.2.

Walking load modelling is addressed in Sects. 8.3 and 8.4 describes how probability distribution functions of bridge
response are obtained. The response characteristic given focus is the midspan peak acceleration. Section 8.5 presents the
results, which are discussed.

8.2 Dynamic Characteristics of Bridges

The dynamic characteristics of the bridges considered for the studies of this paper are shown in Table 8.1 (focusing on the
fundamental mode of vibration in bending), along with the assumed bridge length, L. M, is modal mass and ¢ is the damping
ratio, and fj is the bridge frequency.

It appears that different bridge frequencies (fy) are considered. Bridge I is expected to encounter higher vibration levels to
walking loads than bridge II as its fundamental frequency is relatively close to the mean value of step frequency of 1.99 Hz
suggested by Matsumoto [4].

Bridge II is to be considered a reference case, where resonant action as a result of walking loads is not very likely to occur
(as the bridge frequency is above 2.4 Hz and not likely to be excited by the second harmonic of walking load).

For any structure/bridge there might be higher modes possibly relevant to consider. The bridges considered above will be
assumed to be single span pin-supported bridges, and on this assumption the second vibration mode would be at 8 Hz (for
bridge I) and for bridge I it would be at 10 Hz.

As a reference case, a bridge which is not a single span pin-supported bridge will also be considered. This bridge has
several well/separated vibration modes below 12 Hz.

Table 8.1 Bridae dynamic Bridge | fy (Hz)| My (ke) | ¢ (%)| L (m)
characteristics and lengt I 2.00 400103 03 40

II 250 |40.0-10°/0.3 |40
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8.3 Modelling of Walking Loads

8.3.1 The Load Model

For the studies of this paper, the load model described below is assumed.
A pedestrian is assumed to generate the time varying vertical load, f(#), described in Eq. 8.1.

N
f@6)=mg +mgy a;cos2mi fit —6;) (8.1)

i=1

This is in accordance with [9-11] and a number of other references.

The harmonic excitation has a base frequency, f;, representing the step frequency of walking but multipliers of this
frequency also provide loads. The paper assumes that the value of f; will change from one pedestrian to the next, hence
/s 1s treated as a random variable. When a pedestrian traverses the bridge, his step frequency will be assumed to be constant.
How the dynamic load factors, «;, and the pedestrian weight, m (in kg), are modelled will be presented later. The parameter
g represents acceleration of gravity.

Modeshape functions for vertical bending of the bridge are defined in Eq. 8.2 representing their values at the position of
the pedestrian.

@™ (1) = sin (nx fylst/L) (8.2)

In the equation, /s represents the step length. It is assumed that the pedestrian starts his locomotion at one end of the bridge
and traverses the bridge using a constant step length but that the step length may vary from one pedestrian to the next.
Combining the walking load defined in Eq. 8.1 with the modeshape functions allow calculation of bridge response.
For the studies, the walking parameters m, f, I and «; are treaded as random variables in ways outlined in the next
sections.

8.3.2 Models for Dynamic Load Factors

The following assumptions are made for the dynamic load factors.
The first dynamic load factor is modelled to depend on the step frequency, f;, in the way defined in Eq. 8.3:

o] = Cp f;g + ¢ fsz +c3 f; + ¢4 (8.3)
where
cp = —0.2649 ¢, =1306 c¢3=-1.7597 ¢4 =0.7613 (8.4)

This equation is a result of work by Kerr [7] and defines the relationship between the mean value of the dynamic load factor
(also denoted ) for a given step frequency, f;. and the equation is valid in the step frequency range of 1 Hz <f; <2.7 Hz.
Kerr also identified a standard deviation of the dynamic load factor (denoted o), and suggested it to be calculated as shown
in Eq. 8.5.

0y = 0.16 gy (8.5)

Modelling the dynamic load factor as a random variable is beyond the level of detail for modelling walking loads applied in
many codes on the subject still today. For instance the codes [2, 3] employs deterministic load models.

For the present studies also the load factors for higher harmonics are modelled as random variables. Table 8.2 defines the
assumptions.

The values in the table are found in [12]. For all dynamic load factors a normal distribution is assumed.
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Table 8.2 Mee.m values and Dynamic load factor | i, %
standard deviations for «; s 0.07 |0.03
as 0.05 |0.02
a4 0.05 |0.02
as 0.03 |0.015
Table 8.3 Mea.m values and Variable | Unit | o
standard deviations fi Hz 1.99 | 0.173
A m 0.71 | 0.071
m kg 75 15
Table 8.4 Mez.m values and Phase | ®; |©®, (O3 |04 |Os
standard deviations Value |0 |y/2 w2 [0 |0

8.3.3 Models for Other Parameters in the Load Model

The mean values (u) and standard deviations (o) assumed for other walking parameters are shown in Table 8.3 along with
the assumptions made for pedestrian weight.

For all variables a normal distribution is assumed. The values for the step frequency are the result of works by Matsumoto
[4] and for the step length it is a result of works by Zivanovic [5]. The values for the pedestrian weight are a result of
measurements made at Aalborg University on a selected number of students. At least the values are not far from the measured
distribution.

The phases in the load model (®);) are modelled deterministically and with the values defined in Table 8.4.

The first three phases are those suggested in [10].

8.4 Calculation of Bridge Responses and Probability Distribution Functions

Newmark time integration is employed to calculate bridge accelerations on various study assumptions. Specifically it is the
midspan peak accelerations of the bridge that are determined in these calculations.

To explore the stochastic nature of walking loads, a pedestrian crossing is simulated many times by conducting
MonteCarlo simulations. This allows for determining probability distribution functions of bridge accelerations. Instead of
presenting the actual probability distribution, the paper focuses on selected quantiles of the distributions, namely the 95 %,
the 75 %, and the 50 % quantile, denoted ags, a7s, and asg, respectively. The acceleration level ays is expected to be exceeded
in 1 of 20 bridge crossings. High quantiles of the probability distribution function, such as ags, are believed to be of primary
interest but for completeness, the two other quantiles are also determined.

In the range of 100,000 simulations runs are made for establishing a probability distribution function of bridge response.

8.5 Results

8.5.1 Implications of Choices Made About Number of Degrees of Freedom and Number
of Harmonics in Load Model

Focus is on the relative difference between quantiles determined on different load and structural assumptions.

The reference case is where a SDOF model for the structure (first vertical bending mode) is assumed and where only
the first harmonic («;) is considered when computing the probability distribution function for bridge response. Quantiles
determined on other assumptions are normalised by the result obtained for the reference case.
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Table 8.5 Study assumptions

Degrees of freedom (M) | Harmonics (N) | r r r
and results (ratios), bridge I £ ) @) | ros & 20

1 1 1 1 1

1 3 0.999 |1.010 | 1.022

Table 8.6 Study assumptions

Degrees of freedom (M) | Harmonics (N) | r r r
and results (ratios), bridge II g ) W) |75 B 2

1 1 1 1 1
1 3 1.04 | 1.12 | 1.20

Table 8.7 Study assumptions

Degrees of freedom (M) | Harmonics (N) | r r r
and results (ratios), bridge I1I g ) W) |75 B 2

1 1 1 1 1

1 3 1.03 | 1.10 | 1.17
5 3 1.76 |2.39 |2.28
5 5 1.84 |2.66 |2.64

Hence, it is useful to define the ratio r in the way shown in Eq. 8.6.

B a (M,N)
r(M’N)_a(M=1,N=1) (8.6)

where M is the number of degrees of freedom considered for the bridge and N is the number of harmonics considered in the
load model. In the following an index will be applied to the ratio r signifying which quantile is considered. The ratio ros thus
represent the result of a calculation entering values for ays in Eq. 8.6.

The results for bridge I are presented in Table 8.5.

It is recalled that the bridge has a fundamental frequency (at 2 Hz) in close vicinity of the mean step frequency assumed
for the walking load model (1.99 Hz).

It can be seen that generally the ratios are only marginally influenced by the study assumption (the choice of M and N)
and thus that modelling the bridge as a SDOF system and considering only the first load harmonic provides good estimates
of the probability distribution function of bridge response.

This has to do with the fact that the resonant action of the first mode predominates the vibrations due to (i) the high value
of the dynamic load factor exciting the first mode (o} > ap > a3) (ii) the high likelihood of exciting the first mode of vibration
as the mean value of step frequency is in close proximity of the fundamental frequency of the bridge.

On this note focus is shifted to a bridge were excitation of the fundamental mode of vibration is less likely than for
bridge 1.

The results for Bridge II are presented in Table 8.6.

It is recalled that the bridge has a fundamental frequency (at 2.5 Hz) which is somewhat distant from the mean step
frequency assumed for the walking load model (1.99 Hz).

For this bridge an increase is seen in response ratios when accounting for more than the first load harmonic. Probably this
has to do with the fact that the excitation is not driven by resonant action. In the case where only the first load harmonic is
taken into account, excitation at a frequency of 2.5 Hz will not occur often. Consequently, the addition of load harmonics 2
and 3 (although small) is seen to be able to influence the probability distribution function to a notable degree.

Although the influence is as high as 4-20 % (depending on the quantile) it must be recalled that bridge II is a bridge
which generally is not very likely to come into high levels of vibration as a result of pedestrian traffic, because of the low
probability of exciting its fundamental frequency. This is also reflected in the values of, for instance, ags, which is about 10
times higher for bridge I than for bridge II, suggesting that the importance of the change in the ratios is not very significant.

Basically it is believed that it is quite useful to employ a simple SDOF bridge model and a load model employing only
a single harmonic for most situations where the probability distribution function is to be determined for a single span pin-
supported bridge. At least the results presented here do not indicate otherwise.

Up until know the studies have only considered single-span pin-supported bridges, but other bridges can be erected.

Hence, yet another bridge (bridge III) is considered, which is a bridge having five natural frequencies in the frequency
range below 12 Hz (allowing several modes to be excited by walking loads). Details about this bridge are not reported here
as would take up too much space and generally it is more interesting to look at the results.

The results for Bridge III are presented in Table 8.7.
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Table 8.8 Ratios for the two

Bridge | r r r
bridges g 95 75 50

I 091 [0.64 |0.62
I 0.62 [0.65 |0.64

Clearly, the results suggest that a reasonable estimate of the probability distribution function for bridge response is not
obtained if the bridge is modelled as a SDOF system considering only the fundamental mode (M = 1) and considering only
the first load harmonic (N = 1). Both the number of vibration modes and the number of load harmonics considered is seen to
have a relatively high influence on the estimate of the probability distribution function. The calculated value of ays is almost
doubled by accounting for all the five vibration modes and by accounting for all the first five harmonics in the load model.

8.5.2 Implications of Other Choices: Perspectivation

When deciding on employing a stochastic approach for analysing the bridge responses to walking loads, there are other
decisions to make than those studied in the previous section.

One such decision relates to the choice of mean value and standard deviation for the step frequency of the pedestrian. In
the studies above, a stochastic model was employed with a mean value and standard deviation as observed in investigations
by Matsumoto [4]. However, investigations by Zivanovic [5] suggested a mean value of 1.87 Hz and a standard deviation of
0.186 Hz somewhat different from the values suggested by Matsumoto (1.99 and 0.173 Hz), especially for the mean value.

Below the implications of the choice between the two step frequency models are investigated for bridge I and II.

For bridge I and II the ratio defined in Eq. 8.7 is computed.

(MN.f) =& (M =1,N =1, f,(1.87Hz, 0.186 Hz)) 8.7)
r s IV, Js) = .
YT aM=1,N=1, f,(1.99 Hz, 0.173 Hz))

Basically, the ratio relates calculated quantiles determined assuming the step frequency model by Matsumoto to those
determined assuming the step frequency model by Zivanovic, using the results obtained assuming the step frequency model
by Matsumoto for normalisation. Values of r below unity will be indicative of a reduction in responses when shifting the step
frequency model from that by Matsumoto to that by Zivanovic.

Table 8.8 presents the results obtained for the two bridges.

It can be seen that shifting parameters of the step frequency model has a quite substantial effect on most of the ratios.

For bridge I and II, the implications of changing the step frequency model is seen to be higher than any shift in study
assumptions considered in Sect. 8.5.1 The reason why the r values are below unity is that the likelihood of encountering
resonance reduces when the mean value of step frequency moves further away from the fundamental frequency of the bridge
being at 2 Hz.

For bridge II, the implications of changing the step frequency model are also seen to be significant.

8.6 Conclusion and Discussion

The present paper has focused on how sensitive the calculated probability distribution function of bridge response is to
selected inputs and assumptions made for its calculation, hereunder the choice of number of bridge vibration modes and the
choice of number of harmonics of the walking load.

For the two single-span bridges considered for the study there is a noticeable difference in how sensitive the probability
distribution function is to these assumptions. For the bridge having a fundamental frequency in close vicinity of the mean
value of step frequency assumed for the study, the probability density function is fairly insensitive to whether the bridge is
excited by only the first harmonic of walking loads or whether excited by more load harmonics. For the bridge having a
fundamental frequency 0.5 Hz from the mean value of step frequency assumed for the study, the probability density function
is quite sensitive to which of the two assumptions are made. It can be argued though that for this bridge the importance of
actually doing a calculation of the probability distribution function is not that high as vibration levels for this bridge are quite
small.
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For reference, a calculation of a probability distribution function of bridge response is made for a bridge which cannot be

characterised as a “single-span pin-supported bridge”, and here the choices made concerning the number of vibration modes
and the number of harmonics accounted for in the load model had a relatively high impact on the calculated distribution.

Hence, the results suggest that there are limitations to the degree of simplification of matters that is sensible. Probably the

best advice is to be aware of main bridge modal characteristic and the general load mechanisms as well as their stochastic
nature when making decisions about assumptions studied here.

A reference study was made changing the values of statistical parameters assumed for modelling the stochastic nature of

step frequency to another proposal found in literature. From the results it is seen that definitely this choice/change has a high
impact on the probability distribution function calculated of bridge response.

Acknowledgements The authors acknowledge graduate students for doing some of the calculations.
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Chapter 9
Pedestrian Induced Lateral Vibrations with Emphasis
on Modal Energy Transfer

Anders Rgnnquist

Abstract Already on the opening day of the Lardal Bridge in 2001 were large lateral vibrations observed. These excessive
vibrations were seen as relatively dense and continuous flow of people was crossing the bridge. This type of observation has
later been made for several other bridges, old as well as new. These observations have initiated an extensive investigation
program quantifying structural properties such as natural frequencies, mode shapes and damping and their influence on the
pedestrian induced vibration. Thus, the pedestrian lateral load phenomenon has equally been thoroughly investigated. As
part of the pedestrian load investigation at the Lardal Bridge were a large number of time series with different sized groups
of people recoded. This paper aims to re-analyze these data with the emphasis on the energy transfer between modes. It is
clear from these response recordings that the lateral displacement is often not initially initiated, rather vertical or torsion
motions. This is also true for several crossings of larger groups of pedestrians. This raises some interesting questions of how
and when the pedestrian induced energy transfers between modes. From short time Fourier transforms (STFT) it can be seen
that energy transfers after certain levels of response are reached. Interestingly, the horizontal mode, a reversed pendulum
motion, includes a small vertical component with twice the frequency of the horizontal mode. The investigation explores the
system sensitivities to group size, initially triggered response modes and the pacing frequencies of the pedestrian motion.

Keywords Pedestrian induced vibration * Bridge dynamics * Modal analysis ¢ Short time Fourier analysis * Energy
transfer

9.1 Introduction

In Norway the Lardal Bridge has exhibited excessive lateral vibrations during the crossing of large groups of pedestrians,
see [1]. The bridge, shown in Fig. 9.1, crosses the river Lagen in the area of Lardal. On the opening day in 2001 a good
number of people attended the event. This created a relatively dense and continuous flow of people crossing the bridge. At
this time the excessive lateral vibration was for the first time observed. People grabbed the handrails and expressed concern
about the behavior. Locals who often attend different arrangements within the area have later become used to the vibrations,
and some have even expressed their amusement over the situation. When there are no major events on either side of the
bridge there will only be a few occasional pedestrians or groups of pedestrians crossing the bridge. This has never created
any major problems concerning excessive vibration in any direction.

The problems experienced at the Lardal Bridge are equivalent to those that occurred at the Millennium Bridge in London,
an event which has been the source of many publications; see e.g. [2]. This bridge is often seen together with the Solférino
Bridge, crossing the river Seine in Paris [3], as major contributors to the beginning of new and much sought after research of
the pedestrian structure interaction. Both bridges had to be temporarily closed for the installation of mitigation devices, i.e.
various types of dampers.

The Lardal Bridge is included in a project to create a recreation area around their famous rapids with old traditional
salmon fishing and two outdoor amphitheaters used for concerts. Its main purpose is to connect the parking place located
on the west side of the river with the amphitheaters located on the east side, which implies that there is a considerable
risk of high concentrations of pedestrians on the bridge. To investigate how the suggested load model works for groups
of pedestrians there have also been performed full-scale observations [1]. These consist of response acceleration recordings
from the Lardal Bridge. The recordings have also been used to obtain the necessary structural dynamic parameter. The Lardal
Bridge is a rather complex structure. It contains components of laminated wood beams, steel wind truss and steel cables, and
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Fig. 9.1 The Lardal Bridge, built in 2001, with a total length of 130 m as it crosses the river Lagen in Norway

there are sliding joints also playing an important part in the complete structural behavior. These effects are further explored
by the FEM-analyses presented in [4] which show that small alteration of structural properties can give large changes of the
resulting natural frequency as well as the corresponding mode shape.

9.2 Operational Modal Analysis for Dynamic Assessment of the Pedestrian
Induced Response

In this paper, the dynamic assessment is performed using two types of modal analyses. The first is the estimation of the power
spectral density (PSD) of the dynamic response, in which the frequency content of the sampled time series is estimated. The
choice of the spectral estimation method is dependent on the duration of the signal and the frequency distribution within
the time signal. The second analysis uses the short-time Fourier transform (STFT) to estimate the changes in the frequency
content during the crossing of the bridge. This information is essential in the investigation of the energy input and transfer
between frequencies due to the pedestrians. The resulting spectrograms are useful for understanding and visualizing the
differences between the initial vibrations, the dominating vibrations to final decaying vibrations on the vertical and horizontal
directions. This is used to determine in which modes energy is introduced and which modes the dynamic response energy is
transferred to as the pedestrians’ passes by.

9.3 Power Spectral Density (PSD) Estimation

The choice of the method used to estimate the PSD of the response will depend on the duration. Additionally, if the frequency
distribution and energy transfer in the frequency domain are to be investigated in detail, the current time series will quickly
become very short. Therefore, it is important to choose the method accordingly. For the estimation of the PSD, there are two
common types of PSD estimators that are frequently used: parametric and non-parametric methods [5]. In the parametric
methods, the signal is assumed to be the output of a linear system driven by white noise, i.e., parametric methods estimate the
PSD by first estimating the parameters of the linear system that is assumed to generate the signal. These methods generally
produce smoother estimates of the PSD than do non-parametric methods. In the investigation of the pedestrian induced
vibrations, the Burg method is used for PSD estimation [6]. The method does not apply a window function to the dataset,
as is common in non-parametric methods. Although the Burg method may be considered to be better than non-parametric
methods for a given application, it is important to be aware of some of its disadvantages. For example, the Burg method
exhibits spectral line splitting, especially at high signal-to-noise ratios. In high-order systems, the method can also introduce
spurious spectral peaks, and when estimating sinusoids in noise, it shows a bias that is initial-phase dependent [7].

9.4 Short-Time Fourier Transform (STFT) and Spectrogram Analysis

Using the STFT to analyze time series provides more complete and precise information about the energy distribution along a
pedestrian crossing of the bridge. Calculated spectrograms will give a visual representation of the motion, providing a useful
time-frequency representation. In the STFT, time series are segmented into time intervals that are sufficiently narrow to be
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considered stationary [8]. However, it is important to recognize that the time resolution, i.e., how well two peaks in time
can be separated from each other, and the frequency resolution, i.e., how well two spectral components can be separated
from each other, cannot be arbitrarily determined because they are both directly related to the time window size. The shorter
the window is the better the time resolution will be; however, this will result in a lower frequency resolution. It is equally
important to consider the amount of overlap between the chosen windows. Avoiding overlap will result in more distinct
differences between windows, whereas in overlapping windows, the results will be averaged for a better overall result.
Therefore, the STFT can also be used as a sliding discrete Fourier transform, which is analyzed for each incremental shift
using overlapping windows [9]. The time-dependent Fourier transform is defined by

[e]

X (r,0) = /x(t)w (t—1)e ®dt 9.1

—0o0

where t and w are the time and frequency parameters. Similarly, the discrete STFT for sampling in frequency and in time is
given by

X (k)= X (0,0) ez = Y x(m)w(n—m) i Wkm 9.2)

m=—00

where x(m)w(n-m) is a segment of the given time series x(n) using the applied window function w(n) for the STFT at time n
and at frequency k. The N frequencies are equally spaced over the interval 2y/N (see also [9, 10]). Finally, the spectrogram
of the function is found by squaring the magnitude. It is commonly given in log units as

Sex (0.k) = log | X (n.k)[? 9.3)

In the following investigations, the STFT is used as a sliding discrete Fourier transform in which the STFT is evaluated for
each shift of the window function. To evaluate the frequencies in the short-windowed time series, the Burg spectrum method
is used.

9.5 Full Scale Measurements at the Lardal Bridge

At three different occasions full-scale measurements were carried out on the Lardal Bridge, all done during the summer
months of 2002 and 2003. The weather varied from rather cold and rainy to hot and sunny. The first part of the test program
was intended to study the structural properties of the bridge, while the second part focused on pedestrian induced response
recordings with the main interest in the horizontal response accelerations. The Lardal Bridge possesses an unfortunate
vibration property. In an arch-like type of structure the first mode shape is in fact three dimensional and can be seen to
act as a reversed pendulum motion where the horizontal displacement component has an natural frequency of 0.83 Hz while
at the same time the vertical component exhibit a frequency of 1.66 Hz. This is illustrated by the lissajous diagram between
the horizontal and the vertical components at mid-span in Fig. 9.2. Traces of response at the first horizontal natural frequency
as well as two times the first horizontal frequency have is observed in the recordings of the vertical direction, representing
contributions from torsion and vertical motion of a spacial mode shape.
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Fig. 9.3 PSD plots of acceleration response in the horizontal direction, left, and vertical direction, right

This means that even though the horizontal load might be too small to create the response needed to trigger any significant
pedestrian horizontal load the vertical part might be more onerous. Small motions in the vertical direction will due to the
pendulum coupling create larger displacements in the horizontal direction and thereby create motions that might trigger the
pedestrian load effect. This is often associated with the synchronization phenomenon of pedestrian induced load impulses.

9.6 Instrumentation and Data Acquisition

The recording of response time series on the Lardal Bridge involved the use of eight accelerometers, four ceramic shear
piezoelectric model 393B12 (PCB Piezotronics), with a frequency range of 0.15-1,000 Hz (depending on acceptable
deviation levels), and four of the inductive type HBM B12/500 with a frequency range of 0—250 Hz. The sampling frequency
and length of time series were set at fy =50 Hz and 7'=60, 120 s or occasionally longer if deemed necessary. After
amplification the accelerometer signals were converted to a digital format using a Spider 8 type of recorder. Prior to storage
the time series were digitally filtered, high as well as low pass filtered below 0.3 Hz and above 20 Hz. Resulting natural
frequencies identified from the full scale measurements are given in Table 9.1, see also [4]. Spectral density plot of the
horizontal motion as one pedestrian passes across the bridge is included in Fig. 9.3. The PSD plot of the horizontal motion
shows the 1st horizontal (0.83 Hz), 1st torsion (1.12 Hz), coupling frequency at 1.67 Hz and the 3rd horizontal frequency
(3.3 Hz). The vertical PSD plot also shows the st torsion frequency, the 1st vertical frequency and the coupling motion at
1.67 Hz.

9.7 Pedestrian Induced Vibrations

There is a special issue for the Lardal Bridge that should be mentioned. When a group of pedestrians enter the bridge they
will due to the uphill sloping bridge deck have a lower vertical pacing frequency than the usual 2 Hz. For most cases the
crucial lateral natural frequency for structures with pedestrian loads will be half the natural walking frequency as listed in
Table 3 (the ranges is suggested in [11]). However, for the Lardal Bridge the 1st purely vertical natural frequency at 1.45 Hz
and the vertical component of the 1st horizontal (0.83 Hz), which is obviously excited from a vertical pacing frequency of
2-0.83 = 1.66 Hz. Due to the inclination both of these values are well within the range of expected pedestrian group pacing
frequencies.

It is below shown that if the pedestrians first excited a purely vertical resonance response during the first phase of walking
on to the bridge, then the event of excessive horizontal vibrations is delayed or for some cases with small groups non-existing.
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On the other hand if a horizontal resonance is firstly excited then this will dominate the response over the entire crossing.
Furthermore, the investigation shows how response which clearly initially is vertical dominated may transfer to the horizontal
direction where the horizontal response then dominates the remainder of the crossing. It is also interesting to note that the
recording of the vertical response clear shows signs of frequency shift within the same direction where the load frequency
goes towards the natural frequency rendering response recording showing rapid increase.

To fully understand the frequency content of the response and its variation in time and for different number of pedestrians’
time series and STFT are given for different scenarios. This includes time series from just a few walking pedestrians to
groups over 40 pedestrians. The investigation also includes a crossing of jogging pedestrians to give a picture of the response
at higher pacing frequencies. The system response for a few pedestrians is mostly dominated by random response where
each pedestrian acts individually and independent of each other as well as of the bridge response. As the response becomes
dominated by a very large dynamic kinetic input from the pedestrians, interacting with the bridge, the response is clearly of
a harmonic nature given by one or two main components.

The first crossing, shown in Fig. 9.4, is the response from four pedestrian jogging across the bridge. The figure shows
the horizontal motion and includes several contributing frequencies as expected from the higher load frequency, see also
Table 9.2. It shows contributions from the 1st and 3rd horizontal natural frequencies as well as the 1st and 3rd torsion natural
frequencies. It is interesting to see that the response is relatively low and dominated by higher frequency components, quite
different from the pedestrian structure-interaction phenomena also observed at the bridge.

The vertical response of the same event is given in Fig. 9.5. Here the vertical components to be strongly influenced by
the load frequency (~2.5 Hz) in the range of the 2nd torsion vertical as well as the load multiple frequency reaching the 3rd
torsion and vertical natural frequencies. After approximately 40 s the response decays and the vertical frequency component
separates in to the Ist vertical and torsional frequencies respectively. As expected the 1st horizontal component from the
coupling motion is also clearly present in the response.
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The next event is from four pedestrians walking across the bridge, shown in Figs. 9.6 and 9.7. The load is here, as
previously explained, closer to the 1st horizontal natural frequency, but never the less, clearly the vibration is induced in the
vertical motion which directly excites the coupling frequency at 1.66 Hz. The latter is shown as two frequency components
towards the end of the time series. The horizontal motion enters approximately at 15 s and clearly dominates the response
already after 20 s. The two diagrams in Fig. 9.7 show the vertical and horizontal time series respectively where the effects
also are clearly visible.

Time series in Fig. 9.8 shows a vertical induced motion at the middle of the bridge. Here the load comes at the 1st vertical
frequency of 1.45 Hz which then also excites the coupling frequency of 1.67 Hz. The upper spectrogram also shows that the
3rd vertical frequency contributes. The motion starts close to the 1st vertical frequency and quickly stabilizes. It is interesting
to see the decay and energy transfer which starts close to 30s and onwards. The lower STFT diagram shows the same event
but in the horizontal direction. Here the motion initial shows the same load frequencies and a short period of the 1st horizontal
frequency which almost disappears as the vertical load stabilize. As soon as the input stops right before 30s the energy is
transferred to the 1st horizontal motion. This occurs via the coupling motion of the two directions. After just 5 s the motion
is completely horizontal and has actually increased in intensity as the motion becomes one harmonic motion.

As the number of pedestrian increases the motion will move easier towards the 1st horizontal motion. In Fig. 9.9 is the
response of a group including 45 pedestrians crossing the bridge shown. The vertical motion STFT also shows traces of
the 3rd vertical natural frequency and strongly the coupling frequency of 1.67 Hz. As the group arrives at the mid-point
the spacial motion is clearly dominating the horizontal direction with load frequency at the vertical frequencies between 1.5
and 2 Hz.

The last event shown in Figs. 9.10 and 9.11 represents time series of 13 pedestrians crossing the bridge. These time series
clearly show how initially the motion starts vertically. First the 1st vertical frequency is excited with only minor response
horizontally. Then, clearly the energy is transferred through the coupled motion, now also exciting the horizontal motion at
0.83 Hz. The vertical transfer starts at around 45 s and the new frequency component dominates after 50 s, to change again
at roughly 65 s, see especially the time series in Fig. 9.11.



9 Pedestrian Induced Lateral Vibrations with Emphasis on Modal Energy Transfer 89

Fig. 9.8 Vertical induced
response at the bridge mid-point.
Upper: STFT of the vertical
motion, middle: vertical
acceleration time series and
lower: STFT of the
corresponding horizontal motion
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9.8 Conclusions

The assessment of the dynamic behavior of the Lardal Bridge has been investigated to determine the dynamic response
through sampling and modal analyses. It has been shown that different information can be extracted from the different parts
of a passage time series. The full scale data includes information about the load frequencies as well as structural parameters
such as the fundamental frequencies and mode shapes. The sensitivity to time variation shows that introduction of the STFT
is very useful in determining the frequency content and to interpret the pedestrian structure interaction. Additionally, the
analysis facilitates a good understanding of the energy input and transfer between frequencies originating from the pedestrian
crossing the bridge. The STFT shows when and how the changes occur, whereas the PSD provides distinct predictions that
can be related to the expected frequency components. The investigation shows how the lateral pacing of the pedestrians
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setts the initial vibrations as a group enters. For this bridge there is a spacial mode coupling which simplifies the energy
transfer between vertical and horizontal, rendering a bridge prune to experience excessive lateral vibrations from rather
small number of pedestrians. As the forced vibration reduces by pedestrian leaving the bridge summit will remaining energy
transfer towards the 1st horizontal natural frequency, rendering an increase in the response which is documented by the
recorded time series.
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Chapter 10
Implications of Interaction Between Humans and Structures

Lars Pedersen

Abstract Many civil engineering structures are occupied by humans, and often humans are considered as a static load in
calculations. However, active humans on structures can cause structural vibrations. Passive humans might also be present on
that structure and they do change the structural system (such as structural damping and therefore also structural vibration
levels). The paper addresses this subject and explores implications of having passive humans present on the structure. In
experimental tests with a laboratory floor it is examined to which degree the posture of humans passively sitting on the floor
influences the damping added to the floor. A numerical case study explores how passive humans may influence vibration
levels of a floor.

Keywords Human-structure interaction ¢ Floor vibrations ¢ Experimental testing ¢ Numerical prediction ¢ Human
postures

Nomenclature

a Acceleration

Nia Floor natural frequency
Ju Human natural frequency
I Jumping frequency

Mass of jumping person
Floor modal mass
Crowd mass

Number of persons
Ratio

Jumping load
Dynamic load factor
Damping ratio

Floor damping ratio
Human damping ratio
Phase
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10.1 Introduction

Floors in buildings often carry humans. If the floor is relatively stiff it is common to consider the human occupancy as a
static weight. However, if the floor is flexible it can become relevant to divide the occupancy into an active part (humans
walking, jumping or bouncing) and a passive part (humans sitting or standing on the floor). The dynamic forces generated
by the active persons may cause structural vibrations and potentially serviceability problems.
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This paper mainly focuses on the passive humans and how they influence damping characteristics of the floor on which
the humans are placed. Field measurements made on structures carrying passive crowds of humans have revealed that the
passive crowd influences the dynamic characteristics of the structure such as its damping [1-3]. Similar observations are
found when testing laboratory floors carrying passive humans [4, 5].

It must be recognised that not all humans will assume similar postures when sitting on a floor and that a sitting human
might well alter his/her posture over time or some persons may alter their posture while others may not. Hence, the nature of
the dynamic interaction between humans and floor might change over time even in a short time perspective.

In laboratory tests reported in literature mostly humans have assumed a specific posture when the structure was put into
vibration. Little effort has been made to study how and to which degree the posture of the humans (sitting on the structure)
influences the damping which the sitting humans add to the structure.

For the study of this paper an experimental test programme is devised exploring how sensitive floor damping (added by
sitting humans) is to different human postures.

Some implications of modelling dynamic interaction between a sitting crowd and the supporting structure are presented
by showing results of a numerical calculation of acceleration responses of a floor to jumping loads with and without the
presence of a passive crowd of humans on the floor.

The experiments are addressed and discussed in Sects. 10.2 and 10.3 presents a numerical study considering a model
describing dynamic human-structure interaction.

10.2 Experiments

10.2.1 The Tests

This section describes the tests covering a description of the test floor and details about the tests.
The floor used in tests is a one-way spanning hollow-core prestressed concrete element pin-supported at both ends. The
length of the floor is about 11 m and it weighs more than 5 t.

10.2.1.1 Tests and Determination of Floor Damping

First the empty floor is tested impacting it at floor mispan causing it to vibrate freely in vertical bending while vibrations
damp out. A displacement sensor records the vertical motion of the floor at midspan during the decaying vibrations.

The logarithmic decrement method is employed to determine the damping ratio of the floor. For the empty floor this is
denoted ¢(n = 0), where n is the number of passive persons on the floor.

Following this test, a similar test sequence is carried out now with humans atop the floor (n =1, 2, 3, 4). In these tests the
humans are passively sitting on chairs placed close to floor midspan. At this position an impact is made bringing the floor
into vibrations. From the recorded free decay, the damping of the human-occupied floor is determined and it is denoted ¢(n).

The weight of each test person is recorded prior to the tests, and the difference in weight was within 10 kg. Due to the
small deviation it is considered useful to present results in terms of ¢ as a function of the number of passive persons on the
floor (n) rather than as a function of the exact weight of the group of persons on the floor. This eases overview of measured
relationships.

A small series of impacts are made allowing dynamic characteristics to be determined as mean values.

The chair used in tests is a chair with backrest. A 4-legged metallic frame carries the seat (made of wood but provided
with a thin softening layer on top) and a metallic frame carries the backrest (also made of wood and with a thin softening
layer). This a chair type often used at ventures where several persons assemble at meetings (at Aalborg University).

The postures that the test persons assume while seated:

A. Sitting relaxed with hands resting on knees. No use of backrest
B. Sitting relaxed with hands resting in the lap. Use of backrest

The variety of postures that a sitting person can assume is not restricted to the postures A and B but they are believed to
represent quite common postures.

Following the tests with posture A and B, a test with mixed postures in the sitting crowd is made. In this test half of the
sitting persons assumed posture A and the other half assumed posture B.
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Table 10.1 Ratio r; for different

- n, number of persons present on floor
test conditions Ratio |Posture |0 |1 |2 |3 |4
e A 1 10 |18 |28 |34
e B 1| 8|19 28 |36
I A+B |1 - |17 |- |33
143 S 1|1} 1]1]1

Table 10.2 Ratio r; for different n, number of persons present on floor

test conditions. Supplementary Ratio | Posture [0 11 12 13 |4
tests
T A 119 16 |29 |30
re B 1|8 |18 |26 |36
re A+B |1 - |19 |- |35

10.2.2 Results

For the presentation of results it is useful to introduce the ratio defined in Eq. 10.1.

¢(n)
¢(n=0)

The ratio relates the damping ratio of the human-occupied floor (with n persons present) to the damping ratio of the
empty floor.

The response ratio, 7¢, calculated for each test condition is listed in Table 10.1.

It can be seen that (employing posture A), the damping increases when the number of persons present on the floor
increases. The increase is quite considerable. Even a single person present on the floor increased damping by a factor of
about 10.

Posture B also resulted in considerable increases in floor damping, and interestingly the two postures (A and B) resulted
in almost similar increases with the number of persons on the floor. This would suggest that the posture (at least whether
posture A or posture B is assumed) does not have much bearing on the damping added to the floor.

The results obtained for the mixed posture (denoted A + B) are fairly close to those obtained for the postures A and B.

A posture denoted S is also included in Table 10.1. Basically, this does not represent a posture but instead the results of
tests made with a sandbag of 80 kg placed in the seat of the chair instead of a test person. In these tests basically no damping
is found to be added to the floor irrespectively of the number of chairs provided with sandbags.

Supplementary tests were made in order to investigate whether the tendencies seen above are also valid for a different
group of four persons. Hence another group of four persons were chosen for participation in tests.

The test procedures were similar and results in terms of the ratio r; are listed in Table 10.2.

It can be seen that yet again, the number of persons present on the floor quite significantly influences the ratio r;. The
monitored variation with the number of persons present on the floor is not identical with that observed for the first group but
similarities are evident (comparing Tables 10.1 and 10.2). This goes for both postures as well as the test with mixed postures.

Hence, the overall tendencies found in the first tests are also valid in the second test.

re(n) = (10.1)

10.2.3 Discussion

The results quite clearly suggest that a human mass in sitting posture cannot with reasoning be modelled as a simple added
mass attached to the vibrating structure, as a sandbag mass placed in the seat of the chair did not add damping to the floor.
Oppositely, when a human was placed in the seat, a quite considerable amount of damping was added to the floor.

One reason to the large amount of damping added is that the empty test floor is quite lowly damped ({(n = 0) was found
to lower than 0.25 %). Had the empty floor damping been higher, the influence would probably be less significant.

Is it also found that the damping added by the sitting persons did not to a large degree depend on which of the two postures
the sitting persons assumed. Neither when mixing the postures no significant difference in the variation of floor damping with
crowd size was noticed. Similar tendencies in results were found when another group of persons were tested.
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These are useful observations as it might suggest that it would be meaningful to apply a model describing the dynamic
interaction between a sitting human and the floor that does not require considering the specific posture of the sitting person.
At least the amount of damping added to the structure is almost equal for the studied postures.

The findings suggest that it may be useful to model humans as a mass dynamically interacting with the floor mass. The
approach of considering the human body as a dynamic system is in agreement with the modelling approach applied in
biomechanics [6].

Such approach will be considered in the subsequent section (Sect. 10.3) attempting to highlight to which extend passive
humans on a floor can influence floor vibration levels when the floor is exposed to actions of a person in motion.

10.3 Numerical Case Study

10.3.1 The Interaction Model

For the case study, a 2DOF human-structure interaction model will be assumed with the structure (floor) representing the
grounded system and with the crowd mass attached to the structural mass by a linear spring and a linear dashpot. A similar
type of connecting is assumed between ground and floor mass.

The structure will be a SDOF floor and the dynamic characteristics of the floor are listed in Table 10.3.

The values represent the natural frequency of the first bending mode (fr), the modal mass of this mode of vibration (M)
and the damping ratio ({g). The values are realistic as equal to those measured on the real floor.

The dynamic characteristics of the crowd of persons are given in Table 10.4.

These are the natural frequency and damping ratio, respectively. The mass of the crowd (my) is not assigned a specific
value as different values for this parameter will be assumed for calculations. The frequency and damping characteristics are
considered to be fairly representative.

10.3.2 The Load Model

A jumping person is assumed to excite the floor. Perhaps it would have been more realistic if it was a pedestrian that excited
the floor but it is not that important as the idea is to study the relative difference in floor response as found with and without
a stationary crowd atop the floor.

For the studies of this paper, the jumping force (¢()) is described by Eq. 10.2.

5
q@t) = nga[ sin (27 ft + 6;) (10.2)

i=1

The general load model is in accordance with [7, 8]. In Eq. 10.2, f; is the motion frequency (jumping frequency) and the
equation reflects that excitation is modelled to occur at the jumping frequency and at multipliers of this frequency. The load
amplitude is mgo; where mg is the weight of the jumper and where «; is the dynamic load factor for harmonic i.

It is established that there is the overall tendency that the value of the dynamic load factor reduces with increases in the
jumping frequency. This tendency is modelled using Eq. 10.3.

2 if if; <3 Hz
@ =1 —0.19if; +2.57if 3 Hz<if; <13 Hz (10.3)
0.1 if if; > 13 Hz

This relationship is employed for the present studies but has also been employed for numerical studies for instance in [9].

Table 10.3 Dynamic M
characteristics of floor Ir z 3 ir
85Hz | 6.8:10°kg 1.6 %

Table 10.4 Dynamic fu tu
characteristics of crowd
6.5Hz | 0.38
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Table 10.5 Response ratio 7,

m, Okg [90kg | 180k
and its variation with my H g g g

Frms | 1 0.7 0.5

10.3.3 Calculated Floor Response

For the jumping frequency various values are considered (2.00 Hz, 2.01 Hz, 2.03 Hz up to 3.00 Hz) and on each assumption,
the load and the accompanying acceleration level of the floor is computed. For the present study, the steady state rms-value
of floor response at midspan is extracted.

A maximum rms-value is calculated for the empty floor (denoted a,,,;(my = 0)) as well as for situations where a passive
crowd is assumed present at the center of the floor (denoted dyms(mp)).

From these properties the following ratio is computed:

_ Arms (mH)
Frms (Mp) = m (10.4)

which basically is a normalisation of rms-values obtained for the floor carrying passive persons (of total mass my) with the
rms-value calculated for the empty floor. For values of » smaller than 1, the presence of the sitting person has attenuated the
structural vibrations.

The ratio » was computed on different assumptions for the mass of the stationary crowd of people my and results are
shown in Table 10.5.

It is seen that by having available a model for human-structure interaction, it is possible to predict floor vibrations levels
on various assumptions concerning the mass of the humans atop the floor.

In the studied case, even a small passive human mass atop the floor is found to be capable of reducing the vibration
response of the floor quite significantly. The vibration attenuating effect is not as high as in the experimental tests reported
in this paper, but it is still considerable and maybe worth taking into account when predicting floor vibrations.

10.4 Conclusion and Discussion

The paper has investigated whether and to which degree the posture of sitting humans influences floor damping behaviour.

Experimental investigations with a laboratory floor with test persons sitting in different and mixed postures on fairly rigid
chairs suggested that the floor damping behaviour to a limited degree was sensitive to the posture assumed by the sitting
persons.

This might be a useful observation as it might suggest that it would be meaningful to apply a model describing the dynamic
interaction between a sitting human and the floor that does not require considering the specific posture of the sitting person —
and still obtain results that are meaningful when attempting to predict dynamic behaviour of the coupled dynamic system.

It is however to be noted the experimental results presented in this paper only rely on a few tests, studying only a few
postures of a sitting person and considering only a single chair-type in tests, etc. (as time allowed).

But the findings are believed to be useful as displaying tendencies and relationships not previously studied or considered
when focus is on dynamic interaction between sitting humans and the floor which they occupy, thus providing information
useful for understanding and modelling the quite complex interaction taking place and for designing additional tests.

Acknowledgements The author acknowledges test persons for their participation in tests.
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Chapter 11
A Correlation Analysis Regarding the Temperature Effect
for a Suspension Bridge

Jin-Woo Jung, Dae-Joong Moon, Ji-Won Jung, Sang-Kon Ro, and Ji-Hyun Park

Abstract The monitoring for measuring structural behavior has been advanced. Recently, many researchers have studied
on the structural health monitoring using the GNSS (Global Navigation Satellite System). This paper presents temperature
behavior for a Gwang-An bridge which is three span suspension bridge in Korea. The behavior of a middle span have
analyzed on ambient temperature change. As the time passed from January to June in 2013, the vertical displacement
was decreased and the temperature was increased more and more at the middle span. And the correlation analysis was
performed between the temperature and the vertical displacement using the thermometer and GNSS. Also monthly changes
of the temperature and natural frequency had been measured. And then the correlation analysis was performed between the
temperature and natural frequency. As a result of the evaluation regarding thermal effect at the middle span, relationship
between the temperature and natural frequency seemed to have trend of inverse proportion.

Keywords Suspension bridge ®* GNSS ¢ Dynamic characteristics ® Temperature effect  Correlation analysis

11.1 Introduction

Computerized maintenance and management system have installed for systematic control and safety assessment in cable
stayed bridges and suspension bridges that have been completed recently. Previous studies assumed that the temperature
effect was meager or nothing and not reflected to structural analysis due to difficulty of mathematical formularization
in the dynamic characteristics estimation of structures. However, changes of dynamic characteristics according to the
temperature was occurred in bridges which have exposed in the severe temperature environments. And some study described
that these characteristics changes might be stronger than changes due to structural damage [1]. For the purpose of quantitative
evaluation of uncertainty factors and reliable analysis of dynamic behavior for the bridge, the Gwang-An bridge has
been accumulating data about dynamic characteristics by measuring ambient vibration for a long time. There are many
previous studies focusing on the dynamic behavior characteristics of bridges using ambient vibration. However there
have been performed these studies at the initial safety inspection or precision safety diagnosis after bridge completion.
Therefore it was rare that long-term dynamic behavior change of the structure was monitored and analyzed through the
real-time measurement. In this paper, possibility of the dynamic characteristics change was evaluated based on accumulated
measurement data from January to June in 2013.

11.2 Bridge-Measurement

11.2.1 The Gwang-An Bridge

Gwang-An bridge was constructed in 2002 and Busan Infrastructure Corporation has been maintaining in Korea. This bridge
is three-span, two-hinge stiffened, earth-anchored suspension bridge with a total length of 900 m (200 m 4 500 m + 200 m)
(Figs. 11.1 and 11.2).
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11.2.2 Bridge Measurement System

The Gwang-An bridge measurement system monitors and analyzes the status of the bridge by receiving signals from sensors
that were installed at some parts of the bridge in real-time. Nine types of sensors such as accelerometer, seismometer,
thermometer, laser displacement meter and GNSS were installed in the suspension bridge. Static signals such as temperature
are accumulated 1 time per 10 min and dynamic signals such as vibration are accumulated 100 times per second.
Accelerometers that can measure vertical vibration signals were installed at up and down line of the girder. Accelerometers
are force-balance type for low-frequency range with the dynamic range of 140 dB and bandwidth of accelerometers is from
DC to 200 Hz. Two GNSS were installed for measuring displacement at up and down line of the middle span, and GNSS

perform monitoring by receiving data in real-time (Fig. 11.3).

J.-W. Jung et al.

Fig. 11.1 An overview of the Gwang-An bridge
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Fig. 11.2 A front view
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Fig. 11.3 A cross section of the 4 20 4
pylon 24
(D S )
L Q\’/\ il
UL | 4 A
9
I Ll | o
\ 4
L L] A
e o N
@
H-H )
re)
0
o
A A
A<
=)
y-
A
@Q
L Il | oo
Y
E=h =P
\ A 4
Fig. 11.4 Changes of 30
temperature at the middle span )
25 s
il “"‘“‘11 ,n’.‘ R.N\V‘“-
5 VA%
= 15 »\ ."h . !ﬂ“ IllllmI |4
£ I A WAFTANAT L]
2 A1) AJ VW IN” JiF v
10 L oo v o~ PP 0 T 2
& iy Y AN s
[ 14 1 ] TR AT
g 5 LY} Wi el B
z ! vt
(-] 0 |_|
= \l
L]
-5
2013-01 2013-02 2013-03 2013-04 2013-05 2013-06
Time

11.3 Analysis Results

11.3.1 Results of Long-Term Measurements

Figure 11.4 is changes of temperature and Fig. 11.5 is changes of vertical displacement at the middle span. Where
GNSS_MSL indicates the landward GNSS in the middle span, GNSS_MSS indicates the seaward GNSS in the middle span
and THGI is the thermometer in the middle span. As a result of analysis for measurement data from January to June in 2013,
maximum temperature was 26.0 °C, minimum temperature was —2.8 °C, maximum vertical displacement at the middle span
was 46.1 mm and minimum was —353.7 mm, when reference point was measurement data in January 1st, 2013. Measurement
data from GNSS are 10 Hz, and data in Fig. 11.5 is average value during an one-day. As the time passed from January to
June, temperature was increased and vertical displacement was decreased more and more at the middle span. That was why
stiffness of the middle span became small according as the temperature increased.
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Fig. 11.5 Changes of vertical (HUP
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Correlation analysis was performed for the purpose of grasping correlation between the temperature and vertical

displacement at the middle span. As a result, large negative correlation coefficient(R) of 0.9941 and 0.9940 were shown
in the Fig. 11.6.

11.3.2 FFT Analysis

Dynamic characteristics of the Gwang-An bridge was analyzed using GNSS and accelerometers that were installed in the
girder. GNSS data have been measured at the frequency 10 Hz. Also a modal frequency response was analyzed using FFT
(Fast Fourier Transform) analysis. The GNSS data was transformed into the acceleration data by double-differentiating with
respect to time. In case of bending vibration, FFT analysis was performed by extracting signals with respect to bending
vibration after signals with respect to torsional vibration was eliminated by adding acceleration of point a and b as shown in
the Fig. 11.7.

Figure 11.8 is the acceleration data stream which collected from accelerometer and Fig. 11.9 is the result of the FFT
analysis using acceleration data. Figure 11.10 is the displacement data of the GNSS. And the acceleration data of the time-
domain is deduced by double-differentiating GNSS displacement data as shown in the Fig. 11.11. When the FFT analysis is
performed using the acceleration data of the time-domain, the acceleration data of the frequency-domain can be deduced as
shown in the Fig. 11.12.
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Fig. 11.7 An example girder for

the acceleration analysis
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Fig. 11.9 The result of the FFT analysis using acceleration data
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Fig. 11.11 The acceleration data deduced by double-differentiating GNSS displacement data
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Fig. 11.12 The result of the FFT analysis using GNSS data

11.3.3 The Results of Dynamic Characteristics Analysis Using the GNSS and Accelerometer

Vertical displacement factor by the ambient vehicle loading is dominant in GNSS signals that was measured from the
suspension bridge because GNSS signals is displacement value of the corresponding measuring point with respect to time.
Besides various error and noise factor is contained in GNSS signals. For reducing these effects in GNSS signals of the
Gwang-An bridge, signals of the only interested range between from 0.1 to 1.0 Hz were separated by using band pass filter.

Also GNSS displacement data was transformed by double-differentiating the acceleration data so dynamic characteristics
extraction was performed effectively. Table 11.1 is the FFT results that are monthly analysis results of the bending vibration
based on data which was deduced from GNSS and accelerometer.

Natural frequency measurement results of GNSS and accelerometer signals were compared in the same time. Natural
frequency extraction was performed correctly in that these data were very similar. Therefore, if proper filtering and double-
differentiating technique are applied to measured GNSS signals, it is possible to extract numerous natural frequency. And it
means that GNSS can replace accelerometer of corresponding points.

11.3.4 Correlation Analysis Between Temperature and Natural Frequency

As the time passed from January to June in 2013, natural frequency was decreased as seen in the Table 11.1. In other
words, relationship between the temperature and natural frequency seemed to have trend of inverse proportion. And then the
correlation analysis was performed between the temperature and natural frequency. As a result of the evaluation regarding
thermal effect at the middle span, the temperature and natural frequency had a large negative correlation coefficient(R)
(Fig. 11.13).
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Table 11.1 Monthly analysis Middle span
results of the bending vibration

Bending vibration | GNSS | Accelerometer
2013.01. | 1st 0.2610 |0.2598
2nd 0.2840 | 0.2837
3rd 0.4634 | 0.4642
2013.02. | 1st 0.2605 | 0.2605
2nd 0.2831 |0.2830
3rd 0.4612 | 0.4633
2013.03. | 1st 0.2591 | 0.2601
2nd 0.2825 |0.2822
3rd 0.4610 | 0.4621
2013.04. | 1st 0.2561 | 0.2592
2nd 0.2821 |0.2815
3rd 0.4605 |0.4610
2013.05. | 1st 0.2552 |0.2582
2nd 0.2818 |0.2810
3rd 0.4597 | 0.4603
2013.06. | 1st 0.2547 |0.2573
2nd 0.2811 |0.2806
3rd 0.4601 | 0.4598
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11.4 Conclusions

This paper presents that vertical displacement behavior of the girder and dynamic characteristics analysis was performed
for the Gwang-An bridge in Korea. As the time passed from January to June in 2013, temperature had been increased from
—2.8 °C t0 26 °C and vertical displacement had been decreased from 46.1 to —353.7 mm at the middle span. Also the natural
frequency at the middle span seemed to have decreasing trend. That was why stiffness of the middle span became small
according as the temperature increased. Therefore temperature effect should be considered in case of reflecting dynamic
characteristics such as vibration test, analysis model design and state valuation of the suspension bridge.
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Chapter 12
Total Load Effects of Portal Frame Bridges in High-Speed
Railway Lines

Daniel Cantero and Raid Karoumi

Abstract This paper studies the maximum total load effects of short span portal frame railway bridges when traversed by
high-speed trains. It is generally assumed that in single span bridges the maximum stresses, displacements and accelerations
occur at the mid-span section. However, this in not necessarily correct and the maximum might be located in a wide
area around the mid-span. This study aims to quantify the underestimation of the mid-span assumption when calculating
maximum load effects. A numerically validated 2D Vehicle-Bridge Interaction model is used to analyze the stresses,
displacements and accelerations that develop during the passage of high-speed trains. These load effects are studied along
the full length of the structure and compared to the maximum obtained at the mid-span section. Particular attention is given
to the resonant speeds near the operational speeds of high-speed railways. The results show that significantly higher load
effects can be expected. The presented study is the preliminary work for deciding on the optimum configuration of empirical
field tests.

Keywords Maximum ¢ Railway ¢ Bridge * Dynamics ¢ High-speed

12.1 Introduction

Traffic loading of bridges is a crucial aspect either at the design stage before construction or for the assessment of existing
bridges. The maximum total Load Effect (LE), which consists of the combined contribution of static and dynamic effects,
needs to be correctly evaluated. In single span bridges it is generally assumed that the mid-span section features the maximum
displacements, bending moments and accelerations. This assumption is not necessarily correct. In a vibrating structure the
location where the actual maximum occurs might be far apart from the mid-span region due to the contribution of higher
modes of vibration. Also the true maximum LE experienced by the bridge might be significantly larger than its mid-span
counterpart. This has been investigated for road bridges in [1] indicating that big differences might exist. However, [2]
showed that the mid-span assumption leads to characteristic design values that are very similar to the values obtained if the
whole structure is considered. It can be concluded that for the particular case of road bridges the small load underestimation
due to the mid-span assumption is covered by the inherent safety coefficients in the design process.

The dynamic effects of railway bridges are generally larger than in road bridges due to higher speeds of the traversing
vehicle. Additionally, the repetitive configuration (long trains composed of wagons with identical axle distances) combined
with its traversing speed introduces loading frequencies that lead to resonant behavior of the bridge. The LE at resonance can
be several times greater than in a non-resonant situation. For one particular train configuration the LE displays resonant peaks
at certain critical speeds. These critical speeds and the magnitude of the LE at resonance define the design (or assessment)
values of the bridge under consideration. This is a fundamental difference with road bridges, which are loaded by traffic
with a mixture of axle configurations and separated by arbitrary gaps between vehicles. Even multiple vehicle events do not
produce resonant behavior to the same extent as in railway bridges. Thus, the effect of the mid-span assumption has not been
sufficiently investigated for railway bridges in general, and at resonance in particular.

It is an obvious consideration, that the structures should be designed to withstand the maximum LE that it will be subjected
to, regardless its location. For instance, the Eurocode [3] limits the maximum deck acceleration for ballasted tracks to 3.5 m/s?
to avoid ballast instability. By definition this considers any location on the bridge deck. For the remaining LEs codes usually
define some sort of dynamic allowance or Dynamic Amplification Factor (DAF). These factors are generally derived from
extensive measurement campaigns. Due to budget constraints, limited number of sensors and other technical questions,
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measurements are performed only at the locations where the extreme LEs are expected. It is not feasible to monitor every
section of the bridge. However, the relation between the maximum LE at the expected location compared to the rest of the
structure has not been sufficiently studied.

It is well known that short span bridges have the highest dynamic effects and constitute the majority of the bridge stock
in any network. In particular the portal frame bridges are predominant in railway lines, especially in Sweden. Therefore, this
paper studies the underestimation of the bridge response because of the mid-span assumption in portal frame bridges. Three
LEs are investigated, namely accelerations, bending moments (BM) and vertical displacements. Special attention is given
to resonant situations and the bridge sections where the maxima are located. A numerical analysis of the phenomenon is
presented in this document using a validated 2D numerical model that includes the vehicle, track, ballast and bridge.

For the deck acceleration, the difference between the maximum at mid-span to the maximum in the rest of the bridge is
done in absolute terms and given in m/s?, since the same acceleration limit exists regardless the span. However, for the BM
and vertical displacements, the comparison is done in relative terms, which allows contrasting results of different lengths
and properties. The definition of DAF (Eq. (12.1)) can be extended to account for the maximum LE on the bridge, as in Eq.
(12.2) where FDAF stands for Full bridge length DAF. Also the Location Of the Maximum, which will be termed LOM, is
analyzed and expressed in terms of percentage of span length. LOM offers some insights of the problem and gives an idea
of where sensors should be located to record the actual maximum LEs.

Max. LE,iq—span
Max. Static LEyia—span

DAF =

(12.1)

Max. LEfull—length
Max. Static LEyjq—span

FDAF =

(12.2)

The document starts with the description of the model used in the numerical study. Then it continues with the analysis of
one particular bridge. After briefly describing the bridge, the maximum acceleration is compared to its mid-span counterpart.
Next, the study of the influence of the traversing speed shows the resonant behavior and the consequences of the mid-span
assumption. The last section of this document presents the analysis of a collection of bridges that are part of a 190 km long
railway line in Sweden. The local authorities are considering upgrading the line to higher speeds. The mid-span assumption
is evaluated for this group of bridges. The document ends providing some conclusions of the results presented here.

12.2 Numerical Model

This section introduces the numerical model used in this study, which is a planar model that incorporates the behavior of
train, ballasted track and bridge. It correctly accounts for the interaction between the vehicle and the infrastructure. Compared
to the simple moving load models (commonly used in relevant literature) the one presented here gives more accurate results
because it includes the Vehicle-Bridge Interaction (VBI). Furthermore, this model by considering the rail-sleeper-ballast
system distributes the load along the bridge. It has been shown [4] that considering the load distribution is particularly
important for short span bridges. On the other hand, a planar model is certainly less accurate than more complex 3D models.
However, the solutions that more complex models provide are particular to the selected bridge and vehicle configuration
and it is difficult to draw general conclusions from them. In addition, the 3D models need many additional parameters, their
exact numerical values are difficult to determine and are computationally very expensive. The presented model is a trade-off
between result’s accuracy and model complexity, which has been validated in [5].

The train has been modelled as a succession of individual vehicles. Providing the correct dimensions and properties for
each vehicle, it is possible to model locomotives and passenger wagons. Each vehicle consists of a combination of lumped
masses, rigid bars, springs and dashpots as presented in Fig. 12.1a. This vehicle model with 6-DOF is extensively used in
related literature. The wheels, represented as masses on the rail, are connected to the bogies by the primary suspension. The
secondary suspension links the bogies and the main body mass. Each suspension system is made of a combination of linear
springs and viscous dampers. The main body and bogies are represented as rigid bars with mass and moments of inertia
properties.
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The track is modelled as a beam resting on periodically spaced sprung mass systems (see Fig. 12.1b). This is a generally
accepted model that correctly predicts the dynamic vertical displacements of the track system. The rail is modelled by beam
elements in a FEM framework, whereas the masses represent the sleepers and ballast. Beam and masses are connected by
spring/dashpot systems that represent the pad, ballast and sub-ballast.

The bridge is modelled as an Euler-Bernoulli beam using a Finite Element Model (FEM) discretization (Fig. 12.1c). The
beam is restrained by vertical and rotational sprung supports and has lumped masses near the ends. This model has been
introduced in [6] in order to obtain a simplified model of a portal frame bridge and has been validated against more complex
2D and 3D models [4]. The use of elastic springs is to take into account the soil-bridge interaction. Additionally, the wing
walls comprise a significant volume of concrete that has to be considered in order not to overestimate the frequencies of the
bridge, and are included as lumped masses. It is acknowledged that the described model is not suited for very short bridges
(>5 m), which do not behave like beams, and a 3D plate model should be used instead.

Vehicle, track and beam are linked together to give the full model as shown in Fig. 12.2. The vehicle configuration
adopted here is the ICE 2 train, which is composed of 1 locomotive at each end of the convoy and 8 passenger wagons. The
dimensions and mechanical properties for the train have been taken from [8]. The track has been modelled with an approach
distance for the travelling vehicle and is long enough after the bridge in order to allow for the whole vehicle to exit the bridge.
The particular mechanical properties of the track can be found in [9] and no track irregularities have been considered. The
properties of the bridge under consideration are provided in following sections.

The model gives the solution of the three systems (vehicle, track and bridge) coupled together, which is achieved by
updating the coupling terms of the equations of motion at every time step. The numerical integration is achieved with the
Newmark-p method and a sufficiently small time step. The reader can refer to [5] for additional details about the numerical
model.
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12.3 Analysis of Norra Kungsvigen Bridge

This section studies the maximum load effects and their location for one particular structure, namely the Norra Kungsvigen
Bridge. This particular bridge has been chosen because of its ease of access and accessibility of the soffit. Additionally, there
are plans to install a permanent monitoring system and the following analysis is part of a preliminary study of its structural
behavior.

12.3.1 Bridge and Model Description

The Norra Kungsvigen Bridge is located in Sweden in the railway line that links the cities of Umed and Sundsvall. It was
finished in 2007 and a general view of the structure can be seen in Fig. 12.3. The bridge can be represented using the
simplified beam model (Fig. 12.1c) presented in Sect. 12.2. The model properties that correctly represent this bridge have
been calculated in [7] and reproduced in Table 12.1 for the reader’s convenience.

A modal analysis of the bridge was performed and its first four modes and frequencies are presented in Fig. 12.4. The
dynamic response of the structure can be represented as a linear combination of these modes where each mode has a different
weight on the final response. Some modes do not have their maximum value at the mid-span section, for instance modes 2
and 4. It is easy to see that a combination of these modes might result in maximum LE located in sections other than the
mid-span one.

12.3.2 Maximum Acceleration

Figure 12.5a shows the acceleration signal at mid-span during the passage of an ICE 2 train travelling at 350 km/h. It is known
that the maximum is not necessarily at this location. Thus, Fig. 12.5b presents the last second of the mid-span acceleration
signal together with the true acceleration maxima (and minima) anywhere along the bridge length. It can clearly be seen that
significant differences exist. The peak acceleration at mid-span is 0.70 m/s* and reached approximately at 2.7 s while the true
maximum acceleration is 0.94 m/s. This corresponds to a 34.29 % increase in acceleration, which is a significant difference
and indicates that a closer analysis of the mid-span assumption is necessary.

Note that in the rest of the document maximum acceleration refers to the maximum of the acceleration in absolute value,
regardless of its sign. This avoids the need of defining maximum and minimum acceleration separately.

Fig. 12.3 General view of Norra

Kungsvigen Bridge
Table 12.1 Numerical vglues for Variable (unit) | Numerical value
the Norra Kungsvigen Bridge
model L; (m) 15.7
E (GPa) 20.4
I, (m*) 1.59
m; (kg/m) 21,712
m; (kg) 547,456
ky (MN/m) 2,294
k; (MNm/rad) | 6,581
T (%) 1.8
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12.3.3 Influence of Speed

Of particular interest is to see what are the differences between mid-span and full length maxima at resonance. Thus the
numerical model of the ICE 2 train traversing the Norra Kungsvigen Bridge was studied for a variety of speeds ranging from
80 to 350 km/h. The results (Fig. 12.6) clearly show two main resonant speeds, namely at 251 and 320 km/h, which will be
termed first and second resonant speeds respectively.

Figure 12.6 shows that the LE for mid-span compared to the true maximum considering the full length of the beam. The
maximum acceleration (Fig. 12.6a) is only slightly different to the mid-span maximum near the second resonant speed. At
resonance the maximum acceleration is 1.29 m/s? while at mid-span is 1.23 m/s?, a difference of only 4.88 %. On the other
hand, bending moment BM (Fig. 12.6b) shows distinct differences for a wider range of speeds, but these differences are
small and almost zero at the resonant speeds. The difference between FDAF and DAF at the second resonant speed is only
0.28 %. The vertical displacements (Fig. 12.6¢) show virtually no difference.

The Location of Maximum (LOM) is different depending on what Load Effect (LE) is under investigation and changes
significantly with the speed of the vehicle. The biggest variability in the location of the maximum load effect is obtained
for the accelerations (Fig. 12.7a) and the critical section can be located anywhere on the bridge. On the other hand, for BM
(Fig. 12.7b) and displacements (Fig. 12.7b) the critical section varies only within a small range near the mid-span location.
Note that because calculations have been performed at discrete speed increments the results in Fig. 12.7 are presented using
one dot for each calculation.
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Fig. 12.7 Location of maximum
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12.4 Bridge Stock Analysis

The results of the Norra Kungsvigen Bridge show that the mid-span assumption introduces only small mistakes, especially
at the resonant speeds. In order to be able to give a general conclusion of the phenomenon the analysis should be performed
for multiple bridges. For this purpose, a group of 28 portal frame bridges are considered in this section. They are part of the
so called Bothnia Line, which is a recently finished 190 km railway line that connects the cities of Umeé and Sundsvall in
Sweden. The current maximum operational speed of this line is 200 km/h, but local authorities are considering upgrading
the line to higher speeds.

Each bridge has been modelled using the simplified beam model presented in Sect. 12.2. The equivalent bridge properties
have been obtained and validated in [7] and used in this study. The span lengths of these bridges range from 5 to 19 m. The
same analyses as in Sect. 12.3 were performed for each of the 28 bridges, i.e., the LEs have been calculated for an ICE 2
train traversing the bridge with speeds ranging from 80 to 350 km/h. However, now only the results at the resonant speed
will be presented since these maxima determine the design values.

Figure 12.8 shows the relative difference between true maximum to mid-span maximum at resonance for various LE,
indicating that there is a big scatter in results. Nevertheless, a quadratic curve was interpolated to the data in order to be able
to appreciate the existence of any underlying trend. The equation of the interpolated curve is provided also in each figure for
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Fig. 12.8 Relative difference
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completeness. The results for the acceleration (Fig. 12.8a) clearly indicate that the differences are greater for shorter spans
and that differences as high as 30 % can be reached at the resonant speed. In that case, the true maximum acceleration is 30 %
larger than the one at mid-span section. In comparison, the differences for Bending Moment BM (Fig. 12.8b) and vertical
displacements (Fig. 12.8b) are rather small, in general below 2 %.

It is interesting to study the location where these true maxima really occur on the bridge. As in Sect. 12.3, it can be seen
in Fig. 12.9b, c that the LOM for BM and vertical displacements are generally near the mid-span section. However, for the
acceleration (Fig. 12.9a) the critical sections might be far away from the expected mid-span location.

12.5 Conclusions

This paper has investigated the consequences of assuming that the maximum load effect in portal frame structures is at mid-
span, focusing on accelerations, bending moments and vertical displacements. The numerical study was performed using a
model that accounted for the vehicle, ballasted track and the bridge and was deemed appropriate to draw general conclusions
for the dynamic effects of portal frame bridges. First, one particular bridge has been studied as an example, and then a group
of 28 bridges were analyzed. The results indicate that in general the mid-span assumption introduces only small differences.
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In particular, for bending moments and displacements, the differences are almost negligible. Greater differences are found for
the accelerations, even up to 30 %, but this discrepancy is likely to be covered by the inherent safety coefficients in the design
process. The results show that no additional differences are encountered during resonant behavior. The results are reassuring,
indicating that the mid-span assumption is appropriate, even if not exactly correct. However, the results are not conclusive.
Additional investigations are necessary for different vehicle configuration, bridge properties, and modelling complexities.
Furthermore, this phenomenon needs to be investigated experimentally by measuring the load effects of a bridge in multiple

locations along its length.

Acknowledgment The work presented in this paper was performed within the Long Life Bridges project, a Marie Curie Industry-Academia
Partnerships and Pathways project, funded by the European Commission 7th Framework Programme (IAPP-GA-2011-286276).

References

1. Cantero D, Gonzélez A, OBrien E (2009) Maximum dynamic stress on bridges traversed by moving loads. ICE Bridg Eng 162(BE2):75-85
2. OBrien E, Cantero C, Enright B, Gonzalez A (2010) Characteristic dynamic increment for extreme traffic loading events on short and medium

span highway bridges. Eng Struct 32:3827-3835

3. European Committee for Standardization (2003) Eurocode 1: actions on structures — part 2: traffic loads on bridges. EN 1991-2



116 D. Cantero and R. Karoumi

4. Johansson C, Arvidsson T, Martino D, Solat M, Andersson A, Pacoste C, Karoumi R (2011) Hoghastighetsprojekt — Bro: Inventering av
jamvigsbroar for okad hastighet pa befintliga banor (In Swedish). TRITA-BKN, Rapport 141

5. Cantero D, Ardvidsson T, Karoumi R, OBrien E Train-track-bridge dynamic simulation toolbox — validation and results (Submitted for
publication)

6. Johansson C, Ni Nualldin NA, Pacoste C, Andersson A (2014) A methodology for the preliminary assessment of existing railway bridges for
high-speed traffic. Eng Struct 58:25-35

7. Johansson C, Andersson A, Pacoste C, Karoumi R (2013) Jarnvigsbroar pa Botniabanan. Dynamiska kontroller for framtida hoghastighetstag —
Steg 1 (In Swedish). TRITA-BKN, Rapport 145

8. Doménech A, Museros P, Martinez-Rodrigo MD (2014) Influence of the vehicle-structure interaction in the design of high-speed railway bridges.
In: Pombo J (ed) Proceedings of the second international conference on railway technology: research, development and maintenance, paper 76

9. Zhai WM, Wang KY, Lin JH (2014) Modelling and experiment of railway ballast vibrations. J Sound Vib 270:673-683



Chapter 13
Monitoring Wind Velocities and Dynamic Response
of the Hardanger Bridge

Ole Qiseth, Anders Ronnquist, Knut Andreas Kvale, and Ragnar Sigbjornsson

Abstract The Hardanger Bridge is the longest suspension Bridge in Norway and among the top 10 longest suspension
bridges in the world. A comprehensive monitoring system was installed after it was completed in August 2013. The
monitoring system is designed to provide data that can be used to verify the numerical methods used to predict wind induced
dynamic response of slender bridges located in complex terrain. The monitoring system is outlined in this paper together with
preliminary analysis of the accuracy of the model used to describe the self-excited forces acting on the bridge deck. Extensive
wind tunnel testing was performed in the design of the Hardanger Bridge to achieve an excellent aerodynamic behaviour of
the cross-section of the bridge deck. The experimental results of the aerodynamic derivatives that describe the self-excited
forces have been combined with a finite element model of the bridge to predict the in-wind natural frequencies and damping
ratios of the combined structure and flow system. The numerical predictions have been compared to results obtained from
measured data using data-driven and covariance-driven stochastic subspace identification. It is concluded that the model
for the self-excited forces provides in-wind frequencies and damping ratios that corresponds well to the observations from
measured data.

Keywords Suspension bridge ¢ Wind loading ¢ Modal analysis ¢ Finite element method e Stochastic subspace
identification

13.1 Introduction

The Norwegian Public Roads Administrations (NPRA) is currently investigating the possibility to establish a ferry free costal
route E39 between Trondheim and Kristiansand. The project implies that several strait crossings need to be established.
Since some of the straits are up to 5 km wide and 1.5 km deep, the project will call for significant extension of present
bridge technology. Cable-supported bridges will be the most effective solution for many of the strait crossings implying that
prediction of wind induced vibrations is a crucial issue in the design. The west coast of Norway is well known for its fjords
and mountains. The terrain makes prediction of wind induced dynamic response challenging since the tall mountains will
have a significant influence on the wind field and thus the wind induced dynamic response of the bridges.

The Hardanger Bridge, displayed in Fig. 13.1, is the longest suspension bridge in Norway and among the top 10 longest
suspension bridges in the world. It has a main span of 1,310 m while the towers are 186 m high. A comprehensive monitoring
system was installed on the bridge after it was completed in August 2013. The objective of the monitoring project is to
supply data that can be used to verify the models used to predict wind induced dynamic response of slender bridges located
in complex terrain. The self-excited forces generated by the motion of the structure are of particular interest in the design
of suspension bridges. This is mainly because the self-excited forces might make the combined structure unstable like the
infamous Tacoma Narrows Bridge that collapsed in 1940 and since it is the self-excited forces that generate aerodynamic
damping which is crucial to minimize the wind induced dynamic response. The self-excited forces are most commonly
modelled by experimentally determined aerodynamic derivatives introduced to bridge engineering by Scanlan and Tomko [1].
Extensive wind tunnel experiments was carried out in the design of the Hardanger Bridge to ensure a superior aerodynamic
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Fig. 13.1 The Hardanger Bridge

performance [2]. A finite element model is combined with the aerodynamic derivatives of the bridge deck to predict the
in-wind natural frequencies and damping ratios of the bridge in this paper. Similar analysis has been presented by the authors
previously focusing on the flutter stability limit of the combined structure and flow system [3-5].

Even though the finite element method and increased computational resources is readily available, verification of
the analysis procedures is still a crucial issue. This is particularly important when modelling structures subjected to
environmental loading where a coupled analysis is necessary due to fluid structure interaction. Operational modal analysis
has become a versatile tool for inverse modelling of structures when experimental modal analysis is hard or impossible.
A comprehensive overview of relevant methods and how they can be implemented is given by Rainieri and Fabbrocino [6].
A comprehensive study of the performance of different operational modal analysis methods using the Humber Bridge as case
study have been presented by Brownjohn et al. [7]. It is concluded that the stochastic subspace identification outperforms
the other methods, in particular for the estimated damping ratios. The in-wind natural frequencies and damping ratios of the
Hardanger Bridge have therefore been estimated using data-driven and covariance-driven stochastic subspace identification
in this paper. The estimates are compared with results predicted using experimental data of aerodynamic derivatives and the
finite element method.

13.2 Prediction of Frequencies and Damping Ratios

Due to the fluid structure interaction the natural frequencies and damping ratios of a suspension bridge is in general dependent
on the aerodynamic properties of the structure and the mean wind direction and velocity. The wind loading can be divided
into four parts. (i) Static loading originating from the mean wind velocity, (ii) dynamic wind loading caused by vortex
shedding, (iii) buffeting loading caused by the turbulence in the wind field and (iv) self-excited loading generated by the
motion of the structure. Since the self-excited forces are dependent on the motion of the structure these needs to be taken
into account when calculating natural frequencies and damping ratios when the mean wind velocity is different from zero.

13.2.1 Self-Excited Forces

The self-excited forces acting on a bridge deck section are commonly represented by the aerodynamic derivatives introduced
in bridge engineering by Scanlan and Tomoko [1]. For a two-dimensional bridge deck section (see Fig. 13.2), this can be
expressed in matrix notation as follows:



13 Monitoring Wind Velocities and Dynamic Response of the Hardanger Bridge 119

Fig. 13.2 Aerodynamic forces
acting on the cross section of a q,
bridge deck
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Fig. 13.3 Aerodynamic derivatives related to the velocity of the box girder
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Here, V is the mean wind velocity; p is the air density; B is the width of the cross section; K = Bw/V is the reduced
circular frequency of motion; the vector u contains the displacements along the girder, where u, symbolizes the longitudinal
displacement, u, the transverse horizontal displacement, u, the transverse vertical displacement and ug The rotation of the
girder. The displacements are positive in the same direction as the forces displayed in Fig. 13.2. P,", H,", A, "'ne{1,2,...6}
are the dimensionless aerodynamic derivatives, which are characteristic cross-sectional properties given as functions of the
reduced frequency of motion.

Extensive wind tunnel testing was carried out in the design of the Hardanger Bridge to ensure a superior performance in
strong winds [2]. Experimental results of the aerodynamic derivatives of the bridge deck are shown in Figs. 13.3 and 13.4
together with a least squares fit to the data.
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Fig. 13.4 Aerodynamic derivatives related to the displacements of the box girder

Fig. 13.5 First symmetric
horizontal still-air vibration mode

13.2.2 The Eigenvalue Problem

A detailed finite element model of the Hardanger Bridge is displayed in Figs. 13.5, 13.6, and 13.7. The entire bridge
is modelled using a total of 1,358 beam elements. The FE model is used to obtain still air vibration modes and natural
frequencies. The still-air vibration modes are then used as generalized coordinates to obtain the equation of motion of the
combined structure and flow system. The natural frequencies and damping ratios of an aeroelastic second order system,
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Fig. 13.6 First symmetric
vertical still-air vibration mode

TR

I

Fig. 13.7 First symmetric
torsional still-air vibration mode

where N still-air vibration modes are used as generalised degrees-of-freedom can be predicted considering the following
quadratic eigenvalue problem:

(S,fMO +S, (éo —Cp (V, a))) 4 (f(o — K. (V, w))) Z,=0 n=12..2N. (13.2)

Here, M represents the generalised structural mass matrix, Co denotes the generalised damping matrix and Ko represents the
generalised structural stiffness matrix, where the subscript 0 indicates that the matrices contain properties obtained in still air.
The function C,, (V, w) stands for aecrodynamic forces proportional to the velocity of the system, commonly referred to as
the aerodynamic damping matrix, while K. (V, w) symbolises aerodynamics forces proportional to the displacement of the
system, sometimes referred to as the aerodynamic stiffness matrix. These two matrices are a function of the oscillation
frequency, w, and the wind velocity, V. Furthermore, they also depend on the aerodynamic derivatives as outlined in
Eq. (13.1). The oscillation frequency, w, and the wind velocity, V, are treated as continuous and independent variables
in the following analysis.

The solution of Eq. (13.2) gives 2N eigenvalues, S,, and corresponding eigenvectors Z,, where N is the number of
degrees-of-freedom. Real roots imply that the system behaviour is non-periodic. When the root S, is real and positive,
the solution reveals exponential divergence; if it is real and negative, the solution exhibits exponential convergence. On
the other hand, complex roots result in system behaviour of periodic or oscillatory nature. These roots appear in complex
conjugated pairs of the form S, = u,, + iw, and S, | =S, = , — iw,. The quantity w, is the damped natural frequency of
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the aeroelastic system, while 1, is a measure of the damping or diverging behaviour of free oscillations. The damping ratio
and the natural frequency of the system can be obtained as

— /Ln
|l

Wy = |Sl1| s En = (13.3)

The eigenvalue problem, Eq. (13.2), has to be solved by an iterative procedure since the flutter derivatives are functions of
the frequency of motion as well as the wind velocity. Further details of the problem formulation and the solution procedure
applied herein can be found in [5].

The natural frequencies and the critical damping ratio of the aeroelastic system when 5 still air vibration modes are used
as generalized coordinates are displayed in Fig. 13.8. An initial damping ratio of 0.5 % has been assumed for all still-air
vibration modes. The natural frequencies hardly change in the velocity interval considered while higher damping is achieved
at higher wind velocities. It can also be noticed that the acrodynamic damping is highest for the vertical motion, a bit lower
for the horizontal motion, while the increase in damping for the torsional motion seems to be small.

13.3 Field Testing

A front elevation of the Hardanger Bridge and the monitoring system is displayed in Fig. 13.9 and an overview of the
monitoring system is presented in Fig. 13.10. There are eight anemometers distributed along the main span and one
anemometer located at the top of the Vallavik tower. Two accelerometers were installed at the top of each tower while 16
accelerometers are distributed along the main girder. There are eight recorders distributed along the girder and one recorder
at the top of each tower. The main recorder is located at the top of the Vallavik tower. This location was selected to provide
best possible views for the wi-fi antennas. Digital sensors, a GPS antenna and a wifiantenna are connected to each recorder.
The GPS antennas provide time stamps that are used to align data from all recorders while the wi-fi antennas provides an
Ethernet connection between the recorders. During each recording, the data is transferred to the main recorder. The main
recorder saves the data and transfers it to a server at NTNU by an internet connection. The RSYNC protocol is used to
ensure a complete data transfer. The recorders are supplied with a 12 V battery to ensure that the monitoring system is
working during a power failure. The monitoring system is recording data continuously, but user defined trigger criteria is
used to decide which data that should be kept. In the Hardanger project we have primary used the 1 min mean wind velocity
to trigger recordings. The trigger thresholds have been adjusted to ensure that data in all relevant velocity ranges are obtained.
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Fig. 13.11 Wind velocity at the mid-span of the bridge

13.4 Operational Modal Analysis

One recording of 30 min duration will be considered in this study. The wind velocity at the mid span of the bridge is
displayed in Fig. 13.11. As can be seen the average wind velocity was about 17 m/s. The wind direction was perpendicular
to the bridge. Acceleration data from all the accelerometers at a sampling rate of 200 Hz have been used in the analysis. The
natural frequencies and damping ratios have been estimated using covariance-driven and data-driven stochastic subspace
identification [6] applying the MACEC software developed at the University of Leuven [8]. The data was first de-trended,
filtered using a low pass fourth order Butterworth filter with a cut off frequency of 10 Hz, and resampled to 10 Hz before the
identification was performed. The number of block rows used for the data-driven (SSI-data) and covariance-driven (SSI-cov)
identification was 50 and 100 respectively. It was necessary to use a higher number of block rows for the covariance-
driven approach to get stable results for the first horizontal vibration mode. Stabilization plots for both cases are shown in
Figs. 13.12 and 13.13. The resulting natural frequencies and damping ratios are displayed in Table 13.1 together with the
numerical predictions from Sect. 13.2. As expected the SSI-data and SSI-cov identification provides almost the same natural
frequencies, while there are some discrepancies in the identified damping ratios. The identified frequencies corresponds very
well to the results predicted combining the finite element model and the experimental results of the aerodynamic derivatives.
It also seems like the model for the self-excited forces applied in the eigenvalue solution in Sect. 13.2 is able to capture the
aerodynamic damping with a fair accuracy, since the damping ratios predicted using all three approaches are similar and that
the vertical motion provides the highest, while the torsional motion provides the lowest damping.
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Fig. 13.12 Stabilization plot for data-driven stochastic subspace identification
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Fig. 13.13 Stabilization plot for covariance-driven stochastic subspace identification

Table 13.1 Identified Method SSI-data SSI-cov Prediction
et o i s o M b (61t 061 b £
1. Symmetric horizontal | 0.05 0.69 |0.05 1.07 |0.05 1.6
1. Symmetric vertical 0.14 2.56 |0.14 227 10.14 3.0
2. Symmetric vertical 0.21 2.4 0.21 2.75 10.20 2.3
1. Symmetric torsional | 0.37 0.79 10.37 0.9 0.35 1.0

13.5 Concluding Remarks

A wireless monitoring system consisting of 20 tri-axial accelerometers, 9 tri-axial anemometers, and 11 recorders have been
installed at the Hardanger Bridge to verify the models used to predict the wind induced dynamic response of slender bridges.
Operational modal analysis using data-driven and covariance-driven stochastic subspace identification have been performed
for a single recording of 30 min in this paper. Both methods provided almost equal natural frequencies and similar estimates
for the critical damping ratio. A finite element model of the Hardanger Bridge has also been used to obtain still-air vibration
modes and natural frequencies, which are used as generalized coordinates to obtain the system of equations for the coupled
structure and flow system. The self-excited forces have been modelled using measured aerodynamic derivatives. The natural
frequencies and damping ratios of the aeroelastic system have been calculated solving the quadratic eigenvalue problem. The
resulting damping ratios and frequencies corresponds well to results obtained by operational modal analysis. This indicates
that the model for the self-excited forces seems to be adequate. More data and further research is however necessary in order
make a final conclusion.
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Chapter 14
Modal Analysis of a Floating Bridge Without Side-Mooring

Knut Andreas Kvale, Ole @iseth, Anders Rgnnquist, and Ragnar Sigbjornsson

Abstract The Norwegian Public Roads Administration is currently planning a ferry-free Coastal Highway Route E39.
Floating bridges represent feasible options in this project with already two long span floating bridges in function, i.e. the
Bergsgysund and Nordhordaland Bridges. In connection with this project, one of the main objectives is to quantify the
accuracy of the numerical methods used to predict dynamic behaviour of floating bridges. An extensive monitoring system
is installed to measure structural response as well as environmental actions from wind and waves on an existing floating
bridge: the Bergsgysund Bridge. These measurements are used to estimate the modal system properties of the structure. The
system identification is performed using a parametric time-domain Stochastic Subspace Identification method as well as the
Frequency Domain Decomposition method. Challenges of system identification for highly damped structural systems, such
as a floating bridge, are especially emphasized. The results are also compared with numerical predictions from a two part
combined linear frequency-domain model set-up. The first part consists of a hydrodynamic model, including wave excitation
as well as fluid-structure interaction, and relies on linearized potential theory. The results from this are thereafter introduced
into a finite element model, for a complete structural dynamic analysis.

Keywords Floating bridge ¢ Highly damped systems ¢ Modal analysis ¢ Finite element method * Frequency domain
decomposition * Stochastic subspace identification

14.1 Background

The Norwegian Public Roads Administration (NPRA) is currently building the new Coastal Highway, E39, along the
Norwegian West-coast. According to NPRA, about 50 % of the traditional Norwegian export is generated by industry in
the areas along this coastal route. Due to the deep and relatively wide fjord crossings along the route, floating bridges are
feasible alternatives for many of the crossings. Some of the straits are up to 5 km wide and 1.5 km deep and will call for
significant extension of present day bridge technology. The installations have to resist extreme environmental loads and
accidental actions with acceptable safety levels.

Even though the history of floating bridges may be traced back as far as 2000 BC [1], it is only during the last three
decades or so that floating bridges are being developed to the degree of sophistication so they can be applied as a critical
part of modern infrastructure. In spite of this fact, compared with land-based bridges, including cable-stayed bridges,
limited information is currently available on floating bridges. This concerns especially construction records, environmental
conditions, durability, operations and performance. This is obvious from the fact that currently there are only about 20 long
floating bridges in the world.

To be able to further develop present day floating bridge technology it is crucial to have detailed knowledge about
the performance of existing floating bridges. As a means to achieve this, an extensive measurement program is planned for
the Bergsgysund Bridge. The Bergsgysund Bridge is one of two end-supported floating bridges in the world, and is therefore
a very interesting case study. This paper concerns operational modal analysis based on accelerometeric recordings of the
Bergsgysund Bridge. The next step in this project will be to include wave height sensors and anemometers to supplement
the setup with environmental data, but that is not considered in this paper.
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Fig. 14.1 Left: the Bergsgysund Bridge. Right: one of the two steel rods taking all axial action at the abutments

Fig. 14.2 Overview of the
Bergsgysund Bridge, showing the
pontoon numbering used as well
as the accelerometer positions

14.1.1 The Bergspysund Bridge

The Bergsgysund Bridge is a 931 m long curved floating bridge, crossing the strait between Aspgya and Bergsgya, located
on the north-west coast of Norway. It consists of a steel truss supported by seven evenly distributed light-weight concrete
pontoons, as seen in Figs. 14.1 and 14.2. The bridge is resting on rubber bearings in the vertical and horizontal direction
at the ends, while a steel rod supports it in the axial direction. The steel rod is shown to the right in Fig. 14.1. No mooring
is present, making the bridge a very interesting case study; the Bergsgysund Bridge is the second longest end-supported
floating bridge in the World.

14.1.2 Dynamic Testing

Traditionally, dynamic testing relies on the estimation of terms in the Frequency Response Function (FRF) matrix, which
requires control of both excitation forces and selected response quantities. For operating structures, such as bridges exposed
to both traffic loads and environmental action, this is not always practically viable. Therefore, modal analysis based on
ambient vibrations, often referred to as operational modal analysis (OMA) or output-only modal analysis, provide the most
cost-efficient and convenient basis for dynamic testing. The identified parameters presented in this paper are results of
output-only modal analysis.

McLamore et al. [2] presented one of the first operational modal analysis studies, which concerns the dynamic properties
of two suspension bridges. The techniques used in [2] have been established as standard procedures for the simplest
operational modal analysis: peak-picking (PP) for natural frequency estimates; half-power bandwidth method (HPBM) for
damping estimates; and relative spectral density amplitudes for mode shapes. Using measurements of ambient vibrations
of the Golden Gate Bridge in San Fransisco, Abdel-Ghaffar and Scanlan [3] carried out similar analyses to successfully
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establish estimates of the structure’s modal parameters. This serves as a good example of the effectiveness of the simplest
non-parametric methods, which often work well with structures that are lightly damped and where the natural frequencies
of the different modes are sufficiently separated. Floating bridges are prone to much higher damping levels than suspension
bridges, due to the damping contribution from the fluid-structure interaction, calling for more sophisticated methods.

An ever-growing toolbox of output-only system identification and modal analysis methods exists, and the acronyms FDD,
SSI, ARMA and NEXT have become everyday expressions for the modal analysis community. One method that sophisticates
the well-established, yet crude, PP-method is the Frequency Domain Decomposition (FDD) technique, introduced in its
current form by Brincker et al. [4]. This can help tackle the problem with closely spaced modes. It decomposes the spectral
density function matrix into several single degree of freedom (SDOF) systems corresponding to the individual modes, by
means of Singular Value Decomposition (SVD) (see e.g. [5]). Among the most renowned system identification methods are
the time-domain parametric Stochastic Subspace Identification (SSI) methods. These are based on a state-space formulation
of the problem, and are able of both deterministic (known forces) and stochastic (unknown forces) system identification. The
different SSI methods were unified to the currently most common methodology by van Overschee and De Moor [6, 7], under
the acronym N4SID (Numerical algorithms for Subspace State Space System Identification).

There exist a relatively large amount of papers comparing system identification techniques, for different practical uses.
One such comparison is made by Brownjohn et al. [8] for the Humber Bridge, where it is concluded that SSI outperforms
the alternative methods under consideration, especially regarding damping estimates. Andersen et al. [9] also compared the
identification methods PP, LSCE, SSI, ERA and ARMA in a study of ambient response test data of the Swiss Z34 highway
bridge. This survey concluded that all methods give reasonable estimates of natural frequencies and mode shapes, and that
the three latter yield comparative values of critical damping ratios.

The system identification methods available are usually tested for structural dynamics on lightly damped structures.
Therefore, when attempting to identify the modal parameters of a floating bridge, one important question emerges: how
do these methods handle a floating structure? For the current paper, the covariance-driven variant of SSI (Cov-SSI) and FDD
are chosen.

14.2 Numerical Model and Eigenvalue Solution

14.2.1 Linear Frequency Domain Model

Within the framework of a Finite Element Method (FEM) formulation, the equations of motion for a floating structure can
be written (see e.g. Naess and Moan [10]):

[Ms] (i)} + [Cs] {it)} + [Ks] {u()} = {pa ()}, (14.1)

where 7 is the time, {p;(?)} is the total hydrodynamic action, including the fluid-structure interaction as well as the wave
action; [Ms], [Cs] and [K] are the structural mass, damping and stiffness, respectively; and {u(z)} is the displacement
vector. The total hydrodynamic action can be written as the superposition of the wave excitation force and the fluid-structure
interaction, with fluid-structure interaction contributions represented by frequency dependent mass, damping and stiffness
contributions in the frequency domain:

(P (@)} = {P (@)} = My ()] {U (@)} = [Cp ()] {U ()} = [Ki] {U (@)} (14.2)

fluid-structure interaction

Here, w is introduced as the angular frequency variable; {P(w)} and {P,(w)} are the frequency domain representations of
the wave excitation force and the total hydrodynamic action, respectively; and {U(w)} is the frequency domain displacement
vector. This leads to the following frequency domain representation of the equations of motion:

o’ M (@){U (0)} + i [C (0)]{U (@)} + [K]{U (0)} =P (v), (14.3)

where [M(w)], [C(w)] and [K] are the total mass, damping and stiffness matrices and i the imaginary unit number. Because
the damping levels cannot be considered as low for the test subject, the damping has to be included in the eigenvalue solution,
yielding complex eigenvalues and eigenvectors. The complex eigenvalue problem reads out:

(A* [M (0)] + A[C ()] + [K]) {u} = {0}, (14.4)
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where the eigenvalue A is introduced. The complex eigenvalue problem is solved by introducing a state-space formulation.
The eigenvalues for an under-critically damped frequency independent single degree of freedom (SDOF) system are:

A = &0, £ /1 — 0,0 (14.5)

Here, the damping and the undamped natural frequency corresponding to eigenvalue A, are introduced as &, and w,,
respectively. From the preceding equation, it is easy to show that w, = |A,| and §&, = —Re (A,) / |A,|, where the absolute

value operator | | and real argument operator Re( ) are used. The state-space variable {7} = L{u}T {it}T JT is introduced:

it Lo o ] =0 e

On condensed form this is written {z} + [A] {z} = {0}, yielding A - {z} + [A] {z} = 0. This has the following total solution:

2N
{z} = {q:} ", (14.7)
r=1

where {g,} and A, are the r th eigenvector and eigenvalue corresponding to solution r of Eq. (14.6); and 2N the total number
of modes. Note that the number of modes resulting from this is twice that of the original displacement eigenvalue problem,
namely N. This comes from the fact that the state vector contains both the displacements and the velocities of the predefined
DOFs. Half of the resulting eigenvalues and eigenvectors are complex conjugates to the remaining half. This can be further
rewritten representing the displacements only, in this compact manner:

{u} = [Py}, (14.8)

where [®] is the modal transformation matrix containing the complex mode shapes and {y} are the generalized DOFs. It
is obvious that the eigenvalue problem represented in Eq. (14.4) is frequency dependent. This obstacle is overcome by the
iterative algorithm presented in Table 14.1.

14.2.2 System Matrices

The model set-up is similar to that found in Kvale et al. [11]. As indicated in the preceding section, both the fluid-structure
interaction and the steel structure itself are needed to establish the total system matrices [M(w)], [C(w)] and [K]. The problem
was therefore divided into two sub-domains; (i) the first consisting of the FE-model including the static contributions from
the hydrodynamics, (ii) the second consisting of the contributions from hydrodynamics except for the static parts. The outline
of the process used to establish the total system matrices this is illustrated in Fig. 14.3.

Table 14.1 Pseudo-code describing the iterative algorithm
INPUT Oy dry >

FORn=1to 2N
0=,

N, tolerance

Jdry
diff = tolerance +1
WHILE diff > tolerance

solve eigenvalue problem for chosen w => 4,.,{q,}

sort the eigenvalues 4,., and sort the eigenvectors {g,} correspondingly

@ =
=04, = Im(ln) (r = n)
diff = |a) —

END
store eigenvalue A, = A, and eigenvector {g,} =1{q,}
END
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Sub-structure I Sub-structure 11
One pontoon All pontoons
Modal masses mp 7
) Mass matrix [M(o)]" Y, Mass matrix [M(o)]"
Natural frequencies  ©p I = I
Damping matrix [C(@)]i" ——— Damping matrix [C(w)]
Mode shapes {on} i i
Stiffness matrix [K]; Stiffness matrix [K]
: O [T ‘
Modal trans. matrix (@] Modal transformation, [®] " [D]
Modal mass matrix [IT/I]I

Modal stiffness matrix  [K]' Modal mass matrix M(@)]"

a . C 1
Rayleigh damping: Modal damping matrix [C(®)]

Modal damping matrix  [C]' aand B Modal stiffness matrix  [K]"

Total modal mass matrix [M(0)]“[M(w)]"
Total modal damping matrix [C(@)]" + [C(o)]"

Total modal stiffness matrix [K]'+ [K]" [H(w)]

Fig. 14.3 Float scheme describing the connection of the sub-structures

First, the modal properties from the FE-model representing sub-structure I were extracted. This FE-model included the
mode shapes, modal masses and natural frequencies, and resulted in modal system matrices [M ]1 and [I% ]1. The modal

damping matrix [C~’ ]1 was further established by enforcing Rayleigh damping with « = B = 5 e — 3. Subsequently,
the local frequency dependent mass, damping and stiffness matrices for a single pontoon were calculated by means of the
hydrodynamics software DNV HydroD WADAM. The software simulates unit height waves acting on the pontoon, for a
discretized frequency domain, which results in pressure distributions on the pontoon. By integrating the pressures acting
on the wetted part of the pontoon, forces and moments are established, which are proportional to displacements (stiffness),
velocities (damping) or accelerations (mass). The frequency dependent local system matrices resulting from WADAM, were
thereafter stacked and transformed, so that it matched the global format of the FEM formulation. This was repeated for all
seven pontoons, and summed, to give the total system matrices. Finally, the system matrices corresponding to sub-structure
II were transformed to the modal space corresponding to sub-structure I, and the contributions added. The total eigenvalue
problem for the modal frequency dependent system could then be solved, by following the procedure in the preceding
section. The eigenvalues stemming from the solution of this modal eigenvalue problem are exactly the same as those from
an equivalent physical eigenvalue problem. However, the mode shapes will be different; the coordinate values of the mode
vectors represent the contributions from each of the modes for sub-structure I. The modal transformation corresponding to
the first sub-structure only can be written like this:

{u} =[] {y}. (14.9)

By solving the complex and frequency dependent eigenvalue resulting on modal form following the procedure in the
preceding section, this second modal transformation is introduced:

{} =[VI{q}. (14.10)
The total transformation then simply is:

{u} = [O] [W][q]. (14.11)

Thus, [®] is the modal transformation matrix from first-level modal coordinates {y} to physical coordinates {u} and [V] is
the modal transformation matrix from second-level modal coordinates {q} to the first-level modal coordinates {y}.
A selected subset of the mode shapes resulting from the eigenvalue solution is seen in Figs. 14.4 and 14.5.
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14.3 Modal Analysis

14.3.1 Test Set-up

In the testing period preceding this paper, the Bergsgysund Bridge was instrumented by a total of 10 tri-axial accelerometers
placed on the five midmost pontoons, as indicated by the dots in Fig. 14.2, yielding a total of 30 channels. To obtain
information about torsional movement, both sides of the bridge were monitored. The accelerometers were delivered by
Canterbury Seismic Instruments, and were operating at a sample frequency of 200 Hz. Each pair of accelerometers was
coupled with a GPS antenna to ensure accurate and common time stamps for all recordings. The time series were finally sent
to a main logger unit by means of WiFi, where time series data from all sensors were stored into one file for each recording.
The findings presented in this paper are based on recordings established between 03:30 and 04:00 local time on September
29, 2014.

14.3.2 Pre-processing of Recordings

The recordings were low-pass filtered with the built-in the MATLAB Butterworth filter (butter), with a low-pass frequency
of 2 Hz and order 8, on all 30 channels. The mean was removed from each channel, to ensure zero-mean measurements.
Furthermore, the time series were resampled with a decimation factor of 40, yielding a resample frequency of 5 Hz. The
low-pass filtering and resampling had two purposes: (i) to focus the identification procedures on the lowest natural modes
and (ii) to reduce computational straining. The lowest modes are found in the frequency range where the hydrodynamics
contribute to the system, which makes this a frequency range of particular interest.
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Fig. 14.6 Stabilization plot from covariance-driven SSI with number of block rows i = 13

14.3.3 Modal Analysis: Frequency Domain Decomposition

Initially, a FDD analysis was carried out. The FDD improves the peak-picking method on some of its weak spots, but keeps
the hands-on feeling provided. FDD performs a singular value decomposition of the cross-spectral density matrix for each
frequency value, as follows:

[Suu (@)] = [U(@)] [ (@p)] [U(@0]”. (14.12)
where [S,,(wy)] is the cross-spectral density matrix for frequency wy; [U(wy)] is a unitary matrix with singular vectors; and
[¥(wyp)] is a diagonal matrix with the corresponding singular values. The singular values represent SDOF spectral densities
near the peaks, while the columns of [U(wy)] represent the corresponding mode shapes. The singular values in [¥(wy)] are
sorted by their significance at each discrete frequency value, as are the corresponding mode shapes in [U(wy)]. In this case
study, Welch’s periodogram method [12] was used to estimate the cross-spectral density matrix, with the built-in MATLAB
function cpsd. The time series were divided into 15 segments with a Hanning windowing function and 50 % overlap.

The resulting peaks found in the singular values from the FDD procedure are shown in Fig. 14.6. Damping estimates can
also be established by means of the Enhanced FDD method [13], but this has not been considered in this case. The mode
shapes resulting from FDD are not presented in this paper.

14.3.4 Modal Analysis: Covariance-Driven Stochastic Subspace Identification

The output-only Cov-SSI algorithm in Rainieri and Fabbrocino [14] was applied on the accelerometer recordings. This
method relies on the Toeplitz matrix, which consists of block co-variance matrices for all channel readings between different
instances defined by time shifts (related to the number of block rows). By performing singular value decomposition on
the resulting Toeplitz matrix — to sort the co-variances according to their significance — a subset of the total matrix can
be extracted. The size of the subset is defined by the input order, which in turn directly affects the resulting eigenvalues
and eigenvectors. Because it is far from straight-forward to determine an optimal order a priori, the absolute values of the
eigenvalues, corresponding to the undamped natural frequencies, are plotted in a stabilization plot. In the current case study,
a pole is considered stable if it does not vary by more than 1 % in natural frequency or 5 % in damping ratio during the last
two order levels. Stability with regard to the eigenvectors, e.g. by means of the MAC [15] number, was not considered.

An implementation of the mentioned Cov-SSI method was run with 13 block rows, yielding a maximum system order
of 30 x 13 =390. Orders between 2 and 350 were enforced, and the resulting stabilization plot is seen in Fig. 14.7. A lot
of fuzziness is observed in this stabilization plot in the range between 1.5 and 2.5 rad/s, which complicates the system
identification in this area. The reason for this behaviour is suspected to come from the wave loading. By comparison with
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Fig. 14.7 Stabilization plot from covariance-driven SSI with number of block rows i = 100
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Fig. 14.8 Horizontal modes
from Cov-SSI (seen from above)

Fig. 14.9 Horizontal modes a

from eigenvalue problem (seen ﬂ

from above)
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Table 14.2 Ideqtiﬁcation results SSI Eigenvalue problem
ﬁg‘iv"s’ (Cl‘i’lsf)l with 100 block Mode type | Figure | wy[rad/s] | £,[%] |Figure | wulrad/s] | £.0%] | MAC (%)
Horizontal | 14.10a* | 0.588 244 1442 | 0.651 114 |63
Vertical | 14.11a° | 0.948 690 | 14.5a,b | 1.016 155 |57
1.056 148 |25
Vertical | 14.11b° | 0.997 129 |145a,b |1.016 155 |41
1.056 148 |42
Vertical | 14.11c | 1.165 103 |145c |1.233 113 |63
Vertical | 14.11d | 1.527 281 1454 | 1.550 6.03 |92
Vertical | 14.11e | 1.950 1.64 | 145t | 1.977 417 |90
Ver/hor. | 14.10b | 1.982 290 |144b 2016 237 |42
aj =100

"Two modes blended together

the FDD peaks, it is also observed that the first mode is not revealed in the SSI identification. This is amended by increasing
the number of block rows, enabling modes at even lower frequencies to be identified successfully. The trade-off, however, is
a poorer representation of the modes in the difficult region in the assumed frequency range of the wave load. This affects in
particular the highly damped modes located around 1 rad/s. The resulting stabilization plot, where the number of block rows

was increased to 100, is seen in Fig. 14.8.

The output-only Cov-SSI method assumes white noise input, whilst the structure in reality is significantly loaded by
waves, far from a white noise process. This is illustrated in Fig. 14.9, which shows the spectral density of the wave height
corresponding to a realistic sea state on site. Poles (eigenvalues) were selected from the stabilization plot. The resulting
natural frequencies, damping ratios and MAC-numbers, comparing identified mode shapes with the mode shapes from the
eigenvalue problem, are presented in Table 14.2. The corresponding mode shapes are found in Figs. 14.10 and 14.11.
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14.4 Concluding Remarks

Two different operational modal analysis procedures have been used to gain some insight of the behaviour of the floating
bridge studied; the Bergsgysund Bridge, with emphasis on the covariance-driven stochastic subspace identification technique.
Both natural frequencies and damping levels match quite well with the eigenvalue solution of the numerical model, especially
given the fact that no measurement-based model updating has been performed. The estimated mode shapes are easily
recognized amongst the mode shapes from the eigenvalue problem, but the MAC values are in general poor. A model
updating procedure might be necessary to remedy this. Some of the modes established using the Cov-SSI technique also
appear to consist of combinations of multiple closely spaced modes from the eigenvalue solution.

The modal parameters from Cov-SSI appear to be very sensitive with regard to the number of block rows defined for the
algorithm; no good compromise was found, and no single number of block rows provided stable results for the identification
of both the first, and the second and third natural mode. This lead to the need for an additional analysis designated to the first
mode only. The bridge is exposed to wave action, which results in a loading that deviates drastically from the white noise
approximation that output-only Cov-SSI relies on. This affects the stability of the poles in the stabilization plot and makes
the modes with natural frequency in the range of the wave loading are harder to identify.
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Chapter 15
Investigation of a Novel Pseudo Ambient Vibration Testing Approach

K.A. Grimmelsman and D. Samudio Castillo

Abstract The practical and inexpensive nature of ambient vibration testing has contributed to this approach being widely
used by researchers and practitioners for identifying the dynamic characteristics of a wide range of laboratory and full-scale
structures. The dynamic characteristics identified from such testing can be used for validating and calibrating analytical
models, for quantifying and evaluating actual operating or performance characteristics, or for identifying damage and
structural health monitoring. Although ambient vibration testing has been used extensively, it remains subject to a number of
assumptions and limitations that are not always readily apparent in the results and that can reduce the reliability and utility
of these results for many structures and applications. The authors believe that a pseudo ambient vibration testing approach
using controlled excitation from a spatially distributed network of low-cost excitation devices could provide more consistent
and reliable dynamic characterizations while maintaining many of the desirable attributes of ambient vibration testing. The
writers conducted a study of the proposed testing approach using a large-scale laboratory model. The dynamic properties of
the structure were identified by ambient vibration testing and by different implementations of the proposed pseudo ambient
vibration testing approach. The results obtained from the testing are compared and discussed.

Keywords Ambient vibration testing ® Hybrid testing ¢ Stochastic ¢ Tactile transducers ¢ Bridges

15.1 Introduction

Ambient vibration testing is commonly used to obtain dynamic characterizations for a broad range of constructed systems.
The resulting dynamic characterization may be used for assessing the in-service performance of a structure, to obtain the
quantitative data needed for structural identification, or for structural health monitoring and damage detection applications.
Ambient vibration testing is often the only practical method available for dynamic testing of very large structures; however
the testing approach is also cost-effective and easy to implement and analyze and has been successfully used to dynamically
characterize a wide range of different structures [1]. This test method has largely become the principal vibration testing
approach used for nearly all in-service civil infrastructure systems. Despite the rather obvious cost and practical advantages
associated with ambient vibration testing, this output-only testing method is unable to obtain mass normalized modal vectors
that are possible from input-output vibration testing methods and is also subject to many possible sources of uncertainties.
Much of the potential uncertainty is derived from the uncontrolled and unmeasured dynamic excitation used for ambient
vibration testing [2—4]. The dynamic excitation is assumed to have very specific characteristics, namely that it is stationary
and uncorrelated white noise that is spatially distributed over the entire structure. Evaluating and validating these assumptions
related to the inputs is practically impossible, and the uncertainties in the dynamic characterization results arising from
violations to these assumptions are often coupled with uncertainties arising from the structure and its interactions with
environmental and service loads. The uncertainties that may be present in the identified modal parameters can significantly
limit the reliability and utility of the results for many objectives related to assessing civil infrastructure systems.

Hybrid testing approaches have been previously explored as a means for enhancing the capabilities, reliability and
effectiveness vibration testing results for civil infrastructure systems. Perhaps the most well-known example of a hybrid
vibration testing approach is Operational Modal Analysis in the presence of eXogenous Inputs (OMAX) testing [5].
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In this approach, deterministic dynamic excitation is employed in conjunction with uncontrolled stochastic excitation from
ambient environmental sources and operating loads to obtain the dynamic characterization. The OMAX test approach has
implemented and evaluated for a two footbridge structures using a single drop hammer, impact hammer and pneumatic
artificial muscle (PAM) actuator to provide the deterministic component of the dynamic excitation [6, 7]. Although the
OMAX approach was found to be more capable and accurate than conventional ambient vibration testing, the devices used
for the deterministic excitation component are still somewhat cumbersome to deploy on structures and the resulting dynamic
excitation was single input, multiple output (SIMO) for the deterministic source and multiple input, multiple output (MIMO)
for the stochastic excitation.

The writers propose a different hybrid dynamic testing approach for constructed systems that is different from the
OMAX approaches implemented previously in that it employs controlled and uncontrolled stochastic excitation sources
that permit the overall test to be described as a MIMO implementation. The novelty of the approach presented in this paper
stems from the use of a network of low-cost, small-scale tactile transducers that are used to provide the controlled stochastic
excitation. The novel dynamic testing approach using tactile transducers was devised and developed by the corresponding
author, and the operating and performance characteristics of the system were systematically evaluated in a prior study [8, 9].
The novel dynamic excitation system has also been evaluated for conventional experimental modal analysis (EMA) testing
[10], and has been used to characterize and evaluate the excitation related uncertainty in conventional ambient vibration
testing of in-service bridges [11].

The proposed testing approach that is presented in this paper seeks to use this excitation system to provide controlled
dynamic excitation that is consistent with the normally assumed, but uncontrollable characteristics of ambient dynamic
excitation employed for conventional ambient vibration testing of structures (e.g. stationary and uncorrelated Gaussian
white noise). As a result, the writers describe the proposed hybrid testing approach as pseudo ambient vibration testing.
The obvious advantage of the proposed approach is the one to one correspondence with the assumptions and methods
employed in conventional ambient vibration testing. The artificial dynamic excitation provided to the structure being tested
by the tactile transducers is known and controlled, but the actual dynamic excitation forces supplied to the structure are not
measured. This avoids the additional expense associated with the deploying force transducers to measure the actual input
forces, and permits the test data to be processed and evaluated using the same output-only identification approaches that are
already well-established for ambient vibration testing. The transition from ambient vibration testing to the proposed pseudo
ambient vibration testing approach is therefore very transparent, and also avoids many of the logistical challenges associated
with deploying and operating controlled input devices such as drop hammers, impact hammers, or large scale shakers on a
structure. The added cost associated with the proposed test approach is also very minimal relative to conventional ambient
vibration testing. The prototype excitation system using tactile transducers developed by the corresponding author is capable
of providing 16 individually controlled and simultaneous excitation inputs and only cost about $6,000 to construct. It should
be noted that the proposed pseudo ambient vibration testing approach will not permit scaled modal vectors to be identified;
however, the writers believe that improving the consistency and reliability of the modal parameters identified from the
vibration test is a more paramount consideration for advancing the utility of the dynamic characterization results for a
broader spectrum civil infrastructure systems.

A laboratory evaluation of the proposed pseudo ambient vibration testing approach was performed for a large-scale steel
grid structure. Both conventional ambient vibration testing and the pseudo ambient vibration testing approach with some
different variations to the controlled component of the dynamic excitation were implemented for the structure. The modal
parameters for the various test cases were all identified using the same output-only identification method. The results obtained
for the modal parameters from each test case are compared, and the effectiveness of the proposed pseudo ambient vibration
test is evaluated.

15.2 Description of the Investigation

An investigation program was developed and implemented with the objective of first assessing and evaluating the
effectiveness of the pseudo ambient vibration testing approach on a structure in the laboratory where the sources of
uncertainty related to the behavior of the structure and its interactions with its operating loads and the environment could
be minimized. The testing approach evaluated in this research is expected to be applicable for dynamic testing of short to
medium span length bridges and other constructed systems of a similar scale, but an experimental evaluation and validation
of the approach in the relatively stable environs of a laboratory for a structure with only a limited degree of complexity was
determined to be a logical first step before implementing this approach with full-scale structures in the field. In addition,
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the writers believed that an experimental evaluation of the testing approach would incorporate many of the uncertainties and
challenges associated with dynamic testing of full-scale structures more realistically than would be possible from a purely
analytical study of this approach.

The experimental testing program devised for this study consisted of a comparative study of the modal parameters
identified for a large-scale steel structure by conventional ambient vibration testing with no artificial dynamic excitation
applied to the structure, and by the proposed pseudo ambient testing approach in which uncorrelated white noise excitation
was applied to the structure in a spatially distributed manner by a network of low-cost and small scale shakers. The pseudo
ambient excitation cases considered for this investigation included variations in the quantity and spatial locations of the
dynamic inputs to the structure and to the characteristics of the dynamic excitation. Although the full testing program
included a total of 10 different excitation cases, the focus of this paper is on the results obtained from a subset of four
of these test cases. These test cases discussed in this paper include an uncontrolled ambient excitation case and three cases
in which pseudo ambient excitation having different characteristics was applied to the grid by a network of 15 shakers. The
vibration responses were measured and processed in the same way for all test cases. The dynamic excitation applied to the
structure in each test case was also considered to be unmeasured and uncontrolled during the modal parameter identification
stage. The details of the test structure and the experimental program are described in the following sections.

15.2.1 Test Structure

A large steel structure was used as the test specimen for this research. The model can be nominally described as a grid
structure, although it was designed and constructed to notionally represent various behavior characteristics common to
many different types of civil infrastructure systems. The grid structure is simply—supported with a single span length of
7,315.2 mm and a width of 2,743.2 mm. The grid framing system consists of three continuous longitudinal girder lines spaced
on 1,371.3 mm centers and 7 transverse girder lines spaced on 1,219.2 mm centers. The ends of each longitudinal girder are
supported by 1,066.8 mm tall steel pedestals and pin and roller bearings. The steel pedestals sit on the approximately 130 mm
thick unreinforced concrete slab on grade floor in the laboratory. The 3 longitudinal girder sections and the 14 transverse
girder sections are all W8 x 10 rolled steel beams that are joined together with bolted connections employing top and bottom
cover plates and vertical clip angles which results in fairly rigid connections between the members. A photograph of the test
structure and a schematic illustrating the grid numbering convention employed in this study are provided in Fig. 15.1.

15.2.2 Test Setup and Measurement Equipment

The grid structure was instrumented for the vibration testing using a total of 21 accelerometers (Model 393C from PCB
Piezotronics, Inc.) placed at the intersections of the longitudinal gridlines 1-3 and the transverse gridlines B-F, H and J
as defined in Fig. 15.1. The accelerometers were attached to the structure using magnets and were oriented to measure
the vertical accelerations of the structure. A total of 15 shakers (tactile transducers) were attached to the grid model using
c-clamps to provide the controlled pseudo ambient dynamic excitations in the vertical direction. The shakers were installed
at the intersections of longitudinal gridlines 1-3 and transverse gridlines B, C, D, E and F. Since the weight of the 15 shakers
could potentially alter the modal characteristics of the structure, they were left in place on the structure during all test cases.
The vibration measurements were recorded using National Instruments Model 9234 dynamic signal acquisition modules.
Uncorrelated white noise excitation signals specific characteristics were generated and sent to the shaker amplifiers through
independent channels of a National Instruments Model 9264 analog output module. The time duration of the vibration
measurements recorded in each test case was 60 min. The digitized measurements were subsampled to an effective sampling
rate of 413.05 Hz in before being saved for subsequent data analysis.

15.3 Vibration Test Cases and Dynamic Excitation

The results obtained from a total of four different vibration test cases are presented and discussed in this paper. Case 1,
represents the baseline ambient vibration test for the structure. The only dynamic excitation acting on the structure was from
uncontrolled and unmeasured ambient sources present in the laboratory facility. This test case is representative of the ambient
excitation that might act on a bridge that is closed to traffic. The ambient dynamic excitation of the grid structure in this case
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Fig. 15.1 (a) Photograph of the grid structure and (b) grid numbering convention

is assumed to be stationary Gaussian white noise that is spatially distributed over the entire structure. The actual sources
of the ambient excitation in this test case were most likely from the operation of the HVAC system and from individuals
walking around and working in other areas of the building.

The three remaining test cases all included controlled pseudo ambient dynamic excitation produced by the small-scale
shakers in addition to the uncontrolled and unmeasured excitation from ambient sources. The pseudo ambient excitation used
in these test cases was uncorrelated Gaussian white noise that was simultaneously applied to the grid structure at 15 different
spatial locations. The 15 independently generated excitation signals used in these cases were bandpass filtered between 5 and
180 Hz to align the bandwidth of the excitation with the global vibration modes of the structure and the optimum operating
characteristics of the shakers. In Case 2 and Case 4, the voltage ranges for the generated noise signals were half as large as the
voltage ranges used for the generated noise signals used in Case 3. The voltage range used for the signals generated in Case
3 were determined by identifying the maximum output voltage that could be sent to the tactile transducers that were used as
shakers without causing the internal mass to reach its stroke limit and produce an impact type excitation force. As a result,
Case 2 and Case 4 were described as low input force level excitation cases while Case 3 was referred to as a high input force
level excitation case. The white noise signals were continuously generated throughout the 60 min test duration in Case 2 and
Case 3. The generated white noise signals used in Case 4 were only 4 min long and were replayed through the shakers a total
of 15 times over the 60 min test duration. This was done to gain some insight as to how to best utilize the pseudo ambient
vibration testing approach for characterizing the structure. In other words, to evaluate whether more unique realizations of
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the white noise excitation signals would yield more consistent modal identification results than multiple applications of the
same stochastic excitation signals, or vice-versa.

15.4 Data Analysis and Results

The data analysis for the vibration measurements recorded from each test case were first evaluated in the time domain to
characterize the nature of the pseudo ambient excitation cases (Cases 2—4) relative to the baseline ambient vibration test
(Case 1). This stage of the data analysis was implemented in two steps: (1) the root-mean-squared (RMS) acceleration
amplitude was computed for each accelerometer location from the raw time domain acceleration records, and (2) the RMS
acceleration amplitudes computed for each of the 21 accelerometer locations were added together to obtain a total RMS
acceleration amplitude value for the response of the grid structure from each vibration test case. The total RMS acceleration
amplitude is a convenient and effective global index for evaluating and comparing the nature of the unmeasured ambient
dynamic excitation from the measured structural vibration responses [11]. The 60 min long measurement records were
divided into 15 equal length segments of 4 min each and the total RMS acceleration was computed for each to evaluate
the stationarity of the excitation. The total RMS acceleration amplitudes were also computed for the 60 min long records
for comparison purposes with statistical values computed from the segment results. The mean value of the total RMS
accelerations computed for the 15 segments of data from each test case was also normal