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Foreword

A major issue today for the development of the Information and Communication

Technologies is the challenge of the “beyond CMOS,” how to go beyond the

physical limits of the semiconductor-based conventional electronics, how to con-

tinue the progress of the electronic components in terms of size, speed, and price

reduction, with the additional challenge of treating and storing efficiently a contin-

ually increasing quantity of information while reducing the total energy consump-

tion. If we look at the 2013 International Technology Roadmap for Semiconductors

(ITRS), we can see that a major perspective for the “beyond CMOS” comes from

spintronic technologies exploiting not only the charge of the electrons but also their

magnetism, their spin. The book “Spintronics Based Computing” edited by Prof.

Weisheng Zhao and Dr. Guillaume Prenat is particularly timely as it describes some

of these spintronic technologies: Spin Transfer Torque-Random Access Memory

(STT-RAM) and several types of logic or communication devices based on Mag-

netic Tunnel Junctions, STT-RAM, or Spin Torque Nano-Oscillators.

The STT-RAM nonvolatile memories, owing mainly to their potential for the

highly desirable reduction the energy consumption of computing, are included in

v



the ITRS roadmap into a category of “Memory and Logic Technologies

Highlighted for Accelerated Development.” The recent advances in the technology

of the STT-RAMs are described in the chapter by Dr. Naoharu Shimomura, the

associated critical issue of the current-induced switching of magnetic tunnel junc-

tions (MTJ) is discussed in the chapter written by Prof. Weisheng Zhao and

coworkers, and we can learn about the perspective for electric control of magnetic

devices in the chapter by Prof. Kang L. Wang.

The MTJ and STT-MRAM can be used to replace the DRAM of the today

computers but can also be integrated more deeply into the logic circuits to obtain a

new generation of processors of enhanced speed and higher density. These new

architectures are discussed in the two chapters written by Prof. Lionel Torres and

Prof. Takahiro Hanyu. Finally, as computing cannot be strictly separated from RF

communication, I want to point out the particular interest of the last chapter by Prof.

Mircea Stan on the Spin Torque Nano-Oscillators and their synchronization.

I can conclude that Spintronics Based Computing, by presenting several

expected next steps in the development of computing technology together with

the associated problems of fundamental research, can be extremely useful for the

researchers in both the academic and industry communities.

Albert Fert

Emeritus Professor at Université Paris-Sud

2007 Nobel Laureate in Physics
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Current-Induced Magnetic Switching
for High-Performance Computing

Yue Zhang, Weisheng Zhao, Wang Kang, Eyra Deng, Jacques-

Olivier Klein, and Dafiné Revelosona

1 Introduction

The shrinking of complementary metal oxide semiconductor (CMOS) fabrication

node below 90 nm leads to high static power in memories and logic circuits due to

the increasing leakage currents [1]. This power issue limits greatly the miniaturi-

zation and improvement of electronic devices. For example, the design of multicore

microprocessors for CPU in computer is a proof for this point. In this background,

novel technologies to replace the mainstream charge-based electronics are hot

topics for both academics and industries. Beyond the electrical charge, the devices

based on the spintronics attract a broad attention and show the performance

advantages in many aspects [2].

Magnetic tunnel junction (MTJ), one of the most important spintronic devices, is

the basic element of magnetoresistance random access memory (MRAM) which

becomes a most promising candidate for the next generation of universal non-

volatile memory. Among its various features, the magnetization switching in MTJ

is a crucial point. Much of the academic and industrial research efforts are presently

focused on developing efficient switching strategies. One promising method relies

on using spin transfer torque (STT) [3, 4], which involves low threshold currents

and well-understood mechanisms. Furthermore, only a bi-directional current is

Y. Zhang • W. Kang

Spintronics Interdisciplinary Center, Beihang University, Beijing 100191, China

IEF, Univ. Paris-Sud 11, UMR8622, CNRS, Orsay 91405, France

W. Zhao (*)

Spintronics Interdisciplinary Center, Beihang University, Beijing 100191, China

e-mail: weisheng.zhao@buaa.edu.cn

E. Deng • J.-O. Klein • D. Revelosona

IEF, Univ. Paris-Sud 11, UMR8622, CNRS, Orsay 91405, France

© Springer International Publishing Switzerland 2015

W. Zhao, G. Prenat (eds.), Spintronics-based Computing,
DOI 10.1007/978-3-319-15180-9_1

1

mailto:weisheng.zhao@buaa.edu.cn


needed in this approach, which simplifies greatly the CMOS switching circuits and

thereby allows for higher density than the other approaches.

On the other hand, racetrack memory is an emerging spintronic concept based on

current-induced domain wall (CIDW) motion in magnetic nanowires [5, 6]. Combin-

ing withMTJs as write and read heads, CMOS integrability and fast data access speed

can be achieved. In this concept, the data are stored via themagnetizations ofmagnetic

domains separated by domain walls (DWs). Due to STT mechanism, the DWs can

be propagated consecutively in a direction by a spin-polarized current, which makes

the racetrack memory possible to be widely applied for logic and memory designs.

However, some unexpected effects have been discovered using current-induced

approach in the devices with small size (e.g., lateral size of 40 nm), such as erroneous

state switching with reading currents and short retention times. These problems are

mainly related to the in-plane magnetic anisotropy, which cannot provide a suffi-

ciently high energy barrier to ensure thermal stability [7]. This issue limits greatly the

potential for future miniaturization of spintronic devices. One compelling solution

addressing this issue involves the perpendicular magnetic anisotropy (PMA) in certain

materials (e.g., CoFeB/MgO), because it allows high energy barrier to be attained for

small-size structures (<40 nm) while maintaining the possibility of fast-speed oper-

ations, high TMR ratios and low threshold currents [8, 9].

Thanks to the diverse advantages demonstrated by spintronics as well as various

milestone breakthroughs of its related materials and techniques, hybrid spintronics/

CMOS logic and memory circuits open a novel route to manipulate information

more efficiently. Taking advantages of spintronic devices, the emerging circuits or

systems can also realize low power, high density and high speed. For the past

decade, many spintronics based logic and memory circuits and their prototypes

have been designed and presented. From the relatively mature spin valve for HDDs

[10–12] to recently commercialized STT-MRAM [13–17], from magnetic full

adder (MFA) and Magnetic Flip-Flop (MFF) for magnetic processors [18–20] to

magnetic content addressable memory (CAM) for internet router and search

engines [21, 22], spintronics or concepts based on it has seeped into a majority of

the advanced logic and memory systems.

One of the beneficial applications is the computing: the structural and techno-

logical limitations of conventional computing systems prevent them from reaching

high frequency (~4 GHz) and limit power efficiency [23]. In this chapter, we

describe an overview of the devices and circuits for high-performance computing,

which are particularly based on current-induced magnetic switching. From the

compact modeling to the circuit design and the optimization, the contributions of

this chapter have been made at a series of levels.

Firstly we introduce the concepts of PMA STT MTJ and racetrack memory.

Their fundamental physics, structures and performances, promising to achieve high

performance computing, will be involved. In the following, we present spintronics

based computing designs under intense R&D. MFA (1-bit one based on PMA STT

MTJ and multi-bit one based on racetrack memory) and CAM are particularly

investigated. They demonstrate the performance advantages in terms of area and/or

speed and/or energy, compared with the CMOS based conventional ones.

2 Y. Zhang et al.



2 Current-Induced Magnetic Switching Spintronic Devices

2.1 Perpendicular Magnetic Anisotropy Spin Transfer
Torque Magnetic Tunnel Junction (PMA STT MTJ)

The MTJ nanopillar, as shown in Fig. 1a, is one of the important devices for current

spintronics based integrated circuits. Particularly, it is the basic element of MRAM.

According to the different switching mechanisms, MTJs can be categorized into

certain generations. Field-induced magnetic switching (FIMS) [24, 25] and

thermally-assisted switching (TAS) [26, 27] are two achievable and mainstream

approaches. Some prototypes or even commercialized products are based on these

mechanisms. However, the mandatory utilization of magnetic field in these

approaches leads to drawbacks on speed, density and power consumption, which

hinder the integration of MRAM for advanced computing or memory applications.

In this context, the current-induced magnetic switching comes into view. STT

was proposed independently by Berger and Slonczewski in 1996 [3, 4]. They found

that a spin-polarized current injected perpendicularly to the plane could equally

influence the magnetizations. This interaction is attributed to angular momentum

transferred from the polarized electrons to the local magnetization of the ferromag-

netic (FM) layer. Once the amount of electrons exceeding the threshold value (often

represented by critical current or critical current density), the STT exerted by the

current will switch the magnetization of the free layer of MTJ [13, 28]. The STT

switching approach was initially researched on giant magnetoresistance (GMR)

effect based spin valve [29, 30], and then focused on the MTJ providing a signif-

icantly higher magnetoresistance [31, 32]. In MTJ, one FM layer acts as a polarizer

for an electric current, which then transfers angular momentum by exerting a torque

on the magnetization of the other FM layer. This current-only approach simplifies
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Fig. 1 (a) Vertical structure of an MTJ nanopillar composed of CoFeB/MgO/CoFeB thin films.

(b) STT switching mechanism: the MTJ state changes from parallel (P) to anti-parallel (AP) as the

positive direction current IP!AP> IC0, on the contrast, its state will return to P state with the

negative direction current IAP!P> IC0
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greatly the switching process as it only requires a bi-directional current (see

Fig. 1b). Moreover, the magnitude of current for STT is normally less by an order

than that for generating a large magnetic field. As a consequence, STT switching

approach is widely considered the most promising one to be applied in the future

MRAM applications [33].

The effect of STT on the free layer of MTJ can be described by the extra STT

term in the Landau-Lifshitz-Gilbert (LLG) equation [34, 35] given by

dm
!

dt
¼ �γm

! � H
!

eff þ αm
! � dm

!

dt
� βJ m

! � m
! �M

!� �
ð1Þ

wherem
!
andM

!
are the unit vectors of the free and pinned layers’ magnetizations, α

is the damping constant, γ is the gyromagnetic ratio, β is the STT coefficient

depending on both the spin polarization and the geometric configuration of the

spin torque efficiency. H
!

eff is the effective field that includes the external field, the

anisotropy field, the magnetostatic field, the Oersted field and the exchange cou-

pling field.

In this equation, the first term on the right is to describe the precession of the

field-induced magnetization. The second term describes the intrinsic damping

process that results in a decrease of the precessional angle as a function of time.

The last term on the right is the STT term whose vector direction is opposite to the

damping direction. In the current-induced system, the magnetization switching on

the free layer can be considered the competition between the damping term and the

STT term (see Fig. 2). When the current density is small, the STT term is weaker

than the damping term, then the magnetization dynamics maintain in an equilibrium

state. In contrast, if the current density is high enough to make STT term stronger

than damping term, the magnetization can be excited to larger precessional angles

and further be switched. The critical current is defined as the threshold current to

distinguish these two regimes, which is described by STT switching static model

presented as follows.

The threshold for excitations driven by STT is given by the critical current.

The static behavior to describe STT switching in PMA MTJ is mainly based on the

calculation of threshold or critical current IC0, which can be expressed by the

Eqs. (2) and (3) [8].

E p ¼ μ0MS � Vol� HK

2
ð2Þ

IC0p ¼ α
γe

μBg
μ0MSð ÞHKVol ð3Þ

where HK is the perpendicular magnetic anisotropy field.

Note that the spin accumulation effects are neglected and the spin polarization

efficiency factor g is firstly obtained with the following equation to describe the

4 Y. Zhang et al.



asymmetric current case [36]. It provides the best agreement with the experimental

results illustrated in [8],

g ¼ gSV � gTunnel ð4Þ

where the sign depends on the free-layer alignment. gSV and gTunnel are respectively
the spin polarization efficiency in a spin valve and tunnel junction nanopillars. They

are both predicted by Slonczewski,

gSV ¼ �4þ P�1=2 þ P1=2
� �3

3þ cos θð Þ=4
� ��1

ð5Þ

gTunnel ¼ P=2ð Þ= 1þ P2 cos θ
� � ð6Þ

where P is the spin polarization percentage of the tunnel current, θ is the angle

between the magnetization of the free and the pinned layers [3, 37].

The good agreement between the physical model and experimental measurement

has been verified. Figure 3 shows the verification of static model with the measured

data reproduced by Ohno group [8]. The blue and red solid lines represent the STT

switching static model for parallel to anti-parallel process and anti-parallel to

parallel process, respectively. The blue squares and red points represent the exper-

imental results. From Fig. 3, the overlaps between the lines and the squares

(or points) show the good agreement and the feasibility of this physical model to

describe the STT switching static behavior.

On the other hand, more recent experimental progress of IBM shows that an MTJ

involving symmetric electrodes provides a single spin polarization efficiency factor

g for both state change processes (anti-parallel state to parallel state process or

parallel state to anti-parallel state process) of MTJ [38], which allows the same

critical current for both parallel and anti-parallel states. In this mechanism, g is only

related to TMR ratio and described as follows:

ND NSTT

NH

m

Heff

Fig. 2 Diagram of the LLG

equation. ND is the damping

term, NSTT is the STT term

and NH is the field

precession term
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g ¼ TMR TMRþ 2ð Þð Þ1=2=2 TMRþ 1ð Þ ð7Þ

The dynamic switching behavior of STT in PMA MTJ shows the dependence of

switching current on switching duration. It is considered to be a complex process as

it can be categorized into two regimes depending on the relative magnitude between

switching current (I) and critical current (IC0, calculated by Eq. (3) for static

behavior): thermally assisted (I< 0.8 IC0) and precessional (I> IC0) switching

regimes. Thermally assisted regime can be described by Néel-Brown model and

precessional regime can be described by Sun model [39–41]. Note that there are no

clear experimental results and theories related to the range from 0.8IC0 to IC0, we
thus neglect this range and consider no effect occurs in this range.

For each model, the relationship between current and duration follows different

laws. For practical applications, the two regimes have their own specific interest:

the thermally assisted regime corresponds to low current density but slower

switching, which is usually used for the sensing operation; the precessional regime

corresponds to fast switching (sub 3 ns) but high current density, which is usually

used for the writing operation.

In the sub-threshold condition where the current remains below the critical

current (I< 0.8Ico), the switching can still occur thanks to thermal activation

above the voltage/current-dependent barrier. In this case, the switching behavior

can be described by Néel-Brown model [42]:

0 5 10 15 20 25
−40

−20

0

20

40

60

80

ln(τp/τ0)

Ic
(µ

A
)

P−>AP

AP−>P

Fig. 3 Verification of the static model with measured data reproduced by [8]. Solid lines represent

the STT static model, the red points and blue squares represent the experimental results
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dPr tð Þ
1� Pr tð Þð Þdt ¼

1

τ1
ð8Þ

τ1 ¼ τ0 exp
E

kBT

�
1� I

Ic0

� 		
ð9Þ

where τ0 is the attempt period, Pr(t) is the switching probability. Eq. (8) can be

transformed to a simple formula:

t ¼ �τ1ln 1� Pr tð Þð Þ ð10Þ

These equations demonstrate that the STT dynamic switching behavior is prob-

abilistic or stochastic. However, from Eq. (10), it can convert this stochastic

behavior to be deterministic by determining the switching probability. That

means ones should apply a specifically long current pulse to get the determined

switching probability. This assumption would greatly simplify the description and

analyses of the thermally assisted regime. Meanwhile, the stochastic effect is still

the key point for this regime, which will be described and integrated in the

following part.

In the case that the switching current is near or exceeding the critical one, the

STT excitation becomes more obvious and deterministic. The high current pulse

drives the magnetization to process, then after reaching the switching time, a

magnetization reversal occurs suddenly and quickly [9]. Considering a small

thermal fluctuation in this regime with a relatively high thermal stability, the

average switching time is given by

1

τh i ¼
2

Cþ ln π2ξ
4

� �
2
4

3
5 μBPpin

emm 1þ PpinPfree

� � I � Ic0ð Þ ð11Þ

where C is the Euler’s constant, ξ ¼ E=kBT is the activation energy in units of kBT,
Ppin, Pfree are the tunneling spin polarizations of the pinned and free layers, we

assume here that Ppin¼Pfree¼P,mm is the magnetic moment of free layer. Figure 4

shows the good agreement of this dynamic model with the experimental data

extracted from [9]. From this figure, the increase of I and decrease of IC0 both

contribute to scale down the switching latency. Considering the high currents are

always ensured by the large-size transistors, this physical model also implies the

alternatives to optimize the tradeoff between the overall area and the speed of

hybrid spintronic/CMOS circuits.

Recently, a lot of experimental and theoretical results have shown that, although

STT switching may allow sub-nanosecond switching duration, the switching pro-

cess of STT is intrinsically stochastic, which results from the unavoidable thermal

fluctuations of magnetization (see Fig. 5) [43–46]. They are responsible for large

fluctuation in the switching duration, which can be proven by the Eqs. (8)–(11)

describing the dynamic behavior. Moreover, the stochastic behavior can also be

Current-Induced Magnetic Switching for High-Performance Computing 7



divided into two regimes: thermally assisted (I< 0.8 IC0) and precessional (I> IC0)
switching regimes.

For the thermally assisted regime, we can transform Eq. (10) to another form:

Pr tð Þ ¼ 1� exp �t=τ1ð Þ ð12Þ

It describes the probability density function (PDF) of the switching duration for

this regime, which follows an exponential distribution with characteristic time τ1
decreasing with the current density.

0 0.2 0.4 0.6 0.8 1
0

1

2

3

4

5

6

7

8

9

10

I(mA)

<
τ>

 (
ns

)

Simulation result

Experimental result

Fig. 4 Comparison of the dynamic model with measured data

Fig. 5 Experimental

measurements of STT

stochastic switching

behaviors, high writing

current drives faster speed

and higher switching

probability [44]
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In the super-threshold region described as precessional regime, the stochastic

switching is triggered by a thermal fluctuation which creates an initial angle

between the current spin-polarization and the magnetization of magnetic layer.

The switching duration then follows a specific exponential-like distribution cen-

tered on the average switching delay time calculated by Eq. (11) [47].

From the above expressions, it shows that, in both regions, increasing the

switching probability requires to increase either the write current or the current

pulse duration. It could also be of great benefit for tolerating the high mismatch and

process variations [48, 49].

To address the requirement of high-performance MTJ for the future logic and

memory applications, there are usually five criteria to evaluate: small area, high

TMR ratio, low STT switching current, capacity to withstand the standard semicon-

ductor processing and high thermal stability. With the shrinking of size, the con-

ventional MTJ with in-plane magnetic anisotropy becomes more and more difficult

to satisfy these criteria. Recent material progress showed that the MTJ with PMA

could offer lower switching critical current, higher switching speed and higher

thermal stability compared with that with in-plane magnetic anisotropy [7].

These can be explained by the following theories.

The barrier energy and critical current of STT switching in the materials with

in-plane magnetic anisotropy can be expressed as:

Ei ¼ μ0MS � Vol� HC

2
ð13Þ

IC0i ¼ α
γe

μBg
μ0MSð Þ Hext � Hani � Hd

2

� 	
Vol ð14Þ

where HC is the coercive field, Hext is the external field, Hani is the in-plane uniaxial

magnetic anisotropy field, Hd is the out-of-plane magnetic anisotropy induced by

the demagnetization field, μ0 is the permeability in the free space, Ms is the

saturation magnetization, Vol is the volume of the free layer, μB is the Bohr

magneton, γ is the gyromagnetic ratio, e is the electron charge, m is the

electron mass.

By comparing Eqs. (2) and (13), as HK is higher than HC, PMA allows obtaining

relatively high barrier energy with a small size. By comparing Eqs. (3) and (14), as

HK is much lower than Hd, the critical current for PMA materials can be signifi-

cantly reduced.

From 2002, when the first MTJ with PMA was reported, this advantageous

structure attracts a great deal of attentions from academics and industries [50]. A

variety of material systems has been attempted, for example, rare-earth/transition

metal alloys, multilayers and other alloy materials. However, they have not been

able to truly realize low critical current and high thermal stability at the same time.

This situation didn’t change until the Ta/CoFeB/MgO structure was revealed in

2010 [8, 9]. Figure 6 demonstrates the excellent performances of this structure. It

takes advantages of CoFeB-MgO interface anisotropy to provide a good tradeoff

Current-Induced Magnetic Switching for High-Performance Computing 9



among the area (40 nm), critical current (~50 μA), thermal stability (40 kBT) and

TMR ratio (>100 %). Thanks to the material and technical improvement of

MTJ, especially MgO based PMA STTMTJ, a lot of persistent and intensive efforts

have been made for the past years to develop the high-performance spintronic

systems [51, 52].

2.2 Racetrack Memory

The observation of electrical CIDW motion in magnetic nanowires promises

numerous perspectives [2, 53, 54] and the most interesting one is to build a novel

ultra-dense non-volatile storage device, called “racetrack memory” (see Fig. 7).

The term “racetrack memory” was firstly proposed by Parkin in 2008 [5, 6]. In the

concept that he proposed, write head nucleates a local domain in the magnetic

nanowire and a current pulse drives the domain to move sequentially from write

head to read head. Data or magnetization direction is stored between two artificial

potentials or constrictions, which pin the DW as no current pulse is applied. The

distance between two constrictions can be extremely small to some nanometers and
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this allows an enormous storage (>GB) in a small die area. Compared with other

non-volatile memory candidates, the scalability potential of racetrack memory is

evident. By using MTJ as write and read heads, its operations, such as DW motion,

domain nucleation and detection, can be addressed directly by CMOS circuits [55].

This hybrid integration makes racetrack memory promise high performance like high

speed (>100 MHz) and low power beyond classical STT-MRAM. The nanowire can

be built in 3D or 2D, the latter one is easier to be fabricated and become the

mainstream solution for the current research on this topic. Based on in-plane magnetic

anisotropy, the first racetrack memory prototype was presented in 2011 by IBM

despite of its small capacity 256 bits [56]. However the intrinsic low energy barrier

separating the two in-plane magnetization directions of storage layer leads to short

data retention in advanced technology node (e.g., 22 nm) [51]. This drawback limits its

use for high-density racetrack memory. PMA in some structures (e.g., CoFeB/MgO)

providing a high energy barrier [8, 57, 58] were demonstrated and PMAMTJ become

one of the most promising candidates to realize a read head. Advantageous domain

wall nucleation current and speed with PMAMTJ were also observed recently [9] and

this makes it be a better write head than in-plane MTJ.

The Cross-section structure of racetrack memory is shown in Fig. 8, which

includes mainly three parts: a magnetic stripe separated by constrictions to store

data, two MTJs as write and read heads. The number of constrictions equals to the

number of stored bits. It is noteworthy that the CMOS circuits dominate the whole

area of this racetrack memory as the magnetic stripe is implemented at the back-end

through 3D integration as MRAM.

Vdda

Inputb

Inputb

Input

Input

Gnd

ENp

Vddp

Output Iref
SAMP1 MP2

MN1 MN2

MN3Magnetic nanowire

1 0 1 1 1 0 0 1

Domain wall motion

W
MTJ0 MTJ1

Fig. 7 Racetrack memory based on CIDW motion, which is composed of one write head (MTJ0),

one read head (MTJ1) and one magnetic nano-stripe. Iw nucleates data or magnetic domain in the

magnetic stripe through STT approach, Ish induces DW motion along the magnetic stripe and Ir

detects the magnetization direction through TMR effect
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Figure 7 shows simultaneously one example of CMOS circuits to generate Iw

and Ish, which are respectively bi-directional and uni-directional at the side of write

head. Ir is driven by a sense amplifier [59] and it can convert the stored data from

different magnetization directions to digital signal “0” or “1”. In order to achieve

the best write and read reliability, the width of write and read heads are different.

For writing, a lower resistance of MTJ0 with larger width can reduce the rate of

oxide barrier breakdown, which is one of the most significant constraints of the

high-speed STT switching mechanism. On the contrary, high resistance of the

MTJ1 with smaller width for reading can greatly improve the sensing performance.

For the racetrack memory, the speed performance is governed by the velocity of

DW motion. The physical model to calculate DW velocity is indispensable for the

compact modeling of racetrack memory. According to the previous literatures,

the dependence of DW velocities on current and magnetic field can be described

by the one dimensional (1D) model. This 1D model is deduced from the LLG

equation in a 1D system [60], which can be described as:

_ϕ0 þ α _X=λ ¼ γH þ βu=λþ f pin ð15Þ
_X � αλ _ϕ0 ¼ v⊥ sin 2ϕ0 þ u ð16Þ

where X is the position of a DW, and ϕ0 is the angle that the DWmagnetization forms

with the easy plane. λ is the width of DW, α is the Gilbert damping constant, β is the

dissipative correction to the STT, H is the external field, γ is the gyromagnetic ratio,

fpin is the pinning force. The velocity constant v⊥ comes from the hard-axis magnetic

anisotropyK⊥ (� K⊥λ=ℏ). u is spin current velocity. These two equations can describe
a lot of qualitative features of DWmotion driven by the field and the current. The field

acts as a “force” to driveϕ0, the current acts as a “torque” to driveX. In addition, as the
“torque” is also contributed from the hard-axismagnetic anisotropy, the state ofϕ0 can

determinewhether there is intrinsic pinning or pure STT. Considering only the process

after depinning, Eqs. (15) and (16) can be solved analytically and described in the

forms of the influence of field and current on the velocity:

V ¼ VH þ V j ð17Þ

Ir Iw

MTJ1 MTJ0magnetic nanowire
constriction 

Ish

CMOS
SiO�

ContactOxydeContact 

Fig. 8 Cross-section structure of racetrack memory. At the back-end process, the magnetic

nanowire is implemented above the CMOS/MTJ interfacing circuits, which generate Ir for

reading, Iw for DW nucleation and Ip for DW propagation
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The velocity is the vector sum of field-induced (VH) and current-induced velocities

(Vj). Above the Walker breakdown field, the field-induced velocity contribution is

given by

VH ¼ α2μH 1� 1

1þ α2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� HW

H

� 	2
s8<

:
9=
; ð18Þ

where the mobility μ¼ γλ/α, Hw is the Walker breakdown field.

The general racetrack memory is based on CIDW motion, which means there is

normally no magnetic field. Hence, the dependence of DW velocity on current is the

key point. Regarding the relationship between α, the damping constant, and β, the
nonadiabatic coefficient, the dependence can be categorized into three cases.

Before introducing these three cases, we should indicate the definition of the spin

current velocity [60], which is given by Eq. (19).

u ¼ μBP j p
eMS

ð19Þ

where jp is the propagation current density. Figure 9 shows the dependence of DW

velocity on current according to different configurations of α and β, which depends
on the material of the magnetic nanowire.

When β > α,

uWB ¼ 1

2
γHKΔ

α

β � α
ð20Þ

vh i ¼ β

α
u u < uWBð Þ ð21Þ

vh i ¼ β

α
u�

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� β

α

� �2
u2 � 1

2
γΔHK

� �2q
1þ α2

u > uWBð Þ ð22Þ

β>α

α>β

α=β

uCuWB

<v>

uFig. 9 Dependence of DW

velocity on current

described by 1D model
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When α > β,

uC ¼ 1

2
γHKΔ

α

α� β
ð23Þ

vh i ¼ β

α
u u < uCð Þ ð24Þ

vh i ¼ β

α
uþ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1� β

α

� �2
u2 � 1

2
γΔHK

� �2q
1þ α2

u > uCð Þ ð25Þ

When α ¼ β,

vh i ¼ u ð26Þ

where uWB is theWalker breakdown velocity, uC is the critical velocity corresponding
to the critical current density of DWmotion. In order to achieve a high speed racetrack

memory, the current density should be more or far more than the critical one. In both

cases, when applying a much higher current, the DW velocity approaches to spin

current velocity. Therefore,we take this assumption into account, whichmeanswe use

the spin current velocity to directly represent DW velocity. Thus,

V j ¼ u ¼ μBP j p
eMS

ð27Þ

We verified this physical model by comparing with the micromagnetic simula-

tions done by Ohno group (see Fig. 10) [61]. In this case, we suppose that the DWs

are definitely pinned when the current density is lower than the critical one, the

velocity is thus kept to zero in this condition. From the figure, a current density of

0 0.5 1 1.5 2
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Fig. 10 Good agreements

with micromagnetic

simulation for DW motion

velocity as a function of

current density
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~2� 108 A/cm2 can trigger a DWmotion in 50 m/s, which is beneficial for the logic

and embedded memory circuits.

By considering the distance W between two adjacent constrictions (see Fig. 7),

we can calculate the necessary pulse duration for current to move one storage

element by the Eq. (28). For example, whenW is 40 nm, the DW velocity is 50 m/s,

the pulse duration can be as small as 0.8 ns. If neglecting the nucleation process, the

frequency of racetrack memory can thus be as high as 1 GHz. If considering the

nucleation process time (e.g., 1–2 ns), the frequency can still be 500 MHz.

D ¼ W=V j ð28Þ

Caused by the thermal activation, stochastic nature has been found for DWmotion

in diverse structures andmaterials.With the reduction of the applied current or field by

optimizing the techniques and the materials, the stochasticity of DW motion will be

further enhanced [62]. DW velocity and displacement are susceptible to stochastic

effect, which exerts a considerable influence to the feasibility and reliability of

DW-based devices, not only racetrack memory. However, as there have not been

some coherent experimental results or physical theories concerning the pure CIDW in

PMA materials, we refer to the measurements of DW motions in spin valve induced

simultaneously by current and field. Under this condition, after depinning, the DW

motion velocity is found to follow a Gaussian-like specific distribution centered with

the value calculated by Eq. (27) [63]. We analyze the dependence of cumulative

probability of DWmotion versus different current pulse durations and magnitudes in

Fig. 11. It illustrates a coherent functionality of stochastic behavior where we can also

find that higher and longer current pulse yields a more probable DW motion.
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3 Current-Induced Magnetic Switching Based Hybrid
Spintronics/CMOS Circuits for High-Performance
Computing

3.1 Sensing Circuit

Due to the TMR effect, MTJ presents the property of resistance difference for

different states. This resistance property allows MTJ to be compatible with CMOS

sense amplifier circuit that detects the MTJ’s configuration and amplifies them to

logic level. Among various sense amplifiers [64–66], pre-charge sense amplifier

(PCSA) is proposed to provide not only the best tradeoff between sensing reliability

and power efficiency, but also high-speed performance [59]. Thereby we focus on

PCSA and apply it for the hybrid logic circuits involved in this chapter.

The PCSA circuit (see Fig. 12) consists of a pre-charge sub-circuit (MP2-3), a

discharge sub-circuit (MN2) and a pair of inverters (MN0-1 and MP0-1), which act

as an amplifier. Its two branches are normally connected to a couple of MTJs with

complementary states. It operates in 2 phases: “Pre-charge” and “Evaluation”.

During the first phase, “CLK” is set to “0” and the outputs (“Qm” and “/Qm”)

are pulled-up to “Vdd” or logic “1” through MP2-3 while MN2 remains off. During

the second phase, “CLK” becomes “1”, MP2-3 are turned off and MN2 on. Due to

the resistance difference between the two branches, discharge currents are different.

The lower resistance branch will be pulled-down to reach more quickly the thresh-

old voltage of the transistor (MP0 or MP1), at that time, the other branch will be

pulled up to “Vdd” or logic “1” and this low-resistance branch will continue to drop

to “Gnd” or logic “0”.

Gnd

MTJ0MTJ1

MP2

Vdd

MN2

MP3MP1MP0

MN0 MN1

CLK

Qm

I1 I0

/Qm

Fig. 12 Pre-charge sense

amplifier (PCSA) for MTJ

state detection and

amplification to logic level
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Figure 13 shows a sensing operation of PCSA in the case of MTJ0 with

“parallel” state and MTJ1 with “anti-parallel” state. Before the moment “T1”, it

is “Precharge” phase. Both outputs are pulled up to 1 V. Then the “Evaluation”

phase starts from “T1”, two branches begin to discharge after a small delay

considering the rising time of “CLK” signal. At the time “T2”, the branch “Qm”

reaches the threshold firstly and this branch will continue to decrease to “0”. At the

same time, MP0 begin to work and recharge the complementary branch “/Qm” back

to “1”. This sensing operation is so speedy. From the figure, we can find the whole

process costs a sensing delay less than 100 ps. From the point of view of consump-

tion energy, a sensing operation can only cost as low as 10 fJ. This high-speed and

low-power feature makes PCSA suitable for the logic applications.

We use PCSA circuit in the hybrid MTJ/CMOS design for the other reason: the

read disturbance induced by sensing operations can be significantly decreased. It is

important for embedded STT-MRAM as it is an intrinsic nature and difficult to

correct in logic circuit where complex error correction circuit (ECC) is prevent to

ensure fast computing speed (e.g., 1 GHz). The read disturbance can be regarded as

the unexpected switches during the sensing operation. As the sensing current is

usually much lower than the critical current, the switch probability can be described

by Néel-Brown model. If there are N bits of MTJs in the chip, the chip failure rate

Fchip can be calculated by Eq. (29).

CLK

Qm

/Qm

M0(100ps, 0.0V)

T1 T2 T3

M1(187ps, 446.08mV)

M3(212.2ps, 100mV)

M4(207.33ps, 900mV)M2(187ps, 631.11mV)

0.0
0.6

0.0

0.0

0.5

0.5

1.0

1.0

0.8

1.0

V
 (

V
)

V
 (

V
)

V
 (

V
)

50.0 100.0 150.0 200.0 250.0 300.0 350.0

time (ps)

Logic ‘‘0’’

Logic ‘‘1’’

Precharge Evaluation

Fig. 13 PCSA sensing operation in the case of MTJ0 with “parallel” state and MTJ1 with “anti-

parallel” state
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Fchip ¼ 1� exp �N
τ

τ0
exp �Δ 1� Ir

IC0

� 	� 	� �
ð29Þ

where N is the number of bits per word, Ir is sensing current, IC0 is the critical

current, τ is the read duration and τ0 is the attempt period. As shown in Fig. 14,

lower Ir and shorter τ can reduce greatly the chip failure rate for the STT-MRAM

with the same thermal stability factor Δ ¼ 40.

In reality, numbers of words of memories (e.g., 1 k) normally share a sense

amplifier. As shown in Fig. 15, a 16 k-bit (1 k words of 16 bits) PCSA sensing

circuit has been studied. This enormous parallel structure leads to a huge capaci-

tance, which drives the current pulse through the MTJ. As a result, an evaluation

phase lasts almost 10 ns. By taking the effect of stochastic behavior into account,

Monte-Carlo simulations after 1 μs of sensing duration (i.e., 1,000-time sensing

operations) has been performed (see Fig. 16). We found that the 33 errors occurred

among 100 simulations. They are caused by either mismatch and process variations

of CMOS part or STT stochastic behaviors of MTJ, or sometimes by both of them.

To identify the impact from each of them, we also performed Monte-Carlo

simulations for sensing circuit with only mismatch and process variations. We

found that the read disturbance was ~11 %. Compared with the result presented

in Fig. 16, we can conclude that the stochastic behavior of MTJ greatly increases the

error probability for a long-pulse current, and that this PCSA is not suitable for very

large memory systems.
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To improve further the sensing reliability, a separated PCSA (SPCSA) was pro-

posed, as shown in Fig. 17 [67]. The basic structure as well as the operation of

SPCSA is similar to that of the PCSA. The main difference is that SPCSA separates

the discharging and evaluation stages with two different paths, which alleviate

greatly the voltage headroom problem, enabling it to operate at a relatively lower

supply voltage. Meanwhile, thanks to the separated discharge and evaluation stages,

we can amplify the input signals before entering the evaluation stage so as to

tolerate the input-offset. In addition, two inverters (IV1 and IV2) and two NMOS

transistors (MN2 and MN3) are added connecting between the discharging and

evaluation stages, to amplify the limited current or voltage difference (due to the

limited TMR ratio) between the two discharging paths flowing through MTJ0 and

MTJ1, thus tolerating significantly the process variations and increasing greatly the

sensing margin. Figure 18 shows the statistical sensing error rate of SPCSA

compared to PCSA. As can be seen, SPCSA provides a much higher sensing

reliability with the same hardware.
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Fig. 15 Schematic for 16 k-bits PCSA sensing circuit (m¼ 16, n¼ 1 k)
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3.2 Writing Circuit

According to STT switching mechanism, a bi-directional current is required to

switch the magnetization in free layer of MTJ. In order to achieve high-speed logic

design, high current is required to ensure the speed. In contrast to the low power and

low area of the sensing circuit, the writing circuit for PMA STT MTJ occupies the

main area and power of the whole circuit. As a result, the study on writing circuit is

of importance to hybrid MTJ/CMOS circuit design.

In concert with the sensing circuit for a couple of MTJs with complementary

states, a writing circuit to generate the bi-directional current for switching a couple

of MTJs is designed as Fig. 19. Two NMOS (MN0-1) and two PMOS (MP0-1)

transistors construct the main circuit. Each time one NMOS and one PMOS are

always left open and the others closed, which creates a path to make the current pass

from “Vdda” to “Gnd”. Through two NOR and three NOT logic gates, the signals

“Input” and “EN” control respectively the current direction and activation. Nor-

mally, it requires a “Vdda” higher than “Vdd” for logic operations to avoid the area

overhead in the write circuit.

In order to generate the maximum current flowing through the couple of MTJs,

both the transistors (one PMOS and one NMOS) should operate in their linear

region above the threshold voltage VTH to obtain the relatively lower resistances. In

this case, they should satisfy the conditions: VDS� 2(VGS�VTH) for NMOS and

VDS� 2(VGS�VTH) for PMOS. Their resistances, Ron and Rop, can be
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approximately expressed by Eqs. (30) and (31), and the generated current can be

obtained through the Eq. (32),

Ron ¼ 1

μnCox
W
L VGS � VTHð Þ ð30Þ

Rop ¼ 1

μ pCox
W
L VSG � VTHj jð Þ ð31Þ

Iwrite ¼ Vdda

R p þ Rap þ Ron þ Rop
ð32Þ

where μn is the electron mobility, μp is the hole mobility, Cox is the gate oxide

capacitance per unit area,W is the channel width, L is the channel length, VGS is the

gate-source voltage.
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By simulating a writing operation including anti-parallel to parallel switching and

parallel to anti-parallel switching (see Fig. 20). We can find that the writing operation

is not activated until the signal “EN” is set to “1”. The states of the couple of MTJs

remain always opposite and the switching direction follows the signal “Input”.

From Eqs. (30)–(32), we find that the most efficient method to improve the

current value is by increasing W, but this leads to significant area overhead.

Figure 21 shows a study of area, speed and energy performance for this circuit.

Here, only the area of four transistors (MN0-1, MP0-1) has been taken into account

as the area of logic control circuit is the same for different simulation and is often in

NOR

NOR

Input

EN

MP1

MN1

MP0

Vdda

Gnd

MTJ1MTJ0

MN0

Fig. 19 Full writing schematic for STT writing approach, which is composed of two modified

inverters and logic control circuits

Fig. 18 Sensing error rate of the SPCSA circuit with Monte-Carlo simulations
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the minimal size. A strong dependence between area and speed can be found,

especially when the area is smaller than 0.2 μm2. The speed improvement becomes

less significant for larger areas and saturates at ~1.1 GHz, which is different from

the 2 GHz obtained with a single cell. There are two reasons for explaining this:

first, “Vdda” is set to 2 V as 2.2 V is the breakdown limit for CMOS technology

node [68]; second, there are a couple of MTJs, so the bias-voltage for each one

cannot be larger than 1 V as there is also bias on the transistors in the circuit.

The energy of each switching operation has been calculated with Eq. (33). We

also find a turning point, ~0.1 μm2, below which the energy will be increased

rapidly with a smaller area due to the extremely long switching duration as the

current Iwrite approaching to the threshold IC0. Contrarily, the energy is nearly

the same for whatever the size larger than ~0.1 μm2. This is firstly because that

the writing current and speed approach to be saturated. Even if the writing current

can increase continuously, from Eq. (11), the current is inversely proportional to the

switching duration when the current is much higher than the critical one. Therefore

the energy will inevitably be saturated for a high writing current.

Eoperation ¼ Vdda� Iwrite � Duration ð33Þ

The region around the crossing point of the two curves (point “A” in Fig. 21) can

be localized. It can be considered as a good tradeoff among the area (~0.096 μm2 or

30 F2), power (1 pJ) and speed (~500 MHz) performance of this switching circuit,

and be suitable to build up both logic chip andmemory. This analysis can also help to

investigate the circuits with special requirements like 800MHz operating frequency.

For the advanced node below 90 nm, high reliability is becoming more and more

crucial for the IC design [69–72]. Thanks to the integration of STT stochastic

behavior into this model, an overall reliability investigation becomes possible.

Figure 22 shows the statistical Monte-Carlo simulations of 100 complete writing
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Fig. 22 Monte-Carlo simulation of a whole writing operation implemented by the writing circuit
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operations using the writing circuit shown in Fig. 19 (however, instead of a couple

of MTJs, there is only one MTJ connected in the circuit for this part of study). The

complete writing operation includes the switching from parallel to anti-parallel and

from anti-parallel back to parallel. Similarly to the case of the sensing circuit, the

writing current at each write event is different because of the mismatch and process

variation of CMOS part. The switching delay times vary randomly due to the

stochastic behavior of MTJ cell. Since writing current is normally larger than

sensing current, the stochastic effect in writing operation is relatively weaker than

that in sensing operation. This can be proven by Fig. 22, the variation of every event

is not so enormous.

Writing current magnitude and pulse duration are two key factors for the writing

operation. As mentioned above, the writing current magnitude is dependent on the

die area of writing circuit. We then perform the Monte-Carlo simulations for

different writing pulse durations (5, 10 and 20 ns) to observe the dependence of

writing Bit Error Rate (BER_W) versus die area of writing circuit (four main

transistors: MP0-1 and MN0-1). The simulation results shown by Fig. 23 demon-

strate their tradeoff relation: the increase of area can improve the BER performance.

The reason is that a larger circuit allows larger write current, which in average

reduces the time required to switch. For a given pulse duration, this increases the

switching probability. Correlatively, it is observed that a longer pulse can also

increase the reliability, which confirms the explanation mentioned above.

On the other hand, in order to overcome both power and reliability issues of

conventional switching circuits due to the STT stochastic behavior, a self-enabled

“error-free” strategy was proposed [73]. The corresponding circuit schematic is

shown in Fig. 24. A sense amplifier (S.A) associated to the MTJ detects its state and

outputs the data in logic level. The “self-enable” signal depends on the comparison

16 17 18 19 20 21 22 23 24
0,1

1

10

100

Area of writing circuit (F2)

B
it

 E
rr

o
r 

R
at

e_
W

 (
%

)

10 ns 20 ns 5 ns

Fig. 23 Dependence of writing Bit Error Rate (BER_W) versus die area of writing circuit

Current-Induced Magnetic Switching for High-Performance Computing 25



result between output and “Input” data. For instance, it becomes “ON” as output is

different from “Input” data. The fixed long writing pulse is replaced by a sequence

of short duration TSS including both switching and sensing operations. Thanks to

the stochastic behaviors of STT magnetic switching, the state of MTJ can be

changed just after one short write pulse, as shown in Fig. 24b. After that, “self-

enable” is set to “OFF” and no current flows through the MTJ. Different from a self-

adaptive write circuit designed for memristor, the proposed circuit takes benefits

from the stochastic behaviors of STT switching. Moreover, periodic sensing is used

to obtain the STT-MRAM storage in logic level for the comparison with “Input”

data. This is due to the relatively low TMR or ROff/Ron ratio of MTJ (e.g., 150–

250 %). The frequency of read operations equals normally to the global clock (e.g.,

500 MHz).

This switching circuit with self-enable mechanism presents a number of advan-

tages. Firstly, it allows “error-free” as the switching operation becomes fully

deterministic instead of stochastic behaviors caused by the intrinsic STT and PVT

variations. As the write pulse duration is shortened and the number of switching

operation is also reduced, the lifetime of oxide barrier can be greatly improved.
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As mentioned above, the state of MTJ may be erroneously changed by a read

current, “self-enable” becomes automatically “ON” to correct this error. Thereby,

this proposed circuit provides evident high reliability.

Secondly, high power efficiency can be achieved by eliminating completely the

additional power to tolerate the process voltage temperature (PVT) variations and

stochastic behaviors. Another power saving comes from the reduced switching

numbers as the “self-enable” signal is activated only while the stored data is

different from “Input” data. On average, half of the switching operations can be

economized, but exact power saving depends greatly on applications. Note that, for

asynchronous applications, in addition to power saving, better operating speed

could also be expected.

3.3 Magnetic Full Adder

Aiming to overcome the issue of rising standby and dynamic power, magnetic

processor based on spintronic devices is thus expected. Since addition is the basic

operation of the arithmetic/logic unit of any processors, MFAs attract a lot of

attention and several designs based on diverse technologies are proposed in the

last years [18, 19]. Here, we present a 1-bit MFA based on PMA STT MTJ

(STT-MFA) [74] and a multi-bit MFA based on PMA racetrack memory [75].

3.3.1 1-Bit MFA Based on PMA STT MTJ

Figure 25 shows a 1-bit STT-MFA circuit, which is based on the generic logic-in-

memory structure [74]. To evaluate the logic function, PCSA circuit is used. The

inputs are “A”, “Ci” and “B”, and the outputs are “SUM” and “Co”. Among them,

the input “B” relates to non-volatile storage PMA STT MTJ. The MOS tree is

designed according to Eqs. (34)–(37) and the truth table shown in Table 1.

SUM ¼ A� B� Ci ¼ ABCi þ ABCi þ ABCi þ ABCi ð34Þ
SUM ¼ ABCi þ ABCi þ ABCi þ ABCi ð35Þ

Co ¼ ABþ ACi þ BCi ð36Þ
Co ¼ ABþ ACi þ BCi ð37Þ

For “SUM” logic, the MOS tree corresponds directly to the logic relationship

among the inputs “A”, “Ci” and “B”, we can simply adapt it to the general structure

with a couple of complementary PMA STT MTJ. However, it is a little difficult for

“Co” logic as there is the term ACi in the logic function Eq. (36) and we cannot

adapt the schematic to the general “logic-in-memory” structure. It can be inferred

that the impact of the term ACi on the resistance is equivalent to a sub-branch
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connecting PCSA and the discharging transistor (MN2 in Fig. 12). Table 2 exhibits

the true table and the resistance configuration of “Co” logic. ROFF and RON are

respectively the close and open resistances of MOS transistor. RL and RR are

respectively the whole resistance of the left and right branch of PCSA. We can

find that whatever the value of “A” and “Ci”, the sub-branches ACi and ACi have no

impact on the output. If “A” and “Ci” are different, the resistances of the two sub-

branches are the same. If they are the same, their comparison corresponds to that of

RL and RR in the condition of RON>RAP, which is always true for PMA STT MTJ

under present technology condition. This allows the term ACi to be deleted from

Eq. (36) and we can obtain the “Co” logic circuit shown in Fig. 25.

Table 1 Truth table of

“SUM” and “Co” logic gate

for MFA

A B C SUM Co

0 0 0 0 0

0 0 1 1 0

0 1 0 1 0

0 1 1 0 0

1 0 0 1 0

1 0 1 0 1

1 1 0 0 1

1 1 1 1 1

CLK CLK

CLKCLK

A 

Ci 

A 

Ci 

CiA

B B

SUM Co
/SUM /Co

/A 

/Ci 

/A /Ci

Input1

Input2 

Input1

Input2

/Input2

/Input1

/Input2

/Input1

Vdda 

Vdd

CLK CLK

/B /B

MPCH MPCHMPAMP MPAMP

MNAMP MNAMP

MNPD

MPCH MPCHMPAMP
MPAMP

MNAMP MNAMP

MNPD

Fig. 25 STT-MFA architecture with “SUM” (left) and output carry “Co” (right) sub-circuits, “A”
is volatile data for computing, “B” is non-volatile data using as quasi-constant [74]
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The PMA STT MTJs connect serially with a common central point. In order to

program MTJs, we use a writing circuit composed of pass transistors, which are

connected respectively to the bottom and top electrodes of the serial branch. In such

a manner, as a control signal (“Input1” or “Input2”) is activated, the first PMA STT

MTJ noted “B” is put in high resistance state (RAP) or low resistance state (RP) while

the second PMA STT MTJ noted “/B” is put in the complementary state RP or RAP.

It is noteworthy that there is neither capacitance for the data sensing and nor

magnetic field for data programming in this new structure beyond the previous

structures [18, 19]. Therefore, this design allows efficient area minimization and is

suitable for advanced fabrication nodes below 65 nm.

Figure 26 illustrates the transient simulation of 1-bit STT-MFA shown in

Fig. 25. It is performed by using PMA STT MTJ compact models introduced

above and CMOS 40 nm design kit. The time-dependent behaviors of outputs

(“SUM” and “Co”) confirm the logic functionality of full addition. For instance,

for the operation “A”¼ “1”, “B”¼ “0”, “Ci”¼ “0”, the result is “1” and no carry

yields; for the operation “A”¼ “1”, “B”¼ “0”, “Ci”¼ “1”, the result is “0” and the

carry is “1”.

Figure 27 emphasizes one sensing operation of this STT-MFA and shows the

analog behaviors. It confirms the pre-charge, evaluation and amplification process

described previously. Moreover, we find that the sensing delay of “Output_Co”

(~127 ps) is shorter than that of “Output_SUM” (~147 ps). This is due to the higher

resistance of the branch associated with “Output_SUM”, leading to lower current

and slower amplification.

The delay time and dynamic energy are generally two crucial parameters to

evaluate the performance of computation system. We have studied the effects of

three possible factors: the size of discharge transistor (MNPD in Fig. 25), PMA STT

MTJ resistance-area product (RA) and TMR ratio. Figure 28 demonstrates the

performance dependence of this STT-MFA in terms of delay time and dynamic

power on the size of discharge transistor. We can find a tradeoff between the speed

and power performance by varying the die area. A larger discharge transistor can

drive a higher sensing current and faster amplification of PCSA circuit, but cost

more energy.

Table 2 Truth table and resistance configuration of “Co” for MFA

A B C Resistance comparison Co Sub-branch ACi Sub-branch ACi

0 0 0 RL > RR 0 2ROFF 2RON

0 0 1 RL > RR 0 ROFF þ RON ROFF þ RON

0 1 0 RL > RR 0 2ROFF 2RON

0 1 1 RL < RR 0 ROFF þ RON ROFF þ RON

1 0 0 RL > RR 0 ROFF þ RON ROFF þ RON

1 0 1 RL < RR 1 2RON 2ROFF

1 1 0 RL < RR 1 ROFF þ RON ROFF þ RON

1 1 1 RL < RR 1 2RON 2ROFF
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Figure 29 shows the RA dependence for this STT-MFA. By decreasing RA, the
delay time becomes shorter while keeping a relatively steady dynamic power

performance. This confirms that the speed advantage of using low RA.
We also investigate the dependence between TMR ratio of PMA STT MTJ and

STT-MFA performance. Figure 30 shows that faster speed is possible by increasing

the TMR ratio while the dynamic energy changes slightly.
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According to the above analyses, a PMA STT MTJ with lower RA and higher

TMR ratio is expected to perform fast computation while keeping nearly the same

dynamic energy. In the recent experimental demonstration of the MTJ, a low RA
(e.g., 5Ωμm2) and high TMR ratio (e.g., 200 %) can be achieved in PMA STTMTJ

[51, 76, 77].

We compare the STT-MFA with conventional CMOS only full adder in terms of

delay time, dynamic power, standby power, data transfer energy and die area (see

Table 3). The CMOS-only full adder is taken from the standard cell library of

STMicroelectronics 40 nm design kit. Two full latches are added to synchronize the

outputs with clock signal.

In conventional computing architectures, logic and memory are completely

separated [78]. In order to perform a logic operation, both the instruction and

data need to be read from memory units (i.e., cache and main memories), and

then moved to logic unit. The results are transferred back to the memory units after

the computing. In the STT-MFA circuit based on “logic-in-memory” architecture,

logic operations are processed directly with the magnetic data stored in MTJs and
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Fig. 30 Dependence of delay time (red solid line) and dynamic energy (blue dotted line) on PMA

STT MTJ TMR ratio for 1-bit STT-MFA

Table 3 Comparison of 1-bit STT-MFA with CMOS only full adder

Performance CMOS full adder (40 nm) STT-MFA

Delay time 75 ps 87.4 ps

Dynamic power @500 MHz 2.17 μW 1.98 μW
Standby power 71 nW <1 nW [31]

Data transfer energy >1 pJ/bit <1 fJ/bit

Die area 46 MOS 38 MOS+ 4 MTJs
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the addition result is written to other MTJs for the next operations. Long latency and

high dynamic power due to data moving can be significantly economized. For

example, the data transfer energy (~1 pJ/mm/bit @22 nm [1]) becomes much

lower thanks to the shorter distance between memory and computing unit, which

is about some μm or below in STT-MFA instead of some mm for CMOS only logic

circuit.

Furthermore, thanks to the 3D integration of STT-MRAM, the die area of this

design (38 MOS+ 4 MTJs) is advantageous compared to those of the CMOS full-

adder (46 MOS). However, its energy-delay product (EDP) exceeds that of a CMOS

full-adder by approximately 10 % since it takes more time for PCSA amplification

process. Due to the non-volatility of PMA STT MTJ, the new chip can be powered

off completely and this allows the standby power to be reduced significantly down

to 0.75 nW [77]. Thereby, the STT-MFA can greatly reduce the consumption in a

full computing system, especially for those normally in OFF state.

Another critical idea of this design is to use a programming frequency (e.g.,

1 kHz) of STT-MRAM much lower than the computing frequency. Thereby, the

switching power for non-volatile storage becomes insignificant to other power

consumption in a full system. We can continue to reduce it by shortening the

non-volatile data retention (e.g., 1 day). Moreover, the programming energy for

the non-volatile data (bit “B” in Fig. 25) can be reduced, following the area

minimization [79] and new material development for MTJs (e.g., ~0.1 pJ/bit).

3.4 Multi-Bit MFA Based on Racetrack Memory

PMA racetrack memory is distinguished as it can store and shift multiple bits of

data through CIDW motion along a magnetic nanowire. This advantageous feature

makes it possible to design a high speed and compact multi-bit serial MFA.

Figure 31 shows the detailed schematic of CARRY circuit of the multi-bit MFA

based on PMA racetrack memory including MTJ writing circuit [75]. “A” and “B”
are multi-bit input data stored in different nanowires. Each data is designed to be

stored in dual magnetic nanowires with exactly opposite configuration to minimize

the variation between two complementary data (e.g., “A” and “Ā”) as the same Ishift
is used in the dual nanowires to move the DWs [3]. At each rising edge of CLK,

“Co” and “Co ” are evaluated through the PCSA circuit and become inputs of a

writing circuit, which generates writing current Iwrite to reverse or just conserve the

state of nucleation MTJs (“Cnucleation” and “Cnucleation ”). At each falling edge of

CLK, propagating current Ishift induces the DW motion of all magnetic nanowires

(“A”, “A”, “B”, “B”, “C”, “C”) simultaneously, moves next magnetic domains under

the read MTJ for next adding operation.

The operation of SUM circuit is similar to that of CARRY: the SUM output and

its complement are evaluated through the SUM PCSA circuit and become inputs of

SUM writing circuit, which generates the writing current to write these values into
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the most significant bits of SUM nanowire. These bits are then shifted in the way

that at the end of all additions, the sooner the bit is calculated, the greater its

weight is.

The transient simulation of this multi-bit MFA shows the addition operation of two

random 8-bit words: “A”¼ “01110011” (Fig. 32c) and “B”¼ “01011010” (Fig. 32d).

“CLK” (Fig. 32a) drives PCSA circuit and “Ishift” (Fig. 32b) inducesDWmotion in the

magnetic nanowire. The outputs “SUM” (Fig. 32e) and “Co” (Fig. 32f) are firstly pre-

charged to logic “1” when “CLK”¼ “0” and are evaluated when “CLK” is set to “1”.

The DW motions are implemented in the pre-charge phase in order to avoid the

disturbance to the output evaluation. The serial addition is performed from the least

significant bit and the simulation result “SUM”¼ “11001101” and

“Co”¼ “01110010” confirms the correct operation of MFA.

Between two addition evaluations, there is a data transition process to achieve

multiple bits operation. Figure 33 demonstrates the CARRY transition including

DW nucleation and motion. Carry-out “Co” (Fig. 33b) is firstly pre-charged to

“Vdd” before the time “M0”, after the rising edge of “CLK” (Fig. 33a), “Co” is

evaluated by the PCSA and becomes the input signal of writing circuit (Fig. 33b).

Iwrite is generated to nucleate DW in the magnetic nanowire (Fig. 33c, d). Ishift is in
the following activated to propagate the DW and replace the value of carry-in “Ci”

with “Co” at the time “M3” for next cycle of addition (Fig. 33e).

 
Fig. 31 CARRY circuit of multi-bit MFA based on PMA racetrack memory including MTJ

writing circuit
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We then analyze the performance of this multi-bit MFA in terms of delay and

power dissipation. Indeed, several parameters, such as the size of transistors and

“Vdd”, can affect greatly on them. A first look at the repartition of consumed energy

in this MFA shows that the energy for nucleation and propagation is of the same

order of magnitude, and higher than that of data sensing or logic computing.

In order to propagate the magnetic domains to their next positions (shift 1 bit),

we must supply a current Ishift in a period tpulse. The period tpulse is the necessary

time for all magnetic domains to move from their current positions to their next

positions. It corresponds to the propagation delay, which is inversely proportional

to Ishift. Consequently, the propagation energy does not vary much (seeing that this

energy is the integral of the product Vpulse� Ishift� tpulse and the power supply

voltage Vpulse is kept invariable). Simulations show that energy needed for shifting

all racetrack memories 8 bits is about 29 pJ.

Since the energy needed for propagation is almost invariable, we can reduce the

propagation delay by increasing Ishift. Normally, one transistor based current source

is used to generate the DW propagation current, thus the size of transistor deter-

mines the generated current in propagation circuit. Figure 34 shows the tradeoff

dependence of propagation delay on the width of transistor MN2: the reduction of

propagation delay at the cost of satisfying the area.

The writing circuit nucleates domain walls under the MTJ write head (e.g.,

MTJ0 in Fig. 7) by passing through a bi-directional current Iwrite. Iwrite is propor-
tional to both supply voltage Vwrite and transistors’ size. Vwrite will be set as high as

possible in order to minimize the size of transistors (MN0-1 and MP0-1) while

keeping the switching current at fixed value. In this setup, Vwrite is set to 2 V to

avoid the breakdown of oxide barrier at 65 nm technology node. A higher Iwrite can
reduce the switching delay, but increase the power consumption.

A study of the tradeoff among the width of transistors, switching speed and

power dissipation have been made to find out optimal operation point (see Fig. 35).

In this analysis, the width of transistors W is started at 0.35 μm because Iwrite is not
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high enough to switch the state of MTJ below this value. This curve shows that one

can increase W to reduce the factor of merit EDP until the point “M0”

(W¼ 0.85 μm) and then it slightly goes up. Thereby the operating points should

be chosen around the optimum (e.g., W¼ 0.75–1.0 μm) to address different appli-

cations. For instance, the two markers “M1” and “M2” show that when

W¼ 0.85 μm, the switching power and latency are 21.33 pJ and 1.22 ns, respec-

tively. The switching current Iwrite equals to 291 μA in this case.

In order to understand the advantages and disadvantages of this multi-bit MFA

based on PMA racetrack memory, we compare its performance with that of a

CMOS-only series adder (see Table 4), which uses a full adder taken from the

library of STMicroelectronics 65 nm design kit.
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Table 4 Comparison of 8-bit MFA based on racetrack memory with CMOS only full adder

included transferring and writing data

Performance CMOS full adder (65 nm) MFA

Write time 200 ps 2 ns

Write energy 16 fJ/8 bits (21.39 + 29) pJ/8 bits

Transfer time ~ns 0

Transfer energy 8 pJ/mm (for 8 bits) ~0

Die area 310 MOS 23 MOS+ 18 MTJs
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For the comparison with CMOS only multiple bits full adder regarding writing

and transferring data, we see that the chip area of the MFA based on PMA racetrack

memory is significantly reduced. The 8-bit MFA uses only 23 MOS transistors,

18 MTJs and 8 magnetic nanowires instead of 22 MOS plus 8� 3 Flip-Flops

(310 MOS transistors totally) for an 8-bit series CMOS full adder. Although the

number of transistors decrease 13 times, the area reduction is about 4.5 times since

the writing circuit and propagating circuit requires the transistors with 6.3 times and

3.3 times minimum width (0.135 μm@65 nm technology node), respectively. The

total delay of one operation of the new MFA is ~2.1 ns, composed of DW

nucleation (~1.2 ns), motion (~0.7 ns) and detection (~180 ps). It can be thus driven

by a CLK frequency up to 470 MHz, which can be further increased with the feature

size shrinking. This latency is of the same order with that of CMOS circuit (read

time + transfer time + operate time + transfer time +write time). On the contrary, the

MFA consume six times dynamic energy more than the CMOS only full adder since

energy needed for nucleation and propagation is still too large with current tech-

nology. However, we have not yet addressed the static energy in this comparison.

Regarding that power must be supplied in order to maintain stored data in CMOS-

only storage circuit, the MFA does not require energy to conserve information

thanks to its total non-volatility. This allows the circuit to be turned off safely in

“idle” mode without data backup. All the operations can be retrieved instantly after

power-on. This instant on/off capability promises to overcome completely the

rising standby power issue due to leakage currents and could be very useful for

normally-off systems [77].

It is important to note that for this non-volatile MFA, operations are performed

directly with the data (“A”, “A”, “B”, “B”) stored in magnetic nanowires, which

plays the role of shift registers. We do not take into account the writing circuits of

“A” and “B” to keep the same comparison condition as the writing circuits of data

are considered in the CMOS shift register part, not in the adder. The number of

writing circuit is then reduced to two for respectively SUM and CARRY circuits,

which are shared by the eight bits.

3.5 Content Addressable Memory (CAM) Based
on Racetrack Memory

CAM is a computer memory that can output the address of search data. It compares

search data with stored data and returns the match location with its high-speed

fully-parallel manner. Therefore it is widely used in mobile, internet routers and

processors to provide fast data access and ultra-high density [21]. The mainstream

CAMs are composed of large-capacity volatile SRAM blocks (see Fig. 36a), which

lead to high static power and large die area [80]. These become the key challenges

for the future R&D of CAM. Replacing volatile memories by non-volatile memo-

ries or applying hybrid non-volatile logic-in-memory circuits is a promising
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solution to build non-volatile CAM and overcome both these drawbacks. This topic

is currently under intense investigation. For instance, a DW motion MRAM based

CAM (DW-CAM) was prototyped recently (see Fig. 36b), which demonstrated

important progress in terms of power and density [22]. However, this DW-CAM

used a three-terminal MTJ as storage element and every memory cell had one

comparison circuit and one selected transistor, which lead to a high bit-cell cost and

cannot allow the expected ultra-high density.

Fig. 36 Conventional CAM. (a) SRAM based CAM. (b) DW-CAM [21, 22]
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In this situation, a design of CAM based on complementary dual PMA racetrack

memories (RM-CAM) was proposed [81]. Its non-volatile feature can reduce the

static power due to leakage currents. The CMOS based DW nucleation and sensing

circuits are globally shared to scale down the cell area. The complementary dual

nanowires structure allows the local sensing and fast data search operation.

The RM-CAM is composed of comparison circuits, PMA racetrack memories

and DW nucleation/propagation circuits. A couple of complementary magnetic

nanowires are used to present one word (see Fig. 37a) in order to obtain the most

reliable and fast access operation for CAM applications as this solution benefits the

maximum TMR value instead of TMR/2 for conventional single nanowire struc-

tures. We design the comparison circuit based on PCSA, which allows minimum

power and sensing errors. This RM-CAM includes a couple of PMA MTJs

connected together as the write heads. Due to the different directions of the writing

current pulse Iwrite through these two MTJs, they can nucleate the complementary

configurations through STT switching mechanism under the same Iwrite pulse.

Comparison Circuit 

Iwrite

Ipropagation

ENpropagation

MgO
CoFeB

CoFeB

Read heads
Write heads

ML 

Switch0 SwitchN

Iwrite

Iwrite
TN

TN

TP TP

a

b

Fig. 37 (a) Structure of dual nanowires based RM-CAM. One writing current pulse nucleates a

couple of MTJs with complementary configurations. A propagation current pulse drives the dual

nanowires synchronously. Every dual wires share a comparison circuit. (b) One example of current

pulse configuration for Iwrite and Ipropagation. TN and TP are respectively their pulse durations
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One of the critical challenges for complementary magnetic nanowires is to

synchronize precisely the domain wall positions. Here, the same current pulse

Ipropagation propagates domains in the dual nanowires and we implement the DW

pinning constrictions with the same distance in the magnetic nanowires [82].

To avoid the interference between the DW nucleation and the previous data,

write heads do not hold the data storage and there is always a Ipropagation pulse

following each DW nucleation (see Fig. 37b). There are also a couple of PMA

MTJs at each bit of storage elements as read heads. Since lower resistance can

reduce the rate of breakdown and higher resistance can improve the sensing

performance, the size of the read heads should therefore be smaller than that of

the write heads to obtain the best switching and sensing reliability.

The comparison circuit (see Fig. 38) consists of two parts: a PCSA detects the

complementary magnetizations of the read heads by two reading current pulses

(Iread and Ireadb) and outputs a logic value; the transistors MN3-MN6 build a

classical NOR-type CAM. The signal “MLpre” is used to pre-charge the match

line (ML). In case that the search line “SL” (“SLb” is its complementary signal)

matches the stored data, there is no path to discharge and ML will thus be asserted.

In contrast, ML will be discharged.

MP1 MP3 MP2 MP0 

MN1 MN0

MN3

MN4

MN5 

MN6 

MN2

SLb SL
MTJb MTJ

ML

SEN

MP4
MLpre

Ireadb
Iread

MN8 MN7

Fig. 38 Schematic of the comparison circuit. It outputs the logic value “1” or “0” according to the

configuration of complementary MTJs. MN3-6 transistors build up a NOR-type CAM
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The fast search operation as shown in [22] can be also expected in the RM-CAM.

At first, we program the magnetic nanowires, and the switch signals then select each

bit of magnetic nanowires to be loaded in the comparison circuit. By sequentially

triggering the switch signals, all the words can be explored. If there is no match case,

DW nucleation and propagation will be carried out to enter new words for the next

search. The programming speed of magnetic nanowires depends on TN and TP, which

are respectively the pulse durations of Iwrite and Ipropagation. They can be both sped up to
~1 ns. According to the current pulse configuration shown in Fig. 37b, the worst case

of programming duration is N� (TN+TP), where N is the number of pinning poten-

tials in themagnetic nanowire.We can benefit a higher speed for the repeated bits such

as “111” and “000” when only one DW nucleation is required for three bits.

In order to improve the area efficiency, every couple of dual nanowires shares

the comparison circuit in this RM-CAM (see Fig. 37a). Unlike the DW-CAMwhere

there is a large transistor for nucleation for every storage cell, the same write head is

shared for one magnetic nanowire in RM-CAM, and the CMOS area dedicated for

each storage cell becomes ignored for a long track with numerous pinning con-

strictions. This structure thus allows an ultra-high density.

An 8-bits-width-8-words-depth PMA RM-CAM shown in Fig. 39 has been

designed. Firstly, we implement the transient simulation for the search operation

without DW propagation (see Fig. 40a). The clock signal “CLK” involves the
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Fig. 39 Schematic of an 8� 8 bits RM-CAM. Each word is composed of the bits at the same

positions in 8 different dual nanowires; they can be driven to move simultaneously by the

propagation currents
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Fig. 40 Transient simulations of the RM-CAM: (a) Without DW nucleation and propagation.

(b) With DW nucleation and propagation
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“Pre-charge” phase and the “Evaluation” phase. During the “Pre-charge” phase,

both of the signals “SEN” and “MLpre” (see Fig. 38) are set low to pre-charge the

PCSA circuit and the match line “ML”. The first word “Word0” has been loaded by

enabling the signal “Switch0”. With the response of the signal “Miss”, “Switch1”

will be then activated and so on. This process doesn’t stop until the appearance of

the match case. We find that this search operation needs only ~0.45 ns, which is

faster than that of conventional SRAM-based CAM and DW-CAM. In addition, the

energy consumption of searching is as low as ~12 fJ/bit/search, which can be

further reduced by the decrease of activity rate thanks to the segmentation of the

match line [83].

In case that no storage data can match the search word, a new word will be

nucleated and propagated into the magnetic nanowire for the next round of search.

Figure 40b shows the transient simulation result of the worst case: 1-bit miss

process. It means that the rest 7 bits of the search word match the stored data,

only one bit is different from the stored data. As shown in Fig. 40b, the search bit is

“1”, if no match is found, the propagation current pulse will start to drive the DW

propagation, until “SL” and “Stored data” match each other. We can find the whole

operation, consisting of “Pre-charge”, “Propagation” and “Evaluation” phases, only

requires ~2 ns. This suggests a high operating frequency up to 500 MHz, compa-

rable to that of traditional CAM [84].

We estimate the cell area for RM-CAM with Eq. (38):

AC ¼ ACO þ ANU þ APR þ N �MAX ABT þ ALSð Þ
N

ð38Þ

where ACO denotes the area of a comparison circuit, which is ~50 F2, ANU denotes

the area of a DW nucleation circuit, which is ~48 F2, APR denotes the area of a

propagation current generating circuit, which is ~7 F2, ABT is the area of every bit in

racetrack memory, ALS is the area of two load selecting transistors for every bit and

N is the number of bits per word.

Due to the 3D integration of MTJs above CMOS circuit, only the larger one

between the MTJs’ area and the selecting transistors’ area will be involved for

calculating the full area. For this design, ABT is ~6 F2 considering 2 F between two

adjacent constrictions. Coincidentally, ALS is also ~6 F2 with the minimum size. If

the distance between two adjacent constrictions exceeds 2 F, only ABT would be

taken into account in Eq. (38). As N¼ 8, the cell area per bit is therefore ~19 F2,

which is much lower than that of SRAM-based CAM or DW-CAM [21, 22]. Mean-

while, with the increase of the bit number per word, the area of shared CMOS

circuits for data comparison, DW nucleation and motion would become negligible

(see Fig. 41). The cell area per bit will approach toMAX(ABT+ALS) (e.g., ~6 F2 for

this design).

With the performance analyses above, the comparison of CAMs based on differ-

ent technologies is summarized. From Table 5, we can find that non-volatility of

racetrack memory allows RM-CAM to eliminate the static power. DW propagation

in the racetrack memory benefits for improving the search speed. Most importantly,
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RM-CAM shows a great advantage in terms of density thanks to 3D integration and

sharing of CMOS circuits (comparison circuit, DW propagation circuit and DW

nucleation circuit). However, we have to mention that the cell area of DW-CAM

shown in Table 5 does not consider the 3D integration. If it applies 3D integration, its

cell area could reachN times that of RM-CAM. For example, ifN¼ 8 for RM-CAM,

the cell area of DW-CAM would be about 160 F2/bit.

4 Conclusions and Perspectives

This chapter focused on two current-induced magnetic switching technologies for

high-performance computing: the PMA STT MTJ and the racetrack memory.

The work covers from theoretical study to hybrid circuit design and performance

analyses. Through this work, the integration functionality of the current-induced

spintronic devices based on PMA materials has been proven. The performance

analyses of related hybrid logic circuits demonstrated that spintronic devices could

provide various advantages compared with conventional systems, such as scalabil-

ity, low switching current and high operation speed. Thanks to these, the application
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Table 5 Comparison of CAMs based on different technologies

Type SRAM based CAM [21] DW-CAM [22] RM-CAM

Cell area (F2/bit) 540 ~815 ~19

Cycle time (ns) 2 5 ~0.45

Energy (fJ/bit/search) 9.5 ~30 ~12

Static power Yes No No
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potential of PMA spintronic devices to achieve future low-power high-density

high-speed electronic systems can be confirmed.

In details, non-volatility allows the hybrid systems to be powered off while

saving the data, and then to eliminate the static power consumption. This feature

can reduce greatly the overall power consumption, especially for normally-off

systems. 3D integration technology can improve the system’s density efficiency.

Moreover, it can shorten the distance between logic and memory, which helps to

save considerably the transfer energy and time. Although the switching speed of

MTJ doesn’t show an evident advantage compared to conventional CMOS, it is still

sufficient for logic and memory application. To overcome this challenge, using of

the CIDW motion is an alternative solution. Considering that the distance between

two adjacent DW is 40 nm and the propagation speed can be as high as 100 m/s,

switching a state by propagating DW can be as fast as 400 ps. That is why we

believe the CIDW motion based racetrack memory design has a great potential for

the future high-speed low-power systems.

The emergence of spintronics is to achieve more efficient and reliable applica-

tions, which could overcome the issues of mainstream charge-based electronics.

The term “efficient” here concerns many factors, which involve power, density and

frequency, etc. This aim is the “beacon”, which indicates the direction of the

progress of spintronics. On this route, the innovative technologies are appearing

ceaselessly, and an emerging mechanism would be replaced by a more emerging

alternative.

Along with the downscaling pace of MTJs beyond sub-volume limit (~40 nm),

MTJ displays a relatively high thermal stability factor and low STT critical current.

This so-called “high spin torque efficiency” is a strong stimulus for high density

MTJ application. Spin torque efficiency is defined here as [85]:

κ ¼ E

Ic0
ð39Þ

where E is barrier height (or thermal stability factor), and Ic0 is the average critical
current. Spin torque efficiency reflects the capability of spin polarized current to

reverse the barrier height. Practically, when the lateral size of MTJ scaling down to

the sub-volume limit, sub-volume activation effects make the leading term guiding

the magnetization switch in devices, which is negligible when lateral diameter is

larger than the limit. Thanks to this effect, the scaling gain (faster operation, higher

density and improved spin torque efficiency) can be further continued, which

benefits greatly for the miniaturization of MTJ. As a result, the high spin torque

efficiency should be considered in the future work involving the small-size MTJs

and hybrid circuits.

Beyond STT, spin orbit torque (SOT) is demonstrated to be able to switch

magnetization and nucleate DWs. Two main effects referred to SOT have been

observed: spin hall effect (SHE) [86, 87] and Rashba effect [88] (see Fig. 42).

Compared with the STT switching mechanism, these effects are exhibited with

assets in terms of power, speed and reliability. For example, three-terminal devices
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based on SHE can yield a more efficient spin torque which means to require a lower

current [89, 90]. As a consequence, the power consumption can be further reduced.

In addition, the current is not applied through the tunnel junction, which avoids the

damage caused by the high current density. Furthermore, the separation of writing

path and reading path can improve greatly the reliability performance.
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Electric Control of Magnetic Devices
for Spintronic Computing

Jianshi Tang, Qiming Shao, Pramey Upadhyaya, Pedram Khalili Amiri,

and Kang L. Wang

1 Introduction

The scaling of CMOS technology has followed Moore’s Law for more than five

decades [1], enabling the continuous growth of the semiconductor industry. This

trend, however, currently faces a major challenge due to increasing energy dissi-

pation per unit area [2]. The increase in power dissipation results from the increase

of static (standby) leakage power, as well as the continued increase of density as

transistors are scaled down [3]. The former is a result of the fact that power needs to

be continuously applied to CMOS elements in order for them to retain their

information. In addition, the dynamic switching energy per unit area has also

been increasing due to the increase of device density. The search for novel low-

dissipation solutions at the device-, circuit- and system-levels is thus critical to the

future of the electronics industry.

Spintronic devices, i.e., those utilizing the interactions of charge and spin at the

nanoscale may offer a solution to this challenge [4]. This is in particular a result of

their inherent nonvolatility, which allows for power to be removed without loss of

information, hence potentially eliminating the standby power issue. Spintronics has

been proposed both as a complement to CMOS to realize hybrid CMOS-magnetic

logic, as well as a means to realize various proposals for fully magnetic, beyond

CMOS computing [5–14]. For any of these proposed approaches to magnetic

nonvolatile logic (NVL) to be applicable in practice, however, low dynamic

power dissipation is the key requirement.

In most state-of-the-art device concepts, magnetic nano-elements are currently

manipulated via spin transfer torque (STT), where passing of direct currents creates

magnetization switching or oscillations. The lowest energy of STT-induced
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switching, however, is typically on the order of ~100 fJ, which is still more than

100 times larger than that of a scaled CMOS transistor (at technology nodes below

32 nm). Hence, it is clear that while standby power dissipation may be reduced or

even eliminated by spintronics, dynamic power dissipation is not, making most

STT-based logic concepts unattractive from an overall energy perspective. As a

result, there is a fast-growing interest in beyond-STT mechanisms to control

magnetization, which may allow for magnetization control with energy budgets

of less than 1 fJ per operation.

Figure 1 summarizes several of the main emerging contenders for electric

control of magnetization in spintronic devices, which will be discussed in the

following sections. Dilute magnetic semiconductors are one example, where mag-

netization can be controlled by electrically manipulating the itinerant carrier den-

sity. Since this effect can be achieved by electric fields, it is in principle much lower

in power dissipation than current-controlled mechanisms, and may be used to create

devices such as spin-based field-effect transistors (spin FETs), as will be discussed

in Sect. 2. Alternatively, voltage control to eliminate Ohmic energy dissipation is

also possible in ultrathin ferromagnetic metals. In particular, magnetic anisotropy

can be controlled in this manner by modifying the occupancy of atomic orbitals at

interfaces of ferromagnetic metal thin films, as will be described in Sect. 3, or using

mechanical strain, which will be discussed in Sect. 6. These effects have been

recently used to demonstrate ultralow-power switching of magnetoelectric memory

elements by voltage, and may provide a pathway beyond the current STT memory

and logic to improve energy efficiency and density. It has also been demonstrated

that ferromagnetic phase transition can be controlled in such thin metal films by a

gate voltage. This effect, although still fairly small to be of practical use in present

material systems, will be discussed in Sect. 4. Finally, new types of current-induced

torques—generally referred to as spin-orbit torques (SOTs)—can be created using

non-magnetic materials with large spin-orbit interaction, including heavy metals

and topological insulators. These effects have generated much attention due to their

potential to dramatically lower the current densities required for device operation

compared to existing STT devices. These types of SOT effects and their
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applications to the development of new spintronic devices will be the focus of

Sect. 5. Finally, Sect. 6 will discuss the perspectives of emerging applications

enabled by the spintronic elements discussed in this chapter, and will go over a

few of these applications in further detail.

2 Electric Field Control of Ferromagnetism in Dilute
Magnetic Semiconductors for Novel SpinFETs

2.1 Dilute Magnetic Semiconductors with Electric Field
Controlled Ferromagnetism

In the past two decades, the search for high-temperature dilute magnetic semi-

conductors (DMS) has attracted tremendous efforts in both theoretical calculations

and experimental implementations [15, 16]. The idea of making nonmagnetic

semiconductors ferromagnetic, mainly through introducing magnetic dopants into

the semiconductor lattice, provides great opportunities to make use of both charge

and spin of electrons in semiconductors for novel spintronic devices [17]. For

example, a variety of low-temperature functional devices have been demonstrated

using DMS materials to realize electrical spin injection into nonmagnetic semicon-

ductor [18], control of magnetization [19, 20], tunneling anisotropic magnetoresis-

tance [21], current-induced domain wall switching [22], etc. The early study of

DMS was mainly focused on the MnxIn1-xAs and MnxGa1-xAs thin films [23, 24],

and then the DMS family quickly extends to a broad range of transition mental

doped III–V [17], II–VI [25], and group IV semiconductors [26], as shown in

Fig. 2a. Despite the fact that the origin of ferromagnetism in DMS is still under

debate, one widely accepted picture is the Ruderman-Kittel-Kasuya-Yosida

(RKKY) interaction between the itinerant carriers (mostly holes) and the magnetic

impurities (such as Mn) helps align their magnetic moments along one direction and

leads to a long-range ferromagnetic ordering [15, 16]. This implies the unique

feature of DMS materials: their ferromagnetism is mediated by itinerant carriers,

and hence their ferromagnetic property can be controlled through a gate electrode to

modulate the carrier density [27, 28]. Experimentally, as shown in Fig. 2b, c, the

electric field control of ferromagnetism has been demonstrated in MnxIn1-xAs DMS

thin film at low temperature [28], which is limited by the low Curie temperature of

MnxIn1-xAs itself.

For room-temperature spintronics applications, DMS materials with high Curie

temperature Tc above 300 K are desired. The mean-field p-d Zener model formu-

lated by Dietl et al. has predicted various Mn-doped DMS semiconductors with

high Tc [29], as shown in Fig. 2a. However, it should be pointed out that there is

apparent discrepancy between theoretical predications and experimental results of

DMS materials, especially in the Curie temperature and the magnetic moment

[15]. This could be mainly attributed to the non-ideal DMS material quality with
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substantial crystal defects. According to the Zener model, one effective approach to

improve the Tc of DMS is to increase the substitutional magnetic doping density,

which provides both localized magnetic moments and itinerant holes that mediate

the ferromagnetic ordering. However, such a strategy could easily lead to the

formation of ferromagnetic precipitates or secondary phases [30], because of the

low solubility of magnetic impurities in semiconductors.

To circumvent the defects problem, various growth techniques and device

structures were employed. One effective approach is the growth of DMS

nanostructures (quantum dots, nanowires, etc.) using molecular beam epitaxy

(MBE). The non-equilibrium technique of MBE growth allows us to incorporate

high density of magnetic impurities in the semiconductor matrix beyond the

solubility limit. Moreover, the use of nanostructures helps minimize the defect-

induced formation of secondary phases, and furthermore, their substantial quantum

confinement of carriers enhances the carrier-mediated ferromagnetism through

RKKY interaction, facilitating electric field controlled devices. Therefore, using
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conductors predicted by the mean-field p-d Zener model, assuming a Mn doping concentration of

5 % and hole density of 3.5� 1020 cm�3. (b) Anomalous Hall resistance of the MnxIn1�xAs DMS

thin film at different gate voltages at T¼ 22.5 K (c) Schematic illustration of the gate control

of the hole-induced ferromagnetism in the MnxIn1�xAs. (a) From Ref. [29]. Reprinted with
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this strategy, it is likely to produce high-quality room-temperature DMS

nanostructures with Tc beyond theoretical prediction. Indeed, it has been experimen-

tally demonstrated theMBE growth of single-crystallineMn-dopedGe quantum dots

and also nanowires with Tc above 400 K [27, 31]. At the same time, the electric field

control of ferromagnetism in Mn-doped Ge quantum dots has been demonstrated up

to 300 K, as shown in Fig. 3. Similar behavior have also recently been demonstrated

in Mn-doped Ge nanowires grown by MBE [31]. These results point out a unique

advantage of using DMS nanostructures over thin films and bulk materials in

fabricating practical spintronic devices that can operate at room temperature.

As discussed above, one of the appealing features of DMS materials is that their

ferromagnetism is mediated by itinerant carriers through exchange interaction with

localized spins of magnetic impurities [29], and hence can be modulated through a

gate electrode [27, 28]. This is of particular interest for low-power logic and

memory applications, because it provides the possibility of building energy-

efficient magnetic devices with the control of ferromagnetism using an electric

field rather than an electric charge current. Indeed, it has been recently proposed to

Fig. 3 Electric field control of ferromagnetism in Mn0.05Ge0.95 DMS quantum dots. (a) High-
resolution transmission electron microscopy (HRTEM) image of a Mn0.05Ge0.95 quantum dot

showing no apparent lattice defects. (b) EELS composition mapping of the Mn distribution. Mn is

found to distribute uniformly in the Mn0.05Ge0.95 quantum dot and the Mn-diffused Si area. (c)
EDAX composition spectrum showing that both Mn and Ge are present in Mn0.05Ge0.95 quantum

dot. (d) Magnetic hysteresis loops measured at different temperatures from 5 K to 400 K. (e) C-V
curves measured at 77 K with a frequency of 100 kHz and the simulated gate-dependent hole

concentration. It clearly shows a transition between hole accumulation at negative bias and hole

depletion at positive bias. The inset is a schematic drawing of the MOS device. (f) A representation

of remnant moments with respect to the gate bias. Inset is a zoom-in view to clearly show the

change of remnant moment. Reprinted by permission from Macmillan Publishers Ltd: Nature

Materials Ref. [27], copyright 2010
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build a nonvolatile spin transistor (transpinor) device based on a DMS nanowire

that can minimize the charge current flow and hence reduce the power dissipation

[32, 33], which will be elaborated in details in the following.

2.2 DMS-Based Nonvolatile Transpinor for Spintronic
Computing

Before discussing the device application of DMS materials for spintronic comput-

ing, let’s first revisit several earlier proposals of spinFETs as an important category

of spintronic devices.

2.2.1 SpinFET as a Promising Candidate for Beyond

CMOS Technology

As discussed in the Introduction section, the aggressive scaling in modern Si

technology is approaching the ultimate physical limit soon. Several critical chal-

lenges are highlighted in the International Technology Roadmap of Semiconductors
[34], including the need to decrease power dissipation and manufacturing variabil-

ity, as well as the increase in functionality. First of all, there is troublesome energy

dissipation from static leakage due to the fact that the CMOS state is volatile and

power supply must be on all the time. Besides, the voltage cannot be scaled down

further due to the finite threshold voltage Vth (limited by finite subthreshold swing).

Novel physics, materials and devices are in urgent need to resolve those critical

challenges in the near future. Spintronics have emerged as a promising solution by

utilizing the spin of electrons as another degree of freedom in devices for informa-

tion processing. It could enable advanced electronic devices with nonvolatility and

low threshold voltage to achieve low power dissipation along with increased

functionalities [4, 35]. In particular, a variety of spin-based transistors have been

proposed and extensively studied as an appealing substitute for Si CMOS devices,

such as bipolar spin switch [36], spin-valve transistor [37, 38], unipolar spin

transistor [39], magnetic bipolar transistor [40, 41], spin gain transistor [42], and

other spinFETs [14, 32, 33, 43, 44]. SpinFETs are of particular interest for low-

power logic applications because of the nonvolatility nature and additional control

of current from the ferromagnetic state other than the gate electrode. A typical

spinFET is composed of two ferromagnetic contacts on a semiconductor channel, in

which the transistor’s current drivability is controlled by the magnetization orien-

tation of the two ferromagnetic contacts. The operation of spinFETs typically

involves the injection, manipulation and detection of electron spins in the spin/

charge transport process.

In 1985, Johnson and Silsbee were the first to successfully demonstrate electrical

spin injection and detection from a ferromagnetic metal (permalloy) into a
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nonmagnetic metal (Al) [45]. Johnson then extended the spin injection structure to

develop an all-metal three-terminal bipolar spin switch [36], consisting of two

ferromagnetic metals (F1 and F2) sandwiching one paramagnetic metal (P). The

spin state of the injected carriers in P depends on the magnetization of F1 and the

detected voltage is determined by the magnetization orientation of F1 and F2,

which is controlled by an external magnetic field. This type of all-metal spintronic

devices can take advantage of the nonvolatility of magnetism to reduce the static

power dissipation; and at the same time to improve variability. However, the issue

of this bipolar spin switch is that the device operation yields only a small change of

the output voltage with no signal gain due to its all-metal construction.

Other than the all-metal construction, several proposals of spinFETs have been

attempted in semiconductor structures to exploit the spin-dependent transport of

charge carriers with a high spin-current gain [14, 42–44]. The manipulation of

single spins suffers from having both charge and spin currents and the associated

power dissipation. For example, Nikonov and Bourianoff devised a spin gain

transistor based on ferromagnetic semiconductor, whose spontaneous magnetiza-

tion is initiated by a small spin-polarized current, generating a spin gain of more

than 1,000 at the output [42]. In 1990, Datta and Das proposed a spin-polarized FET

[43], an electronic analog to the electro-optic modulator, as depicted in Fig. 4. In

this Datta-Das type spinFET, spin-polarized electrons are injected into a semicon-

ductor channel from one ferromagnetic contact (spin injector or polarizer), then the

electron spin precession is modulated by the gate voltage through the Rashba effect

[46], and is finally probed by the other ferromagnetic contact (spin detector or

analyzer). Here the electron transmission coefficient through the spin detector is

determined by the relative orientation between the electron spin after precession and

the magnetization of the spin detector. The gate controlled electron spin precession

has been experimentally observed in an InAs high-electron mobility transistor

(HEMT) [47]; however, the full functionality of spin-polarized FET has not been

experimentally verified [48]. It should be noted that, while semiconductors with

Gate
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VG = 0

Gate
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Fig. 4 Datta-Das type spin-polarized FET. A prototype of the spin-polarized FET can be built on

a high-mobility InAlAs/InGaAs heterostructure transistor with a two-dimensional electron gas

(2DEG) channel and ferromagnetic source/drain contacts. (a) ON state under zero gate voltage; (b)
OFF state under a positive gate voltage that induces the electron spin precession through the

Rashba effect, causing the electron spin is rotated by 180�. This device uses both charge and spin

currents and the Vth is similar to those of CMOS and other 2DEG devices. Reprinted with

permission from Ref. [43]. Copyright 1990, AIP Publishing LLC
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strong SOI are usually favored for making spin-polarized FET in order to have an

enhanced Rashba effect, the strong SOI could also lead to dramatic degradation in

the spin lifetime and spin diffusion length. Therefore, in practice, the semiconductor

channel material should be carefully selected for a trade-off between the two.

Another variant of using single spins plus metallic ferromagnets shown in Fig. 5,

proposed by Sugahara and Tanaka [44], is a spin-MOSFET comprised of an

ordinary MOSFET with half metal as ferromagnetic source/drain contacts. The

gate electrode modulates the Schottky barrier shape at the source/drain junctions,

and hence the current. In the parallel magnetic configuration, the spin-MOSFET

operates like an ordinary Schottky barrier MOSFET; while in the anti-parallel

magnetic configuration, the half-metal contacts present another barrier for the

carrier transport from the source to drain. The barrier filters carriers with an

opposite spin direction to the ferromagnetic drain contact, and it can be overcome

by a high drain bias. The resulting output characteristic in the anti-parallel magnetic

configuration shows a threshold voltage in the drain bias VDS, compared with that in

the parallel configuration. Despite of progressive simulation work based on the

spin-MOSFET, the full functionality of spin-MOSFET has not been experimentally

demonstrated so far [49–52]. The growth of stable half metals with high Curie

temperatures and the fabrication of a high-quality half metal/semiconductor inter-

face to achieve effective spin injection remains a big technological challenge.

Fig. 5 Sugahara-Tanaka type spin-MOSFET. (a) Schematic device structure of the spin-

MOSFET, composed of an ordinary MOSFET with half-metal source/drain contacts. (b, c) Energy
band diagrams of the spin-MOSFET in the parallel and anti-parallel magnetic configurations,

respectively. (d) Simulated output characteristics of the spin-MOSFET in the parallel and anti-

parallel configurations. Reprinted with permission from Ref. [44]. Copyright 2004, AIP

Publishing LLC
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The power issues of these devices are similar to those of scaled CMOS with Vth, and

thus limited by finite Vdd. Likewise, the variability is the same as CMOS.

As we can see, both the spin-polarized FET and the spin-MOSFET modulate

single spin of individual electron, and hence they have the similar Vth limitation and

are less energy efficient compared with the manipulation of collective spins [53], as

to be discussed later. Also, the electron spin is mainly used as another handle to

modulate the current drivability in the above proposed devices, which are expected

to be governed by the same scaling limit of CMOS [34]. All these spinFETs still use

electronic charge current along with spin transport that inevitably consumes power

through both transport mechanisms. As a result, the potential advantage in reducing

the active power dissipation is very limited compared with conventional charge-

based CMOS devices [54].

2.2.2 DMS-Based SpinFET: Nonvolatile Transpinor

In order to make a spinFET that can truly meet the challenges and outperform

scaled Si CMOS, one practical approach is to reduce or eliminate the charge current

flow. Another important issue is to operate spin at room temperature, by which

magnetic devices (or collective behavior of spins) must be invoked. A novel

transpinor has been recently proposed using DMS nanostructures whose ferromag-

netism can be controlled by an external electric field [32, 33]. The use of DMS may

provide a promising solution to minimize the charge current flow. It allows us to

manipulate the magnetic state of the DMS channel through a voltage signal without

current flow in the channel (see Fig. 6). In this transpinor device, the magnetic

moments are transferred from the source to the channel, and then to the drain

through spin injection and dipole or exchange interaction, respectively. As the gate

electrode manipulates the ferromagnetism of the DMS channel, it controls the

communication between the source and drain. Based on the recent progress in

the Ge-based DMSmaterial growth and spin transport studies [32, 33], two possible

implementations are schematically illustrated in Fig. 6a, b with Mn5Ge3 and

Fe/MgO as source/drain contacts, respectively.

Unlike the Datta-Das and Sugahara-Tanaka types of spinFET relying on the

control of the spin of individual electron, the proposed transpinor rather manipu-

lates a collection of spins via the carrier-mediated paramagnetic-to-ferromagnetic

transition as a single identity and thus is more energy-efficient and robust [42]. The

use of N collective spins can be treated as a single identity and will enable the

ultimate power dissipation of a single switching element (nanomagnet) of kBTln2,
instead of NkBTln2 per switch for conventional equilibrium computing [53]. More-

over, the input and output information can be stored in the ferromagnetic contacts

(nanomagnets); therefore, it inherently provides nonvolatility in the transpinor and

hence eliminates the standby power dissipation—one major issue of scaled CMOS.

Compared with conventional CMOS devices, the transpinor could provide

several important advantages, including a low Vth and nonvolatility (the informa-

tion is stored as the magnetization of nanomagnets), to achieve lower power
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Fig. 6 DMS nanowire-based nonvolatile transpinor. Two possible implementations of the pro-

posed diluted magnetic Ge nanowire-based nonvolatile transpinor with (a) Fe/MgO tunnel junc-

tions, and (b) ferromagnetic Mn5Ge3 Schottky junctions, respectively. The magnetic moments are

transferred from the source to the channel, and then to the drain with a spin gain. The MnxGe1�x

DMS nanowire channel, whose paramagnetism-to-ferromagnetism phase transition is electrically

controlled by the gate voltage, communicates with the input and the output nanomagnets through

spin injection/extraction and dipole/exchange interaction, respectively. (c) Schematic of the

paramagnetism-to-ferromagnetism phase transition. (d) Simulated carrier densities (Qs is the

sheet charge density, ps is the surface hole density, and ns is the surface electron density) in a

Ge MOS structure with NA¼ 1018 cm-3, VFB¼ 0 V, and tox¼ 2 nm. (e) Two possible schemes to

convert the magnetization to a voltage signal in read out of a transpinor circuit. The devices can be

cascaded, very much like CMOS, but in the magnetic state. The first scheme adopts either a

metallic CoFe/Cu/Fe(Mn5Ge3) spin valve or a CoFe/MgO/Fe(Mn5Ge3) MTJ connected to the

power supply Vdd through a resistor. The other scheme uses the inverse VCMA effect, in which the

switching in the output magnet will induce a voltage pulse in the read out. Reproduced with

permission from ECS Trans., 64, 613 (2014). Copyright 2014, The Electrochemical Society
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dissipation (minimize charge current flow), along with added functionalities (spin

freedom and gate-controlled ferromagnetism), and faster switching (critical behav-

ior in ferromagnetic phase transition). To see this more clearly, let’s first take a

quantitative analysis of the gate modulation in the DMS-based transpinor device.

For simplicity, according to the Zener model, the Curie temperature of the

MnxGe1�x DMS nanowire can be approximately described as [29]:

Tc ¼ Ap1=3 ð1Þ

Here p is the itinerant hole density. On the other hand, near the critical temperature

Tc of the ferromagnetic phase transition, the critical behavior of the magnetization

is governed by a power-law relation [55]:

M Tð Þ ¼ B Tc � Tð Þ1=2 ð2Þ

Here A and B are material-related constants. Equation (2) can be re-written as:

M pð Þ ¼ B Ap1=3 � T
� �1=2

¼ K p1=3 � pth
1=3

� �1=2
ð3Þ

where pth ¼ T=Að Þ3, and K ¼ BA1=2, as plotted in Fig. 6c. In the fabrication of

transpinor, one can design the background doping density in the vicinity of the

phase transition point pth (the minimum carrier density to mediate long-range

ferromagnetism, pth � 1018–1019 cm�3 for MnxGe1�x DMS [27]). As the gate

voltage is swept to increase p to reach pth, the paramagnetism-to-ferromagnetism

phase transition occurs abruptly, and the resulted ferromagnetic DMS channel leads

to a simultaneous switch of the output nanomagnet. In this process, the change in

the gate voltage could be very small (less than 0.15 V as shown below, and there is

no theoretical minimum); therefore, the active power dissipation can be minimized

and the switching speed can be fast.

In the conventional scaled CMOS, the required gate voltage swing to turn the

device on and off is limited by the subthreshold swing of SS � 60 mV/dec at room

temperature. To achieve a current ON/OFF ratio above 104, a minimum gate

voltage swing is estimated to be about 0.25 V, which limits the voltage scaling in

CMOS. On the contrary, the operation of the transpinor relies on the modulation of

the magnetic moment rather than the charge current flow in the DMS channel;

therefore, the gate voltage swing could be much smaller. To estimate the gate

voltage swing for the transpinor, Fig. 6d simulates the gate-dependent carrier

densities in a Ge MOS structure with a p-type doping of NA¼ 1018 cm�3, flat

band voltage of VFB¼ 0 V, and 2 nm-thick Al2O3 as the gate dielectric. In the

accumulation regime, the gate voltage is only changed by less than 0.15 V to

increase the carrier density from ps¼ 1018 cm�3 to reach pth � 1019 cm�3, and

the swing can be further reduced by using other high-κ gate dielectrics with a higher
dielectric constant (such as HfO2). Thus a much lower Vth can be achieved.
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It should be pointed out that one of the key challenges to integrate spintronic

devices into CMOS circuits is to achieve efficient conversion between a spin signal

(magnetization) and a charge signal (current/voltage), and the concatenability

(device fan out). Similarly, in order to cascade the transpinor devices for logic

computation, several strategies can be adopted to transfer information from one

transpinor device to another, as shown in Fig. 6e. Possible solutions may involve

magnetic tunnel junctions (MTJs), spin valves, or the spin Hall effect [56]. For

instance, CoFe/MgO/Fe(Mn5Ge3) MTJ or CoFe/Cu/Fe(Mn5Ge3) metallic spin

valve can be integrated on top of the nanomagnets to read out and also manipulate

their magnetizations. Alternatively, the recently discovered inverse spin Hall effect

and VCMA effect may also be used to read/write the magnetization information in

the nanomagnets [57]. In this way, the control and clocking schemes will be

carefully designed to enable the switching of the next stage. The read out voltage

signal can be used to drive the switching of the next transpinor stage, which ideally

requires a very small range of gate voltage in the vicinity of paramagnetic-to-

ferromagnetic phase transition.

The proposed transpinor device can be readily used to explore new energy-

efficient, nonvolatile circuits and architectures for very high fan-in digital logic.

The computation progresses in stages by cascading novel dynamically controlled

spin logic nanowires through electric control to provide nonvolatile implicit

latching of spin state at the output nodes. One example is the high fan-in dynamic

transpinor NAND logic (DTL-NAND), as shown in Fig. 7. It is a magnetic

nanowire circuit that has an output nanomagnet whose magnetization is controlled

through a DMS nanowire channel gated with multiple transpinors. Logic inputs are

connected to these transpinors. A preset transpinor enables the control of dynamic

operation as follows: first, the output nanomagnet magnetization is preset (Fig. 9b)

using voltage-controlled (Vpre) phase transition through the Preset transpinor. Next,
inputs connected to the other Transpinor devices are evaluated by injecting a spin-

polarized current from the opposite end of the nanowire through the Evaluate
nanomagnet. The output nanomagnet is reversed (Fig. 7c) only if all input voltages

are “1” (where “1” is defined as the gate voltage that causes the ferromagnetic-to-

ferromagnetic phase transition for the DMS nanowire channel in a transpinor); a

single “0” voltage prevents further propagation of the spin information through the

DMS nanowire channel, retaining instead previously latched preset state (Fig. 7d).

This operation fulfills a NAND function, and other logic functions may also be

possible. One of the shortcomings is the need to use front-end process versus all-

metal devices, the latter of which low-temperature back-end processing suffices.

Arbitrary spin logic can be further realized by cascaded NAND-NAND schemes

with electric control—a transpinor crossbar could be a possible fabric organization

[58]. Cascading between high fan-in DTL elements requires the conversion of a

output magnetism to a gate voltage (to be used as input to the next stage of

transpinor NAND logic). As discussed above (see Fig. 6e), various techniques

can be employed, including spin valve, inverse spin Hall effect, or MTJ devices.

Figure 7e shows a possible cascade of DTL-NAND logic using a MTJ device,

which is connected to each output nanomagnets. In this solution, the read-out
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voltage is clocked synchronously with the Preset and Evaluate operations. The

spin-based switching and high fan-in—without the same performance degradation

as in CMOS since the fan in is spin controlled rather than driving increasingly large

load capacitance—implies potential for ultra low-energy operation as well as a

very compact implementation (fewer logic levels) that saves area and improves

performance. Based on the above assessment, the transpinor is envisioned to be an

emerging low-power logic device that can possibly replace or complement CMOS

in the future.

3 Voltage Control of Magnetic Anisotropy in Metallic
Spintronic Devices

Several approaches have been proposed to realize electric-field-controlled magnetic

devices and circuits, driven primarily by the potential of such solutions to achieve

dramatically lower energy dissipation compared to their current-controlled

Fig. 7 Dynamic Transpinor Logic-NAND (DTL-NAND). (a) Side-view of a 6-input DTL-NAND

gate. Dynamic circuit operation is described as follows: (b) Phase 1—Spin Presetwhere the output
magnetization is aligned with the Preset nanomagnet; (c) Phase 2—Spin Evaluate example where

all inputs are “1”, then the output magnetization is reversed to align with the Evaluate nanomagnet

and can be interpreted as output logic “0” using an adjacent MTJ; (d) Phase 2—Spin Evaluate
example where one of the inputs is “0”, then the output magnetization retains its Preset state and
can be interpreted as logic “1” using an adjacent MTJ; (e) Top-view schematic showing cascaded

DTL-NAND stages for arbitrary logic, where the cascading to stage 2 is achieved with an MTJ

placed adjacent to the output nanomagnet in stage 1. Credit: Discussion with Csaba Andras Moritz

within Western Institute of Nanoelectronics
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counterparts. Some of the prominent examples include single-phase multiferroic

materials [59, 60], multiferroic tunnel junctions having ferroelectric tunnel barriers

[61], multiferroic heterostructures where magnetic and electrical properties are

coupled through strain (see, e.g., Sect. 6.1 where this approach is applied to spin

wave devices) [62, 63], dilute magnetic semiconductors where carrier-mediated

ferromagnetism is controlled by a gate voltage (see Sect. 2) [28], and ultrathin

metallic films where the Curie temperature (i.e., phase transition) is controlled by a

voltage (see Sect. 4) [64, 65]. Yet other approaches to reduce power dissipation are

based on the use of new types of STTs, which utilize the large spin-orbit coupling in

heavy metals placed in close proximity to magnetic films (i.e., collectively referred

to as spin-orbit torques, see Sect. 5) [56, 66].

An especially promising approach for the realization of electric-field-controlled

spintronic devices relies on the electric field (i.e., voltage) control of interfacial

perpendicular magnetic anisotropy [67–74], referred to as VCMA. The practical

attractiveness of VCMA results from the fact that this effect is sizeable in materials

very similar to those which are widely used in magnetic tunnel junctions (MTJ),

such as those present in spin-transfer torque (STT) and other magnetic random

access memory (MRAM) elements. As a result, VCMA devices are friendly to

CMOS integration and processing, and benefit significantly from the existing know-

how, processing tools and manufacturing infrastructure of STT-MRAM. This type

of VCMA devices will be the focus of this section.

The discussion is organized as follows: Section 3.1 presents a short review of the

motivation behind the development of VCMA-based devices, from the perspective

of nonvolatile memory and logic applications. This is followed in Sect. 3.2 by an

introduction to the VCMA effect in magnetic/non-magnetic interfaces. Section 3.3

discusses a single-domain model of VCMA-induced switching in nanomagnets,

such as those used in magnetoelectric memory (MeRAM) elements. Section 3.4

discusses the temperature dependence of the VCMA effect, which can have impor-

tant implications for practical applications. Section 3.5 presents examples of using

the VCMA effect in switching of nanoscale memory devices, and how such

memory elements can be integrated into circuit arrays, as well as their practical

bit density considerations. Finally, Sect. 6 will discuss the scalability of this type of

magnetoelectric memory and compare it to STT-MRAM.

3.1 Voltage-Controlled Magnetism: Impact
on Memory and Logic

The scaling of CMOS technology over the past several decades, while resulting in

increasingly faster and more powerful microprocessors [1, 75], is quickly

approaching a limit due to increased static (leakage) power dissipation at small

technology nodes. While scaling (i.e., reducing the dimensions of transistors on a

chip) generally reduces the dynamic power dissipation during their switching, it
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also results in larger leakage power. Given that CMOS transistors, and logic or

memory circuits based on them, require power to be continuously applied to them in

order to retain their information (i.e., CMOS circuits are volatile, meaning that data

is lost in case the supply voltage is removed), this standby power dissipation

becomes a limiting factor, potentially eliminating other gains obtained by reducing

device dimensions. The integration of a fast, energy-efficient nonvolatile memory

technology with CMOS can alleviate this problem, by eliminating the need for a

continuously applied power source (and hence the associated leakage current).

NVL circuits, combining volatile CMOS logic and nonvolatile magnetic memory

can thus allow for continued scaling with improved energy efficiency, by substan-

tially reducing the static power dissipation [76].

Spintronic devices (i.e., magnetic memories, generally referred to as MRAM)

are the leading contenders for such a paradigm shift towards NVL. This is due to

their unique combination of attributes: The compatibility of their material stacks

with standard CMOS back-end of line (BEOL) processing [77–80], the possibility

of fast (<1 ns) read and write times, and their potentially unlimited write cycle

endurance (>1016, which is absolutely essential for logic operations, where very

frequent re-writes of a single bit typically occur during circuit operation). Read-out

is performed using the tunneling magnetoresistance (TMR) [81] effect. For the

writing of information, earlier generations (i.e., toggle MRAM) utilized magnetic

fields generated by currents flowing through adjacent metal lines, to switch the

magnetization of memory cells. More recent generations utilize spin-transfer torque

(STT) instead, where current directly passes through the memory bit [80, 82–84].

However, these strategies face limitations in terms of energy efficiency (due to the

large Ohmic dissipation) and density (due to the large currents needed to accom-

plish switching, resulting in wide transistors). The manipulation of magnetic

moments by electric voltages overcomes these shortcomings.

For ultralow-power spintronic memories going beyond STT-MRAM, at least

two approaches are presently pursued: First, using current-induced spin-orbit

torques (SOTs), such as the giant spin Hall effect (SHE), as an alternative mech-

anism to reduce the switching currents needed to write information [56, 82]. Sec-

ondly, a complete departure from current-controlled write mechanisms, replacing

them by voltage-controlled (i.e., magnetoelectric) effects, resulting in Magneto-

electric RAM (MeRAM) circuits [85–87]. In the following we will review the

physical principles involved in this approach.

3.2 Voltage-Controlled Magnetic Interface Anisotropy

Interfaces of ferromagnetic thin films and nonmagnetic materials can exhibit a large

perpendicular magnetic anisotropy (PMA) [88–92], which itself is a function of

electric fields applied perpendicular to the interface [67–69, 71–74, 93–99]. This

effect has been attributed to the change (due to the applied voltage) of the relative

occupancy of different atomic orbitals at the interface (e.g., 3d orbitals in the case of
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Fe and Co, which are commonly used in MTJs), which, combined with spin-orbit

coupling, results in a change of the magnetic anisotropy energy [68, 69, 71, 99].

More generally, VCMA can be described in terms of the effect of Rashba spin-orbit

coupling on the magnetic anisotropy of a ferromagnetic thin film sandwiched

between non-magnetic media, which is a function of electric fields normal to the

interfaces of such a layered structure [100]. If MgO is used as the dielectric barrier

providing the above-mentioned interface, the resulting VCMA effect can be incor-

porated into MTJ devices, hence allowing for TMR readout similar to typical

MRAM cells [81, 96, 101–103, 105].

The interfacial PMA in an MgO/Co20Fe60B20/Ta material structure is illustrated

in Fig. 8, where an increasing total perpendicular anisotropy is observed as the

Co20Fe60B20 layer thickness is reduced [90]. The inset in Fig. 8b shows the measured

total perpendicular anisotropy energy as a function of the film thickness, which

indicates a spin reorientation transition at ~1.5 nm, where the effective perpendicular

anisotropy vanishes. This effect has been used to realize high-TMR perpendicular

magnetic tunnel junctions [88, 89, 106, 107], reduce switching current in in-plane

MTJs while maintaining their thermal stability [90], increase output power and

achieve high quality factors in spin torque nano-oscillators [108–110], as well as to

enhance the detection sensitivity of spin torque diode microwave detectors [111, 112].

Near the transition thickness, however, the magnetization configuration is particularly

sensitive to voltages applied to the device [70, 96, 97, 113, 114], and can therefore be

used to realize electric-field-controlled magnetic memory devices [85, 86, 96, 97,

102, 103, 105, 113].

The interfacial VCMA effect can be measured using a number of methods. One

is using magnetometry measurements as a function of applied electric field bias

[71], or (equivalently) in the case of MTJs, to measure magnetoresistance curves of

the device under different bias conditions [73, 115]. Figure 9 illustrates the

corresponding experiment as described in [115]. The fixed layer is in-plane in

Fig. 8 Measured magnetization as a function of the applied magnetic field, measured with (a) out-
of-plane and (b) in-plane external magnetic fields on films with different CoFeB thickness. The

inset in (a) shows the magnetic moment as a function of film thickness, while the inset in (b) shows
the dependence of the PMA on thickness. Reprinted with permission from [90]. Copyright 2011,

AIP Publishing LLC
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this case, while the free layer thickness is such that its magnetization is pointing

out-of-plane, resulting in a hard-axis behavior for in-plane applied magnetic fields.

The area enclosed by the curves in Fig. 9 can be used to infer the perpendicular

anisotropy [73], and is a function of the voltage bias applied to the device, as well as

of temperature (see Sect. 3.4).

In [93], the anisotropy modulation by electric fields is similarly measured using

the anomalous Hall effect. A Co40Fe40B20 free layer composition is used in this

case, without the presence of a fixed layer. Magneto-Optical Kerr Effect (MOKE)

measurements were used in [95] for the case of Co20Fe80 thin films, also in the

absence of a fixed layer. The interfacial VCMA effect has also been studied by

using microwave VCMA-FMR measurements [72–74, 94].

Most experimental results for the commonly used CoFe/MgO material system to

date have reported VCMA magnitudes of ~30–40 fJ/V-m, in general agreement

with theoretical predictions [67]. Significant effects of the capping or seed metallic

material on both PMA and VCMA have been reported both in computational and

experimental works [116, 117], as well as by using different materials for the

magnetic free layer [70, 118]. Similarly, the use of dielectrics with high dielectric

constant has been proposed as a way to enhance charge accumulation per unit

electric field at the device interface, thereby enhancing the VCMA effect [119]. A

magnetoelectric coefficient close to the one observed in CoFeB/MgO systems has

also been observed for the FePt/MgO system [120]. For practical applications in

nonvolatile memory, typically a value of >200 fJ/V-m will be required to simul-

taneously achieve high thermal stability and low switching voltage, as well as to

Fig. 9 Measurement of the perpendicular magnetic anisotropy using magnetoresistance loops in

a magnetic tunnel junction [73, 115]. The inset shows the measured magnetoresistance loops,

from which the magnetization versus field loop can be calculated. The area enclosed by the

magnetoresistance curve varies with both temperature [115] and voltage [73], which allows for

measurement of the temperature dependence of the PMA, as well as its voltage dependence

(i.e., the VCMA strength). Reprinted with permission from Ref. [115]. Copyright 2014, AIP

Publishing LLC
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ensure scalability to smaller dimensions, as discussed below in Sect. 3.3. While a

number of works have reported such VCMA values [70, 116], realizing this

requirement while simultaneously maintaining a high TMR ratio for readout

remains a challenge and requires further investigation.

3.3 Voltage-Induced Switching of Magnetic Memory Bits

The anisotropy modulation due to VCMA can be used to induce (or assist) the

switching of magnetic memory devices [82, 87, 96, 97, 102, 105, 113, 114]. Com-

pared to STT-induced switching, VCMA can significantly reduce power dissipa-

tion, and enhance bit density by eliminating the need for large drive currents (hence

large access devices).

The VCMA effect can be used to induce both thermally-activated and preces-

sional types of switching, as illustrated in Fig. 10: (1) When ultra-fast (typically

Fig. 10 Illustration of thermal and precessional electric-field-induced switching processes in

perpendicular magnetic elements. At equilibrium (V¼ 0), the energy barrier separates the two

stable states (0� and 180�), where the energy becomes maximum for in-plane magnetization (90�

or 270�). In order to switch, the VCMA effect is used to lower the energy barrier. If the energy

barrier is only partially lowered, thermal activation can result in a switching event. (A preferred

switching direction can be induced in this case by additional application of a magnetic field, as

illustrated in Figs. 11, 12, and 13). On the other hand, if the barrier is eliminated, a new energy

minimum will form in the in-plane direction. By timing the resulting precession, switching to the

opposite state can hence be obtained. The critical voltage, which separates these two regimes, is

defined as the required voltage to lower the energy barrier to zero (Reprinted from [121])
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<1 ns) voltage pulses are applied, the resulting voltage-induced precession can be

timed to create full switching to the opposite orientation [96, 105]. This is illus-

trated in Fig. 10 (bottom) for the case of a bit with out-of-plane stable states (i.e., a

perpendicular MTJ), where the application of a pulsed voltage reduces the perpen-

dicular anisotropy, inducing a switching to the opposite state if the pulse is timed to

half a precession cycle [96, 102, 105]. (2) In a second approach, the VCMA effect

can be used to modulate the coercivity of the MTJ free layer, allowing for

thermally-activated electric-field-assisted switching when a magnetic field is

applied to the device [97, 103]. As illustrated in Fig. 10 (top) and Fig. 11, in this

case the applied voltage induces a reduction in the free layer coercivity due to the

modification of the interface anisotropy, resulting in thermally-activated switching.

When a magnetic field is applied to a device under such an electric field bias, there

Fig. 11 Schematic illustration of a voltage-controlledmagnetic tunnel junction (top) [82, 113, 114].

The bottom panel shows the voltage-induced switching of a nanoscale MTJ device in the thermally-

activated regime, assisted by an external magnetic field which also determines the switching

direction. Note that the same voltage polarity is used for switching in both directions. Reprinted

with permission from Ref. [82]. Copyright 2013, Institute of Physics
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will be only a single available state for a given applied bias magnetic field

(see Fig. 11), which in turn determines the switching direction [82, 97, 103]. The

role of the external field can be potentially replaced by allowing a non-zero current

to pass though the device, thereby providing additional spin torque or field-like

torque [87, 114].

To analyze the switching voltage, consider the case of a memory bit with

perpendicular (out-of-plane) magnetization in both free and fixed layers, as

shown in Fig. 12. The thermal stability factor of this bit is given by Δ ¼ Eb=kBT,
where kB is the Boltzmann constant, and T is temperature. Similar to the case of

other magnetic memories [80, 122, 123], Δ determines the retention (i.e., dwell)

time of the device. Eb is the energy barrier between the two free layer states (up or

down), which is given by Eb ¼ H⊥
k,eff Vð ÞMsAt=2, where Ms is the free layer

saturation magnetization, A is its area, and t is the free layer thickness. The effective
perpendicular anisotropy field is given by

H⊥
k,eff Vð Þ ¼ h⊥k, s Vð Þ=t� 4πMs; ð4Þ

where h⊥k, s Vð Þ=t is the thickness-dependent PMA field [88, 90], which can be

modulated by the applied voltage V [67, 71, 73, 93]. The energy barrier is a function

of voltage, and the standby thermal stability factor (for V¼ 0) is thus determined by

the value of H⊥
k,eff 0ð Þ. Assuming a linear dependence of the perpendicular anisot-

ropy field on voltage, which has been observed in most experimental reports, one

can write the interfacial anisotropy as h⊥k, s Vð Þ ¼ h⊥k, s 0ð Þ 1� ζVð Þ. Positive voltages

Fig. 12 Schematic illustration of perpendicular magnetoelectric tunnel junctions switched by

the combination of an applied voltage and external magnetic field [86]. The final state depends on

the direction of the overall magnetic field acting on the free layer, and can be controlled by

applying an external field. The need for the varying external field can be eliminated in precessional

switching, or when current-induced torques are used in addition to VCMA [85, 96, 103, 105].

Reprinted with permission from Ref. [86]. Copyright 2013, AIP Publishing LLC
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will thus reduce H⊥
k,eff Vð Þ in this convention, contributing to thermally-activated

switching by reducing the thermal stability of the perpendicular bit [124]. The case

of a nonlinear VCMA effect follows similarly. The parameter ζ is proportional to

the (linear) VCMA magnitude, and quantifies the sensitivity of the interfacial

anisotropy to applied voltages, as determined experimentally by voltage-dependent

magnetoresistance or ferromagnetic resonance measurements [71, 73, 74].

Using the voltage-dependent thermal stability factor of the magnetic bit

Δ Vð Þ ¼ Δ 0ð Þ �MsA ζVh⊥k, s 0ð Þ þ tH
� �

=2kBT, where Δ 0ð Þ ¼ h⊥k, s 0ð Þ � 4πMst
� �

MsA=2kBT, and where we have accounted for a bias field H applied externally to

the bit, one can then determine the switching voltage as discussed in [86]. Note that

the direction (i.e., sign) of H determines the switching direction, by increasing or

decreasing Δ(V ) depending on the initial state of the magnetic bit. The result is a

voltage-dependent dwell time for the magnetic bit, allowing for thermally-activated

switching on a time scale of τ Vð Þ ¼ τ0exp Δ Vð Þð Þ, where τ0 is the attempt time. The

critical switching voltage Vc, which corresponds to τ Vcð Þ ¼ τ0, can then be obtained
from the condition Δ Vcð Þ ¼ 0, and is given by

Vc ¼ h⊥k, s 0ð Þ � 4πMs þ Hð Þt� �
=ζh⊥k, s 0ð Þ: ð5Þ

Note that the contribution of the bias magnetic field is thus not only to determine the

switching direction, but also to affect the critical switching voltage. The case of

precessional switching follows from reducing the energy barrier to zero in the

absence of an assisting field, i.e., for H¼ 0, as shown in Fig. 10 (bottom). In the

limit where VCMA is negligible (ζ � 0), Eq. (5) reduces to a critical switching field

of Hc ¼ H⊥
k,eff 0ð Þ as expected.

The external field thus acts to reduce or increase the energy barrier, depending

on its direction with respect to the initial state of the device, while the VCMA effect

acts to reduce or increase the barrier depending only on the voltage polarity. This

comparison is illustrated in Fig. 13.

Fig. 13 Schematic representation of the effect of applied electric fields (left) and external

magnetic fields (right) on the energy diagram of a bi-stable magnetic bit exhibiting VCMA.

Reprinted with permission from Ref. [86]. Copyright 2013, AIP Publishing LLC
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3.4 Temperature Dependence of the VCMA Effect

In this section, we briefly discuss the temperature dependence of both the perpendic-

ular magnetic anisotropy (PMA) and of the VCMA effect in nanoscale MgO|CoFeB|

Ta-based magnetic tunnel junctions, following closely the discussion of [115].

The magnetic anisotropy in ferromagnetic materials is known to have a strong

dependence on temperature [125]. In particular, Callen and Callen’s theory [126]

predicts that uniaxial anisotropies (such as PMA in our case) decrease with M3
s (T),

whereMs(T) is the temperature-dependent saturation magnetization of the material.

Quantifying the temperature dependence of both PMA and VCMA is important for

MeRAM applications where the operation temperature may be well above room

temperature. Beyond practical considerations, the study of the temperature depen-

dence of PMA and VCMA effects is also of interest as it can contribute to a better

understanding of the underlying physics behind both phenomena.

We consider a multilayer stack with the composition of substrate | bottom

electrode | PtMn (20) | Co70Fe30 (2.3) | Ru (0.85) | Co60Fe20B20 (3) [fixed layer] |

MgO (1.3) | Co20Fe60B20 (1.5) [free layer] | Ta (5) | top electrode (thickness in nm),

patterned into 125 nm� 50 nm elliptical nanopillars for measurements. The MgO

tunneling barrier is thick enough (resistance-area (RA) product ~750 Ω-μm2) to

make current-induced spin-torque effects negligible. The thickness of the

Co20Fe60B20 free layer is chosen such that the stable magnetization state of the

free layer is in the perpendicular (z) direction.
Figure 9 shows resistance (R) versus in-plane magnetic field (Hx) curves mea-

sured at three different temperatures for such a device. The hard-axis-like curves

confirm that the free layer has a stable perpendicular magnetization. The temper-

ature- and voltage-dependent effective anisotropy field Hk,eff(T,V ) (i.e., the field

required to saturate the perpendicular free layer in the in-plane direction) can then

be obtained using a procedure described in [73, 115].

The dependence of the saturation magnetization on temperature Ms(T ) was

independently measured in a separate test structure. Figure 14 shows the extracted

data forMs as a function of T in the range from 10 K to 400 K. The data is found to

Fig. 14 The measured dependence of Ms as a function of temperature from SQUID magnetom-

etry. The curve is found to fit well to Bloch’s law with fitting parameters of T* ¼ 1120K for the

Curie temperature and Ms 0ð Þ ¼ 1457 emu/cm3. Reprinted with permission from Ref. [115].

Copyright 2014, AIP Publishing LLC
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fit well to Bloch’s law [127] Ms Tð Þ ¼ Ms 0ð Þ 1� T

T∗

� �3=2
 !

, due to the large

Curie temperature TC of CoFeB compared to the range of temperatures under

consideration.

One can next quantify the dependence of the interfacial PMA energy Ki on

temperature at equilibrium, i.e., without applying any voltages to the device. The

inset in Fig. 15 shows the extracted values for the effective anisotropy field at

equilibrium Hk,eff T,V ¼ 0ð Þ. The PMA energy Ki can then be directly calculated

from Hk,eff [115]. Figure 15 shows the extracted values for Ki T,V ¼ 0ð Þ calculated
in this manner, where one obtains a value of 1.45 mJ/m2 for the PMA at room

temperature (T ¼ 300 K), in good agreement with previous reports for the MgO|

Co20Fe60B20|Ta system [88, 90]. The dependence of Ki on temperature is found to

fit well to a power law of Ms(T ), i.e.,

Ki Tð Þ ¼ Ki 0ð Þ Ms Tð Þ
Ms 0ð Þ
� �γ

γ ¼ 2:18� 0:04; ð6Þ

where the PMA at zero temperature is Ki 0ð Þ ¼ 2:02 erg/cm2.

Next the temperature dependence of the VCMA effect can be quantified, by

looking at the temperature dependence of the material-level VCMA coefficient

ξ (not to be confused with the differently-defined device-level VCMA parameter

ζ in Sect. 3.3), which describes the change of interfacial anisotropy energy per

unit electric field, i.e., ξ ¼ ΔKi= ΔV=dMgO

� �
, where dMgO is the thickness of the

MgO barrier. Figure 16a shows the change of the effective anisotropy field ΔHk,eff

as a function of the voltage V for four different temperatures, where

Fig. 15 The inset shows the extracted dependence of the effective anisotropy field as a function of

temperature at zero bias voltage. Using the extracted values, the interface anisotropy is calculated

and the temperature dependence is found to fit well to a power law of Ms(T ) with a power law

exponent of γ ¼ 2:18� 0:04. The power law exponent combines contributions from the MgO|

CoFeB and CoFeB|Ta interfaces. Reprinted with permission from Ref. [115]. Copyright 2014, AIP

Publishing LLC
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ΔHk,eff ¼ Hk,eff Vð Þ � Hk,eff V ¼ 0ð Þ. Our results show a linear dependence of ΔHk,

eff on voltage over the wide temperature range under study. The inset in Fig. 16b

shows the extracted values for ΔHk,eff/ΔV as a function of temperature during the

experiment. Consequently, the temperature-dependent VCMA coefficient is calcu-

lated as ξ Tð Þ ¼ Ms Tð Þ ΔHk,eff Tð Þ=ΔV� �
dMgOtCoFeB=2 [115]. The obtained values

are plotted in Fig. 16b. The VCMA coefficient at room temperature (T ¼ 300K) is

found to be 31 fJ/V-m, in good correspondence with previous works [73]. Further,

the temperature dependence of the VCMA coefficient is also found to fit well to a

power law of Ms(T), but notably with a different exponent compared to Ki(T ),

ξ Tð Þ ¼ ξ 0ð Þ Ms Tð Þ
Ms 0ð Þ

� �γ
0

γ
0 ¼ 2:83� 0:2; ð7Þ

with ξ 0ð Þ ¼ 48:9 fJ/V-m as the VCMA coefficient at zero temperature.

Interestingly, while both Ki(T ) and ξ(T ) follow power laws of Ms(T ), they
are described by different exponents. For the present material system, the

measured PMA of the CoFeB free layer is an overall quantity that includes

contributions from both the MgO|CoFeB and CoFeB|Ta interfaces, i.e.,

Ki ¼ Ki,MgO=CoFeB þ Ki,CoFeB=Ta. However, in principle one can postulate that

only the MgO|CoFeB interface should be sensitive to the applied electric field,

and therefore the VCMA coefficient may be primarily related to this interface. The

perpendicular anisotropy contribution from the MgO|CoFeB interface has been

attributed to hybridization of Fe d-orbitals with O p-orbitals, whereas the VCMA

effect is due to the modification of the occupancy between the different hybridized

orbitals [71]. Therefore, the fact that the localized orbitals (moments) modified by

Fig. 16 (a) Measured change of the effective anisotropy field as a function of applied voltage for

different temperatures. The VCMA effect is observed to remain linear over the temperature range

of study, but its magnitude is reduced when temperature increases. (b) The inset shows the

extracted values of ΔHk,eff/ΔV as a function of temperature. By using these values, the VCMA

coefficient ξ (i.e., the change of interface anisotropy energy per unit electric field) is calculated and
also found to fit well to a power law of Ms(T ), but with an exponent of γ

0 ¼ 2:83� 0:2, different
from the PMA. Reprinted with permission from Ref. [115]. Copyright 2014, AIP Publishing LLC
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voltage follow more closely the conditions assumed in Callen-Callen’s law might

explain why the VCMA coefficient power law exponent is dominated by a M3
s (T)

contribution. On the other hand, the exponent of Ki(T) obtained in this work has a

leading M2
s (T ) contribution, which may be related to the influence of the high spin

orbit coupling Ta, and a smaller M3
s (T) contribution, which could be accounted for

by the MgO|CoFeB interface. In fact, a previous work [89] demonstrated that the

CoFeB|Ta interface plays a key role in the strong PMA of the MgO|CoFeB|Ta stack.

It should be stressed, however, that the exact role of Ta (and in general, of the high

spin orbit coupling metal interfacing with the magnetic material used in the MTJ) is

more complicated, involving its role both as a sink of boron atoms during

annealing, as well as promotion of (001) crystalline orientation in the resulting

CoFe(B) layer. A more detailed understanding of the exact contribution of each

mechanism to explain the different power law exponents will require first principles

calculations.

In terms of device applications where the VCMA effect is used to switch MTJs, a

key figure of merit is the ratio between the VCMA coefficient and the PMA, i.e.,

ξ(T)/Ki(T ) [86]. Given that ξ(T) decreases faster as a function of temperature than

Ki(T ) does, ξ(T )/Ki(T ) decreases with temperature, and therefore larger voltages

will be needed to achieve the electric-field-induced switching for a constant value

of the interfacial anisotropy [115].

3.5 Circuit Implementation of VCMA-Controlled Memory

In this section we discuss a possible circuit implementation of electric-field-con-

trolled MeRAM using diode-based arrays, following closely the discussion

presented in [87]. STT-MRAM normally uses a 1-Transistor/1-MTJ cell structure

with CMOS transistors as the access devices. However, the large currents required

for STT switching of MTJ bits require large transistors to drive them [87]. As a

result, the density of STT-MRAM arrays is not limited by the MTJ size, but rather

by the switching current of the magnetic bits, which in turn dictates the MTJ

separation. Moreover, the use of three-terminal CMOS transistors also imposes a

layout-based minimum size limit of ~8 F2 on the 1-T/1-MTJ cells. By contrast, in

principle, crossbars are the densest memory arrays possible (with a 4 F2 cell size,

assuming circular bits with perpendicular magnetization). Due to its bipolar

switching scheme, however, STT-MRAM does not lend itself easily to a crossbar

implementation. MeRAM, on the other hand, has a unipolar switching behavior,

and hence the realization of a diode-controlled MeRAM array is possible, and can

greatly increase the density and scalability of the overall memory. Additionally, the

crossbar architecture allows for 3D stacking of multiple diode-MTJ memory layers

in the CMOS back-end-of-line (BEOL) fabrication steps, potentially doubling the

effective density with each layer [87].
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Figure 17a shows how voltage pulses of the same polarity, but different ampli-

tudes, can be used to switch an MTJ device using VCMA in opposite directions

(thermally activated switching) [87, 114]. For comparison, Fig. 17b shows the

switching probability of a magnetic bit precessionally switched by VCMA, for a

fixed voltage amplitude, as a function of the pulse width. It can be seen that voltage

pulses timed to half the precession of the free layer can achieve full switching.

Importantly, both types of thermal and precessional switching illustrated in this

figure use only one polarity of voltage to achieve switching in both directions (i.e.,

the polarity which reduces the perpendicular interface anisotropy) [87, 96, 97, 102,

103, 105]. This allows for integration of such devices into a 1-Diode/1-MTJ

crossbar array, resulting in an improved bit density.

Figure 18 shows the schematic and layout view for a high-density crossbar

memory array using voltage-controlled MTJs. The unipolar set/reset write scheme

of the devices allows for a diode to be integrated in series without any loss in

functionality. The series diode also eliminates sneak currents present in traditional

crossbar arrays, improving the read performance.

The following description corresponds to the thermally-assisted VCMA

switching illustrated in Fig. 17a, but in principle a similar scheme can be applied

to precessional writing as well. During both reading and writing, unaccessed bit-

lines (BLs) are grounded, while unaccessed source-lines (SLs) are pulled to VDD

(1.5 V), thus reverse biasing the series diode for unaccessed bits. During the write

operation, the target SL is pulled to ground, while the target BL is pulsed with the

appropriate set/reset voltage. During the read operation, the target SL is pulled to

ground and the target BL is connected to a sense amplifier. To prevent disturbing

the state of the desired bit cell, a small sensing voltage of 0.2 V is used, which is

Fig. 17 (Left) Measured probability of switching curves for VCMA-controlled MTJs with STT-

assisted switching, in the thermally-activated regime [87, 114]. The combination of VCMA and

STT effects allows for a unipolar set/reset switching scheme. The switching direction is controlled

by the input pulse amplitude, and the write process is thermally activated. © 2013 IEEE.

Reprinted, with permission, from Ref. [87]. (Right) Measured probability of switching, as a

function of the input pulse voltage length, for an 80 nm perpendicular MTJ, where writing is

performed by precessional switching (see illustration in Fig. 10). Switching in both directions can

be achieved by the same pulse shape in this case, and no STT is involved in the process
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sufficiently low to prevent unintended writes. Larger arrays can be built if the

resistance of the MTJs is increased or if the leakage current of the diodes is reduced.

Figure 19 shows experimental transient waveforms demonstrating the function-

ality of the crossbar array concept. MTJ1 and MTJ2 are first initialized into the P

state. MTJ1 is then first switched from P to AP, and back to P, without disturbing the

value stored in MTJ2. Similarly, MTJ2 is then switched from P to AP, and back to P,

without disturbing the state of MTJ1.

Fig. 18 Schematic representation and layout (top view) of a crossbar array structure, with

integrated diodes, for high-density voltage-controlled MeRAM. © 2013 IEEE. Reprinted,

with permission, from Ref. [87]

Fig. 19 Measured transient waveforms for reading and writing of addressed memory cells in a

MeRAM crossbar array, demonstrating that two different cells can be written and read selectively

with the approach shown in Fig. 17 (left). © 2013 IEEE. Reprinted, with permission, from

Ref. [87]
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3.6 Scalability of VCMA-Based Magnetoelectric RAM

One important consideration to integrate a specific spintronic device into a chip is

the scalability of the device. The goal of scaling is to provide better performance

and/or lower cost with higher density.

A critical parameter which determines the scaling behavior for nonvolatile

MRAM is the ratio of switching voltage (or current) over the thermal stability factor,

which should ideally be minimized. For perpendicular MeRAM this is given by

Vc

Δ
¼ 2kBT

ζMsH
⊥
k, s 0ð ÞA : ð8Þ

As with other magnetic memories, scaling to smaller bit areas requires an

increase in H⊥
k, s 0ð Þ and/or Ms to maintain a constant thermal stability Δ (hence

nonvolatile retention time) of the bits. However, Eq. (8) shows that this does not

necessarily lead to an increase of the switching voltage Vc, provided that the VCMA

parameter can be adjusted accordingly. It is interesting to compare this to the

corresponding scaling parameter for perpendicular STT-MRAM, which is given

by [88, 122, 128]

Ic
Δ

¼ 4eαkBT

ℏη
; ð9Þ

where Ic is the switching current, e is the electron charge, α is the Gilbert damping

constant, η is the spin-transfer efficiency, and ℏ is the reduced Planck constant. It

can be seen that in Eq. (9), the ratio of switching current over thermal stability for

STT-MRAM is largely set by fundamental constants or by parameters with a

limited tuning range. Hence, scaling with a constant- Δ rule (by increasing H⊥
k, s

0ð Þ and/or Ms) will lead to a constant switching current (rather than constant

switching voltage) across technology nodes. (It should be noted that Eq. (9) is

valid only in a single-domain switching behavior, and may not be valid when sub-

volume excitations and magnetic textures are present, as has been pointed out in a

number of recent works [129]. However, this does not affect the overall validity of

our discussion and we will not consider these effects in the present text.)

This presents a fundamental problem for the scaling of current-controlled

STT-MRAM, as the transistor widths needed to drive this constant switching

current will not significantly shrink with successive technology nodes, hence hitting

a current-drive-limited barrier on transistor width (hence cell area). By contrast,

MeRAM switching voltages are associated with very small leakage currents

through the device, which allow for the use of minimum-sized transistors at each

technology node, hence imparting a growing density advantage with progressive

scaling to smaller bit dimensions. This is illustrated in Fig. 20, which compares the

transistor area required for a 1-transistor/1-MTJ MeRAM cell to that of a

1-transistor/1-MTJ STT-MRAM cell, for three different values of STT-MRAM
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switching current densities. Estimates on CMOS operating voltage and current

drive capability were obtained from Ref. [131]. Figure 20 shows that, while

lower switching current densities can delay the onset of the scaling dilemma for

STT-MRAM, even switching current densities as low as 0.5 MA/cm2 represent a

sizeable penalty in terms of area at scaled technology nodes.

A similar scaling advantage is possible in terms of energy efficiency. While

MeRAM already provides an advantage over STT-MRAM (see Sect. 3.3) in terms

of switching energy per bit, this advantage grows quickly as bit dimensions are

scaled. This is due to the fact that, assuming a constant write time tw across

technology nodes, STT-MRAM bits retain an approximately constant write energy

Ew ¼ RIc
2tw, provided that the MTJ’s resistance-area product (RA) can be reduced

sufficiently (i.e., MgO barrier can be made thin enough) to prevent the resistance R,
and hence the write voltage RIc from increasing. This reduction of RA with scaled

device dimensions is in fact necessary to maintain compatibility with CMOS read

and write circuits in STT-MRAM. In addition to not allowing for reduction of the

write energy by scaling bit dimensions, this may eventually lead to reliability issues

due to the increasingly thinner MgO barriers needed for STT-MRAM scaling.

In the case of MeRAM, the voltage-controlled switching mechanism does not

impose such a constraint to reduce RA (hence MgO thickness) with scaled device

dimensions. Hence, the write energy (where C is the capacitance of the MTJ)

reduces with each technology node, as the resistance increases and C decreases

due to the smaller bit area A. Note that, due to the high resistance of voltage-

switched MTJs, one may in general need to consider the parasitic capacitance C in

Fig. 20 Comparison of transistor area scaling for 1-transistor/1-MTJ MeRAM cells and

1-transistor/1-MTJ STT-MRAM cells across technology nodes down to 16 nm, for three different

values of STT-MRAM switching current densities. While voltage-controlled MeRAM allows for

using minimum transistor widths at each technology node, thereby maximizing density,

STT-MRAM bit stability dictates a constant switching current even at scaled bit dimensions

(see Eq. (9)), leading to a saturation behavior in the transistor width. While the development of

STT-MRAM structures with reduced switching current densities can delay the onset of this scaling

dilemma, even a switching current density as low as 0.5� 106 A/cm2 would result in a three times

larger transistor size compared to the MeRAM case at the 16 nm node
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calculations of switching energy, although in devices such as those presented in this

work (with resistances <200 KΩ) the energy dissipation is still dominated by the

resistance R. This energy scaling comparison is illustrated in Fig. 21, which

compares the projected write energy per bit for MeRAM and STT-MRAM (assum-

ing three different values of STT-MRAM switching current densities), for a write

time of 1 ns. It shows that, while even at present technology nodes MeRAM would

represent a significant improvement of energy efficiency, the efficiency gap would

grow further at scaled technology nodes. These projections indicate that MeRAM

would be able to address memory applications where energy efficiency and/or

density are major concerns (e.g., embedded SRAM Cache and DRAM in mobile

applications), where STT-MRAM would face a scaling issue. It should be noted,

however, that both Figs. 20 and 21 are based on considering only a 1-transistor/1-

MTJ cell, with no particular assumption on the memory array size. Hence,

obtaining precise values of energy as well as array density would require a full

simulation of a MeRAM array, which is beyond the scope of this discussion.

The unipolar write scheme in MeRAM also confers an indirect advantage on it in

terms of the readout process. In particular, given that the free layer switching in

MeRAM is only sensitive to voltages of one polarity, voltages of the opposite

polarity can be used for a read-disturbance-free readout. This also means that the

device can be read out using voltage levels similar to those used for writing, but

with opposite polarity, (unlike STT-MRAM, which requires much smaller read

Fig. 21 Comparison of switching energy (per bit) scaling for 1-transistor/1-MTJ MeRAM cells

and 1-transistor/1-MTJ STT-MRAM cells across technology nodes down to 16 nm, for three

different values of STT-MRAM switching current densities. While voltage-controlled MeRAM

allows for reduced switching energies as the bit dimensions are reduced, STT-MRAM bit stability

dictates a constant switching current even at scaled bit dimensions (see Eq. (9)), leading to a

saturation behavior in the energy efficiency. The slight reduction of STT-MRAM write energies in

this plot is due to the reduced operating voltages at smaller nodes, which dictate a lower write

power dissipation. However, this comes at the cost of drastically reducing the RA product of MTJ

cells, which may itself pose a limitation on scaling. The gap in energy efficiency increases with

reduced bit dimensions
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voltages to prevent read disturbance), hence allowing for a fast readout despite the

increased resistance of the device.

Successful realization of these potential advantages will require additional

development of improved MeRAM bits. In particular, it is important to maximize

the VCMA effect (i.e., increase ζ) through materials optimization, while

maintaining high TMR for readout. In addition, high-speed bidirectional switching

of MTJs using techniques similar to those described in Sect. 3.3 will be needed for

the realization of fast MeRAM arrays. Once these challenges are addressed, it is

expected that MeRAM can then be a candidate for energy-efficient, dense, and fast

nonvolatile memory with better scalability than previous types of MRAM.

4 Electric Field Controlled Magnetism in Metallic Films
Beyond VCMA

Previously, we have introduced the VCMA effect in the ferromagnetic thin films,

where electric field modifies the magnetic anisotropy of the thin film. Actually,

electric field can induce modifications in materials’ magnetism in terms of other

aspects, such as domain wall, phase transition, Curie temperature and so on. In this

section, we first introduce electric field controlled ferromagnetic phase transition in

ultrathin metallic films beyond VCMA effect, and then discuss a specific parameter,

Curie temperature, which can be controlled by external voltage.

4.1 Electric Field Controlled Phase Transition in Thin
Metallic Films

Theory of electric-field-controlled surface ferromagnetic transition has also been

proposed by Ovchinnikov and Wang [132]. It is widely believed that in metals,

unlike in the diluted magnetic semiconductors (DMS), the electric field control of

ferromagnetic order is hardly achievable. There are two arguments to support this

opinion: (a) the carrier density ρ in metals is extremely high, the variation of TC
induced by the change of surface charge density σ is negligible; (b) the electric field

cannot penetrate the surface, since it is screened by the surface atomic layer due to

high ρ. However, we will show both arguments are incorrect in the following part.

The mechanism for electric field control of magnetism in the DMS is originated

from the control of local (bulk) Curie temperature TbC, which is directly related with
the number of itinerant carriers, by the electric field existing in the penetrating

region of DMSs. Since the variation of TbC is relatively small, it is necessary to make

operation temperature T0 of the device close to the TbC, τ ¼ T0 � T b
C

� �
=T b

C ! 0.
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The dependence of general Curie temperature TC on the itinerant carrier density is

determined byΔTC � ∂ρTC � Δρ, where∂ρTC is the material-specific TC sensitivity.
So, it is not likeΔTC=TC / Δρ=ρ, which indicates the influence of changing surface
carrier density is very small at high ρ. Figure 22a gives the T b

C of two specific

materials: NixCu1�x and Ga1�xMnxAs, which shows that at room temperature, they

have the similar sensitivity. Therefore, there should be a similar behavior of electric

field controlled phase transition in metallic films, and thus argument (a) is not

correct.

Due to high ρ, the Thomas-Fermi screening length λTF of metals is much smaller

than DMS, which indicates the electric field can only exist at the surface atomic

layer and modify the carrier density of surface atoms (see Fig. 22b). Therefore, the

phenomenon of electric field controlled phase transition in metals should be viewed

as a surface transition, rather than local bulk transition. The width of this surface

transition is much larger than the λTF, and is called spin-spin-correlation length, ξ,
which for metals is wider than DMS as shown in Fig. 22b. An additional surface

integral term, c

ð
S

m2, where m is the spatial density of the magnetization and c is the

surface enhancement. The effects of the surface-enhanced magnetization [71] and

the so-called magnetic “dead” layers [133] are the direct indications that c > 0 and

c < 0, respectively. Therefore, with the temperature-surface enhancement, the

electric field control of ferromagnetic phase transition in metals is possible. In the

previous section, the VCMA effect is one manifest of this theory. The detailed

theory is given in Ref. [132], and within in this theoretical framework, in principle,

dependence of any magnetic properties of metallic films on the electric field can be

analyzed. In next section, one important parameter, Curie temperature, of ferro-

magnetic metals controlled by the electric field is discussed.

Fig. 22 (a) TbC for Ga1�xMnxAs from mean-field considerations and NixCu1�x from experimental

studies. The thin line represents TbC of the DMS from Monte Carlo simulations. (b) Even though

the width of the injected charge distribution,Δρ(z), (thin lines) is higher in the high-TCDMS (right
side), λTF < λDMS, the magnetization profile, m(z), (thick lines) being determined by the spin-spin-

correlation length, ξ, is wider in metals (left side). Reprinted with permission from Ref. [132].

Copyright 2009 by the American Physical Society
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4.2 An Example: Electric Field-Controlled Curie
Temperature

Change of the Curie temperature of metallic films induced by electric fields has

been theoretically proposed [65] and experimentally demonstrated in cobalt

[64]. Typically, Curie temperature is used to characterize a ferromagnet, below

which the ferromagnet has spontaneous magnetization. The spontaneous magneti-

zation phase transition from nonzero value to zero is described by

M � M0 1� T=Tcð Þβ, where β is a critical exponent and it only depends on the

system dimensionality and order parameter (here is magnetization) degree of

freedom. There are two possible ways to tune the Curie temperature: one is

changing the magnetic anisotropy, which is VCMA described above, and the

other is changing the magnetization interaction between, which is typically

described by a parameter, exchange interaction energy J. In principle, change of

carrier density will induce change in average J, and because in two-dimensional

system, adjustability of carrier density in the two-dimensional system is larger than

the three-dimensional system. Therefore, in ultrathin ferromagnetic metals, the

voltage sensitivity of Curie temperature could be noticeable.

Chiba et al. [64] demonstrated that one can use the electric field effect to switch a

thin metal film between ferromagnetic phase (ferromagnet) and paramagnetic phase

(normal metal) (see Fig. 23). Compared with the traditional electromagnet, this

kind of new electromagnet has advantage in terms of device scalability and power

consumption. Since it doesn’t require a conducting wire and a large current within

it, it has a better scalability and is more energy efficient. Moreover, the gate

controlled ferromagnetic phase transition is like a switch, which can turn on and

off the magnetic properties of the channel, and hence it can potentially be integrated

into the spintronic devices.

Fig. 23 Electric field induced ferromagnetic phase transition near room temperature in the

ultrathin Cobalt (Co) film. Reprinted by permission from Macmillan Publishers Ltd: Nature

Materials Ref. [64], copyright 2011. (a) Illustrative picture of a ferromagnetic phase transition

device, which can change from ferromagnet to normal metal by applying voltage. The device for

the transport measurements consists of a metal gate (Au/Cr), an insulator layer (HfO2), and an

ultrathin Co layer. (b) Switch between ferromagnetic phase and paramagnetic phase: at +10 V gate

voltage, the Co film is in the ferromagnetic phase, and at �10 V gate voltage, the Co film is in the

paramagnetic phase
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5 Spin-Orbitronic Devices

Spin-orbit interaction, describing the coupling between the orbital and spin degrees

of freedom provides yet another avenue to control magnetism electrically. The

devices that exploit spin-orbit interaction for controlling the ferromagnetic order

are termed here as the spin-orbitronic devices. Fundamentally, spin-orbit interac-

tion is a relativistic effect as explained in the following. The relativistic equation

describing electrons in an atom is the well-known Dirac equation, which when

approximated up to second order in v/c (with v and c being the electron’s velocity

and the speed of light), generates (amongst others) the following Pauli spin-orbit

coupling term [134]:

HSO ¼ � ℏ

4m2
0c

2
σ � p�∇V0 : ð10Þ

Here ℏ is the reduced Planck’s constant, m0 is the electron’s mass, σ is the Pauli

spin matrix vector, p is the momentum operator and V0 is the atomic potential.

Typically, this relativistic effect is more important for the core electrons, which are

closer to the nucleus and are thus moving at much higher velocities. Similarly, the

heavier elements have a larger spin-orbit coupling. In a crystal, the valence elec-

trons move in a periodic “pseudopotential”, i.e., the atomic potential, due to a

periodic arrangement of nuclei, renormalized by the core electrons. In this case,

these valence electrons are described by the so called Bloch bands and the effect of

spin-orbit coupling, entering through the pseudopotential, is conveniently parame-

terized by a material dependent effective parameter, which can be obtained from

the band structure [134]. The consequence of a spin-orbit term is that the orbital

degrees of freedom, which can be controlled electrically, become coupled to the

spin-degrees of freedom, which in turn can interact with magnetic order, and hence

provide the sought mechanism for electric control of magnetism.

The requirement of having ferromagnetic order and high spin-orbit interaction,

for constructing spin-orbitronic devices, is typically met either by interfacing

a heavy metal with ferromagnets (devices of this type are discussed in Sects. 5.2

and 5.3) [56, 135] or by doping materials possessing high spin-orbit coupling

with magnetic impurities (devices of this type are discussed in Sect. 5.1) [20,

136]. Before discussing the particular examples in details, we discuss a general

symmetry based phenomenology for understanding the various possibilities offered

by the introduction of the spin orbit term in controlling magnetic order.

All spin-orbitronic devices discussed here work below the Curie temperature,

where the magnitude fluctuations in the magnetization are suppressed and the

information is stored in the orientation of magnetization. The equation of motion

conserving the magnitude of magnetization can then be written within the Landau

Lifshitz Gilbert (LLG) phenomenology as [137, 138]:

∂tm ¼ �γm� H m; I;Vð Þ þ αm� ∂tm : ð11Þ
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Here, α is the Gilbert damping parameter, γ is the gyromagnetic ratio and m is a unit

vector oriented along the magnetization. The effective field H m; I;Vð Þ � Hm þ HI

þHV includes the following contributions: HI and HV represent the electrically

controlled terms allowed via spin orbit interaction (and the subject of the present

section) while Hm represents the sum of externally applied and the internal effective

magnetic fields, which in its minimalistic form is derived from exchange, dipolar

and crystalline anisotropy energy. The crystalline anisotropy energy is the first

example of a term that arises due to spin orbit interaction. Intuitively, in the

presence of spin orbit interaction the magnetization, i.e., the spin degrees of

freedom, becomes “aware” of the crystalline structure, i.e., the orbital degrees of

freedom, and hence prefers to orient along certain crystalline axis, known as the

easy axis. In this sense, even in the absence of any electrical control, spin-orbit

interaction influences the orientation of magnetization. In fact, for computational

devices this crystalline anisotropy term is crucial, as by restricting the magnetiza-

tion to point in opposite directions along the easy axis, the information becomes

binary. Moreover, the barrier to overcome the anisotropy energy makes this infor-

mation non-volatile.

To arrive at the form of allowed terms in HI and HV one can either start from the

microscopic picture or utilize the symmetry principle. In the following we adopt the

latter approach which states that the equation of motion should remain invariant

under the transformations which respect the symmetry of the system under consid-

eration. The typical symmetries of the devices discussed here are (see Fig. 27a):

(a) Rotation invariance about the growth axis (chosen to be oriented along the

z-axis): the hetero-structures considered here are typically amorphous or

polycrystalline films, thus having no favored direction in the film plane.

(b) Mirror symmetry: In all devices the mirror symmetry about the x-y plane is

broken intentionally by having different material environment on top and

bottom of the ferromagnet, leaving the structure mirror symmetric only

about the y-z and x-z plane. In Sect. 5.2 we will also break the mirror

symmetry about the x-z plane to introduce additional useful spin-orbit terms.

Imposing the above mentioned symmetries on the equation of motion and

knowing that magnetization transforms as a pseudo-vector, the leading order

terms allowed in HI and HV can be written as (some of the terms appearing at the

same order as below are suppressed for simplicity, interested readers are referred to

the Refs. [139, 140]):

HI ¼ HDm� i� zð Þ þ HF i� zð Þ ; ð12Þ
HV ¼ HEmzz: ð13Þ

Here, i and z are the unit vectors along the current and the normal to the film plane,

respectively. The HI terms and corresponding torques, i.e., m� HI, are known as

the current-induced spin-orbit fields and spin-orbit torques, respectively. The first

term on the right hand side of HI is known as the damping (or anti-damping)-like
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term, owing to its non-conservative nature with the corresponding torque changing

sign under time reversal. While the second term is referred to as the field-like term,

due to its conservative nature with the corresponding torque preserving sign under

time reversal. The strengths of the damping-like and the field-like terms are in turn

parameterized by HD and HI. Microscopically, two primary effects are typically

associated with the spin-orbit torques: the so called spin-Hall [141] and Rashba/

Edelstein effect [142, 143]. The spin-Hall effect is the flow of spin current trans-

verse to charge current which in the diffusive metal systems arises due to

inequivalent scattering of up and down spin electrons in the presence of spin-

orbit interaction. This spin current can then interact with the magnetization and

thus apply torque on it. While, the Rashba/Edelstein effect is an interfacial effect

where, due to change in the bandstructure at the interface, large internal electric

fields are typically present. These electric fields via spin-orbit interaction in turn

lead to a net spin polarization which upon interacting with the magnetization can

also result in the above mentioned spin orbit torques. It is important to note that the

current-induced spin-orbit torques vanish, even in the presence of spin orbit inter-

action, if all the mirror-symmetries are present.

Similarly, the HV terms and corresponding torques, i.e.,m� HV, are the voltage-

induced fields and torques. Microscopically one phenomenon responsible for the

voltage torques is the so called voltage control of magnetic anisotropy (VCMA)

[71]. As was mentioned above, the magnetic anisotropies arise due to spin-orbit

interaction, which are sensitive to electric field due to charging effect at the

interface. As a result, the magnetic anisotropies can be tuned via application of

gate-voltage, which in turn reorients magnetization by application of voltage-

induced torques.

Thus based on the allowed terms, a basic element of a spin-orbitronic device

could be a three terminal device. Information can be stored in the orientation of

magnetization, which can in turn be manipulated by a current, a voltage via a gated

structure or both. Such a spin-orbitronic device was experimentally demonstrated

recently in a heavy metal/ferromagnet/oxide heterostructure. A lateral current above

a critical threshold, flowing in the plane of the heavy-metal film, was shown to

switch a magnet oriented both perpendicular and parallel to the interface [56,

144]. Of particular importance is the case of switching perpendicularly oriented

magnets as they allow for packing information more densely than their in-plane

counterparts. For the case of in-plane oriented magnet a magnetic tunnel junction

was also fabricated to read the orientation of magnetization thus demonstrating a

spin-orbit torque memory [56]. Additionally, for these in-plane devices gate control

of the critical threshold current via VCMA has been demonstrated. However, the

critical currents required for the switching are still notoriously high resulting in high

power consumption due to joule heating. One of the primary goals of current

research is to find ways to reduce these critical currents for low power applications.

In the next section we discuss one such material system with required critical

currents about three orders of magnitude lower than those in the heavy metal system.

Another desirable property of spinorbitronic devices is the ability to operate

them without use of any external magnetic fields. The denser perpendicular
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spinorbitronic devices demonstrated so far, however require application of in-plane

external magnetic fields in addition to the current-induced spin orbit torque. In

Sect. 5.2 we demonstrate a strategy to overcome this challenge and achieve zero-

field switching of perpendicular bits purely by current-induced spin orbit torques.

Finally, in Sect. 5.3, taking advantage of the multi-terminal nature of the

spinorbitronic devices, use of spin orbit torques for logic devices is discussed.

5.1 Current-Induced Magnetization Switching
in Topological Insulators

One route to increasing the strength of spin-orbit torques and hence decreasing the

critical currents for magnetization switching is to look for material system with

high spin-orbit interaction. Recently, topological insulators(TI) have emerged as a

new class of materials where spin orbit interaction is strong enough to cause the so

called topological phase transition [145]. The non-trivial topology, as characterized

by a topological invariant constructed from the band structure, results in an insu-

lating state in the bulk while conduction via spin-polarized surface states on the

surface of a topological insulator. Thus topological insulators provide an ideal

playground for exploring spin-orbit torques. However, typical TIs are not magnetic

and interfacing them with metallic ferromagnets will not serve the purpose as most

of the current will be “shunted” by the metallic ferromagnet, where the high spin-

orbit interaction is absent. Thus, one of the routes to exploring spin-orbit torques in

TI is provided by doping TI with magnetic impurities. Recently such a magnetic TI

state was achieved by doping Bi2Se3 (a typical TI) with Chromium [146]. The easy

axis of the resultant ferromagnet is oriented along the perpendicular (to the film

plane) axis. Interestingly this magnetic state can also be controlled by a voltage

from top gate. Having achieved both magnetism and its proximity to a high spin

orbit interaction system the final requirement of breaking mirror symmetry, for

observing non-zero spin orbit torques, is fulfilled by making a heterostructure of

TI/magnetic TI (as illustrated in Fig. 24). In the particular example presented in

Ref. [136] the magnetic TI consisted of six quintuple layers (	 6 nm) while TI was

three quintuple layers thick. To avoid the aforementioned current shunting problem

both TI and magnetic TI were additionally doped with Sb such that the conductance

of TI and magnetic TI layers were approximately same.

The switching of magnetization due to current-induced spin orbit torque is

clearly observed in this material system. It should be noted for the case of perpen-

dicular oriented magnetization an additional externally applied in-plane magnetic

field oriented along the current direction is necessary for obtaining deterministic

switching by spin-orbit torque of form Eq. (12) (this will be explained in details

in Sect. 5.2). The strength of critical currents required to achieve this switching

can be obtained by constructing a phase diagram of possible magnetic states in

the presence of current and the external in-plane magnetic field as shown

in Fig. 25. The maximum level of current density required in this material system

Electric Control of Magnetic Devices for Spintronic Computing 89



(	 104 A=cm2) is about three orders of magnitude smaller than that required for

heavy metallic system, indicating the spin-orbit interaction is extremely efficient in

generating spin-orbit torques. This efficiency is quantified in terms of the so called

spin-Hall tangent defined as: η ¼ 2eMsHIt=ℏJ, where e is the electron’s charge, Ms

is the saturation magnetization, t is the thickness of the ferromagnet, J is the current

Cr0.16(Bi0.54Sb0.38)2Te3

(Bi0.5Sb0.5)2Te3

y

z
M

Bext

θM

θB

Fig. 24 Illustration of the bilayer TI/magnetic-TI hetero-structure: The magnetic TI consist of a

Chromium doped (the dopants and their magnetization vector are depicted in the bottom layer)

topological insulator. For characterization of current induced torque, an in-plane current is passed

along the y axis along with application of an external field at an angle θB with respect to normal.

The resultant overall magnetization of the magnetic TI is indicated by M. Reprinted by permission

from Macmillan Publishers Ltd: Nature Materials Ref. [136], copyright 2014

Fig. 25 Observation of spin orbit torque induced switching: Magnetization orientation as inferred

from the measured anomalous Hall resistance (RAHE) as a function of current is shown left panel
for a field applied parallel (squares) and anti-parallel (circles) to the y axis. Inset shows the

zoomed in region near zero current. The measured phase diagram of states of magnetization

allowed in presence of current and in-plane field is shown in the right panel. The symbols mark the

boundary between different phases. The states with positive (negative) component of magnetiza-

tion along the z axis are represented by " #ð Þ. Reprinted by permission fromMacmillan Publishers

Ltd: Nature Materials Ref. [136], copyright 2014

90 J. Tang et al.



density and HI is the strength of the effective current induced spin-orbit field . This

spin-Hall tangent can be directly measured by measuring the strength of current-

induced spin orbit fields via the technique of harmonic generation [147].

Figure 26 shows the result of harmonic generation experiment resulting in the

spin Hall tangents of ~425, three orders of magnitude larger than that of the heavy

metal system. It is likely that the spin-polarized surface states might have a role in

producing spin orbit torque however the microscopic mechanism resulting in the

colossal spin orbit torques would require further experimentation. Irrespective of

the microscopic mechanism, TIs could provide the necessary pathway towards

ultra-low power spinorbitronic devices for computing. The key challenge to over-

come would be to increase the Curie temperature of magnetic TIs, which in the

present case ~10 K, and/or interface TIs with magnetic insulators.

5.2 SOT-Induced Zero-Field Magnetization Switching
in Perpendicular Devices

As mentioned in Sect. 5.1 current-induced spin orbit torque was used to switch both

in-plane and perpendicular magnets in thin film heterostructures with broken mirror

symmetry about the film plane. However, the form of current induced spin orbit

torques for these structures necessitates use of external in-plane magnetic fields

along the current direction in order to switch the perpendicular magnets

(as explained later). This in-plane magnetic field can in principle be integrated

into the device by using additional ferromagnetic layers at the cost of lowering the

thermal stability advantage of the perpendicular bits. Thus for computational spin-

orbitronic devices it is desirable to find strategies to switch perpendicular magnets

without the external magnetic field. In order to devise a strategy for switching in

absence of external magnetic field we discuss first why an external field is required

Fig. 26 Quantitative

measurement of spin-orbit

torque in TI/magnetic-TI

heterostructure: The

effective field extracted

from second-harmonic

generation experiment for

three different orientations

of external magnetic field,

as measured by the angle it

makes with the z axis (θB),
and current density.

Reprinted by permission

from Macmillan Publishers

Ltd: Nature Materials Ref.

[136], copyright 2014
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for switching perpendicular magnets in heterostructures with broken symmetry

about the film plane.

The requirement of the external field can be explained by using symmetry

principles [139]. Structures with broken mirror symmetry about the film plane are

depicted in Fig. 27a. Without the external magnetic field if a perpendicular state

with positive magnetization is allowed for a current flowing along the +x axis, by

performing a mirror transformation in the xz plane (and remembering magnetiza-

tion transforms as a pseudo-vector) we see that the same current should allow for a

state with magnetization along –z axis. Thus a unique magnetization state is not

selected by the current and hence no deterministic switching occurs. However once

an external magnetic field is applied along the current direction, the mirror trans-

formation also flips the external magnetic field (Fig. 27b). Hence, by fixing the

external magnetic field a particular magnetization state is chosen for a particular

direction of current, resulting in deterministic switching. In essence, the role of

magnetic field is to break the mirror symmetry about the xz plane. Thus if a method

can be devised to break mirror symmetry about the xz plane without using external

magnetic fields, a deterministic switching can be achieved in spin-orbitronic

devices purely via spin orbit torques. This also reflects in the equation of motion

for magnetization, derived by the method used in Sect. 5. Breaking mirror

symmetry about the xz plane, in addition to breaking the mirror symmetry about

the xy plane, allows for two new leading order terms, namely Hz
F(I)z and

Hz
D Ið Þm� z. The term Hz

F(I)z acts like a current induced effective spin orbit field

in the perpendicular direction which can thus facilitate switching of the perpendic-

ular magnetization in the absence of external magnetic field.

Fig. 27 Illustration of requirement of external field to achieve current induced switching for

structures with symmetry broken only along the xy plane. (a) The figure shows a state along with

its mirror transformation about the xz plane in absence of external field. HDL
y and HFL

y represents

current (J) induced damping-like and field-like spin orbit fields. Mirroring in the xz plane reverses

the magnetization state for the same direction of current hence resulting in both up and down states

allowed. (b) By fixing the direction of external field Hap one can choose between up state or down

state for a given direction of current. Reprinted by permission from Macmillan Publishers Ltd:

Nature Nanotechnology Ref. [139], copyright 2014
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One method for breaking mirror symmetry about the xz plane was demonstrated

in Ref [139] by engineering a lateral asymmetric structure via depositing a wedge

shaped oxide layer as schematically depicted in Fig. 28. Resultant current induced

switching of the magnetization in the absence of external magnetic field was

subsequently observed as shown in Fig. 29. The strength of the new z-directed

perpendicular spin orbit field, as also measured for single domain magnets via

harmonic generation technique, was found comparable to the regular spin orbit

fields produced due to symmetry breaking about the xz plane. This is a somewhat

surprising result given that the symmetry breaking about the xz plane is abrupt, i.e.,

Fig. 28 Illustration of

current-induced switching

via engineering lateral

asymmetry in the absence of

external magnetic field. The

magnetization direction for

a particular current is

chosen by the “wedging”.

Reprinted by permission

from Macmillan Publishers

Ltd: Nature

Nanotechnology Ref. [139],

copyright 2014

Fig. 29 Experimental observation of current-induced switching of magnetization as measured via

anomalous Hall resistance for samples with additional lateral asymmetry (a, b) depicts switching
in samples with “positive” and “negative” lateral asymmetry as measured by the slope of variation

in anisotropy along the lateral direction, i.e.,
dHk

dy
, respectively. Reprinted by permission from

Macmillan Publishers Ltd: Nature Nanotechnology Ref. [139], copyright 2014
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takes place on atomic length scales, as compared to more gradual symmetry

breaking by lateral oxide gradients. This along with the microscopic mechanism

responsible for the observed new field deserves further experimental and theoretical

effort. However, the demonstration of zero field switching provides a pathway to

alleviate the use of external magnetic fields in the spin-orbitronic devices with

perpendicular magnetization and should encourage the search for additional prac-

tical symmetry broken structures.

5.3 Spin Hall Effect Clocking of Nanomagnetic Logic
Without a Magnetic Field

The potential of spin-orbit torques in reducing power consumption for logic

devices was also demonstrated recently for the so called scheme of nanomagnetic

logic [148]. Nanomagnetic logic is a spin-based computing scheme where the

information, stored in the orientation of nano-scale magnets, is manipulated based

on the dipole-dipole interaction among the nanomagnets. Typically, the

nanomagnetic logic elements consist of a chain of dipole coupled nanomagnets,

where the state of the chain (as described by the orientations of each element) can

be changed by the application of a “clocking” field as follows. The chain of magnets,

sitting in one of the many available equilibrium configurations, is put into a meta-

stable configuration by the application of the clocking field. On turning the clocking

field off, the system settles into the desired low energy configuration minimizing the

magnetic dipole energy, based on the input bits. The advantage offered by such a

scheme is the possibility of lower power consumption than that used by transistors, as

the reconfiguration caused by dipole interaction dissipate orders of magnitude low

energy than that caused by joule heating due to reconfiguration of charges in

transistors. However, so far, one of the major bottlenecks in utilizing this promise

of nanomagnetic logic has been the requirement of external magnetic fields for

clocking the magnets. The power consumed in the external circuitry to generate

these external magnetic fields overwhelms the advantage offered by nanomagnetic

logic. This challenge was overcome recently utilizing spin orbit torques [149].

Bhowmik et al. showed a chain of perpendicularily oriented nanomagnets of

CoFeB clocked in the absence of external magnetic fields (as shown in Fig. 30).

Spin orbit torques from a current flowing in a Tantalum underlayer replace the role

of external magnetic field. The above chain can be stabilized into one of the two

possible states, namely (1) up down up and (2) down up down, depending upon the

orientation of an additional input magnet (which usually is designed so that its state

is unaltered by the clocking pulse). The typical nanomagnetic logic scheme would

change the state of the chain (for e.g., from (1) to (2)) by the application of a power

hungry external magnetic field clock applied in-plane, strong enough to put the

chain into a metastable position with the magnetization oriented in the plane.

However, as shown in Ref. [149], the same objective can be achieved by SOT
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field induced by symmetry breaking in the growth direction (i.e., Eq. (12)), which

can be understood as follows. In the limit when SOT is the only term in Eq. (12), the

equilibrium orientation is the case when magnetization is pointing in the plane, i.e.,

the same metastable position obtained by the application of external magnetic

fields. Once the spin orbit current pulse is turned off the chain goes to a state

decided by the orientation of input magnet. This functionality is shown in Fig. 31.

Fig. 30 Schematics of the device fabricated for demonstration of spin-Hall clocking. A current

pulse is passed through the heavy metal underlayer of Tantalum. This “clock” pulse puts the

magnetization in three identical bits of magnetic elements along the plane of the fim. The output

after the pulse is decided by a fourth input bit having larger perpendicular anisotropy (engineered

such that it is not affected by the clock pulse). Reprinted by permission fromMacmillan Publishers

Ltd: Nature Nanotechnology Ref. [149], copyright 2014

Fig. 31 Experimental structure for demonstration of spin-Hall clocking is depicted on the left
panel. The measured state (as inferred from the anomalous Hall resistance) of the four bits before

and after the application of spin-Hall clock pulse is shown on the right panel. The " #ð Þ represents
the state with magnetization along positive (negative) z axis. Reprinted by permission from

Macmillan Publishers Ltd: Nature Nanotechnology Ref. [149], copyright 2014

Electric Control of Magnetic Devices for Spintronic Computing 95



Moreover, it was shown that the current level required by such a SOT clocking

should consume about three orders of lower power than traditional methods of

current induced Oersted fields thus providing an attractive alternate for nanomagnetic

logic applications.

6 Applications and Perspectives on Spintronic
Computation

6.1 Nonvolatile Circuits with Hybrid CMOS and Spintronic
Memory

While memory is the most straightforward application area of MTJs, nanomagnetic

devices also offer opportunities for integration of their inherent nonvolatility and

reconfigurability for application of circuit functions. Magnetic non-volatile logic

provides the possibility of reducing standby power consumption significantly, for

energy-efficient nonvolatile systems.

We will discuss the potential integration of MTJ based spintronic devices for

several levels of applications or different system levels from the circuit point of

view: replacing SRAM, complementing logic circuits and eventually improving

performance at gate and transistor levels. Nowadays, the minimum switching

energy achieved for standard STT-MRAM cells is on the order of ~100 fJ, which

is about 2–3 orders of magnitude larger than that of CMOS. Relatively high

dynamic switching power limits the applications of STT-MRAM. For the imple-

mentation of STT-MRAM for caches (in replacing or complementing SRAM),

according to Smullen et al. [150]’s results from the simulation of several different

configurations at the 32 nm node (see Fig. 32), the energy efficiency can be

improved by a factor of about five by relaxing the nonvolatility and the memory

density can be increased by using a single MTJ cell to replace six-transistors based

SRAM. As the MTJ size is reduced, to keep the thermal stability factor Δ as a

constant, higher (perpendicular) magnetic anisotropy is required for long term

storage, which typically requires 10 years retention time. However, for logic

applications, 1 hour retention time is enough in most cases and hence the relaxation

of the thermal stability requirement is reasonable here.

To achieve realistic nonvolatile electronics, the integration needs to go down to

small circuits or logic level and eventually transistor level. Therefore, the switching

energy has to be scaled down further to be compared to or better than that of CMOS.

Alternatively, a more energy efficient mechanism is required for information

processing and propagation, which is to be explored in the next spin wave logic

section. For hybrid CMOS/MTJ circuits, one approach is using MTJs as both

memory cells and functional inputs to latch data, which is also referred to be a

logic-in-memory (LIM) architecture. A recent study that evaluates the energy

performance of the MTJ-based LIM architecture (see Fig. 33) in comparison with
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static and dynamic CMOS implementations, shows that MTJ-based LIM architec-

ture has no tangible advantage in energy performance over its equivalent CMOS

design. This is due to the fact that the write energy in STT devices is still too high

compared to CMOS.

To dramatically improve the energy efficiency of magnetic memory and make it

suitable for integration with CMOS for nonvolatility at the gate level, we need to

Fig. 32 Energy-efficiency of hybrid SRAM and STT-MRAM cache hierarchies. XX F2 is the area

of the STT-MRAM (F is the technology node, half-pitch), and RO represents that read-optimized

STT-MRAMs are used. The horizontal axis stands for different workloads. The use of the hybrid

architecture with a relaxed nonvolatility requirement reduces energy-plot product as well as

increasing density. © 2011 IEEE. Reprinted, with permission, from Ref. [150]

Fig. 33 (a) Schematic of MTJ-based LIM architecture; (b) a hybrid CMOS-MTJ dynamic

current-mirror-logic 1-bit full adder. © 2010 IEEE. Reprinted, with permission, from Ref. [151]
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further reduce the write energy of nonvolatile elements. One approach is using the

giant Spin Hall Effect in heavy metals as discussed in the spin-orbitronics section,

which can significantly reduce the switching current due to large spin Hall angle

and adjustable ratio of heavy metal cross-section to MTJ area [56, 82]. Alterna-

tively, one may use voltage-induced switching of magnetization, as opposed to

current-driven STT switching. Electric field control of magnetism, similar to that of

MOS structure as illustrated in Fig. 34, can lead to an ultra-low power nonvolatile

magnetic memory.

Figure 34 gives several principles of electric field control of ferromagnetism:

(1) control the phase transition and hence control the Curie temperature (Fig. 34a, b);

(2) control the magnetic anisotropy, like VCMA effect (Fig. 34d); (3) control

magnetic anisotropy by magnetostriction of a thin magnetic film with strain

(Fig. 34c). The first two mechanisms have already been discussed in the Sects. 3

and 4, respectively. In this section, we focus on magnetostriction and the use of

multiferroic materials. The multiferroic materials include single-phase and syn-

thetic multiferroic materials [59]. One example is to use synthetic multiferroic

heterostructures consisting of piezoelectric and ferromagnetic materials to realize

Fig. 34 Principles of electric field control of magnetism. (a) Control of ferromagnetic phase

transition through the Thomas-Fermi (TF) layer at the interface where extraordinary temperature-

surface enhancement occurs. The result of electric field induced Curie temperature shift is shown

on the right (b). (c) Multiferroic heterostructure (magnetoelectric cell), where the magnetic

anisotropy is affected by the electric field induced strain via piezoelectric material. (d) Interfacial
magnetic anisotropy controlled by an electric field. For example, occupancies of the different 3d

orbitals at the interface are changed by an applied electric field. In turn the spin-orbit interaction

results in a reorientation of the magnetic moments. Reprinted with permission from Ref. [13].

Copyright 2012, World Scientific
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voltage control of magnetization as illustrated in Fig. 34c. In this case, a voltage

applied to the material stack generates a mechanical strain in the piezoelectric

material. Due to the magnetostrictive property of the adjacent magnetic film, this

strain can lead to a reorientation of magnetization as a result of the magnetoelectric

(ME) effect.

Figure 35 gives the experimental evidence of voltage control of magnetization

for a 30 nm magnetostrictive Ni film on a piezoelectric PMN-PT substrate. By

measuring the state of the magnetic film using the magneto-optical Kerr effect

(MOKE), it is shown that a 90� reorientation of the easy axis can be observed with

field 	0.14MV/m (or 1.4 kV/cm). This experiment demonstrates voltage-

controlled reorientation of magnetization, as well as non-volatility—requiring no

continuously applied voltage to keep the magnetization in the reoriented state, thus

demonstrating an electric field controlled non-volatile magnetic memory operation.

Furthermore, the state of such a memory bit can be readout, for example, by

fabricating the magnetostrictive layer into a MTJ structure to allow for resistive

TMR readout.

6.2 Spin Wave Logic

Besides hybrid CMOS/MTJ circuits, there are a number of promising ideas emerg-

ing for spin-based logic. We will limit our discussion to mostly our spin wave bus

(SWB) approach. Other approaches, such as nanomagnetic logic based on dipole-

coupled magnetic cellular automata, can be found in related literatures [4, 13, 148].

Figure 36 illustrates the SWB logic approach and its basic operation principle. A

Fig. 35 Magnetization rotation and switching by electric field in 30 nm Ni films on a piezoelectric

PMN-PT substrate. Permanent and reversible voltage-induced 90� switching of the magnetic easy

axis is achieved in this system, as demonstrated by MOKE measurements for different electric

fields. The magnetic moment is along the x-direction with no bias; it switches to the y-direction

when a bias of 0.14 MV/cm is applied. (a) MV loop at different biases with the magnetic field

along the x-axis; (b) with the magnetic field along the y-axis. Arrows indicate the order in which

the electric field is applied in the experiment in order to switch the magnetization. Reprinted with

permission from Ref. [63]. Copyright 2011, AIP Publishing LLC
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spin wave is a collective excitation of spins due to exchange interaction, which can

also be viewed as a magonic wave as shown in Fig. 36a. SWB uses spin wave

interference for various gate operations; the result of the operations can be readout

by a nonlinear switch (a ME gate, similar to a MeRAM cell) in the final stage as

illustrated in the output side of Fig. 36c.

Fig. 36 (a) A spin wave, viewed as a collective excitation of exchange-coupled spins in a

ferromagnetic waveguide. (b) Illustration of a device using two input elements where spin

waves are excited inductively using electrical currents passing below the SWB, and are detected

inductively by reading out a voltage at the output element. (c) Schematic of a logic circuit based on

SWB and ME gates. The ME devices are used for input and output functions, interfacing with spin

waves propagating in the SWB. Reprinted with permission from Ref. [13]. Copyright 2012, World

Scientific
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Using SWB, we have proposed and developed the concept of magnonic logic

circuits [7, 10, 152], where an applied in-plane magnetic field is used to control the

spin wave propagation frequency and dispersion characteristics. The basic structure

uses a magnetic film as a spin conduit of wave propagation as SWB shown in

Fig. 36a, where the information can be coded into the phase of a propagating spin

wave and the logic functions are performed using spin wave interference in the bus.

A prototype device is illustrated in Fig. 36b, showing two microstrip lines (S1 and

S2) acting as the spin wave input with a third microstrip (S3) used to readout the

signal. The amplitude and phase of propagating waves can be modulated by an

applied or an effective magnetic field, that latter of which can be provided by a ME

gate as in the case of MeRAM devices. In this case, the modulation of spin wave is

done via electric field as discussed previously through the change of magnetic

anisotropy. Nonvolatile circuits can be constructed using SWB structures and ME

gates as illustrated in Fig. 36c. Spin wave generation and detection at the input and

output can also be achieved by ME gates for higher energy-efficiency. This

approach combines several advantages: (a) information transmission is accom-

plished without electron transport enabling one to minimize power dissipation in

the interconnects; (b) ability to use wave superposition in the SWB to enhance

functionality, while switching is done at readout; (c) a number of spin waves with

different frequencies can be simultaneously transmitted among a number of spin-

based devices (i.e., frequency multiplexing) [153]. There are other approaches,

which are based on spin wave Mach-Zehnder-type interferometer proposed in

recent years [154, 155], where spin wave amplitude was used to define the logic

state of the output. In contrast, in SWB, information is coded into the phase of the

spin wave signal. Two logic states 0 and 1 are assigned to two phases of the spin

waves having the same amplitude. In this approach, data processing is accom-

plished via the change of the phase of the propagating spin waves. Compared with

the spin wave Mach-Zehnder-type interferometer, the main advantage of this

design is that the length of the circuit is no longer limited by the phase accumulation

length [154, 155]. This translates in the intriguing possibility of scaling down the

length of the whole circuit to the wavelength of the spin wave (10–100 nm).

Using the latter approach, a prototype majority gate has been demonstrated.

Figure 37a shows a photo of the test chip used in the experimental study of a

prototype majority (MAJ) gate. Each of the five wires can be used as an input or an

output port for which microwave coplanar structures are used, similar to the basic

structure in Fig. 37b. In order to demonstrate a three-input one-output MAJ gate,

three of the five wires were used as input ports, and two other wires were connected

in a loop to detect the inductive voltage produced by the spin wave interference.

The plot in Fig. 37c shows that the output inductive voltage detected from different

combinations of spin wave phases. In this experiment, an electric current passing

through each wire generates an Oersted magnetic field, which, in turn, excites spin

waves in the ferromagnetic layer. The direction of the current flow (the polarity of

the apply voltage) defines the initial spin wave phase. The relative phases between

the input waves may be 0 or π, for the same or opposite direction of the current.

Figures 37c, d shows the results of the inductive voltage as a function of time for
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different combinations of the input spin wave phases. The phase of this voltage

corresponds to the majority of phases of the interfering spin waves. The data are

taken for 3 GHz excitation frequency and at bias magnetic field of 95 Oe (perpen-

dicular to the spin wave propagation). Note that this bias magnetic field may be

replaced with a ME gate. This simple demonstration of the concept verifies the

feasibility of the spin wave MAJ logic using phase, and further reduction of energy

consumption requires the ME cell, which will be discussed in coming section.

6.3 Electric-Field-Induced Spin Wave Generation Using
Multiferroic Magnetoelectric Cells

To maintain low energy consumption of magnonic devices, however, the spin wave

generation and detection elements need to be energy-efficient as well, so as to

minimize the dynamic power dissipation. However, the commonly used current-

driven transducers such as inductive antennas [156] and STT [157] elements require

Fig. 37 Prototype majority (MAJ) gate. The image of the prototype four-terminal spin wave

device for MAJ logic demonstration is shown on top left (a) and the schematic of the central device

on the top right (b). The experimental data illustrating device operation is given in the bottom left
(c) with the logic table on the bottom right (d). The operation frequency is 3 GHz. Reprinted with

permission from Ref. [13]. Copyright 2012, World Scientific
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large currents to operate, resulting in high power dissipation and scaling issues due

to intrinsic ohmic losses. To reduce the power dissipation with magnetization

excitation in spin wave logic, we have proposed and demonstrated spin wave

transducers where spin waves are generated by alternating voltages (i.e., electric

fields) rather than currents. We refer to such devices as ME cells, and their general

pictures are given in Fig. 38.

In the illustration, we show that ME gates with the SWB can realize spin wave

excitation and storage of the final computational results. The only nonmagnetic

input required for the circuit is a clock applied to the ME gates for triggering the

switching at the output end and the spin wave generation ate the input bit. The

direction of switching is determined by the spin wave phase at the output cell. The

voltage pulses are converted into spin waves, then, the data transmission and

processing within the SWB is accomplished through the ME gate lick the memory

devices: (a) output data from each computational step is stored in a ME memory

cell, which can be switched by the spin wave under the ME gate, assisted by a

pulsed bias voltage. The bias is used to reduce the energy barrier for facilitating the

switching by the spin wave. The direction of switching is determined by the spin

wave phase; (b) a ME cell generates a spin wave for the next computational step
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Fig. 38 Schematic of input (a, b) and output (c, d) cell operation in the all-spintronic spin-wave-

based nonvolatile logic scheme. Input voltage pulses excite spin wave signals, which propagate

through the SWB. The phase of the generated spin wave is determined by the state of the input

memory cell via dipole or exchange interaction. The ME gates excite and store spin wave

information. At the output end, the ME gate is switched by the arriving spin wave, with the

switching direction being determined by the spin wave phase. A bias voltage is applied by the

clock to reduce the energy barrier to allow for the spin wave to switch the state of the ME cell.

Reprinted with permission from Ref. [13]. Copyright 2012, World Scientific
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with the next clock cycle and the spin wave pulse is determined by its memory state

through exchange and/or dipole coupling to the SWB. Logic functionality is

achieved as a sequence of the ME switching events, where each ME gate changes

its state according to the magnetization of the preceding cells via propagating and

interfering spin waves as assisted by the ME gate bias.

Energy-efficient electric-field-induced generation of spin waves is a key require-

ment of this NVL scheme to work. For ME gates or cells, we have recently

successfully demonstrated this effect using a multiferroic heterostructure, showing

spin waves generation by voltage in a capacitve ME gate and propagating over

distances of up to 40 μm [158]. Figure 39a is the schematic of ME cells and antenna,

where the field-frequency two-dimensional study results of spin wave transmission

between ME cells and antenna are given Fig. 39c–e.

Fig. 39 (a) Schematic of the studied device: spin wave generation and propagation measurements

using a vector network analyzer were performed on the 5 μm wide Ni/NiFe bus lithographically

defined on a PMN-PT piezoelectric substrate. Inset shows cross-section view of the ME cell. (b)
The schematic of two-port measurements of transmission (S21 and S12) and reflection (S11 and S22)

measurements between conventional loop antennas and voltage-driven magnetoelectric cells.

(c–e) Two-port measurements between antenna and ME cell. (c) spin wave signal detected by

the ME cell, while being generated by the loop antenna. (d) transmission signal generated by the

ME cell and detected by the loop antenna. (e) transmission signal recorded between two ME cells.

Reprinted with permission from Ref. [158]. Copyright 2014, AIP Publishing LLC
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6.4 Spintronics for Special Task Data Processing

General computing requires a complete set of Boolean operations. For spintronics,

these operations have already been experimentally demonstrated in Refs. [154, 155,

159]. However, in addition to general computing functions, spin waves may be

particularly suited to a certain subset of problems that are difficult or inefficient to

be solved in standard CMOS logic. One example is magnonic cellular neural

networks (MCNN). Cellular neural networks (CNN) have a specialized ability for

data processing [160, 161]. MCNN has been proposed and numerically studied

[152]. A MCNN consists of two-dimensional arrays of ME cells (see Fig. 40a),

which can excite spin waves and achieve voltage/magnetization conversion. In the

arrays, each ME cell is a MAJ output, the value of which is determined by the

surrounding ME cells due to exchange coupling or so called spin wave interference.

Here, we give an example of image processing to show the advantage of MCNN in

special task data processing. An image data (see Fig. 40b, A) are input through the

ME cells at the rectangular boundaries of the MCNN as shown in Fig. 40a. The

initial magnetization states of the MCNN represent the input data, which is an

Fig. 40 (a) Schematic of the MCNN for special type data processing. The core of the MCNN

consists of a two-dimensional array of magnetic memory cells sharing the common magnetic

layer—spin wave bus. The elementary cell is a bi-stable element with two preferable magnetic

polarizations. The cells communicate via spin waves propagating in the spin wave bus. Each cell

changes its state according to the sum of all incoming spin waves. External magnetic field is used

as a global parameter to govern network operation. (b) The results of the numerical modeling

illustrating the image processing by the MCNN on the mesh consisting of 100� 51 magneto-

electric cells. The black marks depict ME cells polarized along one direction. ME cells polarized

opposite to the direction are shown in white color. (A) input image; (B) input image after one step

of filtering; (C) after two steps of filtering; (D) after three steps of filtering. Reprinted from Ref.

[152], Copyright 2010, with permission from Elsevier
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obscure picture. To execute a filter function, we only need to apply the majority

logic once for each ME cell, and after the first step of filtering, the result is shown in

Fig. 40b–B. The steps of the filtering operation can be optimized by the visual

choice. Figure 40b–D shows the picture after three steps of filtering, which gives

better contrast compared with the original picture. MCNN also has other important

properties, in particular reconfigurable function, which is controlled by an external

magnetic or electric field. In Ref. [152], a detailed analysis and more numerical

simulations based on MCNN are given.
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Advanced Perpendicular STT-MRAM
Technologies for Power Reduction
of High-performance Processors

Naoharu Shimomura, Shinobu Fujita, Keiko Abe, Hiroki Noguchi,

and Hiroaki Yoda

1 Introduction

Although mobile devices such as smartphones are convenient in many respects,

short battery lifetime remains an issue. Moreover, the energy consumption of the

mobile processor is increasing as its performance improves. Accordingly, there are

high expectations that the energy consumption of mobile devices will be reduced in

order to prolong battery lifetime.

In order to reduce the energy consumption of a computer, the concept of

normally-off computing was proposed in 2001 and an improved concept was

subsequently presented [1]. The basic idea of normally-off computing is to shut

down the power during the idle time while the device is on. For example, the

computer is just waiting, wasting energy while you move your finger from one key

on the keyboard to another. If the power of the computer is shut down and kept off

during this waiting time and turned on abruptly just when you touch another key,

most of the wasted energy can be saved.

We can apply this concept of power saving to a high-performance and

low-power (hplp-) processor. The detail of this application is explained below.

But the most important technology to realize this power saving is that of nonvolatile
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memory. The required features for nonvolatile memory in hplp-processors are low

power, fast access speed and high endurance. Among nonvolatile memories, spin

transfer torque (STT)-MRAM is the sole candidate for the hplp-processor.

2 Fundamentals and Development of Advanced
Perpendicular STT-MRAM

2.1 Features of Existing Memories and MRAM’s Target
in the Memory Hierarchy

Figure 1 represents the capacity and the access time map of the memories [2].

The ideal memory that has large capacity, fast access speed, unlimited endurance

and nonvolatility does not exist. The storage memories such as NAND FLASH and

HDD are nonvolatile and have large capacity but the access time is slow. On the

other hand, access time of work memories such as SRAM and DRAM is fast but

their capacity is not large and they are volatile. Therefore, the work memories and

storage memories have to work together complementarily in the computer, forming

the hierarchical structure shown in Fig. 2a.

In the memory hierarchy in Fig. 2a, SRAM and DRAM are used for the work

memories. The SRAM is used for a cache memory and the DRAM for a main

memory. Since they are volatile memories, power consumption of the work mem-

ory is large. A leak current of SRAM and refresh energy of DRAM are big sources

of power dissipation.

MRAM is a nonvolatile memory that has a possibility of replacing the work

memories because of its potential for fast access time and high endurance.

Replacing volatile work memories with nonvolatile memories opens up a
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possibility of eliminating this standby power and reducing the energy consumption

of the memories.

However, simple replacement does not mean reducing the power consumption.

Figure 2b shows ratios of active power to standby power for each memory level.

Most of the power dissipation of a high-level memory such as an L1 cache memory

is active power. Therefore, there is little room for reduction of energy consumption

by replacing it with a nonvolatile memory. On the other hand, in the case of a low-

level memory in the hierarchy, such as an L2 cache memory or a last-level cache

(LLC) memory, most of the power dissipation is standby power. Therefore, a

memory hierarchy suitable for reduction of energy consumption by using MRAM

is the one illustrated in Fig. 2c. In this memory hierarchy, MRAM is used as the

main memory and low-level cache memory such as L2 cache and LLC. However,

SRAM is still used as the L1 cache.

2.2 Basic Structure of the MTJ Storage Element

The storage element of MRAM is Magnetic Tunnel Junction (MTJ) whose sche-

matic diagram is shown in Fig. 3. Intrinsic parts of the MTJ consist of three layers:

two magnetic layers and a tunnel barrier between them. One of the magnetic layers

is a storage layer whose magnetization is variable. The other is a reference layer

whose magnetization is fixed. A different magnetization direction of the storage

layer is assigned to each binary digit value.
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Fig. 2 (a) Current memory hierarchy diagram. (b) Power dissipation ratio between active power

and standby power of the memories in the hierarchy. (c) Suitable memory hierarchy for reduction

of power dissipation
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2.3 Data Reading and Writing Methods of MRAM

When the magnetization direction of the storage layer and that of the reference

layer of the MTJ are parallel (P) to each other, electrical resistance through the

tunnel barrier is low. On the other hand, when they are antiparallel (AP), the

resistance is high. This change in the electrical resistance depending on the relative

direction of these magnetic layers is called the tunnel magnetoresistance (TMR)

effect [3, 4]. Hence, measurement of the resistance of the MTJ makes it possible to

identify whether the MTJ is in a parallel or antiparallel state. This TMR effect is

used to read data from the MTJ in the MRAM. This TMR signal is amplified by the

sense amplifier connected to top and bottom electrodes and used as the output of

the MRAM.

When the spin-polarized current is injected into the storage layer of the MTJ, it

interacts with localized spin in the ferromagnetic material in the storage layer

exerting the spin transfer torque (STT) [5, 6]. The STT-MRAM uses STT switching

as a method of writing data to MTJ. It has been widely investigated because a

critical current of the switching decreases as the MTJ size shrinks. It means the

STT-MRAM is scalable memory, which is in contrast to the conventional field

writing MRAM whose critical switching field increases as the MTJ size shrinks.

2.4 Structure of a Unit Cell of the STT-MRAM

The schematic of a typical unit cell structure of the STT-MRAM is illustrated in

Fig. 4. The unit cell consists of an MTJ and a selection transistor that are connected

with each other. The other terminal of the MTJ is connected to a bitline and that of

the selection transistor is connected to another bitline. And a gate terminal of the

selection transistor is connected to a wordline as illustrated in Fig. 4.

2.5 Key Features to Outperform Conventional Memories

The biggest obstacle to the replacement of the work memory by the STT-MRAM is

the large write current of the STT-MRAM. The write current of the STT-MRAM is

limited by the drive current of the selection transistor. As the cell size shrinks, the

size of the selection transistor also shrinks and drivable write current decreases.

Reference Layer

Tunnel Barrier

Storage Layer

MTJ

Fig. 3 Schematic diagram

of MTJ
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Therefore, the large write current of the STT-MRAM limits the scaling of the cell

size. And furthermore, the large write current prevents the STT-MRAM-based

cache memory from reducing the energy consumption of the processor, which is

explained in detail below. Hence, the reduction of the write current of the STT-

MRAM is critical for the MRAM work memory.

2.6 Perpendicular Magnetization MTJ for Reduction
of the Write Current

A very effective strategy to reduce the write current of the STT-MRAM is to use a

perpendicular magnetization MTJ (p-MTJ) whose magnetization direction is per-

pendicular to the plane.

Figures 5 and 6 show why the p-MTJ enables reduction of the write current of

STT switching compared to that of the in-plane MTJ. Figure 5 explains the in-plane

MTJ and Fig. 6 explains the p-MTJ. For simplicity we consider only a macrospin

model where all the magnetization in the storage layer is aligned to the same

direction. The in-plane MTJ has an anisotropic shape such as a rectangle or an

oval. The anisotropic shape induces magnetic shape anisotropy because the demag-

netization field varies depending on the direction of the magnetization. The in-plane

MTJ is energetically the most stable when the magnetization is parallel to the long

axis as indicated by A or A’ in Fig. 5a. Therefore this axis is an easy axis. The hard

axis of the in-plane MTJ lies within the plane and also is perpendicular to the easy

axis, which is indicated by B and B’ in Fig. 5a. When the magnetization is

perpendicular to the plane, as indicated by C and C’, energy of the in-plane MTJ

becomes the highest because a large demagnetization field is induced and Zeeman

energy becomes very large.

During the data retention period, the magnetization has to stay in one of the

states along the easy axis, which is A or A’. In order to prevent unintended

switching between them by thermal energy, a certain amount of energy barrier,

typically around 60 kBT for 10 years of retention time, is required. Here, kB denotes

the Boltzmann constant and T denotes absolute temperature. However, the magne-

tization switches when it receives the energy larger than this energy barrier. In this

MTJ

Word Line

Bit line

Bit Line

Selection Transistor

Fig. 4 Unit cell structure

of the STT-MRAM
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situation, the magnetization takes the minimum energy path. It is the path within the

plane that is indicated by the broken line from A through B to A’ or that from A

through B’ to A’ in Fig. 5a. Throughout the switching path, the magnetization can

stay within the plane without having a perpendicular component. Therefore,

induced Zeeman energy is small.

Contrary to this, an example of the magnetization path during the STT switching

is shown in Fig. 5b, which is a macrospin simulation result. Figure 5c illustrates the

same path, but projected from the C axis. As the STT switching is a process of

increasing precession amplitude, the magnetization component along the C axis is

not zero, which increases the Zeeman energy. Therefore, for the in-plane MTJ,

much larger energy is required for the STT switching than that of the thermal

switching. That is schematically illustrated in Fig. 5d.

On the other hand, the easy axis and the hard axis of p-MTJ are shown by A

(or A’) and B, respectively, in Fig. 6a. If the shape of the p-MTJ is cylindrical, it

does not have shape anisotropy when the magnetization direction is along the hard

axis. In that case, all the directions perpendicular to the easy axis are energetically

identical. Therefore, we can choose any of these axes as the hard axis. In this case,

the energy barrier for the magnetization to switch from A to A’ is independent of

its path.

An example of the path of the thermal switching of the p-MTJ is indicated by the

broken arrow in Fig. 6a, which is the path from A through B to A’. An example of

the STT switching path from A to A’, which is precessional movement, is shown in

Fig. 6b. In both cases, energy level becomes the highest when the magnetization lies

in the hard axis direction. This energy level is not changed by azimuth. Therefore,
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Fig. 5 Schematics of magnetization switching path of in-plane MTJ. (a) explains thermal

switching. (b) and (c) show STT switching projected from a different side. (c) shows energy

barriers of these two switching modes

E

Thermal, STT
B

A

A’

A

Hard AxisE
as

y 
A

xi
s

60kBT

A’

B

a b c

Fig. 6 Switching path of (a) thermal switching, (b) STT switching, and (c) energy barrier for the

p-MTJ

118 N. Shimomura et al.



the energy barrier heights of these two switching modes are the same. For example,

if the energy barrier of the thermal switching is 60 kBT, that of the STT switching is

also 60 kBT as explained in Fig. 6c.

Accordingly, less energy is required to overcome the energy barrier of the STT

switching of the p-MTJ than that of the in-plane MTJ in order to keep the same

amount of thermal switching energy barrier. Therefore, the p-MTJ enables reduc-

tion of the write current of STT switching compared to that of the in-plane MTJ.

2.7 Trend of the Switching Current of p-MTJ

The trend of the STT switching current is shown in Fig. 7. In the initial stage of the

investigation of STT switching, most research involved the use of in-plane MTJs.

The switching current of the in-plane MTJ was reduced from a milliampere to about

100 μA [7, 8]. However, further reduction in the switching current of the in-plane

MTJ has yet to be achieved.

The first STT switching of the perpendicular magnetization was demonstrated

with a giant magnetoresistance (GMR) element [9–11]. However, the switching

current was milliamperes.

The first verification of STT switching of the p-MTJ was published in 2007 [12]

and further reductions in switching current were subsequently reported. As shown

in Fig. 8, the MTJ stack structure used in the first demonstration consisted of

cap/TbCoFe(3 nm)/ CoFeB(1 nm)/ MgO (1 nm)/ CoFeB (2 nm)/TbCoFe

(30 nm)/ substrate [12, 13]. TbCoFe (3 nm)/ CoFeB (1 nm) was a storage layer,

CoFeB (2 nm)/TbCoFe (30 nm) was a reference layer and MgO (1 nm) was a tunnel

barrier. Ferrimagnetic material was used for this p-MTJ. All the magnetic layers

showed perpendicular anisotropy. The diameter was 130 nm and retention energy

was 107 kBT. MR through this p-MTJ was measured and is shown in Fig. 8b. STT
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switching of the storage layer of this p-MTJ stack was successfully demonstrated as

shown in Fig. 8c. However, the switching current from AP state to P state of this

p-MTJ was about 0.62 mA and current density was 4.7 MA/cm2, which was still

very large.

Reduction of the STT switching current of p-MTJ was verified with the perpen-

dicular CoFeB/MgO/CoFeB TMR with a Co-based multilayer [14]. As shown in

Fig. 9a, a wedged CoFeB layer was used for the storage layer. The switching

currents from AP to P switching and from P to AP switching were 0.28 mA and

0.45 mA, respectively, which are shown in Fig. 9c. The energy barrier height for the

retention of this p-MTJ was 114 kBT.

Figure 10 shows further reduction of the switching current on a p-TMR with an

L10 ordered Fe-based alloy [15]. The p-MTJ layer structure consists of capping

layer/perpendicular reference layer /MgO/L10-crystal storage layer /underlayer.

A TEM image of this p-MTJ is shown in Fig. 10a, whose diameter was 55 nm.

Figure 10b shows STT switching (R-V curve). The x-axis is a voltage imposed on

the P-MTJ and the switching transistor connected to the P-MTJ. The switching

current from AP to P switching was 49 μA and the retention energy was 56 kBT.

Figure 11 shows a demonstration of the STT switching using p-MTJ, whose

switching current is of the order of several microamperes [16]. Figure 11a shows a

layer structure and Fig. 11b an R-I curve indicating the STT switching of this p-MTJ.
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Figure 11b indicates that the switching current fromAP state to P state of this p-MTJ

is 9 μA and that of the other direction is 11 μA.
The switching current of this p-MTJ is reduced by an order of magnitude

compared to that of the in-plane MTJ. Thus, it was proved by demonstration data

that the p-MTJ has a big advantage over the in-plane MTJ for the reduction of write

current. Subsequently, much research and many developments concerning STT-

MRAM with p-MTJ have been reported [17, 18].

2.8 Reduction of Energy Consumption of a Mobile Processor
by Nonvolatile Cache Memory

Figure 12 shows schematic diagrams that explain the reduction of the power

consumption of the nonvolatile cache-based mobile processor [2]. Figure 12a, b

illustrate the conventional SRAM-based cache memory and the STT-MRAM-based

one, respectively. In order to reduce the leakage power, the power gating technique

is used in the current processor for a long standby state, namely, when the waiting

time is of the order of several milliseconds, the cache memory is shut down and no
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energy is consumed during that time, which is illustrated by the long standby state

indicated in Fig. 12a. However, the power gating cannot be used while an applica-

tion is running because of power/performance overhead and operation instability

after fast speed power gating. The power gating technique enables reduction of the

leakage power in SRAM during the long standby state, only when the application

software is not running.

The static power in Fig. 12a, which occupies a large portion of the power

consumption of the conventional SRAM-based cache memory, is mainly due to

the leakage current of the SRAM. In contrast, as shown in Fig. 12b, the leakage

power during a static state can be reduced almost to zero by using STT-MRAM cell.

Furthermore, if write power of the STT-MRAM element is low enough, the power

of the processor even in active states can be saved, which is indicated by the filled

square in Fig. 12b. However, if the write power of the STT-MRAM element is

large, the power of the processor in the active state increases, which is indicated by

the dotted square in Fig. 12b. And consequently, that increases the total energy

consumption of the processor rather than reducing it. Therefore, low-power

STT-MRAM cell is important for reducing the energy consumption of the

processor.

In order to realize the low-power STT-MRAM cell, fast and low-current-

switching MTJ is necessary. In other words, write charge is a critical parameter

for reducing power consumption of the processor [19]. Here, the write charge is

defined as (write pulse width)� (write current), which has the dimension of the

electric charge.

It should be noted is that the low-power STT-MRAM cell does not mean low-

power switching of the storage element. A critical parameter is the write charge

instead of write power applied to the storage element. The write power applied to

the storage element is defined by (write pulse width)� (write current)� (voltage

applied to the storage element). Reduction of the voltage without that of the write

current does not help to reduce memory power consumption because voltage is

dissipated not only in the storage element but also in connected transistors. The

memory power dissipation is mainly dominated by (write pulse width)� (write

current)�Vdd, where Vdd is the voltage applied to the memory, which is mainly

determined by the CMOS transistor.
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Figure 13 shows the pulse width and the switching current (Ic) map data of

recently reported STT-MRAM elements. Data points on the same diagonal line in

Fig. 13 have the same write charge. The STT-MRAM-based cache memory located

in the lower left region in the map can reduce the energy consumption compared to

a conventional SRAM-based cache memory. However, that in the upper right

region increases the energy consumption. A diagonal stripe in the map indicates

break-even points, where the energy consumption of the STT-MRAM-based cache

memory is almost the same as that of the conventional SRAM-based cache mem-

ory. In order to reduce the energy consumption, the MTJ whose write charge is

lower than this stripe is required. Most of the reported data are located in the upper

right region, which is where energy is wasted. However, some of the data are

located in the lower left region, which is where energy is saved.

The p-MTJ that shows the smallest write charge in Fig. 13 has the layer structure

top electrode/reference layer/MgO/storage layer/bottom electrode as illustrated in

Fig. 14 [20]. In order to achieve the low-current switching, the damping factor of

the storage layer p-MTJ is reduced to 0.003.

The switching probability of this p-MTJ measured by the pulse current from 0.8

to 4 ns in pulse width as a function of the write current is shown in Fig. 15. Each plot

in Fig. 15 is estimated from the results of a switching test performed 30 times.

The switching was observed for the pulse shorter than 1 ns and with the current

smaller than 100 μA.
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and low current switching
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Figure 16 shows Ic with each pulse width. The Ic of this p-MTJ with 1 ns pulse is

60 μA for P to AP switching, and 50 μA for AP to P switching. Figure 17 shows

results of a write cycle test performed 200 times on the p-MTJ with 1 ns pulse

current. The applied current was 90 and 80 μA for P to AP switching and AP to P

switching, respectively. The write pulse conditions are indicated by the blank

circles in Fig. 16. These pulse currents were alternately applied to the p-MTJ and

no switching error was observed.
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The write charge of this p-MTJ is 1 ns� 90 μA¼ 90 fC. Figure 18 shows the

power of the processor with the STT-MRAM-based cache memory normalized by

that of the conventional SRAM-based cache memory as a function of the write

charge, considering active-state profiling with high performance benchmarks such

as h. 264 encoding and 3-D dynamics. The assumed STT-MRAM circuit topology

in this simulation is based on the 2T-2MTJ cell [36]. Figure 18 proves that the

impact of the write charge on the power is so critical that only the STT-MRAM that

shows small write charge can achieve power saving. The advanced p-MTJs plotted

in Fig. 18 can save energy even in active states.

3 High-Performance and Low-Power Circuit Designs
Based on Advanced STT-MRAM

3.1 Combination of MRAM and SRAM

As illustrated in the previous section, replacing SRAM with the fast and low-

current-switching advanced STT-MRAM cell can reduce the energy consumption

of the processor. However, programming speed of SRAM is still faster than

MRAM. Therefore, various cell-level combinations of MRAM and SRAM have

been proposed to improve access time even though these have leakage current

paths. To replace SRAM for LLC with STT-MRAM cell, there have been candidate

memory cells such as one transistor (1T)-1MTJ (conventional MRAM [35]), cell-

level combinations of MRAM and SRAM, 6T-2MTJ (Nonvolatile (NV-) SRAM

[29]), 8T-2MTJ [30] and 4T-2MTJ [31] (other types of NV-SRAM), as shown in

Fig. 19. Their features are listed in Table 1. In the case of conventional MRAM, the

access speed is slow for cache memory applications and power is high compared

with SRAM. 6T-2MTJ and 8T-2MTJ based on SRAM cell are SRAM/MRAM

hybrid memories, operating as SRAM normally (SRAM mode) and as MRAM in

the power gating mode. The 6T- and 8T-2MTJ are the same speed as SRAM mode

because data is not stored to two MTJs. The 4T-2MTJ NV-SRAM is the same speed

as SRAM, but its power is determined by performances of the MTJ device.

However, these NV-SRAMs have leakage current paths that are an origin of static

power, since these circuits are fundamentally SRAM circuits, as shown in Fig. 19.
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The 4T-2MTJ-NV-SRAM also has leakage current paths. Furthermore, it has much

larger active current than SRAM. The power gating is used to avoid the power

consumption of these leakage paths. However, it cannot be used while applications

are running, which is the same situation as for SRAM, as described in the previous

session. In addition, power gating imposes a circuit area overhead due to extra

power lines and switching transistors.

The following sections describe a DRAM-MRAM hybrid memory design which

enables the reduction of energy consumption without the power gating and a

2T-2MTJ dual cell based memory design which decreases both the write-latency

and read-latency overhead.

Leakage path

WL

BL /BL

F

P

P

F

WL

BL /BL

F

P

F

P

PLWL

BL /BL

F

P

F

P

SR

CTRL

Leakage path

Leakage path

6T-2MTJ NV-SRAM 8T-2MTJ NV-SRAM 4T-2MTJ NV-SRAMa b c

Fig. 19 Nonvolatile SRAM with 2 MTJs based on 6 transistors (6T) (a), 8T (b) and 4T (c)

Table 1 Features of nonvolatile RAM candidates for replacing LLC

Cell Type

SRAM

(reference)

1T-1MTJ

[1] 6T-2MTJ [2]

6T-2MTJ

[3] 4T-2MTJ [4]

Non-volatile No Yes Yes Yes Yes

Area 1 0.2–0.6 ~1.3 ~2.5 0.8–1.2

Speed 1 Slower SRAM

compatible

SRAM

compatible

SRAM

compatible

Active power 1 Higher SRAM

compatible

SRAM

compatible

Much higher

Leakage power Large Small Large Large Much larger

Leakage

power@power

gating

Small Small Small Small Small

Robustness to

read/write error

(reference) Comparable Worse due to
MTJ variation

Comparable Worse due to
MTJ
variation
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3.2 DRAM-MRAM Hybrid Memory Design

The authors propose a novel hybrid memory cell design involving cell-level hybrid-

ization of DRAM and STT-MRAM having no static leakage current path [32]. We

have shown effective power reduction by applying the hybrid memory to LLC for

mobile CPU. Furthermore, it has been revealed that the power reduction is enhanced

by using advanced perpendicular magnetic tunnel junctions (p-MTJ) with low power

and high speed for write operation. The proposed DRAM/MRAM hybrid memory

named “D-MRAM” with 3T-1MTJ memory cell design is shown in Fig. 20. The

capacitance of RTD’s gate and RTM’s source-drain capacitance (off-state) are equiv-

alent to those of a capacitor in a DRAM cell, as shown in Figs. 20 and 21. The

D-MRAM operates as DRAM (DRAM-mode) when the nonvolatility is not required

and operates as MRAM (MRAM-mode) when the nonvolatility is required. The

DRAM-mode write operation drives WWL high to store 1/0 in the cell capacitor.

The DRAM-Mode read operation drives RWL high, then RBL current rises or

remains because it is charged up through RTD depending on cell capacitance. The

difference compared to the reference for DRAM-mode (Dref) is read in the sense amp

(SA). The retention time calculated is about 10 μs. For the MRAM-mode, write

operation is based on current injection into the MTJ through two transistors by the

spin torque transfer, as shown in Fig. 21c. The MRAM-mode write operation drives

WWL and SWL high to switch MTJ state (AP/P). The DRAM-mode read operation

drives WWL and SWL below the voltage of MRAM-mode write operation. The

difference of SL signal caused by the difference of MTJ resistance state is read in SA

with reference voltage for MRAM-mode (Mref). In read operation, the read signal

lines and reference signal lines are switched to connect the sense amplifier according

to the read mode (DRAM or MRAM), as shown in Fig. 21b, d.

We designed the 1 Mb D-MRAM. The subarray configuration of 1 Mb

D-MRAM was designed for cache memory, as shown in Fig. 22a. Using this

memory macro, performance and power are simulated based on low-power

WWL

WBL

F

P

RWL

RBL SL

SWL

RTD

RTM

WT

Fig. 20 Circuit diagram

of Dynamic-MRAM

(D-MRAM)
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65 nm CMOS technology. As for the MTJs, we used an advanced perpendicular (p-)

STT-MRAM having high speed and low current (write time: 3 ns, write current:

50 μA) that Toshiba has recently developed [21]. A conventional STT-MRAM

model (write time: 25 ns, write current: 120 μA) was used as a reference, whose

performance and power are close to those of the conventional p-MTJs reported by

other groups [31], and its programming energy is about �20 larger than that of the

advanced p-MTJ. Simulated results are shown in Fig. 22b, c. The write access times

of DRAM- and MRAM-mode are 1.5 and 4.5 ns, respectively, and the read access

times are both about 2.2 ns, indicating that DRAM-mode has higher memory access

speed than MRAM-mode. DRAM-mode also has lower memory access energy than

MRAM-mode, as shown in Fig. 22b.

Figure 23 shows the scheme for memory-mode (DRAM/MRAM) selection.

When a D-MRAM-cache line is initially accessed, it works as DRAM and the

data are retained with refresh operation every retention time, ~10 μs. However, as
the DRAM-mode is longer, the refresh power becomes larger. To optimize the

overall power of LLC, it is suitable that the data are transferred to the MRAM-mode

after the time to change from DRAM-mode to MRAM-mode, Tc. Tc also depends

on the cache access pattern determined by the application running on the CPU. In

our case study considering cache access analysis, 50 μs was selected for Tc. The

memory-mode (DRAM-mode/MRAM-mode) is selected for each cache line. The

“flag” data in the added bit on each line is changed from “0” to “1”, and then

D-MRAM cells start to operate as MRAM. When the cache lines are overwritten by

other higher-priority data, the flag data is changed back to “0”. This scheme is very

effective for reducing energy for cache memory.

To evaluate the power of D-MRAM-based cache memory, we modified a CPU

emulator, GEM5 [33] (ARM-mobile CPU architecture in Table 2) for nonvolatile

cache memories, with SPEC-CPU2006 [34] benchmark suites. We calculated the

cache operation power for comparison with 6T-2MTJ, 4T-2MTJ (with fine-grain

power gating) and 3T-1MTJ as listed in Table 3, where 8T-2MTJ was not selected

since its large memory cell area overhead (~�2.5 SRAM area) is unacceptable for

mobile CPUs. The R-V curves of the advanced p-MTJ used for the simulations are

shown in Fig. 24.

Calculated results in Fig. 25a show that the power reduction of D-MRAM-cache

with advanced p-MTJ is about 40 % of that of conventional SRAM-based cache

memory and much lower than that of other NV-SRAMs. The operation power of

6T-2MTJ NV-SRAM is almost the same as that of SRAM, since the power gating is

rarely used. The operation power of 4T-2MTJ NV-SRAM is much higher than that

of SRAM even though the very fast power gating scheme [31] is adopted, since the

active power of 4T-2MTJ cell is very high because of large write/read current and

high MTJ programming energy, as shown in Fig. 22b. 4T-2MTJ cell is suitable for

low-frequency operation for low-end CPU (~several tens of MHz), as the average

active power is proportionally reduced and standby time becomes longer with

decreasing operation frequency. Figure 25b shows the difference of operation

power of D-MRAM-based LLC with advanced / referenced p-MTJs. The power

of D-MRAM-based LLC with advanced p-MTJ is decreased for all workloads,
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whereas the power with conventional (reference) p-MTJ is increased compared

with that of SRAM-based cache for some workloads. This result indicates that high-

speed and low-write-current p-MTJ is strongly required for low-power LLC in

mobile CPU. It has been confirmed that reduction in write charge of MTJ is the

most important factor to decrease power for the cache memory using MTJs, which

is consistent with the expectation explained using Fig. 12. This is the first result to

directly show that the low write charge of MTJs contributes to power reduction of

cache memory for advanced CPU.

Figure 26 shows CPU performance, instruction per clock (IPC) calculated by

GEM5. IPC of SRAM-based CPU is 1.0. There is little performance degradation of

CPU with D-MRAM-based LLC. This result suggests the operation speed of

Table 2 Architecture of mobile CPU used for calculations

Processors Execution

# of cores 1 Warm up 1 M inst.

Frequency 1GHz Execution 10 M inst.

Issue width 1 (out of order)

ISA ARMv7

Memory

L1 cache 32 + 32kB, 4-way, 64B line, Write-through, 1 read/write port, 1 ns latency

L2 cache 1 MB, 8-way, 64B line, Write-back, 1 read/write port

Table 3 Lists of MTJ performances in L2 cache memory cell used for calculation

Cell type

MTJ device

Write time/Current

SRAM (Reference) –

2MTJ-6Tr [2] 3 ns/50 μA (Advanced p-MTJ)

2MTJ-4Tr [4] 25 ns/120 μA (Reference p-MTJ)

D-MRAM (1MTJ-3Tr, This work) 3 ns/50 μA (Advanced p-MTJ)

-50 0 50
Current (uA)

R
es

is
ta

nc
e 

(A
.U

.)

Fig. 24 I-V curve and

resistance change of

advanced p-MTJ
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D-MRAM is fast enough for LLC operation. Since LLC has memory latency of

10 clock cycles or more, and less frequent access compared with memories in the

CPU core, D-MRAM is applicable to LLC even though the access speed is slower

than that of SRAM.

The cell layout of 3T-1MTJ D-MRAM is shown in Fig. 27. The area estimated

from the layout based on 65 nm CMOS logic design rule is almost the same as that

Fig. 26 CPU performance, instruction per clock, (IPC) calculated by GEM5

Fig. 25 (a) Normalized power of cache memory (SRAM is 1.0) calculated with a CPU

simulator GEM5
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of conventional 6T-SRAM. Since the area can be reduced to less than half of this

area by customizing the design rule, D-MRAM also has an advantage over SRAM

in terms of area reduction.

Thus, it has been shown that the DRAM/MRAM hybrid memory design enables

effective power reduction for high-performance mobile CPU. With D-MRAM-

based cache memory in the CPU, power consumption can be reduced by about

60 % compared with that of SRAM-based cache while an application is running.

This result is achieved by the novel D-MRAM memory design and low-write

charge, 150 fC, of advanced p-MTJ with ultra-high-speed write and low-current

write (3 ns, 50 μA).

3.3 2T-2MTJ Dual Cell Based Memory Design

Instead of DRAM hybridization, dual cell using two sets of single 1T-1MTJ cell is a

novel memory circuit design to increase performance. To decrease the write-

latency overhead, we have developed the high-speed-switching p-MTJ device

described in the previous sections, because the write latency of STT-MRAM-

based cache is dominated by the switching pulse width of the MTJ. On the other

hand, to decrease the read-latency overhead, we have to develop not only high-MR-

ratio p-MTJ, but also high-speed read circuits and memory architecture. The read

latency is dominated by the propagation delay in asserting the accessed wordline

SRAM D-MRAM

WT : 0.6um/0.05um
RTD : 0.2um/0.05nm
RTM : 0.6um/0.05um

Comparison of the cell area

a b c

Fig. 27 Memory cell layout for (a) conventional 6T-SRAM cell and (b) proposed D-MRAM cell,

and (c) comparison of area between SRAM and MTJ-based NVRAM cells
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and targeted bitlines (including source lines) and evaluating the value of MTJ

resistance. Hence, to minimize the propagation delay, the memory array architec-

ture is required for high-performance cache. In addition, to decrease the evaluation

time, high-MR-ratio p-MTJ device, cell topology, and high-speed sensing circuit

(sense amplifier) are required.

The general application target of the STT-MRAM is large-capacity memory,

such as DRAM, that utilizes a current-based sensing scheme. Figure 28 shows the

sense amplifier circuit and BL structure of the prior current-based sensing scheme.

For large capacity, greater priority is accorded to the total memory area than to the

access latency in view of cost reduction. Thus, 1T-1MTJ cell topology is usually

applied, as shown in Fig. 29, and reference cells are appended for read sense

amplifiers, as shown in Fig. 28b. In this prior read sensing circuit, the read cell

currents flow from a sense amplifier circuit to the accessed p-MTJ device and the

reference cell, then the current difference caused by the resistance of the MTJ

WL0

CSL

Sense amplifier Out

WL1

WLn

SEs

# 
of

 M
C

s 
on

 B
L 
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B

L)
8:1 Mux.
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Column selector

APP
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a b

Fig. 28 Sense amplifier circuit and BL structure of typical 1T-1MTJ STT-MRAM using

reference cell
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Fig. 29 1T-1MTJ cell

topology
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device is converted into a difference of the voltage drop of a transistor in the sense

amplifier, and finally it is amplified.

According to this reading circuit, it is necessary to continue to pass the cell

current to the MTJ device until the current value stabilizes during reading, posing

problems of longer read operation and higher power consumption. This is a critical

issue when STT-MRAM is used as a high-speed memory such as a cache memory

of high-performance processors.

Also according to this circuit, a difference between a reference cell current and

the accessed cell current dependent on the resistance (high resistance or low

resistance) of the MTJ device becomes a read margin. Thus, noise produced at

the time (instantaneous value) of converting a current value into a voltage value

greatly affects the read operation. If it is assumed that, for example, the current

value is of the order of 10 μA and the on-resistance of a transistor is a few kΩ, the

read margin becomes about 5 mV and an extremely precise sense amplifier having

large power and large size is needed to sense such a small read margin.

3.3.1 Current-Integral Sensing Circuit Design of STT-MRAM

Figure 30 shows a newly proposed sense amplifier circuit with current-integral

scheme for cache memory. The sense amplifier adopts the differential voltage

sensing method that compares potential VBL of bitline (BL) and the reference

potential V/BL of bitline bar (/BL). In Fig. 30, the sense amplifier is activated by

asserting signal sense enable bar (/SE). A pre-discharge circuit is connected between

two bitlines, BL and /BL, to equalize the potential of BL and /BL, with the ground

potential Vss and also pre-discharge BL and /BL. These bitlines, BL and /BL, are

CSL

OUT

PDE

/SE

SE

WL

P

Vread

AP
Complementary
data are stored

BL /BL

P: Parallel
AP: Anti parallel

Fig. 30 Sense amplifier

circuit and BL structure of

proposed 2T-2MTJ

STT-MRAM using current-

integral scheme [36]
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pre-discharged to set them to a ground potential Vss before being changed to a

floating state. By setting source lines, SL and /SL, to a read voltage Vread, which is

slightly higher than the Vss, after asserting the accessed wordlineWL, the potentials

of BL and /BL, in a floating state, are changed to values in accordance with the

resistance value of the MTJ.

Then, a difference between the read voltage of bitlines, VBL and V/BL, in a

floating state is detected by using sense amplifier, and the difference is amplified to

output read data, OUT.

Figure 31 shows a timing chart when reading is carried out by the current-

integral scheme using the sense amplifier in Fig. 30. First, bitlines, BL and /BL, are

discharged to set them to the ground potential Vss by setting activation signal PDE

to “H”. Row decoder circuit asserts the accessed wordline WL according to the row

address signal during the discharge period. Further, the accessed column selector

signal CSL is set to “H” to electrically connect bitlines, BL and /BL, to sense

amplifier in this pre-discharge state, according to the column address signal. Then,

by setting wordline WL to “H”, bitlines, BL and /BL, are electrically connected to

source line SL, which is charged to the read potential Vread, via cell transistor.

Further, by setting activation signal PDE to “L”, bitlines, BL and /BL, are set to a

floating state. As a result, differential currents flow from source line SL toward

bitlines, BL and /BL, to charge parasitic capacitance of each bitline and these cell

currents are accumulated as the amount of charge of bitlines, BL and /BL. At this

point, the rate of charging the parasitic capacitance of bitlines, BL and /BL, changes

in accordance with the resistance value of the MTJ device in each cell. Therefore, if,

for example, the MTJ device in a cell unit stores “1” and is in a high-resistance

state, the rate of charging the parasitic capacitance of bitline becomes slower and if

the MTJ device in a cell unit stores “0” and is in a low-resistance state, the rate of

charging the parasitic capacitance of bitline becomes faster. That is, by setting

activation signal /SE to “L”, data of the MTJ device in a cell unit can be read out by

sensing a difference between the charging potentials of bitlines, VBL and V/BL.

PDE

SE

OUT

Latch

800ps 300ps2ns~

Discharge BLs

Target local column is selected

Cell current
WL

CSL

300ps

CLK

BLs form capacitance

Fig. 31 Timing chart of

proposed current-integral

sensing scheme
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The period between the start of charging bitlines, BL and /BL, and the activation

of sense amplifier can be made sufficiently shorter than that by the current sensing

method. For example, the period can be made less than 1 ns by the voltage sensing

method. In the voltage sensing method, by contrast, charges are accumulated and

thus, a potential difference of 50 mV or more can be created and the design of the

sense amplifier can be significantly simplified. In addition, there is no need to wait

for saturation of the current value because the accumulation of charge starts

immediately after the current starts to flow into the MTJ device. Thus, when

compared with the current sensing method in which a sensing period delay is

caused by an RC delay, the voltage sensing method can shorten the period between

the start of passing a current to the MTJ device and the start of a sensing operation.

Further, the voltage sensing method is a method by which data is read based on a

potential difference, which is the accumulated value of charge, and thus, both the

read margin and speed can be improved when compared with the current sensing

method in which instantaneous values of current are compared.

3.3.2 Dual Cell Topology for Fast Read Operation

In order to achieve faster read operation, we apply the new cell topology, 2-cell/

1-bit structure (2T-2MTJ cell) [36]. Figure 32 shows a memory cell topology.

In this cell structure, 1-bit data is stored by using two cell units. Complementary

data is stored in two 1T-1MTJ cell units. Each cell unit in the memory cell array

includes an MTJ device and a selection transistor connected in series, as shown in

Fig. 32. A gate terminal of the selection transistor is connected to wordline

WL. One end of cell unit is connected to bitline BL0 and the other end is connected
to source line SL0. One end of the other cell unit is connected to bitline /BL0 and

the other end is connected to source line /SL0. Both bitlines and source lines extend
in the column direction and one end thereof is connected to write circuit and read

circuit via column selector. ON/OFF of column selector is controlled by column

selection signal CSL from column decoder circuit.

WL1

WL0

1 bit

AP P

Complementary data are stored
in each 1T-1MTJ cell unit.

Cell unit Cell unit

P: Parallel
AP: Anti parallel

Fig. 32 2T-2MTJ cell

structure
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Figure 33 shows operation mechanisms of the 2T-2MTJ dual cell structure.

Unlike in the 1T-1MTJ cell structure, since the sense amplifier circuits amplify

the difference in cell current between a pair of MTJs, the reference cells are not

needed. The cell size of the dual cell estimated in 65 nm CMOS technology is

0.45 μm2, which is much smaller than that of SRAM. Read latency can be greatly

reduced and the sensing margin is doubled because reference cells are eliminated.

Figure 33a shows the readout cell currents. In the prior current-based read circuits,

the read cell currents flow from Vdd to Vss continuously during read operation, as

shown in Fig. 29. On the other hand, in the proposed sensing scheme, since while

the accessed wordline, WL, is activated, the differential bitlines, BL and /BL, are

left floating and work as “capacitance” as shown in Fig. 30, the read cell currents

are stored in bitlines, BL and /BL, and no currents flow from Vdd to Vss directly.

The sensing margin can be expanded by this “current-integral” scheme that accu-

mulates the small difference between complementary cell currents through “L”

resistance MTJ and “H” resistance MTJ. The area for the proposed sense amplifier

circuit is 27 % less than that for the conventional current sensing circuit. Figure 33b,

c show the write cell currents in the case of writing “0” datum and “1” datum,

respectively. To write the complementary resistance states in a pair of MTJ devices

Read

L

H

SA

1 bit

Vread

Write “0”

L

H

VWrite

AP P

Write “1”

L

H

Vwrite

AP P

P AP

Complementary read currents 
are accumulated in floating BLs.

AP-P P-AP

P-AP AP-P

Standby

L

L AP P

Cell currents are not flown

Complementary
data are stored

CBL C/BL

1 bit

1 bit 1 bit

P: Parallel
AP: Anti parallel

a

b

c d

Fig. 33 Operation mechanism of proposed 2T-2MTJ cell
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in a 1-bit cell, symmetrical write currents continuously flow according to the write

pulse width of the p-MTJ device, from a source line to a bitline and from a bitline to

a source line. After read and write operation, the bitline equalizer circuits are

asserted and cell leakages in standby states are suppressed, as shown in Fig. 33d.

3.3.3 Memory Array Architecture with Two-Level Hierarchical

Bitline Structure

In order to achieve faster operation and reduce active energy due to bitline resis-

tance (R) and capacitance (C), the authors adopt a two-level hierarchical bitline

(BL) structure with local bitlines and global bitlines, as shown in Fig. 34. As total

memory array size has been enlarged, the RC delay in bitlines and source lines can

no longer be ignored. The RC delay is mainly caused by the junction capacitance of

cell transistors in bitlines and source lines. Two-level hierarchical bitline structure

can reduce the number of cells connecting to each bitline, and can eliminate the RC

delay in bitline. In Fig. 34, 256-bit cells are connected to each local bitline and only

column selector switches are connected to each global bitline. By using this

hierarchical structure, when the number of bit cells in each local bitline is fixed,

the memory capacity can be increased without large increase in RC delay. This is

25
6

B
L0

S
L0

/B
L0

/S
L0

B
L3

S
L3

/B
L3

/S
L3

G
B

L
G

S
L

/G
B

L
/G

S
L

CL[0:3 ]

Sub array (256 ´ 4)

Sub array (256WL ´ 4Col)

Bitline driver

Sense amplifier

WL0

WL1

WL255

EQ[0:3 ] [0 ] [0 ] [3 ] [3 ]

Local equalizers

Global BLs

Local BLs

Column selectors

Fig. 34 Array structure of hierarchical BL with column selector and local-bitline equalizer
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because the RC delay caused by global bitlines is relatively small compared to that

caused by local bitlines.

3.3.4 1 Mb MRAM Design and Measurement Results of Test Chip

We designed 1-Mb STT-MRAM macro and fabricated the test chip in 65 nm

CMOS for p-MTJ integration, as shown in Fig. 35. The total macro area and total

cell area are 0.628 mm2 (1,059.32 μm� 592.81 μm) and 0.472 mm2

(0.5 μm� 0.9 μm� 1 Mb) respectively, thus the cell efficiency of over 75 % is

achieved. In this chip, we apply a hierarchical bitline structure (Fig. 34) for fast read

operation, and equalize the circuit between each local bitline (BL) and local source

line (SL) to enhance the storage stability of half-selected cells. The global bitline

length was set to 1,024 b and the wordline length was set to 512 b. The word length

is 256 b. We measured the read operation speed with resistors in 65 nm CMOS. The

measurement results indicate 4 ns cycle time operation at the core voltage of

1.05 V. Read and write power consumption with 256-b I/O width is 17.8 mW and

46.5 mW, respectively, by estimation from measured data. Although nonvolatile

cache memories with STT-MRAM element had been investigated with a view to

decreasing the leakage power of the cache, in the case of all conventional STT-

MRAMs, total power is “increased” using nonvolatile caches, since active power

(write and read power (Fig. 36)) is greatly increased compared with SRAM,

although static power is decreased using STT-MRAM cell. On the other hand,

our proposed STT-MRAM cell can decrease active cache power with high-speed

operation, because of the advanced p-MTJ with low-power and high-speed write

operation and high-MR, low-power and high-speed read circuit design, and hierar-

chical memory architecture. Table 4 summarizes a comparison of RAM for cache

memory, where memory parameters are converted to cache line (¼512 bits) access

for fair comparison. These data have confirmed that 2T-2MTJ with the advanced

perpendicular STT-MRAM is the best solution for nonvolatile cache memory

applications on processors.

59
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Fig. 35 Chip micrograph fabricated in 65 nm process
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Table 4 Comparison of STT-MRAMs

Efficiency

(%)

Cell

size

(F2)

Latency

(ns)

IO

(bits)

Iw

(μA) Dynamic power (mW)

Energy per

access (nJ)a

[37] 63 169.1 Read:

12, write:

12

32 600 Read: 60 (66 MHz),

write: 91 (66 MHz)

Read: 14.5,

write: 22.0

[35] 51 42.6 Read:

11, write:

30

16 N/A Read: 7.8 (33 MHz),

write: 9.3 (33 MHz)

Read: 7.56,

write: 9.02

[38] 38 50.7 Read:

8, write:

10

32/

64

N/A N/A N/A

[31] 64.8 270.3 Read:

8, write:

40

1 100 Read: 10.7 (100 MHz),

write: 4.3 (25 MHz)

Read: 54.8,

write: 88.1

[36] 75.1 106.5 Read:

4, write: 4

256 50 Read: 17.8 (250 MHz),

write: 46.5 (250 MHz)

Read:

0.142,

write:

0.372
a Converted to a cache line (=512 bits) access.
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Beyond STT-MRAM, Spin Orbit Torque
RAM SOT-MRAM for High Speed and High
Reliability Applications

Guillaume Prenat, Kotb Jabeur, Gregory Di Pendina, Olivier Boulle,

and Gilles Gaudin

1 Introduction

For 40 years, microelectronics has been following the Moore’s law, stating that the
density and speed of integrated circuits would double every 18 months. However,

this trend is presently getting out of breath, because of incoming insurmountable

physical limits. Due to decreasing devices size, leakage current is becoming the

main contributor to power dissipation of CMOS. Indeed, the increased density and

reduction in die size lead to heat dissipation and reliability issues. Moreover, the

dynamic power keeps on growing up with both clock frequency and global capac-

itance while the power supply is not scaled down accordingly. Several solutions are

investigated to try to push forward these limits at technology, circuit or architecture

levels. The “more than Moore” concept consists in using new devices beside or in

replacement of standard CMOS transistors. For instance, the use of non-volatile

devices is seen as a promising solution to reduce power consumption, improve

reliability and offer new functionalities. Several technologies are intensively inves-

tigated like Phase Change Random Access Memory (PCRAM), Ferroelectric RAM

(FeRAM), RedoxRAM (ReRAM) and Magnetic RAM (MRAM). In its 2010 report,

ITRS identified RedoxRAM and STT-MRAM as the two most promising technol-

ogies for embedded memories at technology nodes below 16 nm. The combination

of non-volatility, fast access time and endurance in MRAM technology paves the

path toward a universal memory. Although an expanding attention is given to two-

terminal Magnetic Tunnel Junctions (MTJ) with writing based on Spin-Transfer

Torque (STT) switching as the potential candidate for future memories, it suffers
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from weaknesses. Indeed, two main shortcomings are still limiting the reliability

and endurance of STT-MRAMs: i) The high current density required for writing

can occasionally damage the MTJ barrier, specially for switching on the nanosec-

ond time scale ii) It remains a challenge to fulfill a reliable reading without ever

causing switching for very advanced technology nodes, since writing and reading

operations share the same path, through the junction. Indeed, the smaller the MTJ

the lower the writing current without having the possibility to reduce the reading

current to maintain a reliable sensing. Three-terminal MTJ with writing based on

Spin-Orbit Torque (SOT) approach revitalizes the hope of an ultimate RAM. It

represents a pioneering way to triumph over current two-terminal MTJ’s limitations

by separating the reading and the writing paths, completely avoiding tunnel barrier

damaging and read disturb issues.

2 MTJs Written by Spin Orbit Torque

Recently, a new effect was discovered, leading to original devices with three

terminals. This effect is called Spin Orbit Torque (SOT), a generic term

encompassing in reality different possible mechanisms originating from the bulk

of the material and the interfaces between the different layers. These mechanisms

issued from the spin orbit interaction are often named the Rashba effect and the

Spin Hall Effect (SHE) [1–4] for the contribution of respectively the interfaces and

the bulk. However this denomination is often a shortcut since the contribution from

interfaces and bulk are intricated. SOT allows switching the magnetization of a

magnetic Storage Layer (SL) by passing a current in the plane of the conductive

contact line underneath the MTS, instead of through the MTJ itself (Fig. 1). This

allows separating the reading and writing paths with great benefits: firstly, since no

large writing current is passing through the tunnel barrier damaging it, the

Fig. 1 (a) Schematic of the three-terminal SOT device and the two independent paths for (b) write
and (c) read operations. In-plane current injection through the write line (writing stripe) induces

the perpendicular switching of the storage layer
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endurance can be truly infinite. Secondly, risks of accidental writing during reading

are drastically reduced. Moreover, the switching duration using this scheme can be

very fast, typically some hundreds of picoseconds experimentally demonstrated,

providing the injection of relatively large current densities. Compared to STT [5, 6]

the fast SOT-switching is deterministic and does not show any precessional behav-

ior [7]. Today, the current density is higher than for STT (typically 5 � 107 A/cm2),

but since it flows through a very thin line (typically 5 nm), the resulting writing

current can be very small. Moreover, since the writing time can be very short, the

resulting energy becomes very interesting. The main limitation of this technology

compared to STT is apparently the area density because of the additional terminal.

However, this picture is not so simple considering a complete memory since i)

transistors can be shared ii) the area of MRAM is often limited by the size of the

addressing transistors more than that of the single magnetic cell. However, since the

writing current decreases proportionally to the lateral dimension of the device and

not with its surface, the scalability is weaker than for STT writing, but remains

much better than for magnetic field writing. An important feature of the device is

the thermal stability of the device which is ensured down to 20 nm.

Another specificity of this writing scheme is that a small static longitudinal

magnetic field is required to avoid stochastic switching: without it, for a given

direction of the writing current, the magnetization can switch randomly in either

P (Parallel) or AP (Anti Parallel) configuration. Adding this longitudinal magnetic

field makes the switching deterministic, with a direction of the current writing the P

state and the opposite direction the AP state. This field can be generated by the stray

field of an in-plane magnetized layer, integrated to the pilar stack, acting like a

permanent magnet, with no additional power consumption. This particularity can be

even turned into an advantage. Indeed, if the direction of the magnetic field is

switched, the operation of the device is inverted: the direction of the current

previously used to write a logic “0” will write a logic “1” and vice-versa (Fig. 2).

It can be useful for reconfigurable computing. In this case, the magnetization of the

layer generating the magnetic field could be chosen using a current line to control it

like in original Field Induced Magnetic Switching (FIMS) writing schemes. The

corresponding power consumption would then depend on the reconfiguration

frequency.

Although this technology is at very early stage development, these properties

make it particularly interesting for high speed applications that do not require

very high densities but high endurance. Typically, it can be suitable for low-cache

levels replacement in processors, which is not possible with classical STT. Since

this technology solves some of the major issues of STT, a lot of academic

organisms and industrial companies are intensively working on it and we have

good confidence that it can have a predominant place in the future of spintronics,

for a lot of applications.
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3 Applications of SOT-RAM

3.1 Introduction in the Memory Hierarchy of Processors

As seen in the previous chapters, a lot of studies have been recently carried out to

introduce STT-RAM in the memory hierarchy of processors. Indeed, it is the only

technology that offers an intrinsic non-volatility together with a speed suitable for

use as a working memory and a quasi-infinite endurance. Adding non-volatility in

the memory hierarchy has a lot of advantages, in particular the ability to ease the

power gating techniques, which consist in cutting off the power supply of unused

blocks to drastically reduce the leakage. Indeed, having a local non-volatility allows

directly cutting off the power supply without having to save the content of the

memory in distant non-volatile or very low-leakage storage devices. The first and

more obvious approach consists in directly replacing the parts of the memory

hierarchy whose operating speed is compatible with those of STT-RAM (DRAM

main memory, or L2 cache level). Going deeper into the memory hierarchy seems

difficult since STT-RAM cannot compete with fast SRAM in terms of writing

speed. However, some works have shown that the better density of MRAM allows

Fig. 2 Switching dependence on the external longitudinal applied field Ha and current direction
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having a larger L1 cache capacity, which can compensate the loss of speed for some

applications [8]. This approach requires rethinking the architecture of processors

and memory hierarchy and is adapted only to some specific applications. Other

works propose the use of a hybrid SRAM/MRAM memory. Several architectures

have been proposed, allowing using the memory as a standard SRAM in operation,

but with the capability of backing-up the content in MTJs and restore it at any

moment. This allows bringing non-volatility in low levels of cache, but with a loss

in terms of density.

Since SOT-MRAM have a writing speed approaching that of SRAM, it is

possible to consider directly replacing L1 cache by SOT-RAM. The result would

be the introduction of non-volatility in L1 cache, without penalty in terms of speed.

Moreover, thanks to its density which remains much better than the one of SRAM,

larger caches could be used, resulting in probable performance improvement.

3.2 Non-volatile Flip-Flops, Normally-Off/Instant-On
Computing and Memory-in-Logic

The architecture of latches and Flip-Flops (FF), distributed memory containing the

active data of the logic part of the circuit, is very similar to that of SRAM. It is thus

possible to introduce non-volatility in the logic itself, in the same way that SRAM

can be made non-volatile [9–11]. It is particularly interesting since it allows

freezing the state of the processor or any digital/mixed signal IC, and restart in

the same state. It allows developing new paradigms like normally-off/instant-on

computing [12], in which the circuit is off by default and power supplied only when

required. It can be switched-off instantaneously and restarted in the same state. This

still reduces the power consumption but also improves the reliability. It is possible

for instance to implement a checkpoint for rollback operation in processors, to

restore the system state with a snapshot taken in the past. Thanks to its high speed,

low-energy writing and infinite endurance, SOT-MRAM could allow saving the

context more often, even possibly at each clock edge, without significant energy

overhead or performance loss and thus still improving the reliability.

Although the intrinsic non-volatility of MTJs naturally encourages using them as

memory elements, it also offers the possibility to intrinsically mix logic and memory

to shorten and multiply the communication between them, leading to a new paradigm

in logic architectures. This concept, called “logic-in-memory” has been proposed in

[13]. Examples of circuits based on Current Mode Logic (CML) have been proposed

and implemented in silicon demonstrators giving encouraging results [14]. For this

purpose, the SOT-MRAM has another advantage thanks to its third terminal offering

an additional degree of freedom and the possibility to reverse its behavior by

changing the direction of the longitudinal magnetic field.
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4 Design Tools and Environment for the Design of Hybrid
CMOS/SOT-RAM Components

4.1 Compact Electrical Model of SOT-MTJ

As the semiconductor industry is progressively going toward “hybrid CMOS”

Integrated Circuits (ICs), compact model development has become a cornerstone

in the circuit/system design and verification tool flow.

Recently, a compact model of the SOT-MRAMhas been proposed by Spintec [15].

The most significant physical phenomena involved in the writing (SOT) and the

reading (TMR) are taken into account and realistic parameters, obtained from char-

acterization of single SOT-MRAM cells [16] were used to calibrate the model.

This model is written in Verilog-A language and based on physical equations model-

ing the behavior of the device. The dynamics of the magnetization is described, based

on the Landau-Lifshitz-Gilbert (LLG) equation [17], including additional SOT terms

[1–4, 16, 18]. The dependence of the resistance upon the magnetic configuration

(Tunnel Magneto-Resistance or TMR, relative resistance variation of the stack

between Parallel and Anti-Parallel resistance states) and the applied voltage is

described using Julière’s model [19] and Simmons’ model [20]. Moreover, for an

improved accuracy, we have integrated the dynamic conductance given by the

Brinkman model [21] and we take into consideration the dependence of TMR upon

bias voltage. In this model, all the physical quantities, such as the magnetization

components (mx, my, mz) are represented by voltages. Figure 3 shows a physical view

and a block diagramof themodel, with twomodules, one dedicated to the computation

of the dynamics of the magnetization and the other dedicated to the TMR.

Figure 4 shows a simulation result using SPECTRE electrical simulator from

Cadence. It illustrates the operation of the device, by showing the dynamics of the

mz component of the magnetization for different values of the writing current

density Japp. In this particular case, the magnetization of the two magnetic layers

constituting the MTJ is oriented perpendicularly to the layers. The value of mz is

then 1 for P state and �1 for AP state. Intermediate values correspond to transient

behavior during the switching process. The duration of the writing pulse is 3 ns. We

see that during the current pulse application the magnetization aligns in the plane of

the layers (mz¼ 0). Once the magnetization is stabilized, the current is removed and

the magnetization switches in its final state according to the direction of the current.

For Japp¼ 1012 A/m2, the SOT is not strong enough to initiate the switching and the

MTJ remains in its P state. For Japp¼ 2 � 1012 A/m2, the 3 ns pulse is not long

enough for the magnetization to stabilize and the MTJ switches back to its initial P

state. For higher values of Japp, switching occurs, with a duration decreasing with

the increase of the current density, allowing a trade-off between speed and power

consumption, depending on the targeted application. In the same way, increasing

the pulse duration allows improving the reliability of the switching. We see that for

high current density values (4 � 1012 A/m2 for instance), the switching time can be less

than 1 ns. In Fig. 5, the influence of the longitudinal magnetic field on the switching is

illustrated. Without it, the switching is stochastic. When the field is applied, the
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switching becomes deterministic, with a switching time duration decreasing with the

increase of the magnitude of the field. This model was successfully validated by

comparison of the results with micromagnetic simulations.

4.2 Ultra-fast SOT-MRAM Based Non-volatile Flip-Flop

In order to illustrate the potential of SOT-MRAM, we describe here a Non-Volatile

Flip-Flop (NVFF) architecture based on this technology (Fig. 6), developed at

Spintec [22]. It is composed of a master latch made non-volatile using a pair of

SOT-MRAMs (Fig. 6b) connected to a standard slave latch (Fig. 6c). The operation is

managed by a non-overlapping two-phase clock signal generator (ck1, ck2). Four

transistors are used to generate a bidirectional current flowing in the writing lines

of the SOT-MRAMs devices in series. The direction of the current is determined by

the input data D. The current is generated during the first phase clock ck1. During the

second phase clock ck2, the master latch reads the data of the SOT-MRAMs and

transfers it to the output Q. This operation is illustrated in Fig. 7, showing a simulation

of the NVFF using the compact model presented in the previous section. In this work,

the technology node is 40 nm, for both CMOS and SOT-MRAM. In these conditions,

the writing current is 60 μA, comparable to perpendicular STT-MRAM. However as

Fig. 3 Modeling strategy of the three-terminal SOT-MRAM. (a) Physical view of the SOT-MRAM

(cross section). (b) Block diagram of the compact model
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seen in inserts, the switching time is only 250 ps, four times faster than STT, dividing

the energy by four.

The operation of this NVFF fundamentally differs from those presented so far [9–

11]: the magnetic part is written at every clock cycle contrary to the previous cases,

where the data was backed up in the magnetic part only when required, on demand.

This is made possible because of the high writing speed and low-power consumption

of the SOT technology. It means that with such a device, the power supply can be cut-

off at any moment, without further action and restarted in the same state. This opens

the door to the concept of “normally-off” or “instant-on” circuits [12]. This Flip-Flop

can be used as a primitive cell into the ASIC design library allowing the design of

non-volatile, high speed and low-power digital circuits [23, 24].

4.3 System Level Integration

To evaluate the benefits that can be expected from integrating MRAM and in

particular SOT-MRAM in the different levels of processors hierarchy, it is neces-

sary to carry-out system level simulations, using processor simulators, like Gem5 or

Fig. 4 Simulation of the dynamics of the perpendicular magnetization mz of a SOT-MRAM as a

function of the injected current
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simple scalar (Fig. 8). These tools take as inputs the architecture of the processor,

including the memory hierarchy and the models of the memory blocks. It allows

running an application and evaluating the performance in terms of CPU time,

number of cycles, memory transactions (read/write, cache hit/miss. . .). The models

of the memory can be provided by characterization of an existing memory (by test

or simulation) or using a memory simulator, like NVSIM tool (specific for non-

volatile resistive memories). This work is currently carried out for MRAM in

general [8] and for SOT-MRAM in particular, giving encouraging preliminary

results [25].

Fig. 5 Study of the dynamic behavior of the perpendicular magnetization mz according to the value

of the external applied field Ha: (a) Ha = 0, random switching and (b) Ha < 0, proper switching
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5 Conclusion

The advent of new MRAM generations has led to a keen interest in the microelec-

tronics world for this technology as a possible solution to push forward the limits of

microelectronics. Several tools are developed to allow exploring new circuits

and system architectures using MRAM devices. As seen in this chapter, both

STT-MRAM and SOT-MRAM technologies have their own strengths and limits

and is thus suitable for a given set of applications. A wide field of investigation is

open covering technology developments to improve the existing devices, discover

Fig. 6 SOT-MRAM based NVMFF (a) symbol, (b) master register architecture, (c) slave register,
(d) writing circuit

Fig. 7 SOT-MRAM based NVMFF simulation results (a) write and read operations (b) perpen-
dicular magnetization mz behavior of the SOT-MRAM during a 1 ns current pulse to switch from

AP (mz¼�1) to P (mz¼ 1) (c) SOT-MRAM witching with only a 250 ps pulse (exactly after

oscillations stabilization)
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new ones, and design of innovative circuits and systems. Two paths must be

followed in parallel: identifying relevant target applications for each technology

and adapting the system architectures to gain maximum benefit.

The performance of the most recent technologies and in particular SOT-MRAM,

in terms of speed and power consumption which could compete with SRAM, paves

the way towards a true revolution in the memory hierarchy. It allows dreaming of a

new paradigm consisting in introducing non-volatility at all levels of this memory

hierarchy and possibly writing the data in the MTJs at every clock cycle, opening

the door to real normally-off/instant-on circuits.
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Challenge of Nonvolatile Logic LSI Using
MTJ-Based Logic-in-Memory Architecture

Takahiro Hanyu

1 Introduction

In this chapter, a new architecture, called “nonvolatile logic-in-memory (NV-LIM)

architecture,” is presented, where the NV-LIM architecture could overcome per-

formance wall and power wall due to the present CMOS-only-based logic-LSI

processors [1–3]. Figure 1a shows a conventional logic-LSI architecture, where

logic and memory modules are separately implemented together and these modules

are connected each other through global interconnections. Even if the device

feature size is scaled down in accordance with the semiconductor technology

roadmap, the global interconnections are not shorten, rather than are getting longer,

which resulting in longer delay and higher power dissipation due to inside wires. In

addition, since on-chip memory modules are “volatile”, they always consume the

static power to maintain the stored data.

On the other hand, several emerging storage devices are getting developed to

overcome the weak points of conventional semiconductor memories; dynamic

random-access memory (DRAM) and static random-access memory (SRAM).

Especially, magnetoresistive random-access memory (MRAM) that has already

undergone a few incarnations, is now converging on a scheme for upending the

memory business. Spin-transfer torque (STT) MRAM promises speed and reliabil-

ity comparable to that of SRAM, where SRAM is the quick-access memory

embedded inside microprocessors, along with the “nonvolatility” of flash, the

storage of smartphones and other portables. Since magnetic tunnel junction

(MTJ) device, the key element of MRAM, is easily distributed over a logic-circuit

plane by using a three-dimensional (3D) stack structure as shown in Fig. 1b,

performance degradation due to intra-chip global wires could be drastically
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mitigated, which leads to a high- performance, ultra-low-power and highly reliable

(or highly resilient) logic LSI.

One of the most useful methods to cut off the leakage power is to use power

gating. Figure 2a shows a time chart of power dissipation in conventional logic LSI

without power gating. If you apply the power gating in the conventional logic LSI, a

part of standby power can be eliminated, but two additional operations, “back-up”

and “boost-up” procedures, must be performed before and after applying the power

gating, which may discourage to apply the power-gating technique as shown in

Fig. 2b. In contrast, non-volatility is a good combination of applying the power

gating, which ideally eliminates the wasted power dissipation as shown in Fig. 2c.

Figure 3a shows nonvolatile VLSI processor architecture, where a high-density

and high-speed MRAMs and nonvolatile flip-flops are used to simply realize a

nonvolatile logic LSI [4, 5]. When you could merge a part of nonvolatile on-chip

memory into logic-circuit modules as shown in Fig. 3b, it would be possible to

improve the performance of the nonvolatile logic LSI. In the following description,

some concrete design examples using MTJ-based nonvolatile NV-LIM architecture

such as nonvolatile field programmable gate array (FPGA) [6–14], nonvolatile

ternary content-addressable memory (TCAM) [15–22], and nonvolatile random-

access logic-LSI unit (MCU) [23, 24] are demonstrated and their usefulness is

discussed.

Fig. 1 Comparison of

logic-LSI architectures;

(a) conventional,
(b) nonvolatile logic-in-
memory
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2 Design Example of NV-LIM-Based FPGA

Field programmable gate array (FPGA) is a key device to quickly realize

prototyping systems, where their specification and function are directly program-

mable by users, while power consumption as well as hardware cost is a serious

problem in expanding application fields of FPGAs, especially in the field of mobile

and portable applications [25]. The use of MTJ devices could solve the power-

dissipation problem. Figure 4 shows the overall structure of a nonvolatile FPGA,

where each lookup table (LUT) circuit in the configuration logic block (CLB) stores

logical configuration data into MTJ devices. Therefore, whenever an LUT circuit is

in a standby mode, its power supply could be shut down, which completely

eliminates the wasted standby power dissipation.

Although the use of MTJ devices makes the LUT circuit nonvolatile, its hardware

cost is rather than increased when you simply replaces conventional SRAM-cell-

based volatile storage elements with nonvolatile ones, because every MTJ-based

nonvolatile storage element generally requires sense amplifier (SA) as shown in

Fig. 5a. In order to reduce the hardware overhead, MTJ devices are merged into

the combinational logic circuit as shown in Fig. 5b, where the technique is the circuit-

level NV-LIM architecture [6]. As a result, the LUT circuit becomes compact

because only a single SA is required in the proposed LUT circuit. Figure 6a shows

the circuit diagram of the MTJ-based two-input nonvolatile LUT circuit, and Fig. 6b

shows a fabricated two-input nonvolatile LUT-circuit test chip and its features.

The immediate wakeup behavior of the nonvolatile LUT circuit has been confirmed

by the measured waveforms as shown in Fig. 7.

DRAMFlash

NV NV

Spin RAM Si

NV
SRAM SP-LogicFF FFGP-Logic

GP-Logic: General-purpose logic
SP-Logic: Special-purpose logic

2nd-generation Nonvolatile Processor

NV NVLIM

Spin RAM
Si

NVLIM
SRAM SP-LogicGP-Logic

Nonvolatile Field-Programmable
Gate Array (FPGA), Nonvolatile
Random Logic LSI

Nonvolatile Ternary Content-
Addressable Memory (TCAM)

a

b

Fig. 3 Configuration of nonvolatile logic LSIs; (a) 1st-generation nonvolatile logic-LSI architec-

ture, (b) 2nd-generation nonvolatile logic-LSI architecture
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In the practical FPGA, the number of input variables in the LUT function must

be four or more, while the variation of the resistance values of MTJs devices

becomes critical, because multi-input LUT circuit requires many MTJ devices

and MOS transistors, where they are connected serially. For the stable and reliable
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Fig. 6 MTJ-based 2-input

nonvolatile LUT circuit

with NV-LIM architecture;

(a) circuit diagram, (b)
fabricated chip
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Fig. 7 Immediate wakeup behavior of the 2-input nonvolatile LUT circuit
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operation of the multi-input LUT circuit, we insert “redundant” MTJ devices to

adjust the operating point of the LUT circuit. Figure 8 shows a design example of

the multi-input nonvolatile LUT circuit, where both twice number of MTJs and

three additional MTJs are inserted into the LUT-selection tree and the LUT-

reference tree, respectively [7, 8]. Figure 9 summarizes the comparison of multi-

input LUT circuits. It is clearly demonstrated that the proposed the NV-LIM-based

NV-LUT circuit is implemented.

Not only LUT circuit but also other components, switch block (SB) and con-

nection block (CB), in FPGA chip are efficiently implemented by using the circuit-

level NV-LIM architecture. Since the write-current characteristic of MTJ device is

left-right asymmetric as shown in Fig. 10a, only a single MOS transistor with a

large width is shared by every NV latch, while each NV latch has only MOS

transistors with a small width as shown in Fig. 10b, which greatly reduces the

effective chip area of routers [9]. Figure 11 shows a fabricated nonvolatile FPGA

chip, where almost 1,000 tiles (each tile consists of LE, CB and SB, that is, the

minimum set of basic components in FPGA chip) are integrated in the area of

3.4� 2.0 mm2 under 90 nm CMOS/perpendicular-MTJ technologies. This high-

density integration of nonvolatile FPGA chip has firstly succeeded by using the
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NV-LIM architecture [10, 11]. As a future prospect, it is also important to design

nonvolatile logic LSI using three-terminal MTJ (3T-MTJ) device [12–14], because

write current path is separated from read current path in the 3T-MTJ device

[26, 27], which greatly mitigates the circuit-design restricts of nonvolatile logic

LSIs. Figure 12 shows a 3-T MTJ-based nonvolatile LE. The use of 3-T MTJ

devices makes the LE compact and improved the switching speed, because read-

current level could be appropriately determined independent of write-current level.
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3 Design Example of NV-LIM-Based TCAM

As a typical nonvolatile special-purpose logic-LSI example using NV-LIM struc-

ture, MTJ-based non-volatile ternary content-addressable memories (TCAM) have

been designed and fabricated [15–22]. TCAM is a functional memory for high-
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speed data retrieval that performs a fully parallel search and fully parallel compar-

ison between an input key and stored words. Currently, its high bit cost and high

power dissipation, higher than those of standard semiconductor memories such as

static random access memory limits the fields to which TCAM can be applied.

Figure 13 shows the truth table of a TCAM cell function. Its rich functionality

makes data search powerful and flexible but with conventional CMOS realization

there is an associated cost of a complicated logic circuit with two-bit storage

elements. Figure 14 shows the design philosophy of realizing the TCAM cell circuit

Stored data
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input Current
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Match
result

B (b1,b2) S ML

0 (0,1)
0 IZ < IZ’

1
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Fig. 13 Truth table of the
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functions, (d) proposed NV-TCAM cell structure

168 T. Hanyu



compactly with a non-volatile storage capability. In the case of both conventional

volatile TCAM cell structure and conventional non-volatile TCAM cell structure

without using LIM architecture shown in Fig. 14a, b, respectively, the bit cost is

high. In contrast, when two-bit storage elements are merged into a logic-circuit part

by using the LIM architecture as shown in Fig. 14c, the proposed TCAM cell

structure becomes compact and non-volatile as in Fig. 14d. Figure 15a, b compare a

conventional volatile TCAM cell circuit and the proposed non-volatile one, respec-

tively. The conventional CMOS-based volatile TCAM cell circuit consumes

12 MOS transistors (12T-TCAM circuit structure) while the proposed one takes

just 4 MOS transistors with two MTJ devices (4T-2MTJ circuit structure) [15–20].

Note that MTJs do not affect the total TCAM cell-circuit one, because MTJs are

fabricated onto the CMOS plane. Compact realization due to NV-LIM architecture

has the advantage of improving the performance of the circuit by inserting a driver

as shown in Fig. 15c. Figure 16 summarizes the comparison of TCAMword circuits

with 144 cells. By the appropriate division of the TCAMword circuit, the activation

ratio of the TCAM can be minimized. Figure 17 shows the variety of the segment-

based TCAM word-circuit structures. In the case of the 3-segment-based

NV-TCAM word-circuit structure, where the first segment, the second-segment

and the rest consist of 3-bit, 7-bit and 134-bit cells respectively, its average

activation ratio becomes as low as 2.8 %, which indicates that 97 % or more

TCAM cells can be in standby mode on average by the fine-grained power gating
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[15–20]. Figure 18 shows the fabricated non-volatile TCAM test chip under 90-nm

CMOS/MTJ technologies, which is used as a high-speed index search engine [17].

Robustness against soft error due to particle strike is getting an important factor

in the practical applications. MTJ device stores one-bit information as a resistance

whose value is robust against alpha particle and atmosphere neutron strikes, which

significantly lower the probability of single-event upsets (SEUs). The TCAM also

becomes robust against delay variations caused by single event transients (SETs) as

it is designed based on four-phase dual-rail encoding realized using complementary

NAND and NOR-type word circuits as shown in Fig. 19 [21, 22]. The dual-rail
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Fig. 19 Design of Asynchronous dual-rail nonvolatile TCAM word circuit with soft-error

tolerance
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TCAM cell is compactly designed using 20 transistors (20T) and 4 MTJ devices

stacked on a CMOS layer as opposed to a single-rail 24T TCAM cell that consists of

soft-error tolerant storage elements. In addition, soft errors can be detected using

the dual-rail signals. As a design example, a 256-word� 64-bit TCAM is designed

under a 90-nm CMOS/MTJ technology and is evaluated with a collected charge

caused by a particle strike, which induces the SET and hence the delay variation.

Figure 20 summarizes the performance comparison of TCAMs. The proposed

TCAM properly operates under the delay variation, while achieving comparable

performance to a synchronous single-rail TCAM in which an up to 25 % timing

error occurs.

4 Design Example of Nonvolatile Random-Access
Logic LSI

In order to design and implement MTJ-based nonvolatile random-access logic

circuit, we must make a basic gate family using NV-LIM architecture. We have

employed a nonvolatile full adder circuit to demonstrate a circuit based on logic-in-

memory architecture [28]. Figure 21 shows the circuit diagram of the full adder. It

consists of SUM-circuit and CARRY-circuit parts, where the symbols A (A0; the
complement of A) and Ci (Ci0) are the external inputs and the symbol B (B0) is a
stored input. The use of a dynamic logic style [29] (where pre-charged sense

amplifier [30] has been also presented as a high-speed, highly stable and low-

power logic style of nonvolatile logic) controlled by clock signals, CLK and CLK0,
cuts off the steady current flow from the supply voltage VDD to GND, which

reduces the dynamic power dissipation of the circuit. The stored data is

programmed by controlling external signals. Complementary stored inputs, B and

B0, are programmed by using individual current-flow path, which is selectable by
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the word lines, WL1, WL2, WL3, and WL4, and the bit lines, BL and BL0. For
example, in the case of storing B¼ 0 into the corresponding MTJ in the SUM

circuit, the word line WL1 is set to the supply voltage VDD, and BL and BL0 are set
to GND and VDD, respectively, which makes the current-flow path through the

MTJ set up as shown in Fig. 21. All the external inputs and the complementary

clock signals are turned off during the above write operation.

Figure 22 shows the measured waveforms of the SUM circuit chip, where the

stored inputs, B and B0, are fixed to “0” and “1”, respectively and periodic 1.0-V-

peak-to-peak voltage signals are applied to CLK, CLK0, A, A0, Ci, and Ci0,
respectively, under periodic turn on and off of VDD¼ 1.0 V. It can be clearly

seen in the traces of Fig. 22 that the output Safter (S right after power-on) is the same

as Sbefore (S just before power-off), which means that stored data remain intact even

if VDD is shut down and is turned on again. It should be noted that nonvolatile

storage function of the present circuit is realized without employing complex

reload/write-back from/into an off-chip nonvolatile storage device.

In order to design practical-scale MTJ-based NV-LIM LSIs, it is important to

establish an (semi-)automated design flow. We have developed this flow by com-

bining de facto standard engineering design automation (EDA) tools and new

supplementary design tools for precise simulation of MTJ device characteristics

as shown in Fig. 23 [31]. By using the proposed flow, various MTJ-based NV-LIM

circuits can be designed by using HDL, and the corresponding layout including

MOS and MTJ/MOS-hybrid cells can be automatically synthesized, as shown in

Fig. 24, where its layout validity can be completely verified through DRC and LVS.

As a typical example of nonvolatile random-access logic LSI, we have devel-

oped the motion-vector prediction unit [23, 24]. Figure 25 shows a test-chip
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photomicrograph of the motion-vector prediction unit using 90 nm MTJ/MOS

process made on a 300 mm wafer fabrication line. Twenty-five processing elements

(Pes) are arranged in a 5� 5 grid, which reduces the dissipation to one-fourth.

The number of MOS transistors is about 0.5 million and that of MTJ devices is

about 13,000.
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Fig. 24 Layout-design example of an NV-LIM-based random logic circuit
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Logic Circuits Design Based on MRAM:
From Single to Multi-States Cells Storage

Bojan Jovanović, Raphael Martins Brum, and Lionel Torres

1 Introduction

Decades of effective miniaturization of microelectronic switches (metal-oxide-

semiconductor transistors) have brought us tremendous benefits. Every new gener-

ation of the electronic devices was smaller in area, faster in speed and more power

efficient. However, as we entered a deep-submicron era, some side effects emerged.

Due to short transistor channels and thin oxide gates, transistor leakage currents are

dramatically increased. Moreover, it is becoming harder and harder to control

the threshold voltage of a transistor (to make efficient transitions from ON to OFF

state and vice-versa) and to reliably incorporate millions of them in an integrated

circuit [1]. These obstacles threaten the continued scaling of CMOS devices and,

if Moore’s law is to hold, we certainly must to overcome them.

The roadblocks are present at system and architectural levels as well.

The mainstream Von-Neumann computing architectures consist of a pure compu-

tational part (central processing unit—CPU) and a memory part in which the

computing recipes (programs) and the input/output data of the calculations are

stored [2]. Such complex systems have a memory hierarchy comprising different

semiconductor memory types, as illustrated in Fig. 1. Dense, slow, and non-volatile

storage memory with limited endurance (usually of NAND/NOR Flash type,

located far from the CPU) is combined with fast, volatile, power and area consum-

ing SRAM/DRAM working memory (close to the CPU) in order to ensure both
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rapid accessibility and data non-volatility [3]. The main characteristics of today’s
semiconductor memories are summarized in Table 1.

However, this sort of design hierarchy requires complex control. During the

system start-up process, data located in storage memory is copied to the working

memories in order to set up memory systems for use. This booting procedure

usually takes a long time and wastes a significant amount of power. This is

illustrated in Fig. 2a that shows the energy profile of the computing system based

on the Von-Neumann architecture. The same happens when such a system is

shutting down. It requires time and power to store the status data back in the non-

volatile storage memory. When such a system is in use, the working SRAM and

DRAM memories consume a lot of energy to keep the data because they are both

volatile. To additionally save the energy from the power supply, there is a

Fig. 1 Typical structure of a computer memory hierarchy

Table 1 Main characteristics of today’s semiconductor memories [6] (shortcomings given in

bold)

SRAM DRAM NOR Flash NAND Flash

Cell latency >60 F2 4–6 F2 10 F2 4–5 F2

Read latency <3 ns 7–20 ns 5 μs 25 μs
Write latency <3 ns 7–20 ns 1 ms 200 μs
Static power Yes Yes No No

Endurance >1015 >1015 104 104

Non-volatility No No Yes Yes
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possibility for a system to be hibernated. In this case, the power is cut off from every

computing block except from some CPU cache volatile memories that are still

supplied with power in order to remember the context of a hibernated system.

Furthermore, there is a growing disparity of speed between CPU and storage

memory outside the CPU chip. In the last 10 years, CPU speeds have improved at a

rate of approximately 25 % per year, while the memory speed experienced only a

10 % increase [4]. This significantly limits the efficiency of data processing (clock

frequency). To mitigate the limitations posed by off-chip storage memory band-

width, large size working cache memories need to be used. If such caches are

designed with SRAM, they may occupy 90 % of the chip area in future CMOS

generations [5]. Besides, SRAM-based cache memory is becoming the major

source of the leakage power consumption. The power gating technique applied on

a SRAM cache is not efficient since it is paid by data loss and by the significant time

and the energy required to retrieve the lost data.

Finally, having in mind that with the technology scaling, existing semiconductor

memories get increasingly less reliable and more expensive to fabricate, it is clear

that the conventional memories are approaching “the memory wall” becoming a

bottleneck in computer performance [6].

Fig. 2 Energy profiles of a: (a) mainstream Von-Neumann computing architecture; (b) normally-

off and instant-on green computing approach
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Spintronic devices that exploit both the intrinsic spin of the electron and its

associated magnetic moment, in addition to its fundamental electronic charge, are

promising solutions to co-integrate with the CMOS and to circumvent the aforemen-

tioned scaling threats [7]. They generally comprise magnetic layers separated by non-

magnetic layers through which the spin-polarized electrons are transmitted. Most of

these devices are based on magneto-resistive effects which consist in a dependence of

the device electrical resistance upon itsmagnetic configuration. By using thismagneto-

resistive property, many hybrid innovative designs can be conceived: non-volatile

memories, high-performance logic circuits, RF oscillators, field/current sensors etc.

In this chapter, we survey some hybrid cells combining CMOS transistors with

Magnetic Tunnel Junctions (MTJs) that are the key basic elements in spintronic

circuits. Given the current state-of-the-art and the future trends on the field of MTJ

evolution, these cells could be considered as the prospective universal memory cells

(as fast as SRAM cells, as small as DRAMs and as non-volatile as Flash cells).

The rest of the chapter is organized as follows: Section II is dedicated to

magneto-resistive random access memories (MRAMs). We describe the physical

structure of the MTJ nanopillars together with the evolution of the mechanisms that

are used to control its electrical resistance. In Sect. 3, we give an overview of some

prospective applications of the hybrid MTJ/CMOS designs. Finally, Sect. 4 is

reserved for the conclusions.

2 MRAM

Motivated by the robustness of magnetic devices against radiation, the development

of the MRAMs is in the focus of the worldwide research teams for the last 30 years.

Though early MRAM devices were unreliable, slow, and energy inefficient [8, 9],

the discovery of MTJs that exhibit large enough margin at room temperature

between two stable states (resistances) really opened new perspectives for MRAM.

In addition to radiation immunity and reliability, spin-based MTJs can be

co-integrated with the conventional CMOS technology without imposing an area

overhead, as illustrated in Fig. 3a. Furthermore, MTJs provide non-volatility,

energy efficiency (little energy is needed to change the electron spin [10]), high

speed data switching, improved density, infinite endurance, and the ability to

continue shrinking in size [11], as will be demonstrated in the rest of the chapter.

An MTJ is a nanopillar composed of an ultra thin (0.8–1.5 nm) layer of insulator

(oxide barrier) sandwiched between two ferromagnetic (FM) metals (Fig. 3a). The

insulating layer is so thin that electrons can tunnel through the barrier if a bias

voltage is applied between two FM electrodes. The resistance of MTJ depends on

the relative orientation of the magnetization in the two FM layers.

In standard applications, the magnetization of one FM layer (the reference layer)

is commonly pinned, whereas the other (storage) layer is free to take a parallel

(P) or an anti-parallel (AP) orientation, thus determining parallel (Rp) or anti-

parallel (Rap) MTJ resistance and storing a binary state. The margin between
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these two MTJ resistances is defined by the tunnel magneto-resistance (TMR) ratio,

TMR [%]¼ (Rap-Rp)/Rp. There are two kinds of MTJs: in-plane MTJ (i-MTJ)

where magnetization of ferromagnetic layers lies in the film plane and perpendic-

ular MTJ (p-MTJ) where magnetization direction is perpendicular to the film plane.

The mechanism of switching between two MTJ states (i.e., writing non-volatile

data bit) directly influences the area, speed, and power performance of hybrid

(MTJ/CMOS) designs. It is, consequently, very important to have reliable MTJ

switching. Using either an external magnetic field or a spin-polarized switching

current can perform it.

2.1 Field-Induced Magnetic Switching (FIMS)

The magnetization of a storage layer in early MTJ devices was controlled through

the external magnetic fields. To achieve write selectivity, two perpendicular current

lines are used to generate the write field, as illustrated in Fig. 3b. Only the MTJ

at the crossing of these two lines can be written, provided that the current densities

on the lines are strong enough. Commercial availability of toggle MRAM proves

that integration of the FIMS MTJ devices with the CMOS is feasible technology

option [12]. However, as FIMS switching mechanism requires two high currents

(about few mA), it suffers from the energy efficiency. Low storage density seems to

be an additional obstacle. Moreover, process variations and thermal fluctuations

always limit the density of this type of memories.

Fig. 3 (a) CMOS/MTJ co-integration; (b) FIMS MT switching; (c) TAS MTJ switching; (d) STT
MTJ switching
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2.2 Thermally-Assisted Switching (TAS)

In order to improve a bit selectivity and to have more efficient MTJ switching, the

second generation of MTJ devices was taking advantage of a general property of

magnetic materials, which is that in most cases their magnetization is more easily

switched at elevated temperature than at room temperature [13]. For this purpose,

the MTJ nanopillar is slightly modified by adding two anti-ferromagnetic layers

with different (low and high) blocking temperatures. To switch MTJ, heating

current (Ih) is passed through the MTJ stack to heat the junction above the blocking

temperature of the free layer. In this way, the free layer is unlocked and ready to

store the non-volatile data bit determined by an applied external magnetic field

(Isw), as illustrated in Fig. 3c. In addition to improved writing efficiency (the heating

current is between 100 μA and 1 mA), TAS also provides very high data reliability

due to its exchange bias mechanism [14]. On the other hand, TAS is essentially

limited by the heating and cooling dynamics [13]. Under typical operating condi-

tions, the heating takes place in 3–7 ns whereas the cooling requires 15–25 ns.

2.3 Current-Induced Magnetic Switching (CIMS)

One of the main weaknesses of classic magnetic field writing MRAMs is that the

required writing current rapidly increases with reduced MTJ size. That is why

recent current induced magnetic switching (CIMS) methods use the spin-transfer

torque (STT) effect [15, 16] in order to control the MTJ resistance. This enables the

magnetization of a free layer to be switched with only one low (in the order of few

tens of μA), spin-polarized bi-directional current (Isw) passing through the MTJ

stack. In this case, there is no need for high switching currents that induce a

magnetic field (Fig. 3d). This leads to the reduction in cell size. If the density of

the spin-polarized writing current pulse is greater than the critical current density

(JC0), MTJ resistance is determined only by its direction. STT writing approach is

greatly simplified, faster and more energy efficient in comparison to the previous

two. However, it suffers from reliability issues including data thermal stability,

erroneous write by read current [17], and short retention times [18].

Mutual comparisons of these three different MRAM technologies are summa-

rized in Table 2.

2.4 Trends in Evolution of MTJ Parameters

To be widely accepted by the IC industry, MTJ-based MRAM devices must

outperform their counterparts (e.g., phase change memories—PCMs, or ferroelec-

tric RAMs—FeRAMs). For this purpose, MRAM technologies have made impor-

tant advance in the last decade allowing denser, faster and low power applications.
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As the TMR ratio that defines the margin between two MTJ stable states (MTJ

resistances) is one of the most essential parameters for a reliable storage and

restoration of non-volatile data bits, a lot of research effort has been invested in

improving anMTJ resistance margin. The emergence of MTJ devices with the MgO

oxide barriers significantly improved the TMR ratio. Today’s commercial MTJs

that have electrodes made of CoFeB and the tunnel barrier made of MgO achieved

TMR of over 200 % [20]. Some laboratory prototypes reached 600 % [21] whereas,

theoretically, TMR ratio can be as high as 1,000 % [22].

Regarding the MTJ writing efficiency, STT-MTJs with in-plane magnetization

have very fast MTJ switching speed (up to 100 ps, according to [23]). However,

with the writing currents of hundreds of microamperes, this switching approach is

still not efficient since it consumes a lot of energy and requires large driving

transistors. Furthermore, with the miniaturization of the MTJ fabrication node

(below 40 nm for lateral sizes), data thermal stability for in-plane STT-MRAM

becomes a critical issue due to its planar anisotropy storage principle, which leads

to important random sensing errors [24].

Recently emerging STT-MRAM structures based on perpendicular MTJs

(p-MTJs) proved to be the breakthrough technology enabling a significant reduction

in the required switching current (several tens of micro amperes) [25]. Thus,

p-MTJs have solved the biggest obstacle that had prevented MRAM densification

for a long time. Because of small p-MTJ switching currents, heating by the

switching current was greatly reduced which has highly positive impact on the

MTJ endurance. Moreover, p-MTJs significantly improved thermal stability of non-

volatile data bits [26]. The fact that p-MTJs can be obtained in a circular shape

makes them less sensitive to process variations (easily to fabricate) unlike that of

elliptical i-MTJs.

The speed of switching p-MTJs is inversely proportional to its writing current

and can be adjustable to the particular application. Increasing the amount of the

switching current entails decreasing the duration of the current pulse (i.e., speeding-

up p-MTJ writing). For some low power applications, reported switching current

reached 15 μA with 30 ns current pulse width [23]. On the other hand, in [27], 3 ns

fast p-MTJ switching with 50 μA current was reported for some high frequency

applications. IBM and Toshiba proved by using p-MTJs that writing with 1 ns

current pulse was possible [23].

Table 2 Comparison of various MRAM technologies

FIMS MRAM TAS-MRAM STT-MRAM

Scalability Poor (>60 nm) Good (>40 nm) The best (<10 nm)

Min. cell size Large (~30 F2) Small (~10 F2) Very small (~6 F2)

Endurance 1016 1012 1016

Writability Poor Good The best

Power Very high High The best

Latency Long (>10 ns) Very long (>20 ns) The best (<5 ns)
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As a consequence of drastically reduced switching current, p-MTJs consume

very small amount of energy (<1 pJ) during the switching phase. 90 fJ of program-

ming energy per-bit was reported in [27].

3 Hybrid MTJ/CMOS Logic Circuits

All the aforementioned development progress of the MTJ devices certainly makes

them suitable for CMOS co-integration in wide range of application fields. In the

rest of this section, we will try to list some of them.

3.1 Applications in Processor Domain

Bringing the non-volatility directly into the working memory and, especially, into

the CPU core would pave the way for new green computing paradigm based on

“normally-off and instant-on” operation. Computing equipment could be quickly

turned-off when not in use, keeping the off state with zero stand-by power as long as

possible. On the computing request, the equipment could be turned on instantly,

with the full performance capabilities. Such computing approach would be far more

energy efficient compared with the current “normally-on” computing systems, as

illustrated in Fig. 2b.

So far, a lot of research effort was invested towards a green computing. Hybrid

memory cells that combine one MOS transistor with one MTJ stack (1 T-1MTJ) are

particularly suitable for high density non-volatile mass storage or DRAM replace-

ments [28]. As illustrated in Fig. 4, the process of reading (restoring) non-volatile

data bit consists in biasing the MTJ stack with a given bias voltage and comparing

resulting current that is proportional to the MTJ resistance with a reference current

by using the sense amplifier design. Though area efficient, such hybrid cells cannot

Fig. 4 Current sensing

approach used to restore a

non-volatile data bit from

1 T-1MTJ hybrid

memory cell
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read out information faster than 10 ns which makes them ineligible for the use in a

CPU core (flip-flops, register files, cache memories) where the access to the

information is very frequent (<1 ns).

To replace SRAM-based volatile memory cells or flip-flops located near the

processor’s arithmetic logic unit (ALU), many hybrid cells are proposed that are

based on the hybrid (volatile/non-volatile) cross-coupled inverters [29–33]. The

unique feature of these cells is that while CPU is in active state, they behave as a

conventional CMOS-based flip-flop or SRAM memory cell with the very high

speed of operation (>2 GHz). While CPU is in stand-by state, data are stored in

MTJs and zero stand-by power is achieved by the power gating. After power supply

returns, the cell itself operates as a sense amplifier automatically restoring the data

saved in MTJs into the SRAM or flip-flop. This enables the processor core to

quickly become ready to start arithmetic operation. Furthermore, such cells allow

run-time saving of the processors’ context (non-volatile check-pointing), thus

significantly improving the reliability of data processing.

One hybrid cell of this kind [29] that has a structure similar to that of a six-

transistor (6 T) SRAM cell is shown in Fig. 5. A volatile (SRAM) data context

consists of the cross-coupled inverters (CMOS latch) used to store one data bit in its

electrical, complementary form (Q, !Q). In addition to the CMOS latch, the cell has

two non-volatile (MRAM) contexts located in both pull-up and pull-down networks

of the latch structure. Each MRAM context contains two perpendicular STT-MTJs

that, for the correct operation of the cell, must be in mutually complementary states

(Rp/Rap or vice versa).

The procedure of writing a volatile data bit is exactly the same as in the

conventional SRAM memory cell. The volatile data bit to be written and its

complementary value are connected to the BL and BLB lines, respectively. After

Fig. 5 Hybrid (volatile/

non-volatile) cross-coupled

inverter design [29]
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activation of the access transistors (MN3 and MN4) with the WL signal pulse, the

volatile data bit is stored in the CMOS latch.

Reading the non-volatile data bit (i.e., restoring the MRAM context to SRAM)

consists of converting the physical value (resistance) stored in MTJs into its

electrical equivalent which will be stored in the CMOS latch. Figure 6 illustrates

the reading phase of MRAM_2 context (MTJs in the pull-down network). To read

this MRAM context, BL and BLB lines need to be pre-charged to Vdd. The reading

phase begins with activation of WL signal (WL¼Vdd).
Consequently, pull-down transistors (MN1/MN2) of the CMOS latch are

switched on, whereas the pull-up ones (MP1/MP2) are blocked (off). In both

pull-down branches of the hybrid cell, there is a current flowing from the

BL/BLB lines through the access transistors and NMOS pull-down transistors to

the ground (Gnd). Provided that the cell is fully symmetrical (the transistors in both

Fig. 6 The phase of reading MRAM_2 context that stores: (a) non-volatile data bit ‘1’ (Rap/Rp);
(b) non-volatile data bit ‘0’ (Rp/Rap) [29]
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branches have equal on resistances since they have the same dimensions), the

voltage drops on the Q and !Q nodes entirely depends on the MTJ resistances in

the MRAM_2 context that are in the path of the current. Furthermore, if both the

transistors and the MTJs are carefully sized, the voltages on the latch nodes Q and

!Q can be adjusted to be one below and another above the meta-stable voltage

(Vmeta), depending on the non-volatile data bit stored in MRAM_2 context. As

illustrated on the transfer curve in Fig. 6a, non-volatile data bit ‘1’ stored in

MRAM_2 context (Rap/Rp configuration) will cause the voltage on the Q node to

be greater than the meta-stable voltage (VQ>Vmeta). The opposite will occur if

MRAM_2 context stores non-volatile data bit ‘0’ (Rp/Rap configuration, Fig. 6b:

Q and !Q voltages will be below and above meta-stable voltage, respectively

(VQ<Vmeta; V!Q>Vmeta).
In both scenarios, at the end of MRAM reading phase when the WL signal is

deactivated and the access transistors are turned off, the CMOS latch converges

from an unbalanced state to one of its stable states, which is strictly determined by

the state (resistance) of MTJs in MRAM_2 context. The procedure of reading

MRAM_1 context is the same. The only difference is that, in this case, BL and

BLB lines need to be pre-charged to Gnd. Consequently, the pull-up network is

activated, the current flows in both branches from the power supply (Vdd) to the

BL/BLB nodes (which are now on the ground potential) putting the latch in a meta-

stable state. Finally, when the access transistors are deactivated, the latch converges

from an unbalanced state to a stable one determined by the non-volatile data bit

stored in MRAM_1 context (MTJ2 and MTJ3). Rp/Rap configuration for MTJ2/

MTJ3 stores non-volatile data bit ‘1’ whereas the Rap/Rp combination is used to

store non-volatile ‘0’ bit.
As reported in [29], measured performance of this hybrid cell implemented in

28 nm FD-SOI technology combined with 45 nm round perpendicular STT-MTJs

show that the cell is able to benefit from dual storage facility needing less than 1 ns

to restore a data bit from one of the non-volatile contexts. Moreover, it is shown that

the devices based on this hybrid cell would benefit from the run-time (on-the-fly)

reconfiguration ability given that the cell is able to write non-volatile data bit

without disturbing the volatile one (Q, !Q).
In order to additionally decrease required implementation area, there are some

hybrid cells that have a structure similar to that of a 4 T-SRAM loadless volatile

memory cells [34–36]. Two MTJs are “embedded” within a CMOS part making the

cell inherently non-volatile. Unlike 1 T-1MTJ cells, hybrid cells of this kind have

double-ended read system that allows achieving of the very fast access appropriate

for embedded applications. As shown in Fig. 7, 4 T-NVSRAM hybrid cell

presented in [34] consists of two PMOS access transistors (MP1 and MP2) with

low threshold voltage (Vth) and two cross-coupled NMOS transistors (MN1 and

MN2) used to store one volatile data bit. In addition, the cell has one non-volatile

(MRAM) context located in the pull-down network.

The low threshold voltage of the PMOS access transistors implies increased sub-

threshold leakage current compared to the leakage of the pull-down NMOS tran-

sistors (Ioffp> Ioffn). This, in turn, ensures volatile data retention when the cell is
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on stand-by (BL,BLB,WL¼Vdd). The procedure of writing a volatile data bit is

exactly the same as in conventional 4 T-SRAM loadless memory cells whereas the

restoring phase is similar to that of a previously described hybrid cell. Figure 7b

shows STT writing interface. In addition to the current generator (CG) that supplies

the bi-directional, spin-polarized current needed to write a non-volatile data bit (D),

it contains the footer transistor MN5 as well as the pass transistors MN3 and MN4.

In normal cell operation, these three transistors are always switched on (WR¼‘0’).
Conversely, during the phase of writing a non-volatile data bit (WR¼‘1’), they cut

the MTJs off from the ground rails and cross-coupled NMOS transistors, ensuring

that spin-polarized CG current passes through both MTJs in mutually opposite

directions. The direction of the CG current is strictly determined by the non-volatile

data bit to be written (D). Given that in the idle state CG inverters are with the active

pull-down networks (logic zero at the inverters’ outputs), the volatile data bit

(electrical charge) stored in NMOS cross-coupled transistors could discharge

through the CG. To prevent this happening, a power-gating transistor MNG is

used to cut-off the CG from the ground rails during its idle state.

Reported cell’s performance [34] show that a non-volatile data bit can be

restored for about 100 ps. p-MTJs are reliably switched with 50–60 μA current

pulse taking 4–5 ns of time and spending about 300 fJ of energy. It is also shown

that body biasing technique offered by the FD-SOI [37] can reduce the size of the

cell by up to 60 % while boosting its speed and dynamic energy performance by

about 80 %.

Fig. 7 (a) Hybrid (MTJ/CMOS) cell with a structure similar to that of 4 T-SRAM loadless cell;

(b) STT writing interface together with the current generator (CG) design [34]
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Many research groups were exploring the feasibility of replacing a SRAM CPU

cache memory with a non-volatile cache based on the hybrid cells [38–53]. So far,

general conclusion is that the implementations of hybrid last level caches (LLC),

L2, L3, and L4, can be superior over the conventional SRAM ones. Having in mind

increasing LLC capacity, which is due to increased number of processor cores and

limited clock frequency, it is shown that hybrid LLC replacements can lead to a

significant reduction in both static and dynamic power while keeping the same

performance. In [38], 1-Mb STT-MRAM L2 cache design is presented that is able

to operate at the speed of 250 MHz. Compared with 0.8 V operating SRAM design,

this hybrid L2 cache could reduce the energy per instruction (EPI) by 64 %, while

maintaining instructions per cycle (IPC) performance degradation within 6 %.

Similarly, authors in [39] report that the use of L2 and L3 STT-MRAM caches

can eliminate performance loss while still reducing the energy-delay product by

more than 70 %.

To boost the processor’s performance with STT-MRAM LLC caches, researchers

use different approaches. Some of them get benefit from the ability of p-STT-MTJs to

trade-off the non-volatile data retention period with writing speed and required

energy [39, 40]. They relax STT-MRAM retention time in order to reduce both

write latencies and write energy. In [40], it is shown that an MTJ retention period of

10 ms is suitable for L2 cache. Some authors try to profit from the fact that STT-

MRAM density is around four times higher than the SRAM density [41, 42]. They

use hybrid LLC cache that has either the same capacity as the SRAM one (to reduce

area and interconnect delays) or the same area as the SRAM cache (to increase

capacity and reduce misses). Finally, there are approaches that try to minimize

or avoid non-volatile writes [43–48], to address high write latency of STT-MRAM

[49–51] or to address 0/1 write asymmetry [52, 53].

On the other hand, the implementation of STT-MRAMs into L1 caches, register

files and CPU core logic circuits is still questionable. Though STT-MRAM can

eradicate static power, it drastically increases the active power in the CPU core and

completely negates the reduction in static power [54]. In other words, write latency

and dynamic write energy of the state-of-the-art p-MTJs are still high compared to

SRAM-based L1 cache performance. Consequently, the superiority border of STT-

MRAMs against SRAMs lies between L1 and L2 caches. Further improvements of

the p-MTJ performance and hybrid circuit design are certainly needed to push the

border upward into the L1.

3.2 Programmable Logic

MTJs can also provide benefits in reconfigurable computing systems which offer

major advantages such as reduced design cost, rapid prototyping and a generic

hardware for mapping arbitrary applications [55].

Field-programmable gate arrays (FPGAs) are one of the most popular hardware

reconfigurable platforms. They consist of elementary logic functions (lookup
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tables—LUTs) connected by a network of wire segments and programmable

switches. Both the content of LUTs and the states of programmable switches are

fully determined by the bits stored in a configuration memory.

Present FPGA platforms can be divided into SRAM-based ones which employ

SRAM cells to store the configuration and flash or anti-fuse FPGAs which use non-

volatile memory for storing configuration [56]. SRAM-based FPGAs are generally

quite fast to program. However, volatile nature of SRAM requires an additional off-

chip non-volatile memory to permanently store configuration bits. Consequently,

the start-up configuration process is slow (~100 ms). Moreover, SRAM cells are

significantly area consuming. On the other hand, anti-fuse or flash-based FPGAs

save the silicon area and generally provide fast start-up. Nevertheless, since anti-

fuse devices can be programmed only once, they are restricted to applications that

do not require run-time reconfiguration. Flash-based FPGAs have slow writing time

and consume a lot of writing energy.

MRAM-based FPGAs have the ability to combine the benefits from both worlds.

Hybrid designs of the core computational and routing logic eliminate the need for

an additional off-chip non-volatile storage. This removes the boot-up time and

alleviates design complexity at the chip/board level while enabling comparable

speeds to SRAM-based FPGAs and partial run-time reconfiguration ability. More-

over, MRAM-based FPGAs are able to successively improve FPGA reliability

regarding a single event upset (SEU) at ground level which becomes particularly

expressed in a deep-submicron technology nodes [57].

First pioneering work on the use of emerging non-volatile memories for FPGAs

was reported in 2006 [58]. The authors used 130 nm CMOS technology in combina-

tion with 100 nm TAS MTJs. Since then, many works on this subject appeared,

ranging from proposed architecture-level enhancements to actual circuit

implementations [59–64]. They all profit from the fact that MTJ resistance can be

used to store a non-volatile configuration bit. As shown in Fig. 8b, by applying suitable

bias voltage to the series of p and n transistors, the configuration stored in non-volatile

MTJs is written into the cross-coupled SRAM inverters of an FPGA LUT.

Fig. 8 Proposed scheme for integration of STT-MRAM in the configurable logic block and

programmable interconnects of a CMOS/MRAM hybrid FPGA architecture [60]
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In [60], authors propose new LUT architectural approach that improves integra-

tion density at the cost of increased power overhead. The proposed architecture

leverages on the high integration density of emerging STT MRAM devices and

minimizes the total logic area by reducing the contribution of CMOS cross-coupled

inverters serving as a configuration bits. For a set of benchmark circuits, simulation

results showed improvements of 44.39 % in logic area and 22.28 % in delay of a

configurable logic block (CLB) and average improvement of 16.1 % in dynamic

power over a conventional CMOS FPGA design.

In [62], 2-input radiation hardened LUT architecture based on TAS MTJs was

physically implemented and tested. Such hybrid FPGA approach is appropriate for

some space applications since MTJs are less sensitive to total ionizing dose (TID) in

regard to the flash memories. MTJs can be used as a reference memory to perform

“scrubbing” techniques, which consists in regularly reloading the configuration of

the FPGA to fix the radiation induced errors that might have occurred.

However, despite many different hybrid FPGA architectural approaches, there is

no commercially available MRAM-based FPGA chip. Some exciting combinations

of Everspin’s STT-MRAM memories with Altera’s Stratix FPGA devices have

been announced for the near future [65]. We believe that the current improvements

on the field of MTJ performance will certainly encourage other players on the field

to take a risk.

3.3 Logic-in-Memory

MTJ technology is equally attractive for building logic configurations which merge

non-volatile memories and logic circuits (so called logic-in-memory architecture)

to overcome the communication bottleneck between off-chip memories and

on-chip logic as well as to reduce leakage and dynamic power. As illustrated in

Fig. 9, non-volatile storage elements (MTJs) are distributed over a logic-circuit

plane, right above the CMOS logic. Two functions are interconnected by vertical

vias which can greatly reduce global routings (interconnection delay) in today’s
VLSI chips [19]. Consequently, wide memory bandwidth as well as instant power

gating without escaping/reloading data can be realized.

Fig. 9 Merging MTJ non-volatile storage elements with the CMOS logic to obtain hybrid Logic-

in-Memory architecture [19]
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To demonstrate the possibilities brought by the non-volatile back-end technol-

ogy for logic-in-memory concepts, researchers from Tohoku University and

Hitachi were fabricated a first test chip of non-volatile full adder circuit [66]. It

was possible to control power consumption of a design by a unit of the command

line as well as to reduce leakage current in the intermittent stand-by states. The

experimental results showed that the dynamic power of a hybrid full-adder design

was reduced to less than one-fourth while maintaining the same performance

compared to nominal CMOS circuit.

In [67], logic-in-memory approach is applied to the motion-vector prediction

algorithm that is important in video compression. A 75 % of the leakage power

reduction was recorded with proposed hybrid hardware in comparison with that of a

conventional CMOS-only-based hardware.

Author in [68] presents an MTJ-based bit-parallel/bit-serial non-volatile ternary

content-addressable memory (TCAM) design demonstrating its superiority over a

corresponding CMOS-only realization, whereas in [69] interested reader can found

the designs of hybrid NAND, NOR, and XOR circuits.

3.4 Multi Bit MRAM Cells

Continuous increasing of MTJ’s TMR ratio inspired the development of multi-level

cell (MLC) STT-MRAM, which allows multiple data bits to be stored in a single

memory cell thus additionally increasing the storage density. The concept is

illustrated in Fig. 10. Two MTJs with different areas (TMR ratios) that are

connected in series exhibit four-level resistance, depending on a combination of

their magnetization directions. Having the efficient control circuits for reliable

reading and writing the state of MTJs, it is possible to use the cell to store two

non-volatile data bits. However, as a result of narrowed storage margin (distinction

between two resistance values—ΔR), the performance and reliability of MLC STT-

MRAM cells become more sensitive to both the MOS/MTJ device variations and

the thermal-induced randomness of MTJ switching.

Fig. 10 The series-connected MTJs in multi-level hybrid memory cell that is able to store two

data bits [71]
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In [70], the variation sources of MLC STT-MRAM designs together with their

impacts on the reliability of the read and write operations are systematically analyzed.

Simulation results showed that although the stacking MLC STT-MRAM has not yet

satisfy the requirements of commercial product under realistic fabrication conditions,

it has shown the great potentials under careful design optimization.

Two-step techniques for reliable reading/writing stacked MTJs are proposed in

[71]. The number, direction, and amount of the write current pulses are controlled

according to the write data. For reading the cell data, a multi-reference sense

amplifier for the two-step read operation is introduced.

Authors in [72] present a flexible hybrid cell based on stacked MTJs that can be

dynamically configured between two possible functional modes (high-reliability

mode and multi-level cell mode), based on the data requirements of the addressed

application. The cell is ready to be used in future high-density non-volatile mem-

ories and neuromorphic computing circuits.

The physical arrangements and control circuitry for three bits-per-cell MRAM

concept are presented in [73]. Particular focus is on the conversion of three

conventional binary bits to octal encoded data and the required sequence for writing

eight states per cell using current driven magnetic fields. Write sequences for

controlling arrays of multi-bit memory cells are also analyzed.

The study of the use of MLC STT-MRAM in cache design of embedded systems

and microprocessors can be found in [74]. The authors conclude that two-step read/

write accesses and inflexible data mapping strategies in the existing MLC STT-

MRAM cache architecture may even result in system performance degradation.

They propose cross-layer solution introducing reverse MTJ into MLC cell offering

a more balanced device. At the architectural level, they propose a cell split mapping

method to divide cache lines into fast and slow regions and data migration policies

to allocate the frequently-used data to fast regions. Simulation results proved that

the proposed techniques can improve the system performance by 10 % and reduce

the energy consumption on cache by 26 % compared with conventional MLC STT-

MRAM cache design.

3.5 Emerging MRAM Devices

The lack of the commercial availability of hybrid MTJ/CMOS devices is mainly

due to the fact that current p-MTJs are not yet mature enough to be mass produced.

The main roadblocks on the way of p-MTJ evolution are its writing time (which is

still long for some CPU core applications), high current densities required for writing,

and reliable reading without causing switching since reading and writing operation

share the same path through the junction. Non-volatile spintronic devices whose

active power is much lower than that of a state-of-the-art STT-MRAMs are urgently

required to expand the boundary of applications and to evolve computer systems.

Something similar to what happened in the history of CMOS evolution, when

current-driven bipolar transistors were replaced by the voltage-driven field-effect

Logic Circuits Design Based on MRAM: From Single to Multi-States Cells Storage 195



transistors (this drastically improved power efficiency) is necessary to happen on the

MTJ side as well. The change to voltage-induced magnetization switching is one of

the most promising paths to lower power consumption.

Three-terminal MTJ devices that have separated reading and writing paths

promise an increased reliability and both short and energy efficient switching

time while keeping the non-volatility [75–77].

Although it is too early to estimate the feasibility of new spintronic devices to be

integrated into CPU core, recent advances in spintronic technologies are very

encouraging.

4 Conclusions

Spintronic devices that benefit from the electron’s spin degree of freedom provide a

promising synergy to the overmature CMOS technology. After decades of efforts in

making MTJ-based MRAM devices more reliable, more efficient, and faster, they

are ready to be co-integrated with the CMOS and used in wide variety of hybrid

applications and innovative architectures. In this chapter, we listed some of them.

Hybrid STT-MRAM cells are particularly suitable to bring a non-volatility into

some parts of the memory hierarchy of the mainstream computing architectures. So

far, they are ready to replace working volatile DRAM memories as well as some

levels of LLC SRAM-based cache memories, providing a green computing

approach which is based on normally-off and instant-on operation. For breaking

the border and enter into the CPU core (L1 cache, CPU registers and core logic

circuits), MRAM performance (especially the speed and energy efficiency of non-

volatile data writing) need to be further improved.

MTJs, used as programmable resistors, can be planted over the plane of CMOS

logic circuits thus mixing the memory and logic aspects and improving the speed

end the efficiency of data traffic. They can be equally used as configuration

memories in reconfigurable computing systems, providing high-density, fast

FPGAs with the dynamic reconfiguration ability.

Recent improvements in MTJ performance additionally indicate that MRAM

hybrid devices are expecting a bright future.
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Statistical Reliability/Energy
Characterization in STT-RAM Cell Designs

Wujie Wen, Yaojun Zhang, and Yiran Chen

1 Introduction

Conventional memory technologies, i.e., SRAM, DRAM, and Flash, have achieved

remarkable successes in modern computer industry. Following technology scaling,

the shrunk feature size and the increased process variations impose serious power

and reliability concerns on these technologies.

In recent years, many emerging nonvolatile memory technologies have emerged

above the horizon. As one promising candidate, spin-transfer torque random access

memory (STT-RAM) has demonstrated great potentials in embedded memory and

on-chip cache designs [1–6] through a good combination of the non-volatility of

Flash, the comparable cell density to DRAM, and the nanosecond programming

time like SRAM.

In STT-RAM, the data is represented as the resistance state of a magnetic

tunneling junction (MTJ) device. The MTJ resistance state can be programmed

by applying a switching current with different polarizations. Compared to the

charge-based storage mechanism of conventional memories, the magnetic storage

mechanism of STT-RAM shows less dependency on the device volume and hence,

better scalability. Nonetheless, despite of these advantages, the unreliable write

operation and high write energy are to be the major issues in STT-RAM designs.

And these design metrics are significantly impacted by the prominent statistical

factors of STT-RAM, including CMOS/MTJ device process variations under scaled

technology and the probabilistic MTJ switching behaviors [7, 8]. In particular, the

randomness of MTJ switching process incurred by the thermal fluctuations may

generate the intermittent write failures of STT-RAM cells.
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Many studies were performed to evaluate the impacts of process variations and

thermal fluctuations on STT-RAM reliability [9–11]. The general evaluation

method is as follows: First, Monte-Carlo SPICE simulations are run extensively

to characterize the distribution of the MTJ switching current I during the STT-RAM
write operations, by considering the device variations of both MTJ and MOS

transistor; Then I samples are sent into the macro-magnetic model to obtain the

MTJ switching time (τth) distributions under thermal fluctuations; Finally, the τth
distributions of all I samples are merged to generate the overall MTJ switching

performance distribution. A write failure happens when the applied write pulse

width is smaller than the needed τth. Nonetheless, the costly Monte-Carlo runs and

the dependency on the macro-magnetic and SPICE simulations incur huge compu-

tation complexity [12–15], limiting the application of such a simulation method at

the early stage of STT-RAM design and optimization. Meanwhile, the modeling of

write energy in STT-RAM was also studied extensively [16]. However, many such

works only assume that the write energy of STT-RAM is deterministic and cannot

successfully take into account its statistical characteristic induced by process

variations and thermal fluctuations.

In this chapter, we propose “PS3-RAM”—a fast, portable and scalable statistical

STT-RAM reliability/energy analysis method. PS3-RAM includes three integrated

steps: (1) characterizing the MTJ switching current distribution under both MTJ and

CMOS device variations; (2) recovering MTJ switching current samples from the

characterized distributions in MTJ switching performance evaluation; and

(3) performing the simulation on the thermal-induced MTJ switching variations

based on the recovered MTJ switching current samples. By introducing the sensi-

tivity analysis technique to capture the statistical characteristics of the MTJ

switching, and dual-exponential model to efficiently and accurately recover the

MTJ switching current samples for statistical STT-RAM thermal analysis,

PS3-RAM can achieve multiple orders-of-magnitude (> 105) run time cost reduc-

tion with marginal accuracy degradation under any variation configurations when

compared to SPICE-based Monte-Carlo simulations. Finally, we released

PS3-RAM from SPICE and macro-magnetic modeling and simulations, and

extended its application into the array-level reliability analysis and the design

space exploration of STT-RAM.

The structure of this chapter is organized as the follows: Section 2 gives the

preliminary of STT-RAM; Section 3 presents the details of PS3-RAM method;

Section 4 presents the application of our PS3-RAM on cell and array level reliabil-

ity analysis and design space exploration; Section 5 shows the deterministic/

statistical write energy analysis based on our PS3-RAM; Section 6 discusses the

computation complexity; The last section-Appendix gives the detailed theoretical

model deduction and its numerical validation for sensitivity analysis.
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2 Preliminary

2.1 STT-RAM Basics

Figure 1c shows the popular “one-transistor-one-MTJ (1T1J)” STT-RAM cell

structure, which includes a MTJ and a NMOS transistor connected in series. In the

MTJ, an oxide barrier layer (e.g., MgO) is sandwiched between two ferromagnetic

layers. ‘0’ and ‘1’ are stored as the different resistances of the MTJ, respectively.

When the magnetization directions of two ferromagnetic layers are parallel (anti-

parallel), the MTJ is in its low (high) resistance state. Figure 1a, b show the low and

the high MTJ resistance states, which are denoted by RL and RH, respectively. The

MTJ switches from ‘0’ to ‘1’ when the switching current drives from reference layer

to free layer, or from ‘1’ to ‘0’ when the switching current drives in the opposite.

2.2 Process Variations and Programming Uncertainty
of STT-RAM

2.2.1 Process Variations-Persistent Errors

The current through the MTJ is affected by the process variations of both transistor

and MTJ. For example, the driving ability of the NMOS transistor is subject to the

variations of transistor channel length (L), width (W ), and threshold voltage (Vth).

The MTJ resistance variation also affects the NMOS transistor driving ability by

changing its bias condition. The degraded MTJ switching current leads to a longer

MTJ switching time and consequently, results in an incomplete MTJ switching

before the write pulse ends. This kind of errors is referred to as “persistent” errors,

which are mainly incurred by only device parametric variations. Persistent errors

can be measured and repeated after the chip is fabricated.

Fig. 1 STT-RAM basics. (a) Parallel (low resistance). (b) Anti-parallel (high resistance). (c) 1T1J
cell structure
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2.2.2 Thermal Fluctuation-Non-persistent Errors

Another kind of errors is called “non-persistent” errors, which happen intermit-

tently and may not be repeated. The non-persistent errors of STT-RAM are mostly

caused by the intrinsic thermal fluctuations during MTJ switching [17]. In general,

the impact of thermal fluctuations can be modeled by the thermal induced random

field hfluc stochastic Landau-Lifshitz-Gilbert (LLG) equation (1) as [17]:

dm
!

dt
¼ �m

! � h
!
eff þ h

!
fluc

� �
þ αm

! � m
! � h

!
eff þ h

!
fluc

� �� �
þ T

!
norm

Ms
ð1Þ

Where m
!
is the normalized magnetization vector. Time t is normalized by γMs; γ is

the gyro-magnetic ratio and Ms is the magnetization saturation. h
!
eff ¼ H

!
eff

Ms
is the

normalized effective magnetic field. h
!
fluc is the normalized thermal agitation

fluctuating field at finite temperature which represent the thermal fluctuation. α is

the LLG damping parameter. T
!

norm ¼ T
!

MsV
is the spin torque term with units of

magnetic field. And the net spin torque T
!

can be obtained through microscopic

quantum electronic spin transport model. Due to thermal fluctuations, the MTJ

switching time will not be a constant value but rather a distribution even under a

constant switching current.

3 PS3-RAM Method

Figure 2 depicts the overview of our proposed PS3-RAMmethod, mainly including

the sensitivity analysis for MTJ switching current (I) characterization, the I sample

recovery, and the statistical thermal analysis of STT-RAM. The first step is to

configure the variation-aware cell library by inputting both the nominal design

parameters and their corresponding variations, like the channel length/width/

threshold voltage of NMOS transistor, as well as the thickness/area of MTJ device.

Then a multi-dimension sensitivity analysis will be conducted to characterize the

statistical properties of I, followed by an advanced filtering technology—smooth

filter, to improve its accuracy. After that, the write current samples can be recovered

based on the above characterized statistics and current distribution model. The

write pulse distribution will be generated after mapping the switching current

samples to the write pulse samples by considering the thermal fluctuations. Finally,

the statistical write energy analysis and the STT-RAM cell write error rate can be

performed based on the samples of the write current once the write pulse is

determined. Array-level analysis and design optimizations can be also conducted

by using PS3-RAM.
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3.1 Sensitivity Analysis on MTJ Switching

In this section, we present our sensitivity model used for the characterization of the

MTJ switching current distribution. We then analyze the contributions of different

variation sources to the distribution of the MTJ switching current in details. The

definitions of the variables used in our analysis are summarized in Table 1.

3.1.1 Sensitivity Analysis on Variations

1) Threshold voltage variations: The variations of channel length, width and

threshold voltage are three major factors causing the variations of transistor

driving ability. Vth variation mainly comes from random dopant fluctuation

(RDF) and line-edge roughness (LER), the latter of which is also the source of

some geometry variations (i.e., L and W ) [18, 19]. It is known that the Vth

variation is also correlated with L and W and its variance decreases when the

transistor size increases. The deviation of the Vth from the nominal value

following the change of L (ΔL ) can be modeled by [15]:

Fig. 2 Overview of PS3-RAM
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ΔVth ¼ ΔVth0 þ Vds exp
L

l
0

� �
� ΔL
l
0 ð2Þ

Then the standard deviation of Vth can be calculated as:

σ2Vth
¼ C1

WL
þ C2

exp L=l
0� � �Wc

W
� σ2L ð3Þ

HereWc is the correlation length of non-rectangular gate (NRG) effect, which is

caused by the randomness in sub-wavelength lithography. C1, C2 and l0 are
technology dependent coefficients. The first term in (3) describes the RDF’s

contribution to σVth
. The second term in (3) represents the contribution from

NRG, which is heavily dependent on L andW. Following technology scaling, the

contribution of this term becomes prominent due to the reduction of L and W.

2) Sensitivity analysis on variations: Although the contributions of MTJ and MOS

transistor parametric variabilities to the MTJ switching current distribution

cannot be explicitly expressed, it is still possible for us to conduct a sensitivity

analysis to obtain the critical characteristics of the distribution. Without loss of

generality, the MTJ switching current I can be modeled by a function of W, L,
Vth, A and Tthick. A and Tthick are the MTJ surface area and MgO layer thickness,

respectively. The 1st-order Taylor expansion of I around the mean values of

every parameter is:

I W; L;Vth;A; Tthickð Þ � I W; L;Vth;A; Tthick

� �þ ∂I
∂W

W �W
� �þ ∂I

∂L
L� L
� �

þ ∂I
∂Vth

Vth � Vth

� �þ ∂I
∂A

A� A
� �þ ∂I

∂Tthick
Tthick � Tthick

� � ð4Þ

Here W, L and Tthick generally follow Gaussian distribution [9], A is the product

of two independent Gaussian distributions, Vth is correlated with W and L, as
shown in (2) and (3).

Table 1 Simulation parameters and environment setting

Parameters Mean Standard deviation

Channel length L ¼ 45 nm σL ¼ 0:05L

Channel width W ¼ 90 � 1800 nm σW ¼ 0:05L

Threshold voltage Vth ¼ 0:466V by calculation

MgO thickness Tthick ¼ 2:2 nm σTthick
¼ 0:02Tthick

MTJ surface area A ¼ 45� 90 nm2 By calculation

Resistance low RL ¼ 1000Ω By calculation

Resistance high RH ¼ 2000Ω By calculation
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Because the MTJ resistance R / eTthick
A [9], we have:

∂I
∂A

ΔAþ ∂I
∂Tthick

ΔTthick ¼ ∂I
∂R

∂R
∂A

ΔAþ ∂R
∂Tthick

ΔTthick

� �
¼ ∂I

∂R
ΔR ð5Þ

Equation (5) indicates that the combined contribution of A and Tthick is the same

as the impact of MTJ resistance. The difference between the actual I and its

mathematical expectation μI can be calculated by:

I W; L;Vth;Rð Þ � E I W; L;Vth;R
� �� � � ∂I

∂W
ΔW þ ∂I

∂L
ΔLþ ∂I

∂Vth
ΔVth

þ ∂I
∂R

ΔR ð6Þ

Here we assumeμI � E I W; L;Vth;R
� �� � ¼ I W; L;Vth;R

� �
and the mean of MTJ

resistance R � R A; τ
� �

. Combining (2), (3), and (6), the standard deviation of

I (σI) can be calculated as:

σ2I ¼ ∂I
∂W

� �2
σ2W þ ∂I

∂L

� �2
σ2L þ ∂I

∂R

� �2
σ2R

þ ∂I
∂Vth

� �2 C1

WL
þ C2

exp L=l
0� � �Wc

W
� σ2L

 !
þ 2

∂I
∂L

∂I
∂Vth

ρ1

ffiffiffiffiffiffiffi
C1

WL

r
σL

þ 2
∂I
∂W

∂I
∂Vth

ρ2

ffiffiffiffiffiffiffi
C1

WL

r
σW þ 2

∂I
∂L

∂I
∂Vth

Vdsexp �L

l
0

� �
σ2L
l
0

ð7Þ

Here ρ1 ¼ cov Vth0;Lð Þffiffiffiffiffiffiffiffiffiffiffi
σ2
Vth0

σ2
L

p and ρ2 ¼ cov Vth0;Wð Þffiffiffiffiffiffiffiffiffiffiffiffi
σ2
Vth0

σ2
W

p are the correlation coefficients between

Vth0 and L orW, respectively [19]. σ2Vth0
¼ C1

WL. Our further analysis shows that the

last three terms at the right side of (7) are significantly smaller than other terms

and can be safely ignored in the simulations of STT-RAM normal operations.

The accuracy of the coefficient in front of the variances of every parameter at

the right side of (7) can be improved by applying window based smooth filtering.

Take W as an example, we have:

∂I
∂W

� �
i

¼ I W þ iΔW,L,Vth,R
� �� I W � iΔW, L,Vth,R

� �
2iΔW

ð8Þ

where i ¼ 1, 2, . . .K: Different ∂I
∂W can be obtained at the different step i. K

samples can be filtered out by a windows based smooth filter to balance the

accuracy and the computation complexity as:

∂I
∂W

¼
XK
i¼1

ωi
∂I
∂W

� �
i

ð9Þ
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Here ωi is the weight of sample i, which is determined by the window type, i.e.,

Hamming window or Rectangular window [20].

3) Variation contribution analysis: The variations’ contributions to I are mainly

represented by the first four terms at the right side of (7) as:

S1 ¼ ∂I
∂W

� �2

σ2W , S2 ¼
∂I
∂L

� �2

σ2L, S3 ¼
∂I
∂R

� �2

σ2R

S4 ¼ ∂I
∂Vth

� �2
C1

WL
þ C2

exp L=l
0� � �Wc

W
� σ2L

 ! ð10Þ

As pointed out by many prior-arts [21–24], an asymmetry exists in STT-RAM

write operations: the switching time of ‘0’! ‘1’ is longer than that of ‘1’! ‘0’

and suffers from a larger variance. Also, the switching time variance of ‘0’! ‘1’

is more sensitive to the transistor size changes than ‘1’! ‘0’. As we shall show

later, this phenomena can be well explained by using our sensitivity analysis. To

the best of our knowledge, this is the first time the asymmetric variations of

STT-RAM write performance and their dependencies on the transistor size are

explained and quantitatively analyzed.

As shown in Fig. 1, when writing ‘0’, the word-line (WL) and bit-line

(BL) are connected to Vdd while the source-line (SL) is connected to ground.

Vgs ¼ Vdd and Vds ¼ Vdd � IR. The NMOS transistor is mainly working in

triode region. Based on short-channel BSIM model, the MTJ switching current

supplied by a NMOS transistor can be calculated by:

I ¼
β Vdd � Vthð Þ Vdd � IRð Þ � a

2
Vdd � IRð Þ2

h i
1þ 1

vsatL
Vdd � IRð Þ ð11Þ

Here β ¼ μ0Cox

1þU0 Vdd�Vthð Þ
W
L . U0 is the vertical field mobility reduction coefficient,

μ0 is the electron mobility, Cox is gate oxide capacitance per unit area, a is body-
effect coefficient and vsat is carrier velocity saturation. Based on short-channel

PTM model [25] and BSIM model [26, 27], we derive ∂I
∂W

� �2
, ∂I

∂L

� �2
, ∂I

∂R

� �2
and

∂I
∂Vth

� �2
as:

∂I
∂W

� �2

0

� 1

A1W þ B1ð Þ4,
∂I
∂L

� �2

0

� 1

A2

W þ B2W þ C
� �4

∂I
∂R

� �2

0

� 1

A3

W þ B3

� �4, ∂I
∂Vth

� �2

0

� 1

A4ffiffiffi
W

p þ B4

ffiffiffiffiffi
W

p� �4
ð12Þ

Our analytical deduction shows that the coefficients A1�4, B1�4 and C are

solely determined by W, L, Vth and R. The detailed expressions of coefficients
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A1�4,B1�4 and C can be found in the appendix. Here R is the high resistance state

of the MTJ, or RH. For a NMOS transistor at ‘0’! ‘1’ switching, the MTJ

switching current is:

I ¼ β

2a
Vdd � Vth � IRð Þ � I

WCoxv2sat

	 
2
ð13Þ

Here R is the low resistance state of the MTJ, or RL. We have:

∂I
∂W

� �2

1

� 1

A5W þ B5ð Þ4,
∂I
∂L

� �2

1

� 1

A6

W þ B6

� �2
∂I
∂R

� �2

1

� 1

A7

W þ B7

� �4, ∂I
∂Vth

� �2

1

� 1

A8

W þ B8

� �2
ð14Þ

Again,A5�8 andB5�8 can be expressed as the function ofW, L, Vth and R and the

detailed expressions of those parameters can be found in the appendix in this

chapter.

In general, a large Si corresponds to a large contribution to I variation.WhenW is

approaching infinity, only S3 is nonzero at ‘1’! ‘0’ switchingwhile both S2 and S3
are nonzero at ‘0’! ‘1’ switching. It indicates that the residual values of S1–S4 at
‘0’! ‘1’ switching is larger than that at ‘1’! ‘0’ switching when W ! 1.

In other words, ‘0’! ‘1’ switching suffers from a larger MTJ switching current

variation than ‘1’! ‘0’ switching when NMOS transistor size is large.

4) Simulation results of sensitivity analysis: Sensitivity analysis [28] can be used

to obtain the statistical parameters of MTJ switching current, i.e., the mean and

the standard deviation, without running the costly SPICE and Monte-Carlo

simulations. It can be also used to analyze the contributions of different variation

sources to I variation in details. The normalized contributions (Pi) of variation

resources, i.e., W, L, Vth, and R, are defined as:

Pi ¼ SiX4
i¼1

Si

, i ¼ 1, 2, 3, 4 ð15Þ

Figures 3 and 4 show the normalized contributions of every variation source at

‘0’! ‘1’ and ‘1’! ‘0’ switching’s, respectively, at different transistor sizes. We

can see that L and Vth are the first two major contributors to I variation at both

switching directions when W is small. At ‘1’! ‘0’ switching, the contribution of

L raises until reaching its maximum value when W increases, and then quickly

decreases when W further increases. At ‘0’! ‘1’ switching, however, the contri-

bution of Lmonotonically decreases, but keeps being the dominant factor over the

simulated W range. At both switching directions, the contributions of R ramps up

when W increases. At ‘1’! ‘0’ switching, the normalized contribution of

R becomes almost 100 % whenW is really large.

Statistical Reliability/Energy Characterization in STT-RAM Cell Designs 209



3.2 Write Current Distribution Recovery

After the I distribution is characterized by the sensitivity analysis, the next question
becomes how to recover the distribution of I from the characterized information in

the statistical analysis of STT-RAM reliability. We investigated the typical distri-

butions of I in various STT-RAM cell designs and found that dual-exponential

function can provide the excellent accuracy in modeling and recovering these

Fig. 3 The normalized contributions under different W at ‘1’! ‘0’ switching

Fig. 4 The normalized contributions under different W at ‘0’! ‘1’ switching
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distributions. The dual-exponential function we used to recover the I distributions
can be illustrated as:

f Ið Þ ¼ a1e
b1 I�μð Þ I � μ

a2e
b2 μ�Ið Þ I > μ

�
ð16Þ

Here a1, b1, a2, b2 and μ are the fitting parameters, which can be calculated by

matching the first and the second order momentums of the actual I distribution and

the dual-exponential function as:ð
f Ið ÞdI ¼ 1,

ð
If Ið ÞdI ¼ E Ið Þ,
ð
I2 f Ið ÞdI ¼ E Ið Þ

2

þ σ2I

ð17Þ

Here E(I) and σ2I are obtained from the sensitivity analysis.

The recovered I distribution can be used to generate the MTJ switching current

samples, as shown in Fig. 5. At the beginning of the sample generation flow, the

confidence interval for STT-RAM design is determined, e.g., μI � 6σI, μI þ 6σI½ �
for a six-sigma confidence interval. Assuming we need to generate N samples

within the confidence interval, say, at the point of I ¼ Ii, a switching current

sequence of [N Pri] samples must be generated. Here Pri � f Iið ÞΔ, Δ equals 12σI
N ,

or the step of sampling generation. f(Ii) is the dual-exponential function. Note that
N determines both the analysis granularity and the level of the estimated error rate.

Fig. 5 Basic flow for MTJ switching current recovery
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Figure 6 shows the relative errors of the mean and the standard deviation of the

recovered I distribution w.r.t. the results directly from the sensitivity analysis (see

(6) and (7)). The maximum relative error <10�2, which proves the accuracy of our

dual-exponential model.

Figures 7 and 8 compare the probability distribution functions (PDF’s) of I from
the SPICE Monte-Carlo simulations and from the recovery process based on our

sensitivity analysis at two switching directions. Our method achieves good accu-

racy at both representative transistor channel widths (W ¼ 720 nm orW ¼ 720 nm).

Fig. 6 Relative errors of the recovered I w.r.t. the results from sensitivity analysis

Fig. 7 Recovered I vs. Monte-Carlo result at ‘1’! ‘0’
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3.3 Statistical Thermal Analysis

The variation of the MTJ switching time (τth) incurred by the thermal fluctuations

follows Gaussian distribution when τth is below 10 � 20 ns [21]. In this range, the

distribution of τth can be easily constructed after the I is determined. The distribu-

tion of MTJ switching performance can be obtained by combining the τth distribu-
tions of all I samples.

4 Application 1: Write Reliability Analysis

In this section, we conduct the statistical analysis on the write reliability of STT-RAM

cells by leveraging our PS3-RAM method. Both device variations and thermal

fluctuations are considered in the analysis. We also extend our method into array-

level evaluation and demonstrate its effectiveness in STT-RAMdesign optimizations.

4.1 Reliability Analysis of STT-RAM Cells

The write failure rate PWF of a STT-RAM cell can be defined as the probability that

the actual MTJ switching time τth is longer than the write pulse width Tw, or
PWF ¼ P τth > Twð Þ. τth is affected by the MTJ switching current magnitude,

Fig. 8 Recovered I vs. Monte-Carlo result at ‘0’! ‘1’
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the MTJ and MOS device variations, the MTJ switching direction, and the thermal

fluctuations. The conventional simulation of PWF requires costly Monte-Carlo runs

with hybrid SPICE and macro-magnetic modeling steps. Instead, we can use

PS3-RAM to analyze the statistical STT-RAM write performance. The

corresponding simulation environment is also summarized in Table 1.

Figures 9 and 10 depict the PWF’s simulated by PS3-RAM for both switching

directions at 300 K. For comparison purpose, the Monte-Carlo simulation results

Fig. 9 Write failure rate at ‘0’! ‘1’ when T¼ 300 K

Fig. 10 Write failure rate at ‘1’! ‘0’ when T¼ 300 K
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are also presented. Different Tw’s are selected at either switching directions due to

the asymmetric MTJ switching performances [21], i.e., Tw ¼ 10, 15, 20 ns at

‘0’! ‘1’ and Tw ¼ 6, 8, 10, 12 ns at ‘1’! ‘0’. Our PS3-RAM results are in

excellent agreement with the ones from Monte-Carlo simulations.

Since ‘0’! ‘1’ is the limiting switching direction for STT-RAM reliability, we

also compare the PWF’s of different STTRAM cell designs under different temper-

atures at this switching direction in Fig. 11. The results show that PS3-RAM can

provide very close but pessimistic results compared to those of the conventional

simulations. PS3-RAM is also capable to precisely capture the small error rate

change incurred by a moderate temperature shift (from T¼ 300 to 325 K).

It is known that prolonging the write pulse width and increasing the MTJ

switching current (by sizing up the NMOS transistor) can reduce the PWF. In

Fig. 12, we demonstrate an example of using PS3-RAM to explore the STT-RAM

design space: the tradeoff curves betweenPWF and TW are simulated at differentW’s.

For a given PWF, for example, the corresponding tradeoff betweenW and TW can be

easily identified on Fig. 12.

4.2 Array Level Analysis and Design Optimization

We use a 45 nm 256 Mb STT-RAM design [29] as the example to demonstrate how

to extend our PS3-RAM into array-level analysis and design optimizations. The

number of bits per memory block Nbit ¼ 256 and the number of memory blocks

Nword ¼ 1M. To repair the operation errors of memory cells, circuit-level tech-

nique-ECC (error correction code) is usually applied [30]. Two types of ECC’s with

Fig. 11 PWF under different temperatures at ‘0’! ‘1’
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different implementation costs are being considered, i.e., single-bit-correcting

Hamming code and a set of multi-bits-correcting BCH codes. We use (n, k, t) to
denote an ECC with n codeword length, k bit user bits being protected (256 bit here)
and t bits being corrected. The ECC’s corresponding to the error correction capa-

bility t from 1 to 5 are Hamming code (265; 256; 1) and four BCH codes–BCH1

(274; 256; 2), BCH2 (283; 256; 3), BCH3 (292; 256; 4) and BCH4 (301; 256; 5),

respectively. The write yield of the memory array Ywr can be defined as:

Ywr ¼ P ne � tð Þ ¼
Xt
i¼0

Ci
nP

i
WF 1� PWFð Þn�i ð18Þ

Here, ne denotes the total number of error bits in a write access. Ywr indeed denotes
the probability that the number of error bits in a write access is smaller than the

error correction capability.

Figure 13 depicts the Ywr’s under different combinations of ECC scheme and

W when TW ¼ 15 ns at ‘0’! ‘1’ switching. The ECC schemes required to satisfy

� 100%Ywr for differentW are: (1) Hamming code forW ¼ 630 nm; (2) BCH2 for

W ¼ 540 nm; and (3) BCH4 forW ¼ 480 nm. The total memory array area can be

estimated by using the STT-RAM cell size equation Areacell ¼ 3 W=Lþ 1ð Þ F2
� �

[31]. Calculation shows that combination (3) offers us the smallest STT-RAM array

area, which is only 88 % and 95 % of the ones of (1) and (2), respectively. We note

that PS3-RAM can be seamlessly embedded into the existing deterministic memory

macro models [31] for the extended capability on the statistical reliability analysis

and the multi-dimensional design optimizations on area, yield, performance and

energy.

Fig. 12 STT-RAM design space exploration at ‘0’! ‘1’
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Figure 14 illustrates the STT-RAM design space in terms of the combinations of

Ywr, W, Tw and ECC scheme. After the pair of (Ywr, Tw) is determined, the tradeoff

between W and ECC can be found in the corresponding region on the figure. The

result shows that PS3-RAM provides a fast and efficient method to perform the

device/circuit/architecture co-optimization for STT-RAM designs.

Fig. 13 Write yield with ECC’s at ‘0’! ‘1’, Tw¼ 15 ns

Fig. 14 Design space exploration at ‘0’! ‘1’
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5 Application 2: Write Energy Analysis

In addition to write reliability analysis, our PS3-RAM method can also precisely

capture the write energy distributions influenced by the variations of device and

working environment. In this section, we first prove that there is a sweet point of

write pulse width for the minimum write energy without considering any variations.

Then we introduce the concept of statistical write energy of STT-RAM cells

considering both process variations and thermal fluctuations, and perform the

statistical analysis on write energy using our PS3-RAM method.

5.1 Write Energy Without Variations

The write energy of a STT-RAM cell during each programming cycle without consid-

ering process and thermal variations is deterministic and can be modeled by (19) as:

Eav ¼ I2Rτth ð19Þ

Here I denotes the switching current at either ‘0’! ‘1’ or ‘1’! ‘0’ switching, τth is
the corresponding MTJ switching time and R is the MTJ resistance value, i.e., RL

(Rh) for ‘0’! ‘1’(‘1’! ‘0’) switching. As discussed in prior art [21], the switching

process of an STT-RAM cell can be divided into three working regions:

I ¼

IC0
1� ln τth=τ0ð Þ

Δ

� �
, τth > 10 ns

IC0
þ C ln

π

2θ

� �
=τth, τth < 3 ns

P

τth
þ Q, 3 � τth � 10 ns

8>>>>>>><
>>>>>>>:

ð20Þ

Here IC0
is the critical switching current,Δ is thermal stability, τ0 ¼ 1 ns is the relax

time, θ is the initial angle between the magnetization vector and the easy axis, C, P,
Q are fitting parameters.

For a relatively long switching time range (τth � 10 � 300 ns), the undistorted

write energy Pav can be calculated as:

Eav ¼ I2C0
1� ln τthð Þ

Δ

� �2

Rτth ¼
I2C0

Δ2
Δ� ln τthð Þð Þ2τth ð21Þ

In the long switching time range, we have ln τthð Þ < 0. Thus, Δ� ln τthð Þð Þ2 or Eav

monotonically raises as the write pulse τth increases and the minimized write energy

Eav occurs at τth ¼ 10 ns.
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In the ultra-short switching time range (τth < 3 ns), Eav can be obtained as:

Eav ¼ IC0
þ C ln

π

2θ

� �
=τth

� �2
Rτth

¼ 2IC0
RC ln

π

2θ

� �
þ I2C0

Rτth þ C2ln2 π=2θð ÞR
τth

	 2IC0
RC ln

π

2θ

� �
þ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
I2C0

R2C2ln2 π=2θð Þ
q

	 4IC0
RC ln

π

2θ

� �
ð22Þ

As (22) shows, the minimum of Eav can be achieved when τth ¼ C ln
π

2θ

� �
=IC0

.

However, for the ultra-short switching time range (usually C ln
π

2θ

� �
=IC0

> 3 ns),

Eav monotonically decreases as τth increases.
Similarly, in the middle switching time range (3 � τth � 10 ns ), Eav can be

expressed as:

Eav ¼ P

τth
þ Q

� �2

Rτth ¼ Pffiffiffiffiffi
τth

p þ Q
ffiffiffiffiffi
τth

p� �2

R 	 4PQR ð23Þ

Again, the minimized Eav occurs at τth ¼ P
Q. Here

P
Q 	 10 ns based on our device

parameters characterization [21]. Thus, the write energy Eav in this range mono-

tonically decreases as τth grows.
According to the monotonicity of Eav in the three regions, the most energy-

efficient switching point of Eav should be at τth ¼ 10 ns. To validate above

theoretical deduction for the sweet point of Eav, the SPICE simulations are also

conducted. Here the STT-RAM device model without considering process and

thermal variations is also adopted from [21].

Figure 15 shows the simulated write energy Eav over different write pulse at

‘0’! ‘1’ switching. As Fig. 15 shows, Eav monotonically decreases in the ultra-

short switching range and continues decreasing in the middle range, but becomes

monotonically increasing after entering the long switching time range. The sweet

point of Eav occurs around τth ¼ 10 ns, which validates our theoretical analysis for

the write energy without considering any variations.

We also present the simulated Eav � τth curve under different temperatures in

Fig. 16. The trend and sweet point ofEav � τth curves remain almost the same when

the temperature increases from T¼ 300 to 400 K. In fact, the write energy Eav

decreases a little bit as the temperature increases. The reason is that the driving

ability loss of the NMOS transistor (I) dominates Eav though the MTJ switching

time (τth) increases when the working temperature raises.
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5.2 PS3-RAM for Statistical Write Energy

As discussed in previous section, the write energy of a STT-RAM cell can be

deterministically optimized when all the variations are ignored. However,

since the switching current I, the resistance R, and the switching time τth in (19)

may be distorted by CMOS/MTJ process variations and thermal fluctuations, the

Fig. 15 Average Write Energy under different write pulse width when T¼ 300 K

Fig. 16 Average Write Energy vs. write pulse width under different temperature
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deterministic value will no longer be able to represent the statistic nature of the

write energy of a STT-RAM cell. Accordingly, the optimized write energy at sweet

point (τth ¼ 10 ns) shown in Fig. 15 should be expanded as a distribution.

Similar to the write failure analysis, we conduct the statistical write energy

analysis using our PS3-RAM method. We choose the mean of NMOS transistor

width W ¼ 540 nm. The remained device parameters and variation configurations

keep the same as Table 1.

Figures 17 and 18 show the simulated statistical write energy by PS3-RAM for

both switching directions at 300 K. For comparison, the SPICE simulation results

Fig. 17 Statistical Write Energy vs. write pulse width at ‘1’! ‘0’

Fig. 18 Statistical Write Energy vs. write pulse width at ‘0’! ‘1’
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are also presented. As shown in the figures, the distribution of write energy captured

by our PS3-RAM method are in excellent agreement with the results from SPICE

simulations at both ‘1’! ‘0’ and ‘0’! ‘1’ switching’s.

6 Computation Complexity Evaluation

We compared the computation complexity of our proposed PS3-RAM method

with the conventional simulation method. Suppose the number of variation sources

is M, for a statistical analysis of a STT-RAM cell design, the numbers of SPICE

simulations required by conventional flow and PS3-RAM are Nstd ¼ NM
s and

NPS3-RAM ¼ 2KM þ 1, respectively. Here K denotes the sample numbers for win-

dow based smooth filter in sensitivity analysis, Ns is average sample number of

every variation in the Monte-Carlo simulations in conventional method, K 
 Ns.

Note that our switching current sample recovery flow does not require any extra

Monte-Carlo simulations. The speedup Xspeedup � NM
s

2KM can be up to multiple orders

of magnitude: for example, if we set Ns ¼ 100, M ¼ 4, (note: Vth is not an

independent variable) and K ¼ 50, the speed up is around 2:5� 105.

7 Conclusion

A fast and scalable statistical STT-RAM reliability/energy analysis method called

PS3-RAM was developed in this chapter. PS3-RAM can simulate the impact of

process variations and thermal fluctuations on the statistical STT-RAM write

performance or write energy distributions, without running costly Monte-Carlo

simulations on SPICE and macro-magnetic models. Simulation results show that

PS3-RAM can achieve very high accuracy compared to the conventional simulation

method, while achieving a speedup of multiple orders of magnitude. The great

potentials of PS3-RAM in the application of the device/circuit/architecture

co-optimization of STT-RAM designs are also demonstrated.
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Appendix

In this appendix, the details on the model deduction in sensitivity analysis and the

summary of the analytic results involved in the PS3-RAM development are given.

Meanwhile, the validation of the analytic results based on Monte-Carlo simulations

is also presented. Table 2 [26] summarizes some additional parameters used in this

Appendix.

Sensitivity Analysis Model Deduction

The sensitivity analysis model is developed based on the electrical MTJ model and

the simplified BSIM model [26, 27]. At ‘1’! ‘0’ switching, the MTJ switching

current supplied by an NMOS transistor working in the triode region is:

I ¼
β Vdd � Vthð Þ Vdd � IRð Þ � a

2
Vdd � IRð Þ2

h i
1þ 1

vsatL
Vdd � IRð Þ

ð24Þ

Here β ¼ μ0Cox

1þ U0 Vdd � Vthð Þ
W

L
. U0 is the vertical field mobility reduction coeffi-

cient, μ0 is the electron mobility, Cox is gate oxide capacitance per unit area, a is

body-effect coefficient and vsat is carrier velocity saturation. The MTJ is in its high

resistance state, or R ¼ RH. Based on PTM [25] and BSIM [26], the partial

derivatives in (6) can be calculated by ignoring the minor terms in the expansion

of (24) as:

∂I
∂W

� �2

0

� 1

A1W þ B1ð Þ4,
∂I
∂L

� �2

0

� 1

A2

W þ B2W þ C
� �4

∂I
∂R

� �2

0

� 1

A3

W þ B3

� �4, ∂I
∂Vth

� �2

0

� 1

A4ffiffiffi
W

p þ B4

ffiffiffiffiffi
W

p� �4
ð25Þ

Table 2 Parameter definition Variable Definition

U0 Vertical field mobility reduction coefficient

μ0 Electron mobility

Cox Gate oxide capacitance per unit area

a Body-effect coefficient

vsat Carrier velocity saturation
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Here,

A1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0CoxVdd Vdd � Vthð Þ

L

r
R,

B1 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L

μ0CoxVdd Vdd � Vthð Þ
r

,

A2 ¼ L2

μ0CoxVdd Vdd � Vthð Þ

B2 ¼ R2μ0Cox
Vdd � Vth

Vdd
,

A3 ¼ L

μ0Cox

ffiffiffiffiffiffiffi
Vdd

p
Vdd � Vthð Þ,

B3 ¼ Rffiffiffiffiffiffiffi
Vdd

p ,C ¼ 2LR

Vdd
,

A4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

L

μ0CoxVdd

r
,

B4 ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
μ0Cox

LVdd

r
R Vdd � Vthð Þ

At ‘0’! ‘1’ switching, the NMOS transistor is working in the saturation region.

The current through the MTJ is:

I ¼ β

2a
Vdd � Vth � IRð Þ � I

WCoxv2sat

	 
2
ð26Þ

The MTJ is in its low resistance state, or R ¼ RL. The derivatives can be also

calculated as:

∂I
∂W

� �2

1

� 1

A5W þ B5ð Þ4,
∂I
∂L

� �2

1

� 1

A6

W þ B6

� �2
∂I
∂R

� �2

1

� 1

A7

W þ B7

� �4, ∂I
∂Vth

� �2

1

� 1

A8

W þ B8

� �2
ð27Þ

by ignoring the minor terms in the expansion of (24). Here,
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A5 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

2μ0Coxvsat
Laþ μ0 Vdd � Vthð Þ

r
R,

B5 ¼ μ0
2Coxvsat Laþ μ0 Vdd � Vthð Þ½ �,

A6 ¼ μ0
2aCoxv2sat

,

B6 ¼ Rμ0
avsat

,

A7 ¼ 1

2Coxvsat

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
μ0

Lavsat þ μ0 Vdd � Vthð Þ
r

,

B7 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

μ0
Lavsat þ μ0 Vdd � Vthð Þ

r
R,

A8 ¼ 1

2Coxvsat
,B8 ¼ R

The contributions of different variation sources to I are represented by:

S1 ¼ ∂I
∂W

� �2
σ2W , S2 ¼ ∂I

∂L

� �2
σ2L, S3 ¼ ∂I

∂R

� �2
σ2R

S4 ¼ ∂I
∂Vth

� �2 C1

WL
þ C2

exp L=l
0� � �Wc

W
� σ2L

 ! ð28Þ

Here S1, S2, S3 and S4 denote the variations induced by W, L, R (RH or RL) and Vth,

respectively.

Analytic Results Summary

Table 3 shows the monotonicity and the upper or lower bounds of the variation

contributions S1 � S4 as the transistor channel width W increases. Here, “"”, “#” and
“%&” denote monotonic increasing, monotonic decreasing and changing as a

convex function. K1 ¼ C1

L þ C2Wcσ2L
exp L=l

0ð Þ. Table 3 also gives the maximum and mini-

mum values of S1 � S4 and their corresponding W’s.

Validation of Analytic Results

As (27) shows, ∂I
∂W

� �2
, ∂I

∂L

� �2
, and ∂I

∂R

� �2
solely determine the trends of S1, S2, S3,

respectively, when W increases at both switching directions. The corresponding
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Monte-Carlo simulation results of S1, S2, S3 are shown in Figs. 19, 20, and 21,

respectively.

Figure 19 shows S1 monotonically decreases to zero asW increases to infinity at

both switching directions. Its value at ‘1’! ‘0’ switching is always greater than that

at ‘0’! ‘1’ switching because A1 < A5.

Figure 20 shows that the variation contribution of L at ‘0’! ‘1’ switching is

always larger than that at ‘1’! ‘0’ switching. The gap between them reaches the

maximum when W ! 1.

Figure 21 shows that the contribution from MTJ resistance R becomes dominant

in the MTJ switching current distribution when W is approaching infinity. Because

Vdd � Vth

R2
L

σRL

� �2

<
Vdd

R2
H

σRH

� �2

, the normalized contribution of R is always

larger at ‘1’! ‘0’ switching than that at ‘0’! ‘1’ switching. We note that the

additional coefficient C1

WL þ C2

exp L=l
0ð Þ �

Wc

W � σ2L
� �

at the right side of (28) after the

∂I
∂Vth

� �2
results in the different features of ∂I

∂Vth

� �2
from S4 in our simulations.

Table 3 Summary of variation contribution

Variation Monoto Bounds W ! 1
‘0’ S1 " min S1 ¼ 0

W ¼ 1
S1 ! 0

S2 %&
max S2 ¼ Vdd

4LRH
σL

� �2

W ¼ L

μ0Cox
Vdd � Vthð ÞRH

S2 ! 0

S3 "
max S3 ¼ Vdd

R2
H

σRH

� �2

W ¼ 1

max S3

S4 %&
max S4 ¼ K1μ0CoxV

2
dd

16LRH Vdd � Vthð Þ
W ¼ L

μ0CoxRH Vdd � Vthð Þ

S4 ! 0

‘1’ S1 # min S1 ¼ 0

W ¼ 1
S1 ! 0

S2 "
max S2 ¼ avsat

RLμ0
σL

� �2

W ¼ 1

max S2

S3 "
max S3 � Vdd � Vth

R2
L

σRL

� �2

W ¼ 1

max S3

S4 %&
max S4 ¼ Coxvsat

2RL
K1

W ¼ 1

2CoxvsatRL

S4 ! 0
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Figure 22 shows the values of ∂I
∂Vth

� �2
at both switching directions. At ‘0’! ‘1’

switching, ∂I
∂Vth

� �2
increases monotonically when W grows. At ‘1’! ‘0’ switching,

∂I
∂Vth

� �2
increases first, then quickly decays to zero after reaching its maximum. These

trends follow the expressions of ∂I
∂Vth

� �2
at either switching directions very well.

Fig. 19 Contributions from W

Fig. 20 Contributions from L
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However, because of the additional coefficient on the top of ∂I
∂Vth

� �2
, S4 does not

follow the same trend of ∂I
∂Vth

� �2
at either switching directions. Figure 23 shows that

at ‘0’! ‘1’ switching, S4 increases first and then slowly decreases whenW rises. At

Fig. 21 Contributions from R

Fig. 22 Square partial derivatives for Vth
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this switching direction, S4 will become zero whenW ! 1 due to the existence of

the additional coefficient C1

WL þ C2

exp L=l
0ð Þ �

Wc

W � σ2L
� �

.

All these above results are well consistent with our analytic analysis in Table 3.
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Synchronized Spin Torque Nano-Oscillators:
From Theory to Applications

Mehdi Kabir and Mircea Stan

1 Introduction

The operation of spin torque oscillators takes advantage of two key discoveries in

magnetic materials–spin dependent transport and spin transfer torque. These dis-

coveries were made in a structure known as the magnetic tunnel junction (MTJ),

which consists of two ferromagnetic metal layers separated by a thin insulating

barrier layer (Fig. 1). The insulating layer is so thin (a few nm or less) that electrons

can tunnel through the barrier when a bias voltage is applied between the two metal

electrodes. An important property of an MTJ is that the tunnelling current depends

on the relative orientation of the magnetizations of the two ferromagnetic layers,

which can in turn be changed (e.g.) by an applied magnetic field. This phenomenon

is called tunneling magnetoresistance (TMR). In this section, we review some of the

seminal works which led to current focus on spin torque nano-oscillators.

1.1 Spin Dependent Transport

The history of spin-dependent transport in magnetic multi-layers went from obscu-

rity to Nobel Prize winning research. Here we present just a brief outline of that

history–full reviews of the research progress are given in the following excellent

papers [1–4]. The first work on spin dependent transport began more than 40 years

ago with experiments by Meservey et al. [5]. A few years earlier, the BCS theory of
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superconductivity had been published [6] and there was great interest in transport

properties of electrons through superconducting junctions [7]. Meservey et al.

predicted that the energy level of a superconductor in a magnetic field could be

split in such a way that it could act as a high precision spin polarization detector.

This allowed them to construct a trilayer junction, consisting of ferromagnetic-

insulating-superconducting layers, which could detect the conduction changes due

to changes in the magnetization orientation of the ferromagnetic layers. This was

the first experimental verification that electron transmission could be a function of

its spin orientation.

Soon afterwards, Julliere [8] demonstrated tunneling magnetoresistance (TMR)

between two ferromagnetic layers separated by an insulating barrier. By using

ferromagnets of different coercivities, it was possible to detect the change of

resistance between parallel magnetizations and anti-parallel magnetizations.

Julliere postulated that the TMR could be calculated based on the spin polarization

of the two ferromagnetic layers as given by the equation

TMR ¼ 2P1P2

1� P1P2

ð1Þ

where P ¼ ρ"�ρ#
ρ"þρ#

and ρ" and ρ# are up-spin and down-spin electron carriers,

respectively, in the ferromagnetic layer.

Despite these discoveries, there would be very little research on spin-dependent

transport for another decade. Partly this was caused by technologically demanding

fabrication process, which makes it difficult to fabricate robust and reliable tunnel

junctions. Also, the fact that the reported values of TMR were small (at most a few

percent at low temperatures), did not trigger considerable interest in view of sensor/

memory applications. The perfecting of molecular beam epitaxy (MBE) and its

Fig. 1 (a) Structure of a magnetic tunnel junction with a fixed layer, whose magnetization is

pinned, and a free layer, whose magnetization can be changed. (b) The stable precession trajectory
of the magnetization of an in-plane free layer in response to spin transfer torque
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greater availability during the 1980s [9] allowed for better thin-film fabrication

allowing studies of magnetic thin-film structures.

The discovery of giant magnetoresistance (GMR) in spin-valve structures (using

metallic spacer layers) ignited interest in spintronic devices. Because of their

pioneering work on GMR, Albert Fert [10] and Peter Grünberg [11] were awarded

the Nobel Prize in Physics in 2007 [3, 4]. While previous experiments used

cryogenic conditions, room temperature operations were shown by Miyazaki and

Tezuka [12] that demonstrated the possibility of large values of TMR in MTJs with

Al2O3 insulating layers, while Moodera et al. [13] developed a fabrication process,

which appeared to fulfill the requirements for smooth and pinhole-free Al2O3

deposition.

The first accurate theoretical consideration of TMR was made by Slonczewski

in 1989 [14]. He considered tunnelling between two identical ferromagnetic

electrodes separated by a rectangular potential barrier and by assuming that the

ferromagnets can be described by two parabolic bands shifted rigidly with respect

to one another to model the exchange splitting of the spin bands. By imposing

perfect translational symmetry of the tunnel junction along the layers and

matching the wave functions of electrons across the junction, he solved the

Schr€odinger equation and determined the conductance as a function of the relative

magnetization alignment of the two ferromagnetic films. In the limit of thick

barrier, he found that the conductance is a linear function of the cosine of angle θ
between the magnetic moments of the films:

GðθÞ ¼ Gintð1þ P2 cos θÞ ð2Þ

where Gint is the normal conductance through the trilayer interfaces, P is the spin-

polarization of the fixed layer and θ is the angular difference in the magnetic

orientation between the fixed and free layers. This matches the previous observa-

tions in Julliere’s equation (Eq. (1)) that parallel magnetizations have higher con-

ductance than anti-parallel orientation.

1.2 Spin Transfer Torque

The other effect, spin transfer torque, was first predicted by Slonczewski [15]

and Berger [16] and subsequently verified experimentally in oxide-based MTJs

[17, 18]. This behavior is observed in MTJs when a DC current is applied through

the junction. One of the ferromagnetic layers (known as the fixed or pinned layer) is

used to spin-polarize the DC current to align a majority of electrons in the spin

orientation of layer. When these electrons tunnel through the insulating layer and

are injected into the second ferromagnetic layer (the free layer), they transfer their

angular momentum to electrons in the free layer causing the magnetization to

change. Normally, dynamic processes in magnetic layers create damped oscilla-

tions which dissipate over time. However, Slonczewski showed that the spin
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transfer torque effect can be used to cancel out the dampening effect, creating stable

oscillations, and in some cases, complete reversal of the magnetization [19]

(Fig. 1b). The latter effect can be used to perform the “write” operation of MTJs

in magnetic memory devices such as MRAM and STT-RAM [20, 21], while the

former can be used to create microwave oscillations in spin torque nano-oscillators

(STNO).

Soon after the theoretical development, spin torque nano-oscillators were

demonstrated experimentally [19, 22, 23]. The microwave oscillations generated

by the STNOs exhibit wide ranging tunability simply by adjusting the DC current

and applied magnetic field (Fig. 1a), with frequencies ranging from 0.1 to

100GHz and linewidths on the order of� 100MHz [24]. More recently, it has

been experimentally shown that two STNOs can mutually phase-lock and syn-

chronize [25, 26]. These experiments involved two MTJ structures with a shared

free layer which allowed current-injected spinwaves to interact with each other

causing them to phase-lock. The ability of spin torque oscillators to synchronize is

not only advantageous in increasing the output oscillation power [27] but also

provides a way of transferring information and computing with multiple

oscillators.

In this paper, we propose an array of STNOs which can perform Non-Boolean

computations through synchronization. Specifically, we show how to use the STNO

array for pattern recognition, which serves as a first step towards associativememory

behaviour [28, 29]. Throughout this paper, we discuss some of the design parameters

that have to be considered for effective synchronization of the oscillators. In Sects. 2

and 3, we discuss the dynamics of the STNO and how electrically coupling them can

provide an alternative method to synchronization. In Sect. 4 we examine the device

geometries which are optimal for coherence of multiple STNOs and introduce the

idea of parallel connected DMTJ-STNO arrays. Finally, in Sects. 5 and 6, we

implement a hybrid MOSFET/STNO array which can be used to for various

applications such as analyzing patterns between two sets of vectors or for RF

circuits. We use HSPICE simulations to model the spin torque nano-oscillator

behavior. More details about the simulation setup are provided in the appendix.

2 Modeling the Dynamic Behavior of STNOs

The precessional motion of magnetization (M) of the free layer of an MTJ, in the

presence of an effective magnetic field (Heff), can be accurately modeled by the

Landau–Lifshitz–Gilbert (LLG) equation. With the introduction of Slonczewski’s

spin-transfer torque, the LLG equation with the STT term is given by:

∂M
∂t

¼ �γ0M�Heff þ γ0α

Ms
M� ðM�HeffÞ þ ηðθÞ μBI

eV
M� ðM�M pÞ ð3Þ
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The first term in Eq. (3) is the precession of the magnetization (M) around an

effective magnetic field (Heff) where γ0 is the gyromagnetic ratio. The second term

describes the phenomenological dampening (α) which brings the magnetization in

anti-/parallel alignment with Heff (here Ms is the saturation magnetization of the

free layer). Finally, the third Slonczewski term is similar to the dampening term,

except the torque pulls the magnetization towards the orientation of the polarizing

layer (Mp). The spin torque is modified by the applied current density given by I
V

� �
,

where V is the free layer volume, and also by the spin polarization efficiency factor

η(θ) given by [15]:

ηðθÞ ¼ �4þ ð1þ PÞ3 3þ cos θ

4P3=2

� ��1

ð4Þ

where P is the polarization of the fixed layer and the angle θ is the relative

orientation between the free and fixed layer.

The effective magnetic field (Heff) is given by:

Heff ¼ Hext þHan þHdem þHamp ð5Þ

where Hext is the external applied magnetic field. The field Han represents the

magnetocrystalline anisotropies that exist due to the crystal structure. This anisot-

ropy contribution can be further divided into contributions from the easy-axis,

perpendicular axis and planar fields:

Han ¼ Heasy þHperp þHplanar ð6Þ

The easy axis field lies in the plane of the free layer while the perpendicular axis is

the out-of-plane contribution. Finally, the planar field is the field that tries to pull an

out-of-plane magnetization towards the free layer plane. The demagnetization field

captures the shape anisotropy of the magnetic material and depends on the geom-

etry. In general, Hdem¼N �M, where N is a shape dependent term [30]. Finally,

Hamp is the amperian field created by the injected current within the magnetic

tunnel junction. This circular field will lie in the plane of the free layer and will

depend on the magnitude of the current through the wire.

3 Electrically Coupled STNOs

3.1 Magnetic vs. Electrical Synchronization

While phase locking via magnetic spinwaves has been shown between two spin

torque oscillators, it still remains uncertain if this process can be scaled up for

fabrication, or even synchronization, when many STNOs are involved [31].
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An alternative to magnetic synchronization is to use the magnetoresistance

effect to convert the magnetic oscillations in the free layer into an alternating

current signal through the MTJ. Then two or more STNOs can be connected

electrically to achieve synchronization. Each STNO in an electrically coupled

array can operate independently and does not require specialized features

(e.g. shared free layer) to achieve synchronization. This allows for a variety of

circuit topologies which would be difficult to realize in a purely magnetic system.

In spinwave-coupled STNOs, the geometric layout of the oscillators will determine

functionality, whereas in electrically-coupled arrays the oscillator connectivity is

determined by the more flexible circuit topology. Furthermore, the electrical nature

of the signals can be used to integrate the STNOs with MOSFET transistors and

other conventional circuit elements. This feature makes a hybrid MOSFET/STNO

circuit attractive for computational purposes.

3.2 Synchronization Dynamics

One possible method of increasing the power of spin torque nano-oscillators has

been to synchronize them to a common frequency [26]. Electrically synchronizing

multiple STNOs has been previously considered for both series and parallel con-

figurations [32, 33]. We have shown previously [34] that in a parallel array of

STNOs with out-of-plane fixed and free layers, oscillators with similar frequencies

can exchange energies through their AC signal, slowing down or speeding up their

oscillations until they achieve synchronization. We now examine the synchroniza-

tion dynamics of the circuit shown in Fig. 2. Each parallel STNO will have a DC

Fig. 2 (a) The relative orientation of the magnetization vector and the effective magnetic field

which synchronizes the STNOs. (b) A general layout of an electrically-coupled parallel-connected

STNO array. The variable resistor in the schematic represents the ability to change the current

through each parallel branch of the array to set the DC current (IDC, i). This produces an oscillating
signal (IAC, i) which combines on the common node with the signals from the other parallel

branches
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current, Idc, i, which determines the initial frequency of its operation. This in turn

will generate an AC current, Iac, i, due to the TMR of the magnetic junction. By

Kirchoff Current Law, the common node will have a combined AC current of

Iac¼ΣiIac, i. This AC current will re-distribute the energy throughout the array.

To quantify the energy gain/loss in one of the STNO, we look at the Hamp

component of the effective magnetic field in the LLG equation (Eq. (3)). In this

case, Hamp ¼ ξIacϕac, where ξ is a material dependent property and ϕac is the

angular unit vector in-plane to the free layer of the STNO. Therefore, for the i-th
STNO, the energy injected/removed by the magnetic field Hamp is given by:

Ei ¼ �μ0MsV

Z
Hamp � dMi ¼ �μ0MsVξ

Z X
j

Iac, jϕac, j � dMi

¼ �
X
j

J jmi cos ðϕi � ϕ jÞ ð7Þ

where J j ¼ πμ0MsVKIac, j, and mi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
½m2

x þ m2
y þ ðm2

x � m2
yÞ sin ð2ϕac, jÞ�=2

q
represents the projection of Mi onto ϕac, j. Finally, ϕi and ϕj are phase components

of the i-th and j-th oscillator respectively.

Now that we have an expression for the energy landscape of STNOs, we can

determine how the frequency of oscillation changes to respond to the change in

energy. First, we recognize that the phase is related to its frequency as

ϕi ¼ ϕi, 0 þ 2π fit. Therefore, the changes in the phase can be represented as:

dϕi

dt
¼ 2π f i þ δ f i ¼ 2π f i þ

d f i
dEi

� �
Ei ¼ 2π f i �

X
j

Δi jcosðϕi � ϕ jÞ ð8Þ

where ϕi and fi are respectively the phase and frequency of the oscillator, and the

coupling constant Δi j ¼ � d f i
dEi

	 

J jmi is between the two oscillators which depends

on the material properties of the device and relative frequency distance. Equation

(8) represents the exact dynamics outlined by Kuramoto’s model of weakly coupled

oscillators [35]. Kuramoto’s oscillation model is a general principle which applies

to many emergent behaviour phenomena in nature [36]. An important application

was first proposed by Hoppensteadt and Izhikevich [37] to model associative

memory in neural networks. In the next section, we consider the similarities

between the Hoppensteadt model and an array of parallel connected STNOs.

3.3 STNO Array as an Oscillatory Neurocomputer

The Hoppensteadt model uses oscillators to implement a neural network. The

Non-Boolean nature of the oscillators can realize neural networks with only

N-connections as opposed to N2-connections required by traditional cross-weighted
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architectures [29]. Because both systems are manifestations of Kuramoto’s oscil-

lation model, the STNO array can act as a physical implementation of

Hoppensteadt’s oscillatory neurocomputer.

Figure 3 shows the similarities between the oscillatory neurocomputer and the

STNO array. The STNO array consists of parallel connected devices with the

oscillation frequency set by the current running through each branch. The oscillat-

ing signals from each parallel branch are summed up in an analogous fashion to the

“averager” in the Hoppensteadt scheme and act as a global periodic signal through

which the oscillators communicate. The feedback layer is emulated in the STNOs

through the magnetization dynamics of the free layer. The overall effect is a change

in frequency and phase of the oscillator shown in Eq. (8). When the oscillator

frequencies are close they begin to synchronize. In the next section we discuss how

such an array can be physically implemented.

4 STNO Geometry and Oscillations

In the previous sections, we have considered the properties of a general parallel

connected STNO array. However, to create a physical array there are several

device-level considerations that must be taken into account. There are many

different geometric configurations of the fixed and free layers of a spin torque

oscillator. Each configuration can generate different modes of oscillation depending

on the biasing current and applied external magnetic fields. First, we consider two

configurations–perpendicular (Fig. 4) and mixed–both of which use perpendicular

magnetic anisotropy (PMA) free layers. These geometries were chosen because

they can produce oscillations without the need for an external magnetic field [38];

Fig. 3 STNO array as an oscillatory neurocomputer. (a) Components of an oscillatory

neurocomputer (modified from [37]). (b) A general layout of an electrically coupled parallel-

connected DMTJ-STNO array. The dual barrier magnetic tunnel junction (DMTJ) produces a

harmonic signal with a strong voltage signal
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this makes it much easier to operate a large-scale array without the need of a

localized magnetic field. The mode of oscillation for these two configurations are

different which creates a trade-off between synchronization and signal strength.

4.1 Harmonicity and Signal Strength

When considering these two geometries of STNOs, the oscillation mode plays a

significant role in the synchronization behaviour and the amplitude of the electrical

signal generated by the MTJ. The amplitude of the electrical signal depends on the

Fig. 4 (Top) a perpendicular STNO. This configuration exhibits circular orbits which produce

almost harmonic oscillations. However, the amplitude of the electrical signal is weak due to the

infinitesimal variation in Δ R/R when the angle of precession is constant. Here we show multiple

orbits corresponding to different DC currents and frequencies. (Bottom) transient simulation

showing changes in frequency and synchronization of almost harmonic STNOs
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magnetoresistance of the MTJ. This effect can be estimated as the angular differ-

ence between the free and fixed layer given by the equation,

ΔR

R
¼ 1� P2cosðθÞ ð9Þ

where R is the average MTJ resistance, Δ R is the deviation from the average, P is

the effective polarization by the fixed layer and θ is the angular difference between
the free and fixed layer.

In the perpendicular geometry, where both the free and fixed layer are PMA

materials, the trajectory of the magnetization is approximately circular, producing a

simple almost harmonic oscillation. With almost harmonic oscillations, synchroni-

zation between multiple oscillators can be achieved with frequency differences as

large as 22% (Fig. 4, bottom) and within� 100 periodic cycles. However, because

of the circular trajectory, there is very little change in Δ R/R from Eq. (9), creating

very small electrical signals (Fig. 4, top). This, in turn, prevents effective commu-

nications between the oscillators in the array.

In amixed configuration the fixed layer is in-plane while the free layer is out-of-

plane (Fig. 5). In this geometry, the orbit of oscillation produces a Lissajous curve

and thus produces a complex periodic signal. This is advantageous from an electric

signal point of view due to the large change in Δ R/R. However, simulation results

show that synchronization becomes difficult as the frequency bandwidth of coher-

ence is reduced to 2–3% with much larger coherence time than for harmonic

oscillations (Fig. 5, bottom).

4.2 Dual Barrier MTJ

In order to take advantage of the positive aspects of both configurations, we propose

combining the two geometries in a trilayer structure. This dual barrier magnetic

tunnel junction (DMTJ) consists of PMA fixed and free layers and an in-plane

analyzer layer. During operation, the PMA fixed layer induces harmonic oscillation

in the free layer while the in-plane analyzer layer creates large changes in Δ R/R
yielding a large electrical signal.

It should be noted that DMTJs have been realized experimentally [39] though

those devices used only in-plane ferromagnets for all three layers. The fabrication

of PMA DMTJs is an area of active research (Fig. 7).

Simulations results show that the DMTJ structure maintains near harmonic

oscillations and thus can have synchronization frequency bandwidths as large as

18% with coherence times on the same order as the perpendicular geometry

(Fig. 6). At the same time, the DMTJ maintains a large electrical signal comparable

to the mixed geometry. With this device geometry, an array of STNOs can be

created which is robust enough for computation.
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5 Application: Pattern Recognition

As a first step to an associative memory circuit, we designed a hybrid MOSFET/

STNO array which can compare a test vector with a reference vector and give an

indication of the degree of match (DOM) between the two data sets. As explained

above, we use DMTJ spin torque nano-oscillators for the array.

The MOSFET transistors are used to control the frequency of oscillation by

modulating the current in each branch depending on the test vectors. Each of the

transistors act as source followers thereby maintaining the same voltage across the

Fig. 5 Top: mixed geometry STNO. The mixed geometry STNO exhibits complex orbital pre-

cessions which lead to nonharmonic oscillations. Bottom: transient analysis shows the complex

periodic orbit of four mixed STNOs with similar frequencies. This configuration creates a large

electrical signal because of the large variations in magnetoresistance. At the end, all four

oscillators are shown to synchronize
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Fig. 7 (a) Schematic diagram of a perpendicular spin torque nano-oscillator in design. (b)
In-plane and out-of-plane hysteresis loops of the multilayer structure

Fig. 6 Dual barrier magnetic tunnel junction. (Top) the oscillations in the DMTJ are both

harmonic and have large electrical signal. (Bottom) the transient frequency behavior of eight

DMTJ STNOs as they synchronize



DMTJ if both inputs to the transistors are shifted by an equal amount. This ensures

that the frequency of the STNO remains unchanged if the reference and test bits are

the same. In the test case shown in Fig. 8, an STNO is assigned to each bit of a

7-segment array. The Reference column shows how the reference transistors are

assigned-with ‘0’ representing a blank and ‘1’ representing a filled segment. These

bits represent patterns which have already been “memorized” by the array. Simi-

larly, the Input column represents the bits for the test pattern which will be

compared to the memorized patterns.

In the topmost case, we have a test pattern which is an exact match to one of the

memorized patterns. The STNO arrays start at two frequencies representing the bits

which are both ‘0’s and both ‘1’s. These frequencies are close enough such that they

synchronize together until all oscillators operate at the same frequency. The time

for all the STNOs to cohere together was approximately 10 ns for oscillators

operating at 12GHz (Fig. 8).

The middle and bottom cases illustrate the scenario where the test pattern is not

an exact match to the memorized pattern. As the transient analysis shows, there are
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Fig. 8 Hybrid MOSFET/STNO array for pattern recognition. (Bottom right corner) the hybrid

circuit consists of DMTJ spin torque oscillators sandwiched by NMOS and PMOS source

followers. The VREF transistors receive the reference vector, while the VIN handle the input vector.

The bandpass filter (BPF) is used to isolate frequencies representing matches. (Left column)
transient analysis showing the synchronization of STNOs over time
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additional frequencies that appear when there are mismatches. These frequencies

are different enough that they do not synchronize completely with the STNOs

which represent matches, though their frequencies are affected. In case of mis-

matches, the oscillators take longer to reach synchronization, sometimes taking

more than twice longer than for a perfect match scenario. If we perform a frequency

analysis on the parallel node of the STNO array after all the signals have synchro-

nized, we can get an estimate of the DOM between the test and reference vectors.

As the number of oscillator synchronize to a single frequency, the output signal

power is boosted. Therefore, if we analyze the signal power near frequencies

representing matches, we can determine which memorized pattern represents the

best match to the test vector. A bandpass filter can be used to eliminate all

frequencies except for the ones representing matches (Fig. 9).

This array represents a simple hybrid MOSFET/STNO circuit which can be

used to analyze patterns and determine a degree of match. More work needs to be

done to implement advanced techniques in pattern recognition such as

rotation, scale transformations and edge detection which are part of a more

realistic associative memory design. The use of oscillators for these purposes

remains an active area of research which suggest that STNOs are a possible device

implementation for these applications. Fabrication of these specialized spin

torque oscillators also remains a challenge. However, with the recent advance-

ments in PMA spin torque devices, DMTJs could be feasible in the near

future. Finally, more simulation and modelling needs to be done on these STNO

arrays to determine the robustness of the design to noise and process variations.

These analyses will help refine and improve future circuit designs and

architectures.
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6 Application: Radio Frequency Circuits

One of the most exciting aspects of the STNO devices is the possible application to

system-on-chip (SoC) [40, 41]. The nanoscale dimensions, coupled with the possi-

bility of CMOS integration, low power, tunable frequency through magnetic fields

and electrical currents, high quality factor Q (� 10,000) and the possible control of

coupling opens many possibilities beyond the current state-of-the-art RF systems.

One such RF application is as filters which take advantage of injection locking

which has already been observed in STNOs [42]. Using a current mirror, we can

create a circuit which allows the STNO to be tuned to a resonant frequency, and

then apply an AC signal to the oscillator. For frequencies close to the center

frequency, the STNO acts as either a bandpass or a band-reject filter depending

on the circuit topology used. This allows us to do signal processing for a wide range

of frequencies (1–100GHz). This simple circuit acts as notch bandpass/bandstop

filter with line widths of 10MHz.

Although the STNOs can be used to filter narrow bandwidth signals, we are also

interested in developing robust techniques to tune the filter strength and bandwidth.

One of the ways to increase the filter strength is to improve the current mirror

design used to set the STNO resonance oscillation. A stacked cascode structure

(Fig. 10) can be used to increase the circuit impedance, this strengthening the

coupling of the STNO to the desired frequency. In our simulations, the stacked

cascode structure produces a 5 dB improvement over the normal structure

(Fig. 10b).

Yet another technique to increase the filter strength is to use STNO synchroni-

zation. It has been shown that the oscillation power of the STNOs can be increased

through the synchronization of multiple nano-oscillators [27, 32, 43]. In Fig. 11, we

use the same principle to boost the power of STNOs. The coherence creates a

stronger resonance signal which helps to increase the filter strength. In Fig. 11b, we
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Fig. 10 (a) An RF filter using STNO. A current mirror is used to set the DC current, which in turn,

adjusts the resonating frequency. An input signal is applied to the STNO, which filters the

frequencies near resonance. Depending on circuit topology, both bandpass and bandstop (pictured)

can be implemented. (b) An RF filter using stacked current mirror. By stacking the footer of the

current, we can increase the circuit impedance resulting in a deeper notch filter
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show that a coupled STNO can enhance the filter strength by almost 10 dB over a

single STNO filter. However, the increase in strength begins to level out with more

STNO since the oscillation power increases quadratically. The bandwidth of

the STNO filter can also be adjusted through engineering the thermal stability of

the free layer of the magnetic tunnel junction. The thermal stability determines the

susceptibility of the free layer to noise. In general, spin torque oscillators are

resilient to noise and thus create high Q-factor oscillations. However, the thermal

stability (Eq. (1)) can be exploited through device geometry and material properties

to make the device more susceptible to noise.

Δ � HkMsV

2kBT
ð10Þ

where Hk and Ms are the free layer magnetic properties and V is the volume of the

layer. This effect allows other frequencies to be included in the STNO filter which

broadens the filter bandwidth (Fig. 12). However, there is a trade-off between filter

bandwidth and the filter strength as the noise affects the integrity of the harmonic

oscillations.

In addition to filters, there are also other RF applications which are actively

being researched [44]. Because spin-torque devices exhibit an intrinsic instability

leading to oscillation, these devices may also be exploited to realize self-oscillating

RF mixers. Mixers are the central component of heterodyne receivers, which are the

most important sensor architecture used for RF applications. Heterodyne receivers

typically make use of a separate local oscillator with which the signal to be detected

is mixed. This allows the power of the detected signal to be measured while

maintaining phase coherence. STNO devices offer a means of realizing self-

oscillating mixers because the magnetic procession in these devices is inherently

nonlinear. With the self-mixing characteristic of the device, the oscillation source
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Fig. 11 (a) A coupled STNO bandstop filter. The cascode current mirrors set the frequency of

oscillation in the STNOs. When the frequencies are close together, the oscillators synchronize to

produce a stronger filter. (b) The frequency analysis shows a deeper notch for more coupled

STNOs. The increase in filter strength is superlinear (�N2)
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and the mixer are combined in one device. In addition, the device is tunable via

applied current or magnetic field. All these advantages make STNO device an

intriguing choice for realizing RF/millimeter-wave tunable mixers.

These preliminary results provide only a hint of some of the RF applications

which are possible with nanoscale STNOs. The SoCs of the future can thus replace

large power hungry active and passive CMOS devices with simple nanodevices

with better characteristics.

7 Conclusions

In this paper, we have only scratched the surface of the possible applications using spin-

torque nano-oscillators. There still exist several engineering challenges, such as fabri-

cation of dual magnetic tunnel junctions and the generated oscillation power of these

devices. However, given the theoretical background, rapidly progressing experimental

studies and similarities to systems in nature and other fields of study, spin-torque nano-

oscillators are very promising for future conventional and non-conventional applica-

tions. Furthermore, their nanoscale size and integration with MOSFET technology

opens the possibility of “More-than-Moore” type applications.
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Appendix

All simulations were done using an HSPICE device model of spin torque nano-

oscillators.This device model solves the Landau–Lifshitz–Gilbert–Slonczewski

(LLGS) equations fora macrospin model. The material properties were extracted

from experimental values for Co2FeAl/MgO/Co2FeAl MTJ structures. Some of the

simulation properties are listed in Table 1. We also used 45 nm PTM transistor

model [45].
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