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Preface

Numerous colloidal systems can be identified in nature. Many synthetic materials 
which are produced and processed are also colloidal systems. Such systems are 
always multiphasic and are mostly comprised of submicron particles or nanom-
eter particles. The macroscopic properties of colloidal systems are governed by the 
microscopic interactions of its dispersed constituents with each other and with the 
surrounding dispersing medium. The properties of such particle systems are domi-
nated by interfacial effects rather than volume effects because of their huge inter-
nal surface.

The focus of Colloid Process Engineering is on the handling of colloidal sys-
tems in technical processes and about their manipulation by such processes. Many 
branches in this field may find numerous pathways to rewarding new products 
with tailor-made properties. The economic success in global competition for any 
producer is based on the ability to establish products on the market with high 
and as yet unavailable beneficial properties at a competitive price. To meet these 
requirements, it is necessary to synthesize products with the targeted property pro-
file through its complex structure as an integrated system. Colloidal systems offer 
unique opportunities for realizing such tailor-made integrated systemic products. 
Colloid Process Engineering is indispensable for the production of noteworthy 
amounts of such colloidal systems with relevance to the market.

Colloid Process Engineering is an emerging discipline at the interface between 
natural sciences, in particular colloidal and physical chemistry, and engineering, 
in particular chemical engineering. On the one hand, knowledge about molecu-
lar interaction and functional molecules is the key to controlling the microscopic 
interaction. On the other hand, process parameters, such as fluid dynamics, con-
centration profiles and mechanic forces, are decisive for structure formation and 
its preservation and functionality during application.

The articles in this book are aimed at scientists, researchers and devel-
opers in academia, science and engineering. This book is no true textbook or 
homogenized monograph. It is, rather, the compilation of the results of a recent 
cooperative research effort regarding Colloid Process Engineering. The effort 
was funded for six years (2008–2013) by the German Research Foundation.  



Prefacevi

It comprised an interdisciplinary team of 16 research projects and was carried 
out at various universities in Germany. Frequent seminars and workshops aimed 
at homogenizing perceptions, concepts and understanding of what Colloid 
Process Engineering may be about.

The book is structured along the headlines

•	 Fundamentals and Modeling
•	 Colloidal Systems with Solid Disperse Phase
•	 Colloidal Systems with Liquid Disperse Phase
•	 New Process Routes

The reader may find recent research results about various colloidal phenomena, 
as well as their scientific interpretation.

In Fundamentals and Modeling, answers are given to the questions why and 
under which conditions small molecules and self-organizing nanoscale par-
ticles stabilize emulsions and foams (Pickering effect) or emulsions form a gel. 
Advanced, non-linear rheological methods are proposed which allow the charac-
terization of the structural parameters of colloidal systems and their changes in 
time. Furthermore, microscopic and fluid mechanic insights are given as to how 
colloidal aggregation in turbulent flow comes about and how such flows are to be 
modeled with up-to-date computational fluid dynamic approaches. The section 
closes with a chapter about the drying of colloidal systems and addresses the ques-
tion of how drying affects the structure of a colloidal product.

In Colloidal Systems with Solid Disperse Phase, the restructuring of such col-
loidal systems is treated on a theoretical, an analytical and an experimental basis. 
Such restructuring may only be possible if an existing structure is destroyed. 
Therefore, mechanics and breakage of aggregates is addressed in this section as 
well. A high concentration of the colloidal system and its flow behavior is decisive 
for some applications. It is shown that weak attraction among the colloidal parti-
cles allows for unprecedented concentrations. Finally, formation, characterization, 
stabilization and post-processing of nanoparticles below 20 nm are addressed in 
this section. Such particle systems are needed for optoelectronic applications.

In Colloidal Systems with Liquid Disperse Phase, surfactants are needed to pre-
vent the disperse phase from coalescing. The dynamics of the adsorption of sur-
factants at the interface during processing is of particular importance. Detailed 
and high-resolution measurements reveal that the mechanism of this adsorption 
comprises competitive effects among the various constitutive components of the 
system. Vesicles are peculiar, biomimetic liquid-liquid systems, in the sense that 
the dispersed droplets themselves are also a two-phase liquid-liquid system: They 
consist of a liquid core surrounded by a liquid shell. A systematic survey of prepa-
ration methods and an analysis of the physicochemical parameters required should 
help the interesting application perspectives of vesicles to become available.

In New Process Routes, two exemplary processes regarding the importance of 
process engineering aspects in the manufacturing of colloidal systems are treated. 
One of these process routes tracks the manufacturing of nanoscale core-shell parti-
cles via an emulsification process, followed by a miniemulsion polymerization for 
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the creation of a rigid shell. The other process route aims at the manufacturing of 
an organosol by transferring freshly produced mineral particles from the aqueous 
phase into the organic phase.

We are convinced that, in total, this spectrum of examples gives a unique 
insight into some important current frontiers of Colloid Process Engineering, and 
hope that reading these different articles will offer new insights into the world 
of colloidal process engineering or open the reader’s mind to interesting process 
pathways in the colloidal world.

The editors of this book pay special thanks to Dipl.-Ing. Sebastian Wilhelm, 
who put a lot of effort into its preparation.

The financial support of DFG (Deutsche Forschungsgemeinschaft) within 
the priority program SPP 1273 “Colloid Process Engineering” is gratefully 
acknowledged.

Matthias Kind
Wolfgang Peukert

Heinz Rehage
Heike Schuchmann
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Colloidal Particles in Thin Liquid Films

Yan Zeng, Sebastian Schön, Adrian Carl and Regine von Klitzing

© Springer International Publishing Switzerland 2015 
M. Kind et al. (eds.), Colloid Process Engineering,  
DOI 10.1007/978-3-319-15129-8_1

Abstract This chapter deals with the structuring of Silica nanoparticles in thin liquid 
films. In the first part of the chapter the particles are kept hydrophilic and their order-
ing under geometrical confinement in a thin liquid film is described. The thin film is 
formed between two solid surfaces in Colloidal Probe AFM. The effect of suspension 
parameters (particle concentration, particle size and salt concentration) and parame-
ters of the outer surfaces (surface potential, roughness and elasticity) on the ordering 
are studied. In the second part of the chapter the same particles are hydrophobized 
with short chain amphiphiles. The partially hydrophobic nanoparticles are used to sta-
bilize thin foam films in a Pickering foam. A multiscale approach from bulk solution 
via macroscopic foams, foam bubbles to the adsorption at the free water/air interface 
is presented in order to understand the stabilisation of Pickering foams.

Keywords Colloidal particles · Thin liquid films · Structural forces · Colloidal 
probe AFM · Pickering foam

1  Introduction

Nanofluids, which usually refer to suspensions containing nanoparticles, attract sci-
entists and industries since several decades because of their important applications. 
For instance, they are widely used in ultra polishing of electronic materials, as inks 
and paint pigments in printing, and as cosmetics, lotions, pharmaceuticals, ceramics, 
foams, and emulsions. Thus the understanding of the inter-particle surface force is key 
to manipulating the stability, rheology and other desired properties of the suspensions.

The ordering of the nanoparticles under confinement in thin films and/or at 
interfaces plays a decisive role for the properties of the macroscopic system like 

Y. Zeng · S. Schön · A. Carl · R. von Klitzing (*) 
Stranski-Laboratorium, Institut für Chemie, Strasse des 17. Juni 124, 10623 Berlin, Germany
e-mail: klitzing@chem.tu-berlin.de
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foams or emulsions. The first part of the present chapter presents the effect of geo-
metrical confinement in a thin liquid film on the ordering of of hydrophilic Silica 
nanoparticles. This ordering takes place perpendicular to the film surface. In the 
second part about hydrophobized Silica nanoparticles it is rather the ordering at 
the interface, i.e. lateral to the interface which plays an important role.

In aqueous bulk solution, hydrophilic nanoparticles are homogeneously  distributed 
with a near-field ordering, which is typical for complex liquids. Confining the nan-
oparticle suspension between two (planar) surfaces leads to the formation of nano-
particle layers parallel to both surfaces (Fig. 1). In other words, the particle density 
profile oscillates perpendicular to the surface with an exponential decay leveling off 
far away from the surface. This confinement-induced oscillation can be measured 
as oscillatory force or structure force in AFM and results from the periodic ordering 
of confined particles. As shown in Fig. 1 during repulsion the particles are assumed 
to be ordered in layers. Depletion is induced by the expulsion of one layer leading 
to a decrease in particle concentration with respect to the particle concentration of 
the outer bulk reservoir. In the scheme the particles are uncharged and the distance 
between two maxima corresponds more or less to the diameter of the particles. 
Oscillatory forces were first described by Israelachvili in pure water solvent by using 
surface force apparatus (SFA) [15, 17]. The first study of ordering of nanoparticles 
in thin films can trace back to 1980s. Nikolov [25] found that thinning films of aque-
ous dispersions of polystyrene latex nanoparticles changes thickness with regular 
step-wise jump transitions by using reflected light microinterferometry. These obser-
vations verified that the stratification of thin liquid films can be explained as a layer-
by-layer thinning of ordered structures of colloidal particles formed inside the film. 
Several papers reported that also particles tend to form periodic ordering during the 

Fig. 1  Scheme which explains the oscillatory forces of suspension of uncharged particles or 
molecules. The red part corresponds to repulsion and the green part corresponds to depletion. In 
the top row the ordering of the particles between 2 opposing surfaces is shown and in the bottom 
the corresponding sequence of oscillatory forces. The distance x between the 2 outer surfaces is 
given with respect to the particle diameter D. A similar scheme is shown in [16]
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approach of confining surfaces by methods like thin film pressure balance [1, 8, 33] 
and reflectometry [34, 35]. Further, oscillatory forces of nanoparticle suspensions 
were obtained by the group of Walz and Drelich et al. [9, 28, 36] with Colloidal Probe 
Atomic Force Microscope (CP-AFM). The CP-AFM was developed by Ducker and 
Butt [6, 10] in the early 1990s and showed advantage in measuring the complete 
oscillatory force curves for various systems. Oscillatory forces could be observed for 
micelles, polymers and particles [2, 4, 5, 20, 21, 23, 24, 26–30, 36–38].

A precise understanding of the effect of confinement on the structuring of nan-
oparticles, the period of the force oscillation and decay length in relation to the 
corresponding bulk properties was however still absent. In order to achieve better 
understanding of the effect of confinement a comparison between the bulk solution 
and the confined film, was necessary. The first part of the chapter focuses on aque-
ous suspensions of hydrophilic Silica nanoparticles under confinement. Especially, 
the confinement effect itself is separated from the effect of outer surfaces’ properties.

The second part of the chapter addresses the structuring of hydrophobized nano-
particles in thin liquid films. Therefore the Silica nanoparticles are used as in the 
first part, but they are hydrophobized by short chain amphiphiles. After hydropho-
bization the Silica nanoparticles have a strong tendency to adsorb at the air/water 
interface. They are able to stabilize foams. This type of foam is called Pickering 
foam. Fundamental differences between a particle stabilized foam and a surfactant 
stabilized foam are [3]: The adsorption energy is only several kT for surfactants 
while it can be up to 10,000 kT for particles. The adsorption energy is the highest for 
particles with a contact angle of 90°. As a consequence the adsorption of particles 
is almost irreversible for particles, but in dynamic equilibrium for surfactant mole-
cules. The curvature of surfactant stabilized foams or emulsions is determined by the 
packing parameter. In particle stabilized systems the curvature is mainly determined 
by the contact angle of the particles with the air(oil) and water phase. The adsorption 
energy increases with increasing diameter of the particles. Nanoparticles are mostly 
hydrophobized by salinization or by adsorption of surfactants. Salinization needs a 
bit effort in terms of preparation and the control of degree of hydrophobicity is quite 
challenging. Using surfactants means that a dynamic equilibrium exists between sur-
factant molecules which are adsorbed at the nanoparticles and free surfactants. The 
free surfactant molecules in turn can adsorb at the air/water interface, which leads to 
a combined stabilisation by surfactants and particles. Therefore, in the present over-
view the nanoparticles are hydrophobized with short amphiphilic molecules which 
are not able to stabilize a foam alone without particles.

2  Part I: Ordering of Hydrophilic Nanoparticles  
in Aqueous Thin Films

The first part of the chapter focuses on the ordering of silica nanoparticles 
 (diameter: 9–26 nm) in an aqueous suspension confined between a colloidal probe 
(about 7 μm in diameter) and a planar Silicon wafer. The colloidal probe is glued 
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to an AFM cantilaver and the force between the two opposing outer surfaces is 
measured with a CP-AFM. The oscillatory force in dependence of the distance 
between the two outer surfaces x is fitted with the following equation:

with three parameters: the period � of the force oscillation, the decay length ξ 
and the amplitude A. In order to study the effect of confinement the results of the 
CP-AFM are compared to the results of Small Angle X-ray Scattering (SAXS). 
The total scattering intensity is a combination of form factor, which describes size 
and shape of the nanoparticles and the structure factor. The structure factor S(q) 
is the Fourier transformation of the pair correlation function g(r), i.e. the distribu-
tion of the nanoparticles in the suspension. The structure factor is extracted out by 
dividing the total intensity by the form factor. S(q) has a Lorentzian line shape in 
dependence of the momentum transfer q = 4π sin θ/� (θ = scattering angle). It is 
fitted with

where qmax corresponds to the position of the maximum S0 of the structure peak 
intensity, ∆q the full width at half maximum of the intensity. In order to check the 
effect of geometrical confinement the three parameters of the SAXS studies are 
compared to the three parameters of the CP-AFM experiments: 2π/qmax is com-
pared quantitatively to � and correspond to the average distance between the Silica 
nanoparticles. 2/∆q is compared quantitatively to ξ and correspond to the range of 
ordering. Both amplitudes S0 and A can only be qualitatively compared and corre-
spond to the strength of nanoparticle ordering. In this context the oscillatory force 
curve measured with a CP-AFM can be considered as a pair correlation function 
and the structure peak as its Fourier transform. A full description is given in [40]. 
In the following we will mainly concentrate on the comparison of the distance d 
between the nanoparticles in bulk suspension (SAXS, 2π/qmax) and under con-
finement (CP-AFM, �) for different system parameter.

2.1  Effect of Suspension Parameters

2.1.1  Nanoparticle Concentration

Figure 2 shows force curves for three different concentrations of 26 nm Si par-
ticles confined between a Silica colloidal and a planar Si wafer. With increasing 
concentration the period decreases, indicating a decreasing distance between the 
nanoparticles.

(1)f (x) = A · e
−

x
ξ · cos

(

2π
x

�

)

(2)S(q) =
S0

(

∆q
2

)2

(q − qmax)2 +

(

∆q
2

)2
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The SAXS spectra of the respective dispersions are shown in Fig. 3. The 
 structure peak is shifted to larger q values with increasing concentration indicating 
again a decreasing distance between the nanoparticles. Figure 4 in the next section 
shows that the particle distance is the same in bulk and under confinement.

2.1.2  Nanoparticle Size

Figure 4 shows the values for 2π/qmax (SAXS) and for � (CP-AFM) for suspen-
sions containing nanoparticles of different sizes (11, 16 and 26 nm).

The graph clearly shows that (1) confining the suspension has no effect on 
the distance between the nanoparticles for all three nanoparticle sizes and (2) the 

Fig. 2  Experimental 
curves for F(x) obtained by 
CP-AFM for suspensions of 
three different Si nanoparticle 
(26 nm) concentrations (the 
data have been vertically 
offset for sake of clarity). The 
curves are fitted according 
to Eq. 1 (solid lines). The 
thickness corresponds to the 
distance between the two 
outer surfaces. The graph is 
taken from [18]

Fig. 3  SAXS structure peak 
for aqueous suspensions 
of different Si nanoparticle 
concentrations. The solid 
lines correspond to fits by 
Eq. 2. The graph is taken 
from [40]
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results for the three nanoparticle types fall on a master curve if the distance is con-
sidered in dependence of the particle number density ρ. The scaling of the distance 
with the particle number density shows a simple behavior with d = ρ−1/3. In liter-
ature often another scaling law is described for charged objects under confinement 
[25, 26]: The distance between two charged spherical nanoobjects (nanoparticles 
or micelles) equals the diameter plus twice the Debye length d = 2(r + κ−1). This 
law might be valid in a specific case, but cannot be used as generalized law.

2.1.3  Ionic Strength

An increase in ionic strength leads to a decrease in oscillation amplitude due to 
an increasing screening of the electrostatic repulsion between the nanoparticles. 
Above an ionic strength of 10−3 mol/l no oscillations can be detected anymore. 
Interestingly, the period of the force oscillation remains the same, but the decay 
length decreases. In agreement with this, also the position of the structure peak 
of the SAXS spectra stays constant, but the peak width increases. This might be 
interpreted as a constant average interparticle distance irrespective of the ionic 
strength but the position of the particles becomes less defined with increasing 
ionic strength.

2.2  Effect of Parameters of Outer Surfaces

So far it has been shown that the solution parameters like nanoparticle size and 
ionic strength have no influence of the general scaling law of the particle distance 

Fig. 4  Comparison between 
AFM period � and SAXS 
2pi/qmax for Si nanoparticles 
of three different sizes (11, 
16 and 26 nm) at varying 
particle number density 
ρ. The solid line is the 
calculated ideal value of 
average particle distance in 
bulk with d = ρ−1/3. The 
graph is taken from [40]
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d = ρ−1/3 with the particle number density ρ. No confinement effect could be 
detected. In the following the effect of the properties of the confining outer walls, 
i.e. the surfaces of the colloidal Si probe and the Silicon wafer on the oscillation 
period will be presented.

2.2.1  Surface Potential

For modification of the surface potential the surface of the Silicon wafer was 
replaced by Mica surface. This increases the surface potential from about −70 
to about −150 mV. This increases the amplitude of the force oscillation. Due 
to the electrostatic repulsion between the nanoparticles from the outer walls the 
strength of particle ordering increases. Monte Carlo simulations showed that the 
picture is not as simple. A non-monotonous behavior was observed as shown in 
Fig. 5.

From 0 to −40 mV a decrease in oscillation amplitude was observed and an 
increase from −40 to −160 mV. The minimum in oscillation amplitude at about 
−40 mV indicates two opposing effects: with increasing surface potential also the 
concentration of counterions increases. As mentioned above, an increase in ionic 
strength leads to a decrease in decay length and therefore to reduced oscillations. 
This seems to be the dominating effect at low surface potential. The effect of the 
increasing surface potential which causes a higher strength in particle ordering 
dominates the results at higher surface potential values.

Fig. 5  Results of Monte Carlo simulations with Grand Canonian Potential (GCMC) for the 
reduced solvation pressure at surface potentials 0, −40, −80 (Silica) and −120 and −160 mV 
(mica). The solid lines are fit functions obtained from Eq. 1. For clarity the curves are shifted 
along the Y-axis. The abscissa at the bottom represents the distance normalized with respect to 
the diameter of the nanoparticles (26 nm). The graph is taken from [13]
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2.2.2  Surface Roughness

The oscillatory forces only occur if the silica nanoparticles are ordered both per-
pendicular and parallel to the surfaces over a reasonably long range (e.g. [12]). 
This means that the surface roughness and therefore the internal roughness 
between adjacent layers of nanoparticles must be much lower than the period of 
the force oscillation. An expulsion only occurs if the distance h between the two 
outer surfaces is commensurable with respect to the oscillation period �. If the 
outer surfaces are rough, the distance h between the outer surfaces varies in lateral 
direction parallel to the outer surfaces and h is not commensurable with respect to 
the period at all lateral positions. If the precondition for layer expulsion is given 
only at a few positions in the film, no collective expulsion and thus no oscilla-
tory force will be observed. As an example the roughness of the outer surfaces was 
increased in a controlled manner by deposition of polymer layers at the outer sur-
faces [41]. Thereby, both planar Silicon wafer and colloidal probe were modified 
by physisorption of layers of oppositely charged polyelectrolyte with the so called 
layer-by-layer technique [7, 39]. With increasing number of double layers of poly 
(styrene sulfonate) (PSS) and poly(ethylene imine) (PEI) the roughness increases 
from about 1.2 nm (1 double layer) to 2.2 nm (5 double layers). The layer-by-layer 
technique modifies the surface roughness without changing the surface poten-
tial of a multilayer with the same outermost layer. For instance it is always about 
−45 mV for PSS terminated polyelectrolyte multilayers irrespective of the num-
ber of under-laying polyelectrolyte layers. The oscillatory forces of nanoparticle 
suspensions with a particle diameter of 26 nm are measured by a colloidal-probe 
atomic force microscope. Figure 6 shows the respective force curves for different 
numbers of deposited polyelectrolyte double layers with PSS as terminated layer. 

Fig. 6  Force curves measured with a Colloidal Probe AFM. The outer surfaces (Silicon colloidal 
probe and Silicon wafer) were coated with different numbers of poly(ethylene imine) (PEI, poly-
cation)/poly (styrene sulfonate) (PSS, polyanion) double layers. The solid lines correspond to fits 
by the Eq. 1. Due to sake of clarity the curves are shifted in vertical direction. The polyanion 
(PSS) was always the outermost layer. The abscissa corresponds to the distance between colloi-
dal probe (microsphere) and the Silicon wafer. The graph is taken from [41]
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The period �, which indicates interparticle distance is not affected by the surface 
roughness. The corresponding reduction in the oscillatory amplitude and the shift 
in the phase correlate with an increase in surface roughness. Increasing surface 
roughness further induces a disappearance of the oscillations. A roughness of a 
few nanometers on a single surface, which corresponds to about 10 % of the nano-
particle diameter, is sufficient to eliminate the oscillatory force. For instance, only 
one deposited layer of hyaluronic acid or polyacrylic acid leads to an immediate 
elimination of oscillations. Both polyanions are known as strong water absorber 
and their deposition leads to a strong increase in roughness [41].

2.3  Extended Fitting Procedure

Although fitted/simulated and experimental data are in good agreement devia-
tions can be found, especially for smaller surface-to-surface-separation between 
the outer surfaces and at higher concentrations of the nanoparticles. For instance, 
Fig. 2 shows the deviation for 13.2 vol % at small separations. Furthermore, the 
quality of the fits by Eq. 1 depends on the starting point of the fit region. Again the 
period � is quite robust against shifts of the starting point but the amplitude and 
decay-length are strongly affected by the starting point [32].

The commonly used fitting equation for oscillatory structural forces as intro-
duced by Israelachvilli [16] can be extended by introducing an additional term of 
exponential decaying nature (B: strength of the additional term, ξ2: exponential 
decay length):

This additional term is able to describe deviations between the common fit equa-
tion and data measured for aqueous suspensions of silica nanoparticles, especially 
at small surface-to-surface—separations and larger concentrations. Figure 7 shows 

(3)f (x) = A · e
−

x
ξ · cos

(

2π
x

�

)

+ B · e
−

x
ξ2

Fig. 7  Fit of experimental 
data (26 nm Si nanoparticles) 
with the additional 
exponential decaying 
term according to Eq. 3). 
The experimental data are 
well fitted down to very 
small surface-to-surface 
separations. The abscissa 
corresponds to the distance 
between colloidal probe 
(microsphere) and the Silicon 
wafer
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that the data can be fitted down to very small surface-to-surface separations by 
Eq. 3.

Furthermore, the extension enables a large increase of the data range accessi-
ble for accurate fitting, especially towards small separation. It leads to constant 
fit parameters irrespective of the starting point of the fit. Therefore, resulting in a 
strong increase of accuracy for all fit parameter in the system studied here.

So far, the physical meaning of the additional term is not finally clarified. A 
first assumption might be that the additional electrostatic repulsion introduced 
by the charged outer surfaces might be taken into account by the extended fitting 
equation. The experimental data contradict this assumption. With increasing nan-
oparticle concentration factor B increases, i.e. the additional term becomes more 
important. On the other hand, with increasing nanoparticle concentration the ionic 
strength increases due to the increase in counterion concentration. That would lead 
to a decrease in electrostatic repulsion which is in contrast to the observed effect. 
An explanation for the additional exponential term in Eq. 3 might be dynamic 
effects. With increasing approach velocity of both outer surfaces the additional 
term increases. This might indicate that reorganisation between both surfaces 
becomes important. So far, an explanation is missing.

3  Stabilisation of Foam Films by Partially Hydrophobic 
Nanoparticles

3.1  Macroscopic Pickering Foam

Primary n-alkylamines of carbon chain lengths C5–C8 were investigated for their 
effect on the foaming properties of silica nanoparticle suspensions. The system 
was buffered at a high pH (10.3) where the alkylamines and Silica particles are 
oppositely charged. Short chain amines were chosen because they do not form sta-
ble foams when the corresponding amine solutions are aerated without the addi-
tion of silica particles. Similarly, the nanoparticle dispersions show essentially no 
foamability since the silica particles are very hydrophilic and therefore not surface 
active. Combining aqueous suspensions of silica nanoparticles and alkylamines 
show a broad spectrum of foaming behavior, i.e. strong synergistic effects. In the 
present study 26 nm Silica-nanoparticle were used. With increasing alkylamine 
concentration the height of the foam stability increases as shown in Fig. 8. Beyond 
a certain alkylamine concentration the stability decreases. The alkylamine con-
centration causing maximum foam stability decreases with increasing alkylamine 
chain length. In order to understand this non-monotonic foam stability behavior 
the Silica-nanoparticles were studied in suspension and at the air/water interface. 
In order to understand this non-monotoneous effect of the alkylamine concentra-
tion the correlation between foam height, adsorption of the alkyl amine on the 
Silica nanoparticles and the adsorption of hydrophobized Silica nanoparticles at 
the air/water interface is studied.
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3.2  Suspension

To follow the adsorption of the alkylamines onto the silica particles’ surface in the 
bulk, the electrophoretic mobility of the suspensions were measured at different 
alkylamine concentrations. Figure 9 shows the ζ potential of the silica particles as 
a function of the alkylamine concentration for different carbon chain lengths. The 
zeta potential values were calculated from the electrophoretic mobility u of the 
nanoparticles by

with η the dynamic viscosity, ε0εr the dielectric constant of the medium and f (κr) 
is the Henry function. Since the Debye length is much shorter (1.5 nm) than the 
particle radius (13–14 nm) Smoluchowski approximation is applicable.

The bare silica particles in buffer solution have a ζ -potential of about −35 mV. 
Around a ζ -potential of −25 mV, flocculation of particles is observed for all car-
bon chain lengths. The other way around, a value of the ζ -potential of −25 mV 
does not mean automatically flocculation. For instance in presence of multivalent 
salt but in absence of amphiphiles no flocculation was observed. This means that 
electrostatic repulsion is not the main reason for flocculation but  hydrophobic 
interactions. Due to cooperative binding of amphiphiles at the Silica particles 
hydrophobic patches are formed at the particles which drive the flocculation. 
This assumption is supported by the fact that the alkylamine concentration for 
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flocculation decreases with increasing alkyl chain length. For all alkyl amines the 
addition of pyrene showed that the I1/I3 ratio drops down at the respective con-
centration where flocculation occurs. For the two shorter alkyl amine chains (C5 
and C6) a redispersion at higher alkyl amine concentration could be observed. This 
might be caused by charge reversal, i.e. positive ζ potential) and the formation of 
micelles, i.e. increasing re-hydrophilization. The addition of the two longer alkyl 
amines (C7–C8) lead to phase separation and redispersion cannot be observed.

The comparison with the foamability shows that for all alkyl amine concentra-
tions the foam destabilisation starts at the alkyl amine concentration for floccula-
tion. This might be explained by the fact that the flocculation reduces the effective 
concentration of nanoparticles, which are able to adsorb at the air/water interface.

3.3  Adsorption of Nanoparticles at the Free Air/Water 
Interface

In order to gain insight on the interfacial properties of the silica/alkylamine sus-
pensions, surface pressure isotherms were recorded. Surface pressure isotherms 
permit to gain insight into the two-dimensional particle-particle interaction at the 
air/suspension interface.

As mentioned in the introduction, the difference between a surfactant stabilized 
foam and Pickering foam is that the particles are much stronger attached to the 
air/water interface than surfactant molecules. Therefore the system is kinetically 

Fig. 9  ζ potential of the silica particles as a function of the alkylamine concentration for differ-
ent carbon chain lengths
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hindered and Gibbs’ dynamic equilibrium between the interface and the bulk 
phase cannot be reached on a reasonable experimental time scale. On contrary, 
the lateral pressure Π = γ0 − γ between particles can be measured similar to Π 
between insoluble amphiphiles; γ0 corresponds to the surface tension of the pure 
alkyl amine solution without particles.

Instead of a Langmuir trough the pendant drop technique was used in order 
to follow the change in surface tension during compression [11, 19]. In compari-
son with the classical experiment in a Langmuir trough, this technique has been 
shown to be less susceptible to surface impurities and results in high reproducibil-
ity. Because of the droplet geometry, the compression is very uniform, an advan-
tage, since especially for particle layers it has been found that the compression 
direction may induce unwanted structuring at the interface. In this study, the ratio 
Rdrop/Rparticle > 100, so the interface appears flat for a single particle.

Figure 10 shows pressure—area isotherms for two different concentrations of 
hexylamine. In the experiment the prepared nanoparticle layer of total interfacial 
area A0 were compressed under controlled conditions [11, 19]. With increasing 
alkyl amine the adsorption ability of the particles and therefore the particle con-
centration at the surface increases. This results in a steeper isotherm for the higher 
hexyl amine concentration. An insoluble particle layer cannot be compressed infi-
nitely since at a certain number density, the particles form a closely-packed layer at 
the droplet interface. In Fig. 10, for the higher hexyl amine concentration the col-
lapse can be identified as a kink in the surface pressure curves towards lower values 
of A/A0. Further forced compression of the droplet results in surface wrinkling and 
a non-Laplacian shape of the droplet. The pressure remains constant. With increas-
ing alkylamine concentration, the collapse area fraction increases. Put another way, 
the amount of adsorbed silica particles increases with increasing alkylamine modi-
fication and chain-length, so a compression leads to a close-packed layer at a larger 
area. With increasing chain length of the alkyl amine this effect becomes even more 
pronounced, i.e. the area at which the collapse appears increases.

Fig. 10  Surface pressure—
area isotherms for two 
different concentrations of 
hexylamine. The isotherms 
are recorded with the pendent 
drop technique by sucking 
liquid out of the droplet 
leading to a decrease in 
surface area of the droplet. 
The solid lines correspond to 
fits by (A/A0)

E with exponent 
E as fitting parameter
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The log-log presentation in Fig. 10, shows clearly that the surface pressure 
scales as power law of the form (A/A0)

E. Figure 11a displays the scaling expo-
nents E that were determined from the power law fits of the experimental data 
from surface compression. With increasing amine concentration, a steeper build up 
of the surface pressure during the surface compression is found, which is reflected 
by a more negative scaling exponent. Qualitatively, an increase in alkyl chain 
length has the same effect.

Groot and Stoyanov [14] performed simulations on adsorbed nanoparticles. 
They found a power law behavior for the compression at the interface as well, sim-
ilar to the present experimental results. In their study, the exponents were varying 
between −6.5 and −10.5, depending on the structure of the particle aggregates in 
the layer. Using a scaling argument, they arrived a the following expression for the 
surface pressure

Herein, ds is the space dimension, i.e. 2, and df  is the fractal dimension (Hausdorff 
dimension) of the 2D aggregated particle cluster. Typical values for Hausdorff 
dimensions are e.g. 1.44 for diffusion limited cluster aggregation (DLCA) and 
1.55 for reaction limited cluster aggregation (RLCA) [22, 31]. Assuming isolated 
2D aggregates which were formed by interfacial particle-particle aggregation, an 
exponent of about −6 is estimated. Close to the two- dimensional sol-gel transi-
tion, the system should behave like a percolated network and the corresponding 
exponent is determined to −9.5 [31].
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Figure 11b shows that the Hausdorff dimension increases with increasing 
alkylamine concentration. The formation of a percolated network leads to a foam 
stabilisation while single aggregates leads rather to a lower foam height. This 
explains the increase in stability with increasing alkyl amine concentration.

3.4  Summary, Conclusion and Outlook

The chapter addresses the ordering of Si nanoparticles in thin liquid films. While 
hydrophilic Si nanoparticles order in the film core perpendicular to the outer film 
surfaces, partially hydrophobized Si particles can also adsorb at the (fluid) surface 
of foam films or emulsion films. Lateral ordering becomes important for the stabil-
ity of the respective macroscopic systems (foams and emulsions).

Hydrophilic particles Confining charged particles in a thin film between 
two surfaces leads to oscillatory forces which can be measured with a colloidal 
probe AFM. For uncharged nanoparticles the period � is constant irrespective of 
the particle concentration. For charged particles � scales with c−1/3. The scaling 
behavior of � is very robust against many parameters related either to the sus-
pension itself like particle size and ionic strength or related to the outer surfaces 
like surface potential and surface roughness. One of the open questions addresses 
the effect of nanoparticle charge: What happens at the transition of uncharged to 
charged particles. How does the scaling law changes from a concentration inde-
pendent one to � ∝ c−1/3? It could be shown that the experimental force curves 
can be fitted with a simple exponentially decaying cosine function (Eq. 1). The 
limit of this fitting procedure occurs for small surface-to-surface distances. The 
deviation becomes even more pronounced at high nanoparticle concentrations. 
A better fit quality is achieved with an additional exponential term (Eq. 3). 
Here, the physical meaning of the additional term in the fitting procedure is still 
unclear.

Hydrophobic particles After hydrophobizing the Si nanoparticles with short 
chain amines, they adsorb to the fluid surface of a foam film. The surface cov-
erage is low, so that particle-particle interactions are negligible. With increasing 
adsorption of amine, the surface coverage increases and the particles start to form 
isolated aggregates, floating at the air/solution interface. Upon further increase 
in amine concentration and hence, a higher particle surface fraction, the parti-
cles clusters percolate. With increasing connectivity of the particle network at 
the bubble interfaces in the foam, the interfaces become more rigid. It has been 
shown that increased surface rigidity is linked to a deceleration of foam drainage 
and therefore leads to higher stability of the foam. With further increase in alkyl 
amine concentration hydrophobic patches on the particles lead to strong hydro-
phobic interaction and rapid flocculation. The flocculation retracts particles which 
misses at the interface. This leads to a decreasing foam stability. To summarize, 
surface aggregation and bulk aggregation of hydrophobized Si nanoparticles coun-
teracts each other in terms of foamability and foam stability. Here one of the open 
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questions focuses on the effect of surfaces on the formation of aggregates which 
can obviously bridge two opposing surfaces of a foam film.
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Abstract Mixtures of surfactants, fatty alcohol as cosurfactant, and water often 
form gels, even at high dilution. We have investigated highly dilute samples of 
the system sodium dodecyl sulfate/cetyl alcohol/water (SDS/CA/D2O) at vary-
ing SDS/CA ratio. Gel-like samples are obtained only at low SDS/CA ratios. The 
phase structure and the dynamics of the molecules have been determined by a com-
bination of proton and carbon-13 NMR spectroscopy, cryo-transmission electron 
microscopy, very-small-angle neutron and x-ray scattering, differential scanning 
calorimetry, rheology, and pulsed gradient spin echo NMR diffusometry. The gel-
like character is found to be caused by jammed uni- and multilamellar vesicles.

Keywords Surfactant fatty alcohol water mixture · Vesicle · Lamellar phase · Gel ·  
NMR · Pulsed field-gradient diffusometry · Transmission electron microscopy

1  Introduction

Surfactants show a rich phase behavior in aqueous solutions [10, 27, 41]. There are 
isotropic micellar solutions, which may contain micelles of different shapes, as well 
as several types of liquid crystalline phases, for example, cubic, hexagonal, and 
lamellar ones. In particular, hexagonal and cubic phases of the bicontinuous type have 
a gel-like character, whereas micellar solutions and also lamellar phases tend to be 
fluid. In some cases even highly dilute aqueous solutions or dispersions that contain 
only a few percent of organic components have gel-like properties. This is the case 
for worm-like micellar solutions, which occur when micelles show a one-dimensional 
growth leading to very long thread-like aggregates that form an entangled network [6, 
11]. But also a two-dimensional growth of micelles to extended lamellar sheets or, 
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more commonly, to closed aggregates called vesicles may cause gel-like rheological 
properties [17]. The rheology of vesicles and disks and its relationship to the micro-
structure of the phases has been reviewed recently by Gradzielski [18].

The shape of surfactant aggregates depends on the spontaneous curvature of the 
amphiphilic layer which is controlled by the surfactant packing parameter [23]

which characterizes the shape of a surfactant. A denotes the effective cross-sec-
tional area of the hydrophilic headgroup, and V  and l are the volume and length of 
the hydrophobic tail, respectively. Thus by choosing both the types and amounts 
of surfactants and cosurfactants in a formulation the phase structure and hence the 
rheological properties, which play an important role in processing and application 
of surfactant systems, can be tuned.

In the formulation of pharmaceutical and cosmetic lotions and creams mix-
tures of surfactants and fatty alcohols are often employed. Due to the large pack-
ing parameter of the long-chain alcohol molecules bilayer structures are formed in 
these systems, for which stable gels may be found even at high dilution. According 
to the gel-network model by Eccleston [12] lamellar structures, in which layers of 
water alternate with bilayers of the amphiphiles, are an essential component. The 
lamellar structures may coexist with crystalline phases and bulk water. A compari-
son of the lamellar spacings with the rheological properties indicates that thicker 
interlamellar water layers lead to higher viscosities since the volume ratio of the 
lamellar phase to the continuous aqueous phase increases with the entrapment of 
water between the bilayers, resulting in higher viscosities [12].

In this chapter the structure of a dilute gel-forming ternary model system con-
sisting of surfactant, fatty alcohol, and water, which has been investigated by com-
plementary experimental methods, is presented. The combination of rheology, 
differential scanning calorimetry (DSC), nuclear magnetic resonance (NMR), scatter-
ing experiments, and electron microscopy yields a fairly complete structural model 
and the identification of the essential features that are responsible for the gel char-
acter. A particularly versatile technique for the investigation of colloidal surfactant 
systems is NMR, by which different aspects including chemical composition, phase 
behavior, molecular dynamics, and diffusion can be studied. Another example for the 
application of NMR in colloid science is the investigation of the organic layers on 
colloidal particles, cf. the chapter by Zellmer and Garnweitner on “Small-molecule 
Stabilization Mechanisms of Metal Oxide Nanoparticles” in this volume or Ref. [24].

2  The Model System SDS/CA/Water

The ternary system consisting of the anionic surfactant sodium dodecyl sulfate 
(SDS), 1-hexadecanol (cetyl alcohol, CA), and D2O was used as an example for 
structural investigations with different methods [16, 19]. The corresponding system 

(1)P =
V

Al
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with H2O as solvent is known to forms gels at high dilution and its phase behavior 
has been studied before [14, 15]. The SDS/CA/water system was chosen to keep the 
model as simple as possible although it is well known that mixtures of fatty alcohols, 
for example, of CA and stearyl alcohol (SA), yield more stable gels [1].

A series of eleven samples containing 97 wt% D2O and varying amounts of 
surfactant (SDS) and fatty alcohol (CA), as shown in Table 1, was investigated. 
The ratio

denotes the mass fraction of surfactant in the mixture of surfactant and alcohol. 
The samples were mixed at 70 °C, cooled to room temperature, and stored at room 
temperature. Figure 1 shows the dilute corner of the phase diagram at room tem-
perature according to Ref. [14] together with the samples investigated here.

(2)γ =
mSDS

mSDS + mCA

Table 1  Composition of samples (all containing 97 % D2O)

Label Mass fraction SDS (%) Mass fraction CA (%) γ Molar ratio CA/SDS

J0 0.0 3.0 0.00 –

J1 0.3 2.7 0.10 10.70

J2 0.5 2.5 0.17 5.97

J3 0.7 2.3 0.23 3.89

J4 0.9 2.1 0.30 2.77

J5 1.2 1.8 0.40 1.78

J6 1.5 1.5 0.50 1.19

J7 1.8 1.2 0.60 0.79

J8 2.1 0.9 0.70 0.51

J9 2.8 0.2 0.93 0.09

J10 3.0 0.0 1.00 0.00

Fig. 1  Phase diagram of the 
dilute corner of the system 
SDS/CA/water according to 
Goetz and El-Aasser [14] after 
cooling the mixtures from  
70 °C to room temperature. 
The compositions of the 
samples discussed in this 
report are shown as crosses. 
Note that the original phase 
diagram was obtained 
for SDS/CA/H2O [14], 
whereas the crosses show the 
mass fractions of samples 
containing D2O
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Of the innumerable surfactant/alcohol/water systems studied in the past, 
mainly two others will be drawn on for comparison. The first one is the sys-
tem SDS/CA-SA/water studied by Awad and coworkers [1] at a water concen-
tration of 89 wt%. These authors used a fatty alcohol mixture with a mass ratio 
CA:SA = 1:1.18. The second system, investigated by Schipunov [38], contains a 
varying ratio of the surfactant N-(2-hydroxyethyl)dodecane amide (CMEA) and 
the fatty alcohol CA, about 90 wt% water, and 1 wt% of the additional surfactant 
sodium-2-[2-dodecoxyethoxy]-ethyl-sulfate (SLES). We will refer to this system 
as the CMEA/CA/water system.

3  Phase Behavior

Based on the phase diagram reported by Goetz and El-Aasser for the system SDS/
CA/H2O [14], shown in Fig. 1, samples J1–J4 are expected to be gels, samples J5 
and J6 to form a coagel (mixture of gel and alcohol crystals), and samples J7–J9 to 
contain both micelles and crystals. J10 is a micellar solution of SDS. This will be 
investigated in the following by different methods. It must be pointed out that the 
samples may be out of equilibrium. The phases and their structures can be metasta-
ble. They may exist for very long times but ageing phenomena may occur as well.

3.1  Macroscopic Appearance

Fatty alcohols are almost insoluble in water. Thus, sample J0 is an unstable disper-
sion, which separates into an almost neat water phase and white solid alcohol crys-
tals floating on the surface. Samples J1–J8 are white and completely opaque. The 
ones with higher SDS content (J7 and J8) separate within one week into a clear 
solution at the bottom and a white phase on top. Sample J9 is almost clear and 
shows birefringence on shaking, whereas J10 is a clear solution of SDS micelles.

3.2  Rheological Properties

The viscosity of the samples decreases with increasing surfactant (SDS) mass fraction 
γ in the SDS/CA mixture. At a shear rate of 1 s−1 the samples with the highest CA con-
tent (J1–J3 of the gel region) have a steady-state viscosity of about 10 Pa s; the value 
for sample J4 is already about 50 % lower and the viscosity decreases further with 
increasing γ. For samples J1–J6 the steady-state viscosity was measured as a function 
of shear rate in the range of 1–10 s−1 and the samples were found to be shear-thinning.

In Fig. 2 the storage and loss shear modulus (G′ and G′′) and the complex vis-
cosity (|η∗|) of sample J1 are shown. The rheological measurements were per-
formed at slightly elevated temperature to achieve good temperature stability. 
In the frequency range investigated the storage modulus is larger than the loss 
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modulus and both moduli show only a weak frequency dependence. This behav-
ior is characteristic of a gel. Samples J1–J5 show a similar behavior. Thus, rheo-
logically all these samples are gels. Samples J1 and J2 have the highest storage 
modulus of all samples (2000 Pa s at a frequency of 1 Hz). Amplitude sweep 
experiments, in which the complex modulus is measured as a function of deforma-
tion, show that both the extent of the linear viscoelastic regime and the cross-over 
point of G′ and G′′ decrease with increasing SDS content. In other words, the gels 
with a higher CA/SDS ratio are stronger.

3.3  Thermal Phase Transitions

Since samples were prepared by cooling from 70 °C some of them, in particular 
the gel-like ones, are in a quenched non-equilibrium state. For the formation and 
for the long-term stability of these quenched structures the dynamic state of the 
molecules is important. The alkyl chains of the fatty alcohol and of the surfactant 
can be in a frozen or in a mobile state. Transitions between phases differing in 
alkyl chain dynamics can be revealed by DSC measurements. Before presenting 
the thermal transitions of the SDS/CA/water samples the phase behavior of fatty 
alcohols, the major component of the gel-like samples, will be reviewed briefly.

The polymorphism of fatty alcohols has been known for a long time. Three 
phases have been reported [2, 9, 26, 34, 35]. At high temperatures a hexagonal 
or rotator phase may exist, which is ususally denoted by α but also by R′

II [33] 
because of its similarity to the RII phase of n-alkanes. At lower temperatures an 
orthorhombic phase (β or β1) or a monoclinic phase (γ or β2) is found for alco-
hols with odd or even number of carbon atoms, respectively. The transition tem-
peratures depend on the purity of the samples; hydration, in particular, causes a 
stabilization of the α phase by shifting the melting temperature upwards and at 
the same time lowering the transition temperature to the low-temperature phase 
[14, 26]. For cetyl alcohol of high purity only a single peak is seen in calorimet-
ric measurements upon heating; the transition at 322.2 K may be close to a triple 

Fig. 2  Storage modulus, 
loss modulus, and complex 
viscosity of sample J1 at 
30 °C
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point of the melt and the two crystalline phases β and α [34]. On cooling, however, 
at first the transparent crystals of the α phase separate from the melt before the 
opaque crystals of the β phase appear at lower temperature [26]. Thus two peaks 
can be seen by differential scanning calorimetry (DSC) upon cooling.

The crystalline phases consist of stacked bilayers of alcohol molecules, which 
are either in a tilted (γ ) or perpendicular orientation (α and β) with respect to the 
plane of the bilayers. A similar stacking of bilayers is found in lamellar liquid 
crystals but in this case the structure is swollen in a one-dimensional fashion by 
water and/or oil. Depending on whether the surfactant and cosurfactant chains are 
in a conformationally disordered molten or an extended rigid state, the lyotropic 
liquid crystalline phase is called Lα or Lβ phase, respectively. The Lβ phase is also 
known as gel phase. This nomenclature is also used for lipids. Concerning the sur-
factant/fatty alcohol/water systems considered here, it must be pointed out that the 
swelling of α crystals with water results in an Lβ phase.

Using DSC, one or two transitions are found for the dilute aqueous dispersions 
of fatty alcohol/surfactant mixtures, depending on the mass fraction of the sur-
factant γ. This is shown in Fig. 3 for the system SDS/CA/D2O (97 wt% D2O). 
The transition temperatures depicted in Fig. 3 correspond to the peak tempera-
tures of the second heating run after a previous heating and cooling cycle. It must 
be emphasized that the dispersions are not in thermodynamic equilibrium and 
plots as the one in Fig. 3 do not represent a phase diagram. Qualitatively the same 
behavior, namely, two transitions at low surfactant content which merge into only 
one transition at higher surfactant content, is found when CA is replaced by the 
shorter myristyl alcohol (n-tetradecanol) [19] and also in the system CMEA/CA/
water [38].

The transitions of neat CA (measured upon cooling where the α modification 
is formed) are shown as dotted lines in Fig. 3. The two transitions observed for 
the dispersion with γ = 0 (SDS-free) correspond to those of hydrated CA and are 
assigned to the β-to-α transition and to the melting point of the α phase. When 

Fig. 3  Transition 
temperatures obtained by 
DSC for the samples of 
Table 1. The dotted lines 
represent the transition 
temperature (41.5 °C) and 
the melting point (48.7 °C) of 
neat CA
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SDS is added the β-to-α transition is no longer seen, probably because it is shifted 
to even lower temperatures. The main effects of replacing more and more CA by 
SDS are (i) a decreasing temperature of the melting transition of CA α crystals due 
to the incorporation of some SDS molecules, and (ii) an additional phase transi-
tion at higher temperatures, which is assigned to the melting of a water- swollen 
phase of bilayers consisting of CA and SDS. Due to the immobility of the chains 
(cf. Sect. 4) this new phase is a gel phase, Lβ. Its melting point decreases with 
increasing SDS mass fraction. The decrease of both transition temperatures upon 
addition of SDS can be explained by the higher mobility of the shorter SDS 
chains. Based on the low transition enthalpy of the transition at lower temperature, 
which was not observed at all for some samples of the system containing myristyl 
alcohol, we may conclude that only a small amount of the alcohol-rich phase with 
the low melting point is present. Whether or not this crystalline phase is present 
may depend on the conditions of sample preparation.

Although the transition temperatures of the CMEA/CA/water system [38] 
exhibit a striking similarity there is also one difference in comparison to SDS/
CA/water. By polarizing microscopy and Raman microscopy the low-temperature 
transition of CMEA/CA/water could be assigned to the melting of needle-shaped 
CMEA-rich crystals. In other words, the surfactant, not the alcohol is the main 
component of the crystals with the low melting temperature. The high content of 
CMEA in these crystals is probably due to the poor solubility of this surfactant 
in water, in contrast to SDS. For CMEA/CA/water the transition at higher tem-
perature coincides with the disappearance of vesicle-like structures, which show 
Maltese crosses in polarizing microscopy with crossed polarizers and are rich in 
CA according to Raman microscopy. The small amount of SLES present in the 
CMEA/CA/water system may control the phase behavior to a large extent by play-
ing a role similar to SDS. The influence of SLES is also evident from the presence 
of the high temperature transition of the CMEA/CA/water system in the absence 
of CMEA. In SDS/CA/water (cf. Fig. 3) this transition is absent at γ = 0 since no 
surfactant is present.

Based on the properties described so far, samples J1–J3 can be clearly consid-
ered as gels, samples J4–J6 are less well defined and samples J7–J8 macroscopi-
cally separate into two phases consisting of micelles and crystals. Sample J9 may 
contain very few dispersed crystals, while J10 is a one-phase micellar solution.

4  NMR

NMR spectroscopy on 1H, 2H, and 13C nuclei offers many possibilities to study 
gel-like systems. Both high-resolution and solid-state NMR can be used to obtain 
complementary information. In addition, diffusion measurements by pulsed field 
gradient NMR can be employed to study structural aspects.
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4.1  1H NMR Spectroscopy

High-resolution proton NMR spectroscopy can be used to obtain an overview on 
the phase behavior. The linewidth and the presence or absence of peaks provides 
information on the dynamic state of the chain molecules. As an example, the pro-
ton spectra of the different samples of SDS/CA/D2O obtained at 30 and 70 °C, 
which are shown in Fig. 4, are discussed [19]. The signal of D2O, which has a 
temperature dependent resonance frequency, was used as lock signal and chemical 
shift reference. Therefore the other signals have temperature-dependent chemical 
shifts. The signal intensities of all spectra are scaled to obtain equal heights of the 
large CH2 peaks, which occur at about 1.3 and 1.7 ppm in the spectra at 30 and 
70 °C, respectively.

The top rows in each set show the spectra of an aqueous solution containing 3 
wt% SDS (sample J10 with γ = 1), which is well above the critical micelle con-
centration of 0.2 wt% [5]. Most of the methylene groups have similar chemical 
shifts and contribute to one single unresolved peak but the signals of the methyl 
group and the α- and β-methylene groups are well resolved J multipletts. The high 
resolution proves that the aggregates are small and have short correlation times of 
rotation.

A comparable resolution is found for both SDS and CA signals when only a 
small fraction of SDS is replaced by CA (sample J9 at 30 °C as well as samples 
J9 and J8 at 70 °C). These are the transparent samples. Since pure CA is insol-
uble in water, yielding no signal for sample J0 (spectrum not shown), the pres-
ence of highly resolved CA signals in samples J9 and J8 makes evident that CA 
is incorporated into the SDS micelles, which are small and rotating quickly. As 
the fraction of CA is increased the signals broaden at first, indicating a growth of 
the aggregates, which leads to a loss of their rotational freedom (J8–J6 at 30 °C). 
The growth of the aggregates is due to a change in curvature resulting from the 
increase of the average surfactant packing parameter P [23] as more and more of 
the anionic surfactant SDS, which has a large effective head group, is replaced by 
CA, which has a very small headgroup.

As γ is further decreased the signals disappear almost completely (J4–J1 at 
30 °C) due to chain freezing. The poor signal-to-noise ratio observed for the sam-
ples in the gel regime shows that only a very small fraction of the chains is not 
frozen. Furthermore, the shape of the CH2 peak of samples J8–J3 indicates the 
presence of several phases in which the components have slightly different chemi-
cal shifts. This proves the multi-phase structure also of mixtures which do not 
show a macroscopic phase separation.

The comparison of the spectra at 30 and 70 °C shows that samples with high 
γ show almost no temperature dependence, whereas a large increase in the signal 
intensity is found at higher temperature for the samples with higher CA content 
(low γ), indicating that most alkyl chains have melted. The melting sets in at 55 °C 
at the lower phase transition observed by DSC, but only for a small fraction of the 
chains. Most chains begin to melt at the upper transition. However, even at 70 °C 
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not all of the theoretical signal intensity is found either due to incomplete melt-
ing or macroscopic phase separation which leads to accumulation of some com-
ponents outside of the active volume of the NMR coil. For the CMEA/CA/water 

Fig. 4  1H NMR spectra at 30 (top) and 70 °C (bottom). Within each series of spectra the mass 
fraction of SDS (γ as given in Table 1) decreases from top to bottom
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system at γ = 0.4 it was also found that very little signal can be detected at the 
lower phase transition and most of the proton signals appear only above the upper 
phase transition temperature [38].

4.2  13C Spectroscopy

Proton NMR is a tool that is easy to use for the investigation of mobile compo-
nents and the detection of chain melting but its use for a more detailed investi-
gation of the rigid fraction is limited to a line width or second moment analysis 
in order to compare completely immobilized chains from rotating ones in rotator 
phases [4]. Complementary information on the solid fraction can be obtained by 
high resolution solid-state NMR which is routinely available for 13C, using magic 
angle spinning (MAS), cross polarization (CP), and dipolar decoupling of protons 
[37, 39]. The large chemical shift range of 13C yields well resolved spectra with 
signals from the different components. Hence, the presence or absence of compo-
nents in solids and solid-like phases can be determined. Moreover, the signals of 
all-trans chains and disordered chains, which are separated by about 2–3 ppm due 
to the γ-gauche effect can be distinguished [22].

Both for the SDS/CA/water and the CMEA/CA/water systems, the all-trans 
signal disappears above the upper phase transition temperature. The signal of 
disordered chains is usually of lower intensity since cross-polarization, which 
requires a dipolar coupling between 1H and 13C nuclei, is less efficient for 
mobile chains. Cross-polarization breaks down completely for liquid-like chains 
with isotropic mobility since the dipolar coupling is averaged to zero. Highly 
mobile chains can be observed better by using direct carbon excitation instead of 
cross-polarization.

13C NMR spectroscopy can also be used to investigate the long-term stability 
of gels. Since the gels are often metastable, a common ripening or ageing effect is 
the formation of crystals. As an example, in Fig. 5 13C CP/MAS NMR spectra of 
sample J1 of the SDS/CA/water system immediately after preparation as well as 
14 and 29 days later are shown. The increase of the cross-polarized signal result-
ing from rigid chains is clearly recognized.

4.3  2H NMR Spectroscopy

2H NMR spectroscopy using D2O as a probe is widely used to study the phase 
behavior of more concentrated surfactant systems [7, 41] but provides less 
information for very dilute systems, in which the residual quadrupole coupling 
resulting from the anisotropic motion of water molecules next to the bilayers is 
smaller than the line width. In favorable cases, when the domains of a lamel-
lar phase are large and free of defects which lead to curved bilayers, quadrupole 
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splittings have been observed in aqueous solutions containing as little as  
10 wt% surfactant [25]. At even lower concentrations there are usually no 
resolved splittings, in particular, since vesicles prevail in dilute systems, and 
water diffusion along the curved bilayers leads to motional averaging and a col-
lapse of the splitting to a single isotropic peak. Therefore, the D2O signal pro-
vides little information on the phase structure of very dilute systems. However, 
the use of a selectively deuteriated surfactant or cosurfactant, though expensive, 
can be an alternative if the concentration of the deuteriated species is not too 
low. Due to the large spectral width, the signal-to-noise ratio is low and long 
measurement times are required.

For the more concentrated CMEA/CA/water system investigations with deu-
teriated components have been carried out at γ = 0.4 [38]. When 50 % percent 
of CA is replaced by α-deuteriated stearyl alcohol a large quadrupole splitting of 
approximately 28 kHz, consistent with a rotator phase, is observed. At the upper 
phase transition temperature of about 315 K, where the chains melt, the splitting is 
reduced to about 19 kHz and decreases to about 14 kHz at 330 K. This shows that 
the system passes through a lamellar liquid-crystal Lα phase before the isotropic 
phase, recognized by the appearance of an intensive single peak, begins to form 
at 328 K. When 50 % of CMEA is replaced by an analogue containing a deuteri-
ated hydroxy ethyl group (two different CD2 groups) a reduced splitting, which 
shows a continuous decrease with increasing temperature, first occurs above the 
lower transition temperature. Most interestingly, after several months, the signal of 
the deuteriated stearyl alcohol had “disappeared” at room temperature, most likely 
meaning that due to crystallization the splitting was increased to a value larger 
than the measured spectral range of 60 kHz [38]. These observations illustrate that 
2H NMR spectroscopy can also be a useful tool to investigate phase transitions and 
molecular dynamics in rather dilute systems.

Fig. 5  13C CP/MAS 
NMR spectra of sample 
J1 immediately after 
preparation, 14 and 29 days 
later. Rotational side bands 
are labeled with asterisks
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4.4  Rheo-NMR Spectroscopy

In the dilute region of bilayer-forming systems vesicles are very common, in par-
ticular when shear is applied during mixing. Vesicles also exist in the SDS/CA/
water system, cf. Sect. 6. In more concentrated systems containing 35–60 wt% 
surfactant 2H NMR spectroscopy under shear, so-called rheo-NMR [8, 20], has 
been used to detect vesicles and their formation or destruction in situ [29, 30, 36]. 
At high water content, as mentioned before, there is neither a resolved splitting 
(for layered structures) nor a noticeable line-broadening (in the case of vesicles) 
and 2H rheo-NMR spectroscopy using D2O as probe molecule fails. Using deuteri-
ated surfactant is no alternative in this case since the expected signal-to-noise ratio 
is very low and diffusion of the deuteriated species is too slow for vesicle forma-
tion to have a significant effect on the spectral lineshape as the motional regime of 
τc ≈ 1/∆v (where τc denotes the correlation time of reorientations due to diffusion 
and ∆v is the quadrupole splitting) is not reached.

On the other hand, 1H NMR was found to be very sensitive to the structures in 
the dilute SDS/CA/water system and should provide information on the effect of 
shear in such dilute gel-forming systems. In particular, it should be possible to fol-
low the processes of chain melting and freezing, which depend on the composition 
of the phases present and therefore on the mixing protocol. As a first step towards 
such investigations a prototype 1H rheo-probe was built as part of this project [19].

In Fig. 6 some spectra obtained with the 1H rheo-probe are shown [19]. In the 
top and center the spectra of samples J9 (micellar solution) and J1 (gel) in com-
parison with the high-resolution spectra illustrate the limited resolution of the 
solid-state spectrometer used. Nevertheless, the liquid and gel samples can be dis-
tinguished. Due to the low signal-to-noise ratio of the alkyl chain signal of the gel 
sample the peak resulting from residual protons in water and a background signal 
from the Teflon coil support appear enlarged. Nevertheless, as shown at the bottom 
of Fig. 6, the chain melting in the gel sample can be clearly detected with the rheo-
probe. The very first experiments under shear have not yet shown a change of the 
NMR spectrum and further investigations at variable temperatures and composi-
tions should be performed.

4.5  NMR Diffusometry

Pulsed field gradient NMR is an established tool for the investigation of self-diffu-
sion, which is very sensitive to the structure of surfactant systems [3, 13, 31, 40]. 
As an example results obtained for the system SDS/CA/water are shown in Fig. 7. 
Previous investigations of this system by NMR diffusometry gave similar results 
[15]. The data presented in Fig. 7 were obtained from echo decay curves measured 
using the pulsed gradient spin echo technique [40] with trapezoidal magnetic field 
gradients of varying amplitude at 30 °C. The diffusion time ∆ (more precisely, 
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Fig. 6  1H NMR spectra 
obtained with a prototype of 
a rheo-NMR probe for proton 
measurements. Top and 
center: Spectra of samples 
J9 (micellar solution) and J1 
(gel) in comparison with high 
resolution 1H NMR spectra. 
Bottom: Spectra of sample 
J1 at 40 and 70 °C. Despite 
the poor resolution of the 
rheo-probe and a background 
signal from the coil support 
made of Teflon the difference 
between rigid and fluid 
alkyl chains can be clearly 
recognized
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the delay between the gradient pulses) was kept constant in each experiment. The 
echo decay curves of the water signal were analyzed using the most simple model 
assuming two populations of water with different self diffusion coefficients D. 
The two populations with a higher and a lower diffusion coefficient correspond to 
“free” water, which can diffuse more or less unhindered, and to “trapped” water 
which is severely restricted in its diffusion because it is enclosed within vesicles 
or between bilayers. A possible exchange between the two populations was not 
taken into account. In Fig. 7 the two diffusion coefficients (top) and the fractions 
of the two populations (bottom) are shown. For samples with a high mass frac-
tion γ of SDS only one population of free water with a high diffusion coefficient 
is found. The values of this diffusion coefficient are independent of ∆ which is 
typical for free diffusion. The diffusion coefficients of the samples in the micellar 
region are consistent with the literature value of pure HDO which is between 2.14 
and 2.43 × 10−9 m2 s−1 at 25 °C [42]. With increasing amount of CA (decreasing 
γ) D decreases indicating an increasing obstruction by larger aggregates. Starting 
from γ = 0.4 (sample J5) the echo decay curves can no longer be fitted with a 

Fig. 7  Diffusion coefficients 
of free and restricted water 
molecules for different 
diffusion times ∆ (top) and 
fractions of free and trapped 
water molecules (bottom)
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single diffusion coefficient and the apparent diffusion coefficients decrease with 
increasing diffusion time ∆, indicating restricted diffusion. In the gel regime, as γ 
gets smaller, diffusion gets slower and the fraction of slowly diffusing water mol-
ecules (cf. bottom of Fig. 7) increases to more than 50 %.

5  Scattering Methods

Small angle X-ray and neutron scattering techniques also yield structural informa-
tion. Small angle X-ray scattering (SAXS) can be used to obtain information on 
the period of layer stacking. The structures of crystals can be investigated with 
wide-angle X-ray diffraction. Small angle neutron scattering (SANS) can provide 
information on aggregate shapes.

5.1  SAXS

Figure 8 shows small-angle X-ray scattering intensities as a function of the modu-
lus of the scattering vector Q for samples in the gel region of the SDS/CA/water 
system [19]. Two peaks (1st and 2nd order) corresponding to a distance of about 
4.5 nm, which amounts to approximately twice the length of a CA molecule, can 
be recognized. The distance decreases with increasing γ and approaches twice 
the length of an SDS molecule at high γ. The shoulder observed for some of the 
samples, which develops into a second peak at higher γ (not shown), gives addi-
tional evidence of the multi-phase structure of the samples. The instrument used 
to obtain the data shown in Fig. 8 did not allow for the detection of peaks at even 
lower scattering vectors. Measurements on the SDS/CA-SA/water system, which 

Fig. 8  Small angle X-ray 
scattering of the gel samples 
J1 to J4 at room temperature
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was investigated at a higher concentration (89 wt% water) have shown sev-
eral orders of peaks at lower Q values corresponding to a lamellar order with a 
period of 26 nm [1]. The broad peaks which can be recognized in Fig. 8 below 
Q = 1 nm−1 and the increased intensities at the beginning of some curves may cor-
respond to higher orders of lamellar correlation peaks.

5.2  Neutron Scattering

Results obtained by very-small-angle neutron scattering (V-SANS) performed 
with the KWS-3 instrument at the FRM II research reactor in Garching/Munich 
on some of the samples of the SDS/CA/water system are shown in Fig. 9. The 
observed Q−2 dependence is consistent with vesicular structures which have a 
bilayer thickness much smaller than the radius of the D2O-filled core. In this case 
the scattering of the shells becomes identical to the scattering of extended lamellar 
sheets [32].

The scattering curves of samples of the gel region, shown in Fig. 9, show a 
more or less pronounced shoulder between 0.07 and 0.22 nm−1. This feature can 
be interpreted as a smeared correlation peak caused by periodic lamellar struc-
tures. It occurs in a similar range of Q values as the peaks observed for the more 
concentrated SDS/CA-SA/water system investigated by X-ray scattering [1]. For 
sample J3 the lamellar correlation peak corresponds to a periodic distance of 
39.3 nm, which is higher than the value observed for the more concentrated sys-
tem with a mixture of the alcohols CA and SA. There is no obvious trend in posi-
tion or shape of the correlation peak for samples with different γ. This may be due 
to the fact that the applied protocol of sample preparation does not ensure a fully 
reproducible structure of the samples.

Fig. 9  V-SANS of the gel 
samples J1 to J4
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In addition to the lamellar correlation peak, a very weak shoulder can be seen 
between 0.9 × 10−2 and 2.5 × 10−2 m−1 in Fig. 9. This Q range corresponds to 
distances between 0.25 and 0.67 μm, which matches the most frequent vesicle 
diameters.

6  Transmission Electron Microscopy (TEM)

Sample images obtained by microscopic techniques provide the most direct infor-
mation on sample structures. However, care must be taken not to interpret arti-
facts resulting from sample preparation. Specimens for cryo-TEM must be very 
thin and vesicular structures with diameters larger than about 1 μm will collapse. 
Blotting leads to a change of concentration which may result in a change of aggre-
gate structures.

In Fig. 10, cryo-TEM images of two samples of the SDS/CA/water system are 
shown. Because of the poor contrast, image tracing was used to visualize the most 
prominent features, which were statistically analyzed. Both samples, J3 of the gel 
region and J6 of the multiphase region, show vesicular structures. While those of 

Fig. 10  Cryo-TEM images of sample J3 (gel) and J6 (multi-phase region) (top) and contours of 
the aggregates obtained by image tracing (bottom)
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sample J3 appear only slightly darker than their surroundings and multiple layers 
can be recognized, the ones of sample J6 have much darker cores and usually only 
a single layer at the perimeter can be recognized.

The distributions of the vesicle diameters obtained for the two samples are 
shown in Fig. 11. For the gel-like sample J3 a distinction is made between uni-
lamellar (ULV), multilameller (MLV) and multivesicular vesicles (MVV). In 
Table 2 the average diameters of the different types of vesicles and their relative 
abundance for a total vesicle count of 903 (J3) and 357 (J6) are summarized. The 
average vesicle diameters are consistent with the position of the weak shoulder 

Fig. 11  Distribution of vesicle diameters for samples J3 (left) and J6 (right)

Table 2  Vesicle statistics

Sample Vesicle type Relative abundance Average diameter 
(μm)

J3 ULV 1.00 0.33

J3 MLV 0.38 0.43

J3 MVV 0.04 0.65

J6 ULV 1.00 0.30

J6 MLV 0.08 0.45

J6 MVV – –
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observed at intermediate Q values by SANS. Figure 12 shows the distribution of 
the distance between bilayers in multilamellar vesicles. The lamellar distances 
determined by the analysis of the cryo-TEM images of sample J3 are in good 
agreement with the lamellar correlation peak observed by SANS corresponding to 
a periodic distance of 39.3 nm.

7  Discussion

The results found by different experimental methods for the SDS/CA/water sys-
tem presented here and for similar systems provide evidence that the gel phases 
contain a large volume fraction of vesicles, which can be of the multilamellar type. 
The amphiphilic molecules which form the bilayers have frozen alkyl chains mak-
ing the vesicles fairly rigid. The gel character does not result from a connected 
network as in the case of, for example, entangled worm-like micelles but from the 
jamming of the vesicles due to their large volume fraction. The gelling phenom-
enon of vesicles is similar to the glass transition of colloidal dispersions which 
occurs at a volume fraction of about 58 % for hard spheres [21]. The gels dis-
cussed here may contain additional crystals or planar lamellar structures as well, 
but their influence on the rheological properties is probably small. Such a gel state 
of densely packed multilamellar vesicles has also been reported, for instance, for a 
cat-anionic fluoro/hydrocarbon surfactant system [28].

In the following, the volume fraction of vesicles in the SDS/CA/water sys-
tem is estimated in order to verify the gel model of jammed vesicles. Sample J3 
with γ = 0.23 (cf. Table 1), for which the required experimental data are avail-
able, will be considered. The two water populations found in the gel regime have 
been assigned to water that is trapped inside of vesicles or between bilayers and 
to almost pure water. The volume fractions of these two water populations can be 
estimated from

(3)φ
(sample)
bilayer = f φ

(ves)
bilayer + (1− f )φ

(aq)
bilayer,

Fig. 12  Distribution 
of distances between 
neighbouring bilayers  
in sample J3
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where f  and 1− f  are the volume fractions of the vesicle “phase” and the con-
tinuous water “phase”, while φ(sample)

bilayer
, φ(ves)

bilayer, and φ(aq)
bilayer

 denote the volume frac-
tions of bilayers in the whole sample, in the vesicle phase, and in the water phase, 
respectively. The total volume fraction of bilayers in the sample can be replaced 
by the combined volume fractions of SDS and CA if the small amounts of SDS 
and CA in the aqueous continuum and in crystals are neglected. With the densi-
ties ρD2O = 1.1 g cm−3, ρSDS = 1.0 g cm−3, and ρCA = 0.81 g cm−3, the mass 
fractions given in Table 1 can be converted to volume fractions. For sample J3 
a combined volume fraction of SDS and CA of 3.9 % results, which is taken as 
the average volume fraction of bilayers in the whole sample, φ(sample)

bilayer
. Taking the 

lamellar period of the crystals obtained by X-ray scattering as an estimate of the 
bilayer thickness, dbilayer = 4.5 nm, and the average distance of bilayers deter-
mined by TEM as an estimate of the lamellar period, d = 61.1 nm, the volume 
fraction of bilayers in the vesicles is approximately φbilayer = dbilayer/d = 7.4%.  
Since the volume fraction of bilayers in the aqueous continuum is zero Eq. 3 
yields f = 53%. Taking into account that part of the volume in the vesicle phase 
is occupied by bilayers, the fraction of water in the vesicle phase amounts to 51 %. 
This value can be compared with the fraction of trapped water determined by the 
diffusion experiments, which is about 40 % for sample J3 (cf. Fig. 7). Given the 
simplicity of the models used in fitting the diffusion data and for the structure the 
agreement with the calculated value is very good. Furthermore, the volume frac-
tion of 53 % for the vesicles is quite close to the volume fraction of 58 % at which 
the colloidal glass transition of hard spheres is found. These findings support the 
model of jammed vesicles.

The large volume fraction of vesicles required for a gel to form can be achieved 
at a low combined volume fraction of surfactant and cosurfactant only if the dis-
tance between single bilayers in multilamellar vesicles is sufficiently large. Hence, 
if the swelling of lamellar aggregates is not sufficient the aggregates will be too 
compact and their volume fraction will not be large enough to cause jamming. The 
comparison of the TEM images of samples J3 and J6 depicted in Fig. 10 suggests 
indeed that the vesicles of sample J6, which is not in the gel regime, have much 
more compact cores than the vesicles of the gel sample J3. From the diffusion 
results, which yield a very small fraction of only about 5 % of trapped water in 
sample J6, one may conclude that the vesicle cores of this sample consist mainly 
of bilayers and very little water. This structural difference is in good agreement 
with the different rheological properties of these two samples.

Different experimental techniques, such as the DSC and NMR investigations 
presented above, have shown that the gels contain bilayers with frozen alkyl 
chains. Rigid molecules are not only important for the rigidity of the vesicle mem-
branes but also for the long-term stability of the metastable gels. If the mobility of 
the molecules forming the bilayers gets too high diffusion of the molecules will 
lead to the formation of the thermodynamically stable crystalline phases. A chain 
length mismatch of the alcohol molecules as in the commonly used mixtures of 
cetyl and stearyl alcohol helps to prevent crystallization [1].
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The DSC investigation of the SDS/CA/water and similar systems suggests 
that a large difference between the melting point of stable hydrated crystals and 
the melting point of the (metastable) Lβ phase is required for gels to form. If the 
difference in melting points is too small the Lβ structure cannot be quenched to 
temperatures sufficiently far below its own melting point and thermodynami-
cally stable crystals will form instead. The formation of the gel phase appears to 
be kinetically controlled. On the other hand, it has also been suggested that the 
presence of larger fractions of the ionic surfactant leads to a higher ionic strength 
of the aqueous solution between the bilayers and therefore to a screening of their 
electrostatic repulsion and thus to a collapse of the bilayers, which enables the for-
mation of crystals and leads to phase separation [14].

8  Conclusion

In order to obtain stable gels from aqueous dispersions of bilayer-forming 
 surfactant/cosurfactant mixtures the following aspects should be considered. 
The formulation should form an Lβ phase with a high melting temperature. This 
requires the presence of sufficiently long alkyl chains. The chain melting tem-
perature can be most easily determined by DSC or NMR measurements. For the 
 bilayers to form vesicles a certain amount of surfactant is required to introduce 
some defects and to tune the bilayer curvature. A high degree of swelling of the 
bilayers with water must be possible in order to obtain a high volume fraction of 
aggregates, in which most of the water is trapped. This can be verified by NMR 
diffusometry. The chain melting temperature and the volume fraction of trapped 
water appear to be the most important parameters that should be optimized.
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Abstract In numerous technical applications collisions between fine particles 
results in the formation of agglomerates, as for example in colloidal systems. 
The process of agglomerate formation is rather complex and depends on quite a 
number of interaction phenomena, such as particle collision rate, fluid dynamic 
interaction between colliding particles and molecular attraction as well as electro-
static repulsion of the particles. For analysing agglomeration in great detail and 
for predicting the resulting agglomerate structure the Lattice-Boltzmann method 
was extended and applied for simulating the motion of resolved primary par-
ticles exposed to various flow situations. The temporal variation of agglomerate 
morphology was characterised using the sphericity, the radius of gyration and the 
porosity of the convex hull. Two situations were considered where collision and 
agglomeration are induced by differential settling of a cluster of particles hav-
ing a pre-scribed size distribution and primary particles are moving in a shear 
layer whereby also inter-particle collisions are being enforced. For both situa-
tions the importance of hydrodynamic interaction in the agglomeration process is 
emphasised.

Keywords Direct numerical simulation · Lattice Boltzmann method · Resolved 
 particles · Hydrodynamic interaction · Agglomeration · Morphological characterisation

1  Introduction

In dense fluid-particle flows such as colloidal systems, inter-particle collisions 
followed by a possible agglomeration of the primary particles will determine 
the morphology of the produced particles and also their further transport within  
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the system. If the fine particles are well dispersed in a colloidal system, they 
are characterised by an extremely large surface area in relation to their volume. 
This leads to an increasing importance of various short-range phenomena. The 
molecular attraction and electrostatic repulsion of particles, often summarised to 
an effective interaction potential, has a direct influence on the adhesion of col-
liding particles. If the resulting adhesive forces are strong enough, particles tend 
to agglomerate with each other forming complex-shaped particle clusters. Apart 
from that, the hydrodynamic interaction between approaching particles causes, 
for example, that not all potential collision partners mandatorily collide with each 
other since the displacement of the fluid during the approach of particles may lead 
to a deflection, especially at small particle Reynolds numbers. Moreover, the flow 
in the direct surrounding of a moving agglomerate causes a rotation, restructuring 
or breakup of the agglomerate structure. This, in turn, has consequences on the 
directly surrounding fluid.

It becomes obvious that the modelling of all these effects in the framework of 
the very efficient Stokesian dynamics ([33] and references therein) and  discrete 
particle methods ([31] and references therein) is still a big challenge. Flow 
 simulations with fully resolved particles constitute a feasible way for  analysing 
agglomeration phenomena in turbulent colloidal systems accounting for the short-
range phenomena discussed above, especially with regard to the   hydrodynamic 
interaction prior to inter-particle collisions. In this context, the term “fully 
resolved” means that the curved shape of the particle surface or an agglomerate is 
re-constructed by the numerical grid. Here, the focus is on the accurate representa-
tion of the particle-fluid interface as well as the boundary layers.

In recent years, several methods have been developed for simulating the 
 transport of fully resolved freely moving particles in laminar and turbulent 
 two-phase flows. Methods like fictions domain [17], finite difference [38], finite 
element [26], immersed boundary [36] as well as interface tracking [6] are only 
a few examples of established simulation approaches. Nevertheless, all methods 
mentioned above face the same problem: the limitation is that transient computa-
tions of a time-varying particle-fluid interface of moving resolved particles require 
a significant amount of computational time.

An alternative approach for describing the motion of fully resolved particles is 
based on the Lattice-Boltzmann method (LBM). The LBM has emerged to be a 
powerful method for numerically calculating dispersed two-phase flows for two 
reasons: the method’s robustness and its numerical efficiency being the result of 
the local character of the governing equations [23, 24]. Simulation results obtained 
by the LBM for steady fluid flow around rigid agglomerates have been recently 
compared with results computed by a finite element method and Stokesian dynam-
ics [2, 30]. Contrary to previous LBM-based studies [9, 16, 34], particle-particle 
collisions need to be fully resolved in order to investigate agglomeration processes 
in great detail.

The main objective of this work is to investigate the transport, collision and 
agglomeration behaviour of fully resolved particles in turbulent fluid flows. 
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The applicability of the present LBM to colliding point-particles suspended in 
homogeneous isotropic turbulence has been recently demonstrated by Ernst and 
Sommerfeld [13]. In this context, the direct numerical simulation of an unsteady 
turbulence field is realised by applying a spectral forcing scheme. As a fur-
ther step, flow-induced collision and agglomeration of resolved particles should 
be examined in order to understand the influence of the short-range hydrody-
namic interaction between approaching particles at different particle Stokes and 
Reynolds numbers.

The purpose of this contribution is to demonstrate the applicability of the pre-
sent LBM for agglomerating particles. For this purpose, the agglomeration inside 
a cluster of both mono- and poly-dispersed spherical particles is analysed. In 
doing so, two situations are considered: settling particles in quiescent fluid as well 
as moving particles in a shear layer whereby inter-particle collisions are being 
enforced. Based on that, an investigation of the growth and transport of these 
agglomerates is supposed to provide an insight into small-scale processes, which 
might be crucial for industrial applications such as crystallisation problems.

This paper is organised as follows. In the subsequent section, the numerical 
method including the governing equations for the fluid as well as the treatment of 
moving solid-fluid boundaries required for the direct numerical simulation of fully 
resolved particles is presented. In Sect. 3, the characterisation of the agglomerate 
morphology is introduced by means of different structural parameters. Afterwards, 
in Sect. 4, the transient evolution of the agglomeration behaviour of a cluster of 
50 settling spheres as well as the characterisation of resulting complex-shaped 
agglomerates is described. Secondly, in Sect. 5, the influence of fluid viscosity, 
particle inertia and pre-scribed particle size distribution on the agglomeration 
progress in laminar shear layers is investigated. And finally, in Sect. 6, the most 
prominent findings of this study are summarised, and an outlook on further inves-
tigations is given.

2  Description of the Lattice Boltzmann Method

In the following paragraphs, the applied numerical methods which are used for 
modelling the motion and agglomeration of primary particles are briefly described. 
This includes the basic equations of the Lattice-Boltzmann method as well as the 
LBM-based treatment of fully resolved particles. For this purpose, the consid-
eration of curved no-slip particle boundaries (Sect. 2.2.1), the determination of 
flow-induced forces and torques acting on particles (Sect. 2.2.2) and the motion 
of solid-fluid boundaries over equidistant grids (Sect. 2.2.3) are described. Since 
particles may collide with each other explanations follow about the computation 
of flow-induced particle forces below the resolution limit of the finite grid during 
the approach of particles (Sect. 2.2.4) as well as the detection and modelling of the 
agglomeration of particles (Sect. 2.2.5).
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2.1  Lattice-Boltzmann Method

The Lattice-Boltzmann method is a numerical scheme for fluid simulations which 
originated from molecular dynamics models such as the lattice gas automata. In 
contrast to the prediction of macroscopic properties such as mass, momentum and 
energy by solving conservation equations, e.g. the Navier-Stokes equations, the 
LBM describes the fluid behaviour on a so-called mesoscopic scale [7, 19]. The 
basic parameter in the Boltzmann statistics is the distribution function f = f (x, ξ, 
t), which represents the number of fictitious fluid elements having the velocity ξ at 
the location x and the time t. The temporal and spatial development of the distribu-
tion function is described by the Boltzmann equation in consideration of collisions 
between fluid elements.

In this study, the Boltzmann equation is solved with the help of a single relaxa-
tion time collision operator approximated by the Bhatnagar-Gross-Krook (BGK) 
approach [1]. Here, the relaxation of the distribution function to an equilibrium 
distribution is supposed to occur at a constant relaxation parameter τ. The sub-
stitution of the continuous velocities in the Boltzmann equation by discrete ones 
leads to the discrete Boltzmann equation, where fσi = fσi(x, t). The number of 
available discrete velocity directions σi that connect the lattice nodes with each 
other depends on the applied model. In this work, the D3Q19 model is used which 
applies for a three-dimensional grid and provides 19 distinct propagation direc-
tions. Discretising time and space with Δt and Δx = ξσi Δt yields the Lattice-
Boltzmann equation:

where f ∗∗σ i = fσ i(x+�x, t +�t). The term in brackets on the right-hand side of 
Eq. (2.1) corresponds to the non-equilibrium part of the distribution function with 
f
neq
σ i = f

neq
σ i (x, t). During the propagation step, information is transported along the 

discrete lattice directions—left-hand side of Eq. (2.1)—followed by the collision 
step—right-hand side of Eq. (2.1). The discretised equilibrium distribution f eqσ i  and 
the appropriate weighting factors ωσi for the D3Q19 model are given below:

Here, u = u(x, t) and ρ = ρ(x, t) are the local fluid velocity and density. The 
grid constant c can be defined as the ratio of spatial and temporal discretisation. 
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Depending on the resolution of the numerical grid, the relaxation time parameter 
can limit the maximum Reynolds number. A more detailed description of the basic 
principles of the LBM can be found in previous publications [11–13, 21] as well 
as in Crouse [8], which also gives details on the implemented tree data structure.

2.2  Treatment of Fully Resolved Particles

In the present contribution, particles (i.e. primary particles as well as agglomerates) 
are fully resolved by the numerical grid whereby details of the flow around the par-
ticles are captured and the forces on the particles follow from the boundary condi-
tion of the LBM. These forces are used to update the particle position within the 
stationary equidistant grid. This approach also implies that the presence of particles 
and agglomerates affect the flow field and the fluid dynamic interaction between 
the particles (i.e. primary particles and agglomerates) is captured automatically.

2.2.1  Solid-Fluid Boundary Condition

In order to resolve the curved surface of complex-shaped particles with a structured 
mesh, the exact position of the particle surface within a cell is considered. There are 
several methods in the literature for describing a curved wall with a no-slip bound-
ary condition in the frame of the LBM, e.g. [3, 18, 27]. Due to their applicability on 
moving boundaries, an extrapolation scheme proposed by Guo et al. [18] is used for 
the present treatment of particles.

The basic idea of the scheme above is to decompose the numerical grid into 
two parts. As shown in Fig. 1, all nodes that are lying within a particle structure 
are marked as solid nodes (grey grid cells), whereas nodes outside the particle are 
marked as fluid nodes (white grid cells). It is important to accentuate that in the 
present LBM, fluid information and particle properties are stored by definition at 
the grid nodes, while grid cells represent their associated control volumes. The 
position for any type of grid nodes is always located at the front left bottom vertex 
within the cubic grid cells. According to Fig. 1, the link between the fluid node xF 
and the solid node xS intersects the physical boundary at the point xW. The fraction 
of the intercept on the fluid side is given below:

Hence, the parameter qσi indicates the relative distance between the particle 
 surface and the next fluid node in σi-direction (cf. Fig. 1). Note that for finishing 
the propagation step of the fluid at xF, the post-relaxation distribution function at 
the solid node f ∗σ i(xS , t) is needed and defined in the following way:

(2.4)q =
|xF − xW |

|xF − xS|

(2.5)
f ∗σ i(xS , t) = f

eq
σ i (xS , t)+

(

1−
�t

τ

)

f
neq
σ i (xS , t)
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where f eqσ i (xS , t) and f neqσ i (xS , t) is the equilibrium and non-equilibrium part of 
fσ i(xS , t), respectively. The equilibrium part f eqσ i (xS , t) is approximated by a ficti-
tious definition specified as follows:

Here, ρP and uS are the density and velocity at the solid nodes xS, whereas ρ is 
the fluid density at xF. The velocity uS is determined by a linear extrapolation as a 
function of q:

The non-equilibrium part f neqσ i (xS , t) can be approximated by the non-equilibrium 
part of the distribution function at the fluid nodes xF and xFF:

Using qσi, particles are fully resolved by the numerical grid. As a consequence, 
details of the flow around the particles are captured, and the forces on the particles 
follow from the wall boundary condition of the LBM (i.e. bounce-back).
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Fig. 1  Schematic two-dimensional drawing of the curved boundary condition in the LBM: the 
numerical grid is divided into fluid cells (white grid cells) and solid cells (grey grid cells). The 
effective contour of the curved obstacle (bold solid line) is discretised by the distribution func-
tions (black arrows). The relative distance between the fluid node and the curved particle surface 
is weighted through the parameter qσi (dashed lines). Please note that grid nodes (small open 
squares) are always located at the front left bottom vertex within the cubic grid cells
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2.2.2  Particle Motion

Modelling particle motion requires two things: firstly, solving Newton’s second law for 
translation and secondly, solving Euler’s equations for rotation. The forces and torques 
which cause a change of position arise from fluid-particle interaction and are obtained 
by the LBM. Flow-induced forces and torques acting on particles can be determined 
by balancing the momentum of the fluid at the particle surface. The difference of the 
fluid momentum before and after a wall contact yields the local force Fσi. Local tor-
ques Tσi follow from local forces and their distance to the centre of rotation xR:

where f ∗σ i(x, t) is the discrete post-relaxation distribution function taken before the 
propagation. Summarising all local forces and torques along the obstacle surface, 
respectively, leads to the total force F or torque T:

For validating the flow-induced forces acting on a particle, the drag coefficient of 
single spherical particles fixed in space was calculated for a wide range of par-
ticle Reynolds numbers (i.e. 0.3–480) and compared to experimental data. The 
simulations captured the main features of the flow structure around the sphere. 
Furthermore, the drag coefficient was predicted with reasonable accuracy [10, 21].

The particle motion is calculated in a Lagrangian frame of reference, which 
considers a discrete resolved particle travelling in a continuous fluid medium. The 
changes of the position and angular displacement of the particle, xP and ϕP, as 
well as the translational and angular components of the particle velocity, uP and 
ωP, are calculated by solving a set of ordinary differential equations (ODEs) along 
the particle trajectory:
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Here, mP is the particle mass, JP the moment of inertia of the particle and dt the 
time step of the Lattice-Boltzmann scheme. Therefore, fluid flow and particle 
motion are calculated with the same temporal discretisation. Moreover, the parti-
cle variables are updated during each LBM iteration step realising a fully transient 
simulation.

Besides the flow-induced forces and torques acting on a particle, F and T, 
external forces can also be considered in the equation of motion. Under considera-
tion of particle acceleration due to gravity, Eq. (2.13) can be modified in this way:

where VP is the volume of the particle, and g represents the gravitational accelera-
tion. In order to calculate the particle motion, the integration of Eqs. (2.13–2.16) 
is performed with the help of a forward Euler scheme. The linearized form of the 
ODEs for translational motion is given below:

The arbitrary rotation of rigid particles is described in the following equa-
tions. In this context, the mathematical concept of quaternions is used to repre-
sent the angular displacement of the particle within the three-dimensional space 
[22]. Apart from a higher computational accuracy and efficiency, the main 
advantage over ordinary rotation matrices is that the solution of quaternions 
allows an enhanced stability of the numerical solution as a result of non-existent 
singularities.

The linearization of the previously mentioned ODEs can be applied since in the 
present studies the time step Δt which is the same for fluid flow and particle 
motion is several times smaller than the particle response time τP. Accordingly, the 
ratio Δt/τP lies in between [6.17 × 10−6, 2.5 × 10−3]. Furthermore, the equation 
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of motion is solved simultaneously for all tracked particles after the time step of 
the fluid flow is completed.

2.2.3  Moving Solid-Fluid Boundary

Since a Lagrangian frame of reference is realised, particles may move freely 
through the fluid domain. As a consequence of the particle treatment, a change 
in particle position involves state modifications of the numerical grid and of the 
boundary conditions. On the one hand, for situations where a particle is moving 
over a stationary grid, nodes that are overlapped by the particle during a time step 
are switched from fluid to solid status. On the other hand, nodes that are behind 
a particle and previously marked as solid may be switched to fluid nodes once 
they are located inside the fluid domain. Figure 2 demonstrates the procedure 
of switching the cell state from fluid to solid and vice versa with the help of the 
boundary motion of a disc over a two-dimensional grid.

For the initialisation of new fluid nodes, all 19 equilibrium and non-equilibrium 
distribution functions of each node are reconstructed through an extrapolation 
method, proposed by Caiazzo [5]. The so-called refill method consists of four sub-
steps. At first, the fluid velocity and density of a new fluid node is obtained by 
extrapolation from the closest fluid neighbour nodes. The corresponding equilib-
rium distribution can be calculated in a second step with [25]:

where ρ̃ and ũ are extrapolations of the fluid density and velocity at the recon-
structed fluid node. In the third step, the non-equilibrium part of the distribution 
function at the new fluid nodes is determined from the non-equilibrium part of 
the neighbour nodes by extrapolation [5]. Consequently, both the equilibrium and 
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Fig. 2  Motion of a spherical 
particle over the structured 
regular mesh from time level 
t to t + Δt, in analogy to Seo 
and Mittal [32]: the switching 
from fluid to solid status, 
denoted by S, and from solid 
to fluid status, denoted by 
F, is illustrated in a two-
dimensional view for the sake 
of simplification
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non-equilibrium parts are used to initialize the missing distributions according to 
Eq. (2.1). Thömmes et al. [35] recently demonstrated the applicability of this pro-
cedure by simulating LBM-based multiphase flows with free surfaces.

2.2.4  Missing Fluid Distribution Functions

During the approach of particles, the distance between particle surfaces falls 
below the resolution limit of the finite grid after a particular stage. This leads to 
a non-physical force acting on the particles because fluid nodes are missing in the 
gap between the particle surfaces and, hence, the momentum balance of the fluid 
is incomplete at the particle surface. Figure 3 illustrates this scenario where the 
missing fluid distribution functions at the particle nodes are shown (see dashed 
and dotted arrows). Consequently, a realistic flow-induced force acting on each 
particle against the direction of the approaching particles cannot be obtained. This, 
in turn, has consequences for the underlying agglomeration event whereby both 
collision partners artificially stick together.

However, one focus of this work addresses the investigation of inter- particle 
collisions up to point contact using fully resolved particle surfaces. For that rea-
son, a reconstruction scheme for missing fluid distribution functions had to be 
developed in order to avoid the non-physical approach of particles below the 
discretisation limit of the fluid. While the particles are moving in close neigh-
bourhood, temporal so-called non-fluid nodes with fluid properties are dynami-
cally generated at the solid nodes within the opposite collision partner if the gap 
width between the particle surfaces is smaller than the spatial discretisation Δx. 
The positions of those nodes correspond to the positions of the missing fluid dis-
tribution functions which are exemplary depicted in Fig. 3. Non-fluid nodes are 
generated newly and only on demand prior to the computation of the momentum 
balance of the fluid at the particle surface for each time step. Hence, the temporary 

Fig. 3  Schematic sketch of 
two approaching particles, i 
and j, where the flow in the 
gap between both particles is 
no longer fully resolved by 
the numerical grid: dashed 
arrows represent those 
distribution functions at the 
nodes of particle j that are 
missing for the momentum 
balance of the fluid along the 
surface of particle i. Dotted 
arrows belong to particle j. 
Please note that grid nodes 
are always located at the front 
left bottom vertex within the 
cubic grid cells



55Resolved Numerical Simulation of Particle Agglomeration

switchover from solid nodes to non-fluid nodes (i.e. solid nodes with fluid proper-
ties) has no effect on the effective particle shape.

Under consideration of moving no-slip solid-fluid interfaces, the initialisation 
of these artificial nodes is done by reconstructing the fluid velocity at the particle 
surface. Here, the fluid velocity equals to the local surface velocity of the particle 
at its surface. Accordingly, the missing distribution functions can be determined on 
the basis of an equilibrium distribution in analogy to Eq. (2.2) by introducing the 
particle velocity:

Therefore, the momentum balance of the fluid distribution functions at the parti-
cle surface is now fulfilled in any case. Nevertheless, the resolution of the fluid is 
limited. As already indicated, the physical lubrication cannot be completely simu-
lated when particles are in close neighbourhood. The portion of lubrication that 
is not directly resolved by the numerical grid has to be modelled by an empirical 
approximation. For that reason, a pair-wise sub-grid repulsion force acting on all 
involved particles may be introduced [15, 28]. Please note that in the present stud-
ies, however, only the part of lubrication is considered, which is directly resolved 
by the numerical grid.

2.2.5  Inter-particle Collision and Agglomeration

If repulsive short-range phenomena such as hydrodynamic interactions before a 
collision are too weak to change the trajectory of the approaching objects, parti-
cles may collide with each other in the further progression of their relative move-
ment. In the present analyses, a collision means the agglomeration of the involved 
collision partners in any case. Here, the detection of particle-particle collisions 
is performed by using a deterministic hard-sphere collision model. This model 
assumes that collisions are binary and quasi-instantaneous. Furthermore, the con-
tact between two solid particles occurs in a single point. In order to determine 
whether a collision takes place, an event-driven collision detection algorithm is 
applied. Details on the implemented deterministic collision model with the LBM 
as its basis were recently published by Ernst and Sommerfeld [13].

In general, collision pairs can consist of primary particles or primary parti-
cles and agglomerates or agglomerates and agglomerates. The molecular attrac-
tion between the particles, and consequently, the resulting adhesion is assumed 
to be strong enough for particles to always stick together and form agglomerates. 
Apart from the agglomeration of particles, the restructuring or breakup of formed 
agglomerates is not considered.

The determination of post-agglomeration velocities of the resulting agglom-
erate is based on the laws of a perfectly inelastic collision considering conserva-
tion of both translational and angular momentum. Therefore, the new translational 
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velocity components of the formed agglomerate uA are calculated in terms of the 
pre-collision velocity components, uP1 and uP2:

where the mass of the agglomerate mA equals to the sum of both agglomeration 
partners, mP1 and mP2. In analogy to the conservation of translational momentum, 
the new angular velocity components ωA of the formed agglomerate are deter-
mined under consideration of the law of conservation of angular momentum:

with the moments of inertia Ixx, Iyy and Izz of both colliding particles, 1 and 2, as 
well as the agglomerate A around the axes of coordinates (x, y, z) which are fixed 
in space [20]. The centre of mass xA represents the weighted average of the posi-
tion vector xP of all agglomerated primary particles and marks at the same time 
the characteristic position of the agglomerate.

3  Morphological Characterisation of Agglomerates

For analysing the temporal evolution of agglomeration and to compare agglomer-
ates obtained under different conditions information on the agglomerate morphol-
ogy is required. The obtained agglomerate properties are the basis for evaluating 
the flow behaviour represented by aerodynamic coefficient [12], for example. 
Furthermore, correlations between adequate structure parameters and flow charac-
teristics of agglomerates can be developed.

Fundamental agglomerate properties are the number of primary particles as 
well as volume and surface area which provide the basis for calculating further 
quantities such as volume specific surface and sphericity. In this study, the sphe-
ricity ψ of an agglomerate is defined according to Wadell [37] as the ratio of the 
surface area of the volume equivalent sphere AVES considering the total number of 
agglomerated primary particles nPP and the total surface of the given agglomerate 
AAgg:
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The disadvantage of the sphericity is that information neither about the spatial 
dimensions nor about the agglomerate structure is included. A measure of the 
absolute agglomerate size is the interception radius Ro which corresponds to the 
largest extension of the agglomerate with respect to its centre of mass. An indica-
tor of the mass distribution inside the agglomerate is the radius of gyration Rg or 
the fractal dimension which is not considered here. In the present analysis, Rg is 
determined by calculating the root mean square of the distance of each primary 
particle to the centre of mass of the agglomerate:

Another property characterising the compactness of agglomerates is the porosity 
ε. In this study, it is quantified by the ratio of the void-space VV and the displaced 
volume VD of the agglomerate:

where the displaced volume corresponds to the sum of void space VV plus the sol-
ids volume VS. In this study the volume displaced by the agglomerate is assumed 
as the volume of the convex hull around the agglomerate VH [12, 14]. This is more 
realistic then using a sphere enwrapping the agglomerate.

4  Agglomeration During Sedimentation

As a first example demonstrating agglomerate growth the sedimentation of a group 
of 13 particles with different diameters in quiescent liquid was considered. The 
mean particle diameter is 50 μm and the size variation in the cluster is ±20 %. 
The computational domain, a vertical channel with quadratic cross-section 
(dimensions 0.3 mm × 0.3 mm × 5 mm), is discretised by 135,000 computational 
cells. In terms of the mean particle diameter the computational domain has the 
dimensions of 6 · dp × 6 · dp × 100 · dp. The resolution of the mean particle diam-
eter is 5 cells.

Initially, the particles were placed in a cluster without contact at the top of the 
computational domain (Fig. 4a). Then the particles were released and allowed to 
sediment. During this sedimentation process, touching particles were assumed to 
stick together and form an agglomerate which continues to sediment as one entity 
and was permitted to rotate freely. The colour coding of the particles is selected in 
such a way that those particles forming agglomerates in a later stage have identi-
cal colour. The uncoloured particles (grey) do not form agglomerates. Figure 4b 
shows an interim scenario of the sedimentation process with the trajectories of the 
primary particles which form agglomerates. Please note that non-agglomerated 
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particles are not shown in Fig. 4b. The depicted agglomerates indicate the agglom-
eration history. Initially only doublets are formed and during the second period 
these doublets form larger agglomerates. The orange particles and the single green 
particle form the green triplet and the blue doublet and the green triplet form the 
pink agglomerate. Finally the violet doublet and the pink agglomerate form one 
large agglomerate with 7 primary particles. This large agglomerate, after all, sedi-
ments much faster than the remaining primary particles and approaches the bottom 
wall. Figure 4c shows the final simulation stage including also a vertical plane of 
the induced fluid velocity field visualised by colour coding.

For the sedimentation of the 13 primary particles and the resulting agglomer-
ates also the sedimentation velocity versus height was evaluated from the simula-
tions. Since only 7 particles are involved in agglomeration just their results are 
depicted in Fig. 5. Initially, the settling velocity increases for all particles yield-
ing a slow change of height. Although, different sized particles are included in the 
cluster, initially all particle sediment as a group with about the same velocity. In 
a later stage, after a settling velocity of 0.03 m/s is reached, the relative motion 
between the particles increases (i.e. spread of the lines in Fig. 5) resulting in col-
lisions between them. First particle 2 and 7 collide forming agglomerate 14. Of 
course at this stage there is a large velocity difference between the involved pri-
mary particles. The initial velocity of the new agglomerates lies always between 
those of the involved collision partners. The different spatial location upon 

Fig. 4  Simulation of sedimentation and agglomeration of a cluster of poly-disperse particles in a 
vertical channel, a initial particle cluster, b interim stages of sedimentation and agglomerate forma-
tion with particle trajectories, c final stage of sedimentation with induced instantaneous flow field
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collision results from the finite size of the primary particles. Then particle 4 and 
6 collide with a large relative velocity forming agglomerate 15. This agglomer-
ate collects then other primary particles (No. 1). The last collision between two 
primary particles (No. 3 and 5) forms agglomerate 18. It is also observed that the 
formed agglomerates are rapidly accelerating yielding an increasing sedimenta-
tion velocity. Finally, one large agglomerate (No. 19) with 7 primary particles is 
formed. When approaching the bottom wall this agglomerate is decelerated due to 
the fluid dynamic interaction with the wall.

A hydrodynamic interaction between colliding particles may be also identified 
resulting in a deceleration just prior to collision (e.g. particle 2 and 7 and particle 
4 and 6). Naturally, all the produced agglomerates are allowed to rotate freely (see 
Fig. 4). These results demonstrate that based on the Lattice-Boltzmann simulations 
a detailed analysis of the micro-structure in sedimenting particle clusters is possi-
ble. The agglomerates formed during the sedimentation process may be also char-
acterised with respect to structural parameters, such as, porosity, radius of gyration 
or fractal dimension Ernst et al. [14]. This has been done by Ernst et al. [14] for a 
cluster consisting initially of 50 primary particles.

5  Agglomeration in Shear Flows

In addition to the formation of agglomerates inside settling particle clusters, the 
agglomeration of resolved particles in laminar shear flows is analysed. Apart from 
the fluid viscosity, the influence of both the particle inertia and the pre-scribed par-
ticle size distribution on the agglomeration process is investigated successively. 
At first, the numerical setup applied for different simulations is briefly described. 
Secondly, the transient evolution of the agglomeration process is introduced. 
Finally, the morphology of the growing agglomerates is characterised by means of 
different structural parameters.

Fig. 5  Correlation between 
particle/agglomerate location 
and settling velocity (the 
numbers indicate primary 
particle and agglomerates, 
the occurrence of an 
agglomeration is indicated by 
connecting the respective end 
points by a straight line)
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5.1  Numerical Setup

The simulations are performed in a horizontal channel with a rectangular cross-
section of 12.5 d̄P in height and 10.0 d̄P in the width. The channel length is 83 1/3 
d̄P, where d̄P is the mean diameter of the primary particles. As a result, the cross-
section is discretised with 75 × 60 grid cells. The channel height has 500 grid 
cells, yielding in total 2.25 million cells. The shear flow is induced by a moving 
upper wall having a positive velocity and a lower wall which is at rest. Besides the 
opposed inflow and outflow boundaries in stream-wise direction, the flow field is 
restricted by artificial moving side walls. The velocity on the walls is initialised by 
the imposed flow at the corresponding position of the next neighboured fluid node. 
The nodal velocity at the inlet is defined by u(xz) = γ̇ xzex, where xz is the vertical 
z-coordinate and ex the unit vector in the stream-wise x-direction. In all simula-
tions, the fluid density ρ is 1000 kg/m3 and the shear rate is set to γ̇ = 560 1/s.

For insuring different hydrodynamic interaction prior to particle-particle colli-
sions in the individual runs, various dynamic fluid viscosities η and particle material 
densities ρP were used. The corresponding fluid and particle properties are sum-
marized in Table 1. In the present study, the particle Reynolds number ReP and the 
particle Stokes number St are defined by ReP = γ̇ d̄2Pρ/(2η) and St = τPūPx/d̄P, 
respectively, in which τP is the particle response time with τP = ρPd̄

2
P/(18η), and 

ūPx the mean stream-wise initial velocity of all primary particles. This velocity cor-
responds to the undisturbed fluid velocity at the particle initial location as described 
below. As shown in Table 1, ReP and St vary between [0.1, 10.1] and [0.1, 13.8], 
respectively.

According to Table 1, the effect of the particle density and dynamic vis-
cosity is investigated in each category (R, D and V) with three different values. 
Furthermore, these categories are subdivided additionally into groups with mono-
(M) and poly-disperse (P) size distributions of the spherical primary particles. 

Table 1  Fluid and particle properties modified in the different simulations

Reference setup (R), different density ratios (D1 and D2) and dynamic viscosities (V1 and V2) 
with mono- (M) and poly-disperse (P) size distributions of the primary particles

Case η (Pa s) dP/Δx ρP/ρ Δt/τP ReP St

R-M 1.0 × 10−3 6.0 2.5 1.0 × 10−3 1.0 1.4

R-P 1.0 × 10−3 6.0 ± 1.8 2.5 1.0 × 10−3 1.0 1.4

D1-M 1.0 × 10−3 6.0 1.0 2.5 × 10−3 1.0 0.6

D2-M 1.0 × 10−3 6.0 5.0 2.5 × 10−3 1.0 2.8

D1-P 1.0 × 10−3 6.0 ± 1.8 1.0 5.0 × 10−4 1.0 0.6

D2-P 1.0 × 10−3 6.0 ± 1.8 5.0 5.0 × 10−4 1.0 2.8

V1-M 1.0 × 10−2 6.0 2.5 1.0 × 10−3 0.1 0.1

V2-M 1.0 × 10−4 6.0 2.5 1.0 × 10−3 10.1 13.8

V1-P 1.0 × 10−2 6.0 ± 1.8 2.5 1.0 × 10−3 0.1 0.1

V2-P 1.0 × 10−4 6.0 ± 1.8 2.5 1.0 × 10−3 10.1 13.8
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The mean diameter d̄P is resolved in all runs with d̄P/�x = 6 grid cells. In case 
of the poly-disperse size distribution, d̄P varies with ±30 %, having a constant 
probability.

At the beginning of the simulations, the positions of the centres of masses of 
the primary particles, which are placed randomly inside the cluster, are identical 
for all analysed configurations regardless of a mono- or poly-disperse size distri-
bution. The cluster is positioned near to the inflow boundary and consists of 50 
non-overlapping primary particles. As shown in Fig. 6, the centre of mass of the 
cluster has a slight negative offset with regard to the horizontal centre line of the 
channel by virtue of the slip-shear lift force acting on the particles during the sim-
ulations. Initially, the velocity of the primary particles equals the local undisturbed 
fluid velocity at the position of the particle centres. In the present studies, both 
gravity and Brownian motion have not been taken into account. To avoid multiple 
collisions during one time step, the applied time steps are small, i.e. �t/τP varies 
between [5.0 × 10−4, 2.5 × 10−3]. Finally, the motion of resolved no-slip solid-
fluid boundaries as well as the collision and agglomeration of particles follows the 
same methods and assumptions mentioned in Sect. 2.

Fig. 6  Snapshots of the fluid velocity field (see colour scale) and particle cluster distribution 
with the poly-disperse size distribution at ReP = 1.0 and St = 1.4 (Case R-P) at various instants 
of time; from top to bottom: t/ttot = 0.0 (a), 0.2 (b), 0.4 (c), 0.6 (d), 0.8 (e) and 1.0 (f). Spheres 
of the same colour have formed an agglomerate. Cut through the centre of the three-dimensional 
domain
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5.2  Transient Growth of Agglomerates

In the following, the transient growth of agglomerates in a shear flow is investi-
gated through LBM simulations. Colliding particles are again assumed to form 
a rigid agglomerate which is not allowed to deform or breakup. The colour cod-
ing of the particles depicted in Fig. 6 is the same as in the previous section, i.e. 
primary particles having an identical colour belong to the same agglomerate. 
Figure 6a–f show six temporal stages of a typical shear-induced agglomeration 
process considering a poly-dispersed size distribution of primary particles; e.g. 
case R-P in Table 1.

At the beginning of the simulation, particles are located in a cuboid-shaped 
cluster (see Fig. 6). Due to their different positions inside the shear layers, upper 
primary particles are moving faster than the lower ones. This leads to an increas-
ing deformation of the original particle arrangement whereby collisions between 
particles are being enforced (Fig. 6b). As shown in Fig. 6c–d, the quick forma-
tion of doublets and triplets are the basis for a rapid growth of agglomerates. The 
red-coloured agglomerate, for example, in the lower part of Fig. 6d starts to rotate 
freely in order to re-balance its orientation with respect to the modified centre of 
mass and the sustained changes of the shear-induced particle forces. In the further 
progression of the simulation, this rigid agglomerate collides with other primary 
particles and agglomerates (see Fig. 6e–f). Finally, as depicted in Fig. 6f, several 
agglomerates consisting of three and more primary particles are being formed.

Apart from the flow-induced drag force, moving particles experience an addi-
tional transverse lift force due to the non-uniform relative velocity between shear-
layers and particles [29]. The resulting non-uniform pressure distribution around 
the resolved particle surface leads to a lift force which acts towards the direction 
of higher slip velocity. Figure 6 illustrates this behaviour by means of the hori-
zontal offset between the initial and final positions of the upper particles shown in 
Fig. 6a–f.

A simple measure of the growth of agglomerates can be obtained by count-
ing both the total number of particles/agglomerates NP which remain in the 
fluid domain and, as a counterpart, the total number of primary particles bonded 
in agglomerates NPP

A . Please note that here the term “particles” implies primary 
particles as well as agglomerates. Figure 7 reflects the growth of agglomerates 
observed during the simulations of the Cases R and D specified in Table 1 consid-
ering mono- as well as poly-disperse size distributions of the primary particles.

In case of equal-sized primary particles, the number of particles in the 
domain decreases during the first half of the calculation period to the same 
extent independently of the particle Stokes numbers examined (see Fig. 7a). 
This behaviour may be explained by the fact that during the early stage of the 
simulation, particles with different response behaviour collide with similar 
small relative velocities. In this context, the inertia of both agglomeration part-
ners plays only a subordinate role with respect to the hydrodynamic interaction 
between fluid and particles. However, at t > 0.01 s, the number of remaining 
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particles decrease noticeably slower with increasing St; see Fig. 7a. Due to the 
larger inertia, formed agglomerate structures need more time for angular accel-
eration caused by the shear gradient in the fluid flow. This in turn leads to a 
slower agglomeration progress since collisions with other neighbouring particles 
occur slower in comparison to smaller particle Stokes numbers. Consequently, 
for larger times, the number of primary particles collected in agglomerates 
decreases with increasing Stokes number (Fig. 7).

In contrast, particles with poly-dispersed size distribution agglomerate in a 
shorter interval of time (see Fig. 7a) and the agglomeration progress is largely 
completed at about t = 0.013 s. Thereafter, primary particles are being captured 
only sporadically (see also Fig. 7b). Here, different particle Stokes numbers have 
only a marginal impact on the agglomeration process. In addition, the decrease of 
particle number exhibits fewer fluctuations in comparison to setups with equal-
sized particles. This hypothesis is reflected by an almost linear slope formed by 
the individual agglomeration events depicted in Fig. 7b (i.e. number of primary 
particles in an agglomerate).

Apart from particle number statistics shown in Fig. 7, the time-dependent 
change of the particle number NPP

A  can be used to evaluate the agglomeration fre-
quency f PPA  which is defined as:

For the following analyses, the mean time between two successive agglomera-
tion events τPPA , also referred to as agglomeration time, is used instead of f PPA  by 
 applying the following relation:

(5.1)f PPA =
dNPP

A

dt

(5.2)τPPA =
1

〈

f PPA

〉

A

Fig. 7  Temporal development of a the total number of particles NP considering primary parti-
cles as well as agglomerates and b the total number of primary particles included in agglomer-
ates NPP

A
 with the particle Stokes number St as a parameter taking into account both mono- and 

poly-disperse size distributions (Table 1: Cases R and D)
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where �·�A is the agglomerate average operator. The agglomeration times obtained 
by the data represented in Fig. 7b are depicted in Fig. 8.

Due to the increasing delay in rotational acceleration with growing Stokes 
number, τPPA  increases in case of equal-sized particles continuously with increas-
ing inertia of the particles, whereas τPPA  has a slight maximum considering a par-
ticle size spectrum at about St = 1.4. It becomes apparent that the particle size 
distribution has a direct impact on the particle inertia-induced agglomeration pro-
cess while retaining the particle Reynolds number at ReP = 1.0. The difference 
between the agglomeration times for mono- and poly-disperse systems is the result 
of particle/agglomerate inertia effects and a hydrodynamic interaction between 
collision partners, particularly when small and large particle (i.e. agglomerates) 
collide. Hydrodynamic interaction implies that with decreasing St the agglomera-
tion frequency is reduced and hence the agglomeration time increased (i.e. with 
respect to the mono-disperse results). The opposite occurs for increasing St, the 
agglomeration frequency increases and the agglomeration time is reduced. This is 
directly reflected by the result in Fig. 8 comparing the poly- with the mono-dis-
perse results.

In addition to St, the growth of agglomerates is analysed with the help of vari-
ous particle Reynolds numbers ReP which spread in the present study over three 
orders of magnitude; i.e. cases R and V in Table 1. As shown in Fig. 9a, the time-
dependent development of the particle number NP for small and intermediate 
particle Reynolds numbers (i.e. ReP = 0.1 and 1.0) behaves similar to the results 
presented in Fig. 7a and is almost independent from the size distribution of the 
primary particles. The situation is however different if the particle Reynolds num-
ber becomes larger than unity. According to Fig. 9a, b, a clear distinction between 
both considered setups can be recognized in which equal-sized primary particles 
agglomerate faster than those with a diameter spectrum (see also Fig. 10). At a 
later stage of these two simulations, only a few agglomerations are occurring since 
70 % of the primary particles (i.e. NPP

A > 35) are already incorporated in various 
agglomerate structures. Consequently, the slopes of the triangle-shaped symbols 

Fig. 8  Agglomeration 
time τPP

A
 normalised by the 

particle advection time scale 
ūPx/d̄P as a function of both 
the particle Stokes number St 
and the considered particle 
size distribution
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(ReP = 10.1) depicted in Fig. 9b are no longer in-line at t > 0.008 s (open symbols, 
mono-disperse) and t > 0.009 s (half-filled symbols, poly-disperse), respectively.

Figure 10 illustrates the resulting agglomeration times τPPA  based on the data 
depicted in Fig. 9b. In case of mono-disperse primary particles, τPPA  decreases 
with increasing particle Reynolds number in which the relative deviation between 
the largest and the two smaller ReP is clearly pronounced. Increasing particle 
Reynolds number implies growing particle inertia, whereby the agglomeration fre-
quency is increased and the agglomeration time reduced accordingly. For a spec-
trum of primary particle sizes the agglomeration time remains almost constant, 
just near ReP = 1.0 a small maximum of τPPA  may be identified. Consequently, τPPA  
becomes larger than the values for mono-sized particles in the case of ReP > 1.0. 
Therefore, it can be concluded that here the hydrodynamic interaction prior to 
inter-particle collisions, especially if small and large particles are involved, yields 
higher agglomeration times and hence a reduction of agglomeration frequency.

Fig. 9  Influence of the particle Reynolds number ReP on the temporal development of a the 
total number of particles NP considering both primary particles and agglomerates and b the total 
number of agglomerated primary particles NPP

A
 with the particle size distribution as a parameter 

(Table 1: Cases R and V)

Fig. 10  Mean time between 
two successive agglomeration 
events τPP

A
 observed in the 

cases R and V and plotted 
against the particle Reynolds 
number ReP with the 
particle size distribution as 
a parameter: Note that τPP

A
 

is normalised by the time 
scale of the particle advection 
ūPx/d̄P
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5.3  Morphological Characterisation

In addition to the statistics of the total number of both remaining and agglomer-
ated particles as well as the agglomeration time scale, the morphology of agglom-
erates is characterised by means of different structural parameters. For that all 
agglomerates existing at the end of the simulation are considered. Referring to 
Sect. 3, the sphericity Ψ of a given agglomerate (Eq. 3.1) is calculated as the ratio 
of the surface area of the volume equivalent sphere of the agglomerates to the sur-
face area of all primary particles involved in the agglomerate. In this context it has 
to be taken into account that information neither about the agglomerate structure 
nor about the spatial dimension can be derived from Ψ [14]. Figure 11 shows the 
sphericity of all agglomerates formed during the respective simulations specified 
in Table 1 in dependence of the volume equivalent diameter of the agglomerate 
dVES, normalised by the mean diameter of all introduced primary particles dp.

As a result, the sphericity decreases roughly in an exponential way with 
increasing number of primary particles per agglomerate represented by its appro-
priate dVES (see Fig. 11). This behaviour has been expected since according to 
Eq. (3.1) the surface area of the volume equivalent sphere increases during the 
growth of agglomerates slower than the total surface of the linked primary parti-
cles. Moreover, in case of equal-sized primary particles (Fig. 11: open symbols), 
all evaluated agglomerates have by definition the same sphericity for the appropri-
ate dVES independently of the analysed St and ReP. On the other hand, it becomes 
evident that in case of a poly-disperse particle size distribution the sphericity devi-
ates from its comparative case with equal-sized primary particles. Attention will 
be drawn here especially to the range between 1.0 < dVES/dP ≤ 1.4 where Ψ scat-
ters around 0.80 for different dVES (see Fig. 11). Here, each of the half-filled sym-
bols represents a doublet consisting of two different-sized particles. However, it 
is worth emphasising that the sphericity of agglomerates formed by equal-sized 

Fig. 11  Comparison of the sphericity of agglomerates as a function of the normalised diameter 
of the volume equivalent sphere with a the particle Stokes number St and b the particle Reynolds 
number ReP as a parameter considering both mono-disperse (open symbols) and poly-disperse 
(half-filled symbols) size distributions of the primary particles
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primary particles is overall smaller than the comparable case with a size spectrum 
of the primary particles (i.e. values of Ψ for dVES/dP > 1.5). This resulted from 
the fact that small and, thus, less inertial particles may change their original path 
due to the hydrodynamic interaction when approaching other neighboured parti-
cles. Consequently, those particles are collected to a lesser extent by agglomerates, 
which leads in turn to larger sphericities. Nevertheless, neither different particle 
Stokes numbers nor various particle Reynolds numbers have a recognizable trend 
in the sphericity of growing agglomerates. However, for the poly-sized system 
a larger scatter of the sphericity depending on ReP is observed compared to the 
results for different St.

A measure of the mass distribution inside agglomerates is the radius of  gyration 
Rg which is calculated with the help of the distance of each primary particle to 
the centre of mass of the agglomerate (see Eq. 3.2). At the beginning of the sim-
ulations, the agglomerates only consist of two or three primary particles. At this 
stage, the compact structure of agglomerates leads to small Rg values (see Fig. 12). 
In case of a doublet consisting of equal-sized particles (i.e. dVES/dP = 1.26), the 
ratio Rg/rP is about 1.0. The resulting centre of mass coincides therefore with the 
contact point between both particle surfaces and the radius of gyration equals to 
the radius rP of a primary particle. For doublets which consist of primary particles 
with different diameters (i.e. dVES/dP < 1.42), the ratio Rg/rP fluctuates around 
1.0. Due to the collision with other particles, the resulting agglomerates grow in 
all spatial directions, indicated by a rapid increase of Rg. The strip formed by the 
different-shaped symbols depicted in Fig. 12a, b follows an almost linear increase 
of the radius of gyration under consideration of a discrete scattering range. Again 
a clear trend of Rg with respect to St and ReP cannot be identified. However, the 
data with ReP as a parameter show a larger variation than those using the Stokes 
number.

Fig. 12  Development of the normalised radius of gyration with a the particle Stokes number St 
and b the particle Reynolds number ReP as a parameter depending on the normalised diameter 
of the volume equivalent sphere. For comparison purposes, mono-disperse (open symbols) and 
poly-disperse (half-filled symbols) particle size distributions are taken into consideration
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The structures of cluster-cluster (C-C) and particle-cluster (P-C) fractal-like 
agglomerates have been investigated by Brasil et al. [4]. In the applied numeri-
cal scheme, simplified models based on the Langevin dynamics have been used in 
which the hydrodynamic interaction between fluid and particles is not accounted 
for. As a result, the theoretical number of equal-sized primary particles NPP

A  in 
agglomerates scales approximately with the radius of gyration Rg as follows [4]:

where rP is the mean radius of all introduced primary particles, kf the structural 
coefficient and Df the fractal dimension of the agglomerate. The fractal pre-fac-
tors kf and Df for both C-C and P-C agglomerate populations are summarised in 
Table 2. By comparing the present LBM-based results with the numerical predic-
tions shown in Fig. 13 it becomes apparent that the number of primary particles 
per agglomerate can be estimated only to some degree with the help of the clus-
ter-cluster agglomeration model. Accordingly, viscous forces have a non-negli-
gible impact on the motion of approaching particles in the analysed cases which 
requires a more specific attention for the prediction of agglomerate sizes using Rg.

(5.3)NPP
A = kf

(

Rg

rP

)Df

Table 2  Fractal pre-factors kf and fractal dimension Df used for the prediction of cluster-cluster 
(C-C) and particle-cluster (P-C) agglomerates [4]

Method kf Df

C-C 1.27 ± 0.07 1.82

P-C 0.51 ± 0.02 2.75

Fig. 13  Number of equal-sized primary particles NPP

A
 per agglomerate as a function of the aver-

aged radius of gyration including its extreme deviation (horizontal bars) as well as a the parti-
cle Stokes number St and b the particle Reynolds number ReP. Results obtained by LBM-based 
direct numerical simulations (DNS, open symbols) and numerical predictions for agglomerates 
formed by particle-cluster (P-C, solid line) and cluster-cluster (C-C, dashed line) collisions based 
on Langevin dynamics [4]
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Apart from the radius of gyration, the porosity is utilised as a second morpho-
logical parameter. In the present study, the porosity ε given by Eq. (3.3) is deter-
mined based on the convex hull around the agglomerate [12, 14]. As shown in 
Fig. 14, compact structures such as doublets and triplets, which were formed at 
the initial stage of the simulations, have a small porosity. With increasing size of 
the agglomerates and, thus, increasing number of primary particles, the porosity 
increases rapidly approaching a value of about 0.625 (see Fig. 14). In this region, 
fluffy-structured agglomerates are shaped as a result of collisions with other par-
ticles (i.e. primary particles as well as agglomerates) yielding larger porosities. In 
analogy to the radius of gyration, the porosity of the formed agglomerates does not 
show any clear trends with respect to the considered St and ReP as well as the pre-
scribed particle size distribution. Also here the scatter of the data is larger when 
considering ReP as a parameter.

6  Conclusions

The Lattice-Boltzmann method has been extended and refined for allowing the 
simulation of moving resolved particles, including their collision and agglom-
eration. The methods applied for treating a moving solid-fluid interface and the 
approach of particles below the resolution limit of the numerical grid are essen-
tial for doing such simulations. A thorough validation of these methods was intro-
duced by Ernst et al. [14]. In this work the agglomeration process of primary 
particles has been analysed in detail for two scenarios, namely agglomeration in 
a cluster of sedimenting particles and in a group of particles being introduced in 
a linear shear flow. Special emphasis was put on the importance of hydrodynamic 
interaction on the collision and agglomeration of particles. For a small group of 

Fig. 14  Porosity distribution of agglomerates resulting from simulations with different a particle 
Stokes numbers St and b particle Reynolds numbers ReP plotted against the normalised diameter 
of the volume equivalent sphere in dependence on the initial particle size distribution (open- and 
half-filled symbols)
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sedimenting particles the particle velocity change due to hydrodynamic interaction 
just prior to collision could be identified. In a plane shear layer the influence of 
hydrodynamic interaction on agglomeration could be demonstrated by comparing 
agglomeration times for mono- and poly-disperse systems. Thereby, it was shown, 
that hydrodynamic interaction is more important in poly-disperse particle sys-
tems, mainly as a result of the collision between primary particles and agglomer-
ates. The analysed structural parameters for agglomerates did not reveal any clear 
trends with regard to hydrodynamic effects, by considering both the Stokes num-
ber as well as the particle Reynolds number.

Especially however, for the shear-layer case the interaction between colliding 
particles is rather complex and therefore, requires further analysis of the transla-
tional and rotational behaviour of the interaction between primary particles and 
agglomerates just prior to contact. In addition to the sub-grid hydrodynamic inter-
action which is also referred to as lubrication, future work aims at incorporat-
ing the interaction potential resulting from electrostatic repulsion and molecular 
attraction. For incorporating such short range interaction effects, however, addi-
tional models have to be developed.
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Abstract The stabilization of nanoparticles to prevent agglomeration is of great 
importance for their application. To achieve long-term stable particle dispersions 
that can be stored and processed, and to clarify stabilization mechanisms in detail, 
the stabilization of metal oxide nanoparticles with small molecules was investi-
gated. Particularly, the adsorption of the stabilizer and thereby the dynamic and 
kinetic processes on the surface of the metal oxide nanoparticles are essential for 
the stabilization process. Within this project, particle-stabilizer-solvent-interac-
tions for different particle systems, ITO and ZrO2, were described and influences 
of the chain length, the stabilizer concentration as well as the binding strength 
between stabilizer and surface were investigated and modeled. The developed 
model enables a prediction of the efficiency of the systems and about optimized 
combinations of stabilizer-particle-solvent systems.

Keywords Metal oxide nanoparticles · Colloidal stability · Stabilization mechanisms ·  
Steric stabilization · Non-aqueous sol-gel synthesis

1  Introduction

Based on their unique properties, metal oxide nanoparticles are used in a variety 
of applications. ITO nanoparticles, for example, belong to the class of transparent  
conducting oxides (TCO) and show promise in the field of printable electronics 
for cheap and reliable polymer-based flexible touch-panels as well as displays 
[1–3]. As another example, ZrO2 nanoparticles are highly attractive for ceramics, 
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coatings, electronic devices, thin film capacitors and composites because of their 
enhanced mechanical and dielectric properties [4–13].

To process and utilize these materials in different fields, the nanoparticles must be 
stabilized to prevent agglomeration. The combination of attractive interactions, such 
as van der Waals forces, and repulsive interactions determines whether the particles 
will agglomerate. These repulsive interactions can be achieved by steric repulsion via 
the adsorption of organic molecules on the particle surface or electrostatic repulsions 
caused by surface charges. To describe these stabilization mechanisms in detail, inter-
actions between the particles, the particle and the stabilizer as well as the interactions 
between the stabilizer and the solvent must be considered [22–25].

In the last years, nanoparticles with superior properties were obtained from 
the syntheses in hot organic media. Whilst, in many cases, surfactants are present 
and result in instant stabilization, their selection is arbitrary and empirical, and 
often large excess of organics is present in the final product. In other cases, only 
inert solvents are used and the particles consequently tend to agglomerate dur-
ing the synthesis; however, they can be stabilized by the addition of surfactants. 
Generally, organic moieties from the synthesis are often present at the particle sur-
face and it remains unclear whether these facilitate or hinder the stabilization as 
well as whether the stabilizer replaces these groups or adsorbs via additional bind-
ing sites at the particle surface. Additionally, in the case of nanoparticles less than 
20 nm in size, stabilization can be achieved by the use of small molecules rather 
than polymer chains. Thereby, a decrease in the particle size leads to a smaller 
contribution of attractive particle interactions at a given distance, so that small 
molecules, such as surfactants, can prevent agglomeration [26–28, 33].

The influence of the organic layer thickness is often investigated by varying 
chain length of the stabilizer. For example, Bergström et al. [27] published the 
stabilization of Al2O3 particles with fatty acids of different chain lengths. Siffert 
et al. [29] stabilized TiO2 nanoparticles with various n-alkylamines in nonpolar 
solvents. The results of these studies as well as the experiments from Sun et al. 
[30] and Marczak et al. [31] have shown that stabilization principally depends on 
the electrostatic and steric effects.

Furthermore, different models which describe the stabilization of nanoparticles 
in polar and nonpolar solvents were proposed in the literature. Segets et al. [32] 
modeled the colloidal stabilization of ZnO particles using dimensionless numbers 
as a function of the geometry as well as attractive and repulsive forces. In contrast 
to the DLVO theory, this allows for not only the calculation of energy barriers, but 
also the consideration of the whole stabilization process [32]. Still, the applicability 
of these models to nanoparticles prepared in hot organic media remains unclear.

Within this project, experimental results and theoretical models were combined 
to describe and predict the stabilization of metal oxide nanoparticles using small 
molecules. For the synthesis of well-defined highly crystalline metal oxide nanopar-
ticles as model systems, the non-aqueous sol-gel synthesis was employed. This syn-
thesis is an easily reproducible method that enables the control of the particle size 
as well as the morphology of the particles. To describe and model the stabilization 
with short molecules, such as amines or carboxylic acids, ITO and ZrO2 nanoparti-
cles were selected as model systems. To prevent influences of the in situ stabilization 
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on the particle formation and to obtain a more detailed understanding of the inter-
relation between the adsorption-desorption process on the particle surface and the 
deagglomeration of the nanoparticles, post-synthetic stabilization was selected.

The main focus of the project was the elucidation of particle-stabilizer-solvent 
interactions as a function of the binding strength, the chain length, the concentra-
tion of the stabilizers, the polarity of the solvents, and the surface configuration 
as well as the size and morphology of the metal oxide nanoparticles. Therefore, 
to characterize the stabilization kinetics, a number of analytical methods, such as 
thermogravimetric analysis, isothermal titration calorimetry, and spectroscopic 
methods, were combined.

To complement the experimental results, an empirical model was developed to 
predict particle-stabilizer-solvent interactions. The model allows for the consid-
eration of different stabilizer properties, such as the chain length, the concentra-
tion and the binding strength of the stabilizer. Furthermore, the stabilization time 
and temperature as well as solvent and particle properties can be included in the 
model. Depending on these influences, the efficiency of the stabilization process 
for different particle system can be identified and used to optimize the combina-
tion of particle-stabilizer-solvent systems.

2  Experimental

ITO and ZrO2 nanoparticles were synthesized via the non-aqueous sol-gel method 
using benzyl alcohol as the high boiling solvent [3, 14–16]. In accordance with 
Ba et al. [3], In(III) acetylacetonate (≥99.99 % trace metals basis, Aldrich) 
and Sn(IV) tert-butoxide (≥99.99 % trace metals basis, Aldrich) as molecular  
precursors were dissolved in the organic reaction medium to prepare highly crys-
talline ITO nanoparticles. In the case of ZrO2, Zr(IV) n-propoxide in 1-propanol 
(70 wt%, Aldrich) was used as precursor [14–16]. The reaction solutions were 
transferred into Teflon-lined steel autoclaves (Parr Instr.) and heated to 200 °C for 
24 h (ITO) and 220 °C for 96 h (ZrO2).

To stabilize the nanoparticles after synthesis, the particles were separated from 
the reaction mixture by centrifugation and washed twice with chloroform (ITO) 
and ethanol (ZrO2). For the post-synthetic stabilization, small organic molecules, 
such as n-alkylamines (ITO) and carboxylic acids (ZrO2), with different chain 
lengths and in a variety of concentrations were added to the dispersed nanopar-
ticles in chloroform. The reaction between the stabilizer and the particle surface 
is achieved through simple shaking for 24 h at room temperature. Typically, this 
results in instant disintegration of agglomerates. A fraction of the particles is stabi-
lized at primary particle level (termed “stable particles”) whereas another fraction 
remains present as agglomerates in the µm range (termed “unstable particles”). 
To separate the stable and unstable particle fractions, the particle dispersion must 
be centrifuged at 8500 rpm for 15 min. After the separation of both fractions, the 
stable fraction was precipitated by adding an organic solvent. In the case of ITO 
nanoparticles, methanol (in a volume ratio of 1:1) and for ZrO2, ethyl acetate  
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(in a volume ratio of 5:1 ethyl acetate:dispersion) was used. The obtained precipitate 
was dried under vacuum at room temperature. The process scheme is plotted in Fig. 1.

To determine the particle size of the stable particle fraction of ITO and ZrO2 
nanoparticles, dynamic light scattering (Malvern Zetasizer Nano ZS) was used. 
The content of ITO and ZrO2 nanoparticles in the dispersion was calculated using 
thermogravimetric analysis (TGA), which was performed on the dried powder 
samples and carried out on a Mettler Toledo TGA/SDTA 851 under oxygen flow 
in the range of 25–750 °C at 10 °C min−1. To investigate the amount of the bound 
stabilizer in detail, elemental analysis (FlashEA 1112, ThermoQuest Italia S.p.A) 
was utilized. As spectroscopic methods, 13C NMR spectroscopy (Bruker AV II-
600) and solid-state-13C-NMR (TU Paderborn, Tecmag, Apollo) were applied to 
verify the attachment of the stabilizer molecules. The quantification of the binding 
affinity was performed by isothermal reaction calorimetry (MPI Mainz, VP-ITC, 
Microcal. Inc., USA).

3  Results and Discussion

3.1  Particle Model Systems

ZrO2 and ITO nanoparticles were prepared via the non-aqueous sol-gel synthesis. 
Thereby, highly crystalline and uniform nanoparticles were obtained; the synthe-
sis is described in earlier works in detail [3, 14]. First, to show the differences 
between stable and unstable particle fractions, DLS measurements of the stable 
and unstable ITO particle fractions are exemplarily plotted in Fig. 2 left. After the 
particle synthesis, agglomerates with a particle size of approximately 1 µm for 
both particle systems were found; by using different stabilizers, particle sizes of 
approximately 10 nm for the ITO system (Fig. 2) and 5 nm for the ZrO2 particle 
system (data not shown) were measured by DLS. This corresponds to the primary 

Fig. 1  Scheme of the stabilization process
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particle size of around 10 nm for ITO as shown by using TEM (Fig. 2, right) and 
5 nm for ZrO2 as presented in earlier works [17]. The TEM images also indicate 
similar particle morphologies, to be approximately spherical. For the further inves-
tigations, described in this work, DLS measurements were used to differentiate 
into stable and unstable particle fractions.

Gravimetric analyses of these synthesized ITO and ZrO2 particles have shown 
that after a number of washing steps a constant amount of benzyl alcohol or alco-
hol derivatives are bound to the ITO and ZrO2 particle surface. In the case of ITO 
around 5 wt% of benzyl alcohol is coupled to the particle surface; the TGA analysis 
of washed ZrO2 nanoparticles shows an amount of around 10 wt% (Fig. 3). For both 
samples, washed ITO and ZrO2 nanoparticles, the weight loss occurs in two steps. 
Thereby, the first step is attributed to weakly bound species such as volatile sol-
vents; the second step at around 400 °C is assigned to chemisorbed benzyl alcohol 
and its side products. Based on the works of Zhou et al. [18] and Pinna et al. [19],  

Fig. 2  DLS of a stable and unstable ITO nanoparticle fraction (left) and TEM image of ITO 
particles (right)

Fig. 3  TGA of ITO and 
ZrO2 nanoparticles after 
washing
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we identified that in the case of ZrO2 nanoparticles, benzoic acid was formed during 
the synthesis [16]. This change of the surface chemistry must be considered for fur-
ther investigations and the elucidation of the stabilization of ZrO2 particles.

3.2  Stabilization of Metal Oxide Nanoparticles

The absence of the stabilizer during the synthesis offers the possibility to inves-
tigate the dynamic and kinetic processes on the particle surface, both on a 
microscopic and macroscopic scale during the post-synthetic stabilization. The 
investigation of stabilization mechanisms furthermore involves the determination 
of particle, stabilizer and solvent influences.

First, to study the influence of stabilizer properties, such as the chain length, the 
amount of needed stabilizer and the binding strength, the other parameters, such 
as the temperature, the solvent as well as the stabilization time were kept constant. 
Therefore, depending on the affinity of the functional group of the stabilizer to 
the particle surface, ITO nanoparticles were stabilized with n-alkylamines of chain 
length between C5 and C12 and the stabilization of ZrO2 particles occurs upon the 
addition of carboxylic acids (C6 to C12).

3.3  Stabilization of ITO Nanoparticles with n-Alkylamines

For the stabilization of ITO nanoparticles, a variety of n-alkylamines with dif-
ferent chain length and added concentrations of the stabilizer in chloroform 
were applied. The TGA measurements plotted in Fig. 4 show strong differences 
between the short-chain stabilizer amylamine (left) and the long-chain stabilizer 

Fig. 4  TGA of ITO nanoparticles stabilized with the short-chain stabilizer amylamine (left) and 
the long-chain stabilizer dodecylamine (right)
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dodecylamine (right). Thereby, the stable particle fractions were precipitated and 
dried prior to the measurements.

The addition of larger amounts of amylamine does not lead to an increase in 
the quantity of organics adsorbed to the particle surface. However, when higher 
amounts of dodecylamine were added to the dispersion, a continuous rise in the 
amount of bound stabilizer is observed. This points to a higher affinity of the long-
chain stabilizer to the particle surface and results in different molar stabilizer-to-
particle ratios required to stabilize 100 % of the particles in the system. In detail, 
the first weight-loss step is attributed to fragile bound volatile solvents; the second 
step is related to the bound stabilizer and the third step reflects the desorption of 
coupled benzyl alcohol from the particle surface [17].

To show the influence of the amount of added stabilizer on the stabilization, a 
range of concentrations were selected. In order to realize constant conditions, the 
amount of stable particles was measured after 24 h stirring in each experiment by 
separating the particle fractions. Figure 5 indicates the stable ITO content in % 
resulting from adding different molar ratios of the stabilizer.

As expected, an increase in the molar ratio leads to a higher amount of sta-
ble particles. In the case of dodecylamime, a value of 0.5:1 (stabilizer:ITO) is 
sufficient to stabilize 100 % of the particles in the experiment. Due to the strong 
influences of the chain length, higher amounts of amylamine are necessary for the 
stabilization. With the addition of 1.5:1 (stabilzer:ITO), around 90 % of the parti-
cles are stable [20].

Furthermore, to demonstrate the influence of the stabilization time, i.e. the 
period from the addition of the stabilizer until the investigation of the sample, the 
amount of stable particles after 5 min is additionally plotted for a molar ratio of 
0.5:1 stabilizer to ITO nanoparticles. For the long chain stabilizer dodecylamine, 
100 % of the particles were stabilized after 5 min stabilization time. In the case of 
the short chain stabilizer amylamine only 50 % of the particles, compared to the 
amount of stable particles after 24 h, could be stabilized [20].

Fig. 5  Fraction of stabilized 
ITO nanoparticles as a 
function of different added 
stabilizer concentrations
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To show the stabilization mechanisms in detail, elemental analysis of the stable 
particle fractions was used to determine the amounts of benzyl alcohol and the 
stabilizer on the particle surface. Figure 6 indicates that, from the original 5 wt% 
benzyl alcohol adsorbed to the particle surface, about 2.5 wt% were desorbed with 
the adsorption of the stabilizer. Depending on the molecular weight of the stabi-
lizer, the amount of bound stabilizer increases with the chain length; the amount of 
bound benzyl alcohol remains approximately constant.

To characterize the binding affinity of the n-alkylamines to the particle sur-
face, isothermal titration calorimetry (MPI Mainz) combined with 13C-NMR (TU 
Braunschweig) was applied. The attachment of the amines was analyzed with  
13C-NMR spectroscopy in order to show the selective interaction of the amine 
group with the particle surface. As an example, the spectrum of dodecylamine in 
deuterated chloroform (left) is compared to the spectrum of dodecylamine-stabi-
lized ITO nanoparticles (right). The presence of the ITO nanoparticles results in 
changed intensity of the signal. The strong shift of the signals 1 and 2 which cor-
respond to the two methyl groups next to the amine group, indicates an interaction 
of the amine with the ITO surface [20] (Fig. 7).

The binding strength between the stabilizer and the particle surface was deter-
mined using isothermal titration calorimetry (ITC). Therefore, the n-alkylamines 
of different chain lengths dissolved in chloroform were titrated with dispersions 
of ITO nanoparticles. Figure 8 shows the calculated enthalpy (ΔH) and entropy 
(TΔS) values for the titration process as well as the free energy (ΔG). Thereby, the 
binding enthalpy ΔH reflects the strength of the interactions between the n-alky-
lamines and the ITO surface relative to those existing with the solvent. In the case 
of the ITO/n-alkylamine systems, a change from enthalpically driven interactions 
to entropically driven interactions can be observed with an increase in the chain 
length. This is because the interactions between the stabilizer and the particle sur-
face become more and more unspecific. Additionally, the increase in the chain 

Fig. 6  Mass of the bound 
organics on the particle 
surface of stable ITO 
nanoparticles as determined 
by elemental analysis for 
stabilizers of different chain 
length
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length involves a decrease of the enthalpic contributions, so that the amine with the 
longest chain, dodecylamine, shows weak enthalpic interactions with the particle 
surface. Compared with the TiO2 reference system, discussed in earlier works [21], 
the enthalpic contribution in the case of the ITO system is much lower, than for 
the TiO2 reference system. Despite the weak interaction, the amino group of the 
stabilizer is still required to achieve the affinity to the particle surface. The addition 
of benzyl alcohol did not result in any detectable enthalpic effects. Details on these 
measurements and their evaluation can be found elsewhere [21].

Despite these weak interactions between stabilizer and particle surface, long-
term stability of the particle system was observed [21]. Re-agglomeration of the 
ITO particles is possible by the addition of an anti-solvent to the particle disper-
sion. To investigate the re-agglomeration of the particles and the thereby incurred 
processes on their surface in detail, the amount of the stabilizer on the surface 
which was detected by solid-state 13C-NMR is compared with TGA. ITO particles 

Fig. 7  13C-NMR spectra of docecylamine in CDCl3 (left) and with dodecylamine stabilized ITO 
nanoparticles (right) [20]

Fig. 8  Gibbs free energy, 
entropy and enthalpy values 
calculated with ITC for 
different chain length of 
n-alkylamines
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stabilized with dodecylamine were precipitated by addition of an organic solvent 
(methanol) and redispersed three times. Figure 9 shows the results of TGA meas-
urements (right) and the content of stable ITO particles before and after a number 
of precipitation-redispersion cycles (left).

The redispersion of the stabilized ITO nanoparticles leads to a decrease in sta-
bility of the nanoparticles, measured as decreased fraction of stable particles after 
the first redispersion cycle. This is due to the weak interactions between the sta-
bilizer and the particle surface, as shown above by the ITC measurements. By 
precipitation and redispersion of the particles, some stabilizer molecules were 
detached from the surface because of the addition of the organic solvent. The 
detachment still small enough to achieve redispersion of the nanoparticles during 
the redispersion steps was verified by TGA and is plotted in Fig. 9 (right). In case 
of the first re-agglomeration step, the amount of bound stabilizer on the surface 
is still sufficient to achieve full redispersion of the nanoparticles. However, after 
three precipitation-redispersion cycles, the amount of coupled stabilizer molecules 
is so low that only 35 % of the particles are stable [20].

To investigate this process in detail, in cooperation Prof. Schmidt, University of 
Paderborn, solid-state 13C-NMR spectroscopy was employed. Figure 10 shows the 
spectra of stabilized ITO nanoparticles after precipitation-redispersion cycles for 
1, 2 and 3 times. The significant peaks are marked as peak 1, for the C-atoms of 
the alkyl chain, and peak 2, to assign benzyl alcohol. As already shown by TGA, 
an increase in the precipitation-redispersion steps leads to a decrease of the bound 
stabilizer on the particle surface. In contrast, the amount of benzyl alcohol remains 
constant over all steps.

In summary, the stabilization of ITO nanoparticles via n-alkylamines depends 
on the chain length and the amount of added stabilizer as well as on the stabi-
lization time. The stabilization is based on the partial desorption of bound ben-
zyl alcohol stemming from the synthesis and the concurrent adsorption of 
n-alkylamines, which only have a weak coordination to the surface. By addition 
of an anti-solvent, the precipitation and subsequent redispersion of the particles 

Fig. 9  Fraction of stable ITO particles (left) and TGA of ITO nanoparticles (right) before and 
after a number of precipitation-redispersion steps
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is possible, but the amount of stable particles decreases with every washing step. 
Nonetheless, the weak coordination between the stabilizer and the particle surface 
results in long-term stability of the ITO system.

3.4  Stabilization of ZrO2 Nanoparticles with n-Carboxylic 
Acids

As a comparative model system, the stabilization of ZrO2 with n-carboxylic acids 
of different chain lengths was investigated. Thereby, we have shown that the car-
boxylic acids bind to the particle surface via a selective interaction between the 
carboxylic acid group and the particle surface. Furthermore, a strong binding 
of the carboxylic acids to the ZrO2 particle surface by the carboxylic group was 
determined by 13C-NMR spectroscopy [17]. To show the influence of the strong 
interaction on the stabilization mechanism, a certain amount of the ZrO2 nanopar-
ticles were stabilized after synthesis under variation of the chain length and the 
added amount of stabilizer. The obtained solid content of stable ZrO2 particles for 
carboxylic acids of different chain length is plotted in Fig. 11.

It should be noted, that due to the effect of the washing treatment, for the inves-
tigated system about 50 % of the ZrO2 particles are stable without the addition 
of any stabilizer. As a result, only a small amount of the stabilizer is required to 
achieve full stability of the nanoparticles (stable fraction of 100 % of the used 
nanoparticles for the investigated setup). For low stabilizer-to-particle ratios, an 
increase in stable particles is registered for the stabilization with the short-chain 
stabilizer hexanoic acid (C6). By using an amount higher than 0.05:1 (stabi-
lizer: ZrO2), almost 100 % of the particles are stable for all investigated carbox-
ylic acids. The differences between the needed amounts of stabilizer to obtain 

Fig. 10  Solid-state 
13C-NMR spectrum of 
redispersed ITO nanoparticles 
after different precipitation-
redispersion steps
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100 % stable particles of both particle systems can be attributed to the fact that, 
in the case of ZrO2, a portion of benzyl alcohol is converted to benzoic acid, so 
that around 50 % of the particles are stable without any addition of the stabi-
lizer. Furthermore, a stronger binding between the stabilizer and the particle sur-
face leads to smaller amounts of needed stabilizer and less influences of the chain 
length on the stabilization process [17].

In order to investigate the adsorption and desorption processes on the particle 
surface in detail, TGA was carried out. Figure 12 shows the results of TGA meas-
urements for the short-chain stabilizer hexanoic acid (right), and the long-chain 
stabilizer decanoic acid (left). For all measured samples, two main steps of weight 

Fig. 11  Fraction of stabilized ZrO2 nanoparticles depending on a variety of stabilizer con-
centration for carboxylic acids of different chain length; Reprinted with permission from [17].  
Copyright 2012, American Chemical Society

Fig. 12  TGA of ZrO2 nanoparticles stabilized with the short-chain stabilizer hexanoic acid 
(right) and the long-chain stabilizer decanoic acid (left); Reprinted with permission from [17]. 
Copyright 2012, American Chemical Society
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loss can be detected. The first step results from weakly-bound volatile solvents; 
the second step occurring at higher temperatures is attributed to the chemisorption 
of benzyl alcohol and its derivatives [17, 18]. Through the addition of the stabiliz-
ers with different chain lengths and in different amounts, an increase in the weight 
loss can be detected with TGA, which proves the presence of the stabilizer mol-
ecules on the particle surface. However, no significant differences are found for 
stabilizers with various chain lengths.

In order to show the influence of the chain length and the amount of added 
stabilizer on the long-term stability of ZrO2 nanoparticles, we analyzed the pro-
duced dispersions via dynamic light scattering after 24 h and 1 month storage. The 
results of these experiments are plotted in Fig. 13 [17].

Above, a change in the particle size distribution after 1 month for a molar sta-
bilizer-to-particle ratio lower than 0.05:1 is detected. Hence, for this system long-
term stability is only achieved after the addition of higher amounts of stabilizer 
(i.e. molar ratio of 0.05:1 or higher) [17]. Furthermore, with the stabilization of 
ZrO2 nanoparticles depending on the strong bindings, an unlimited number of pre-
cipitation-redispersion cycles are possible.

In conclusion, the long-term stability of ZrO2 is achieved only after addition of 
a minimum concentration of a carboxylic acid as stabilizer. Thereby, no signifi-
cant difference between stabilizers with different chain lengths could be identified. 
The peculiar surface chemistry of the ZrO2 nanoparticles after the synthesis may 
explain the low amounts of needed stabilizer.

3.5  Modelling of Nanoparticle Stabilization

To predict the stabilization of nanoparticles by post-synthetic addition of sta-
bilizers, an empirical model to describe the stabilization mechanisms on the 

Fig. 13  Particle size distribution curves of stabilized ZrO2 particles analyzed after 24 h (left) 
and after 1 month (right); Reprinted with permission from [17]. Copyright 2012, American 
Chemical Society
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particle surface was developed. As shown in Figs. 5 and 11, the content of sta-
ble particles depends on the concentration of the stabilizer and reaches a satura-
tion, which we postulate to be related to the saturation of stabilizer at the particle 
surface, to be mathematically expressed using the Langmuir equation. Following 
this equation, originally developed to describe the sorption of gas molecules on 
the surface of solid materials, but also being applicable to describe processes at 
solid-liquid interfaces, the ratio of stable particles as stability criterion was calcu-
lated. This is based on the assumptions that the stabilizer is chemically adsorbed 
as a molecular layer and that all binding sites are equal, so that only one mol-
ecule can be adsorbed to one binding site. The adsorption of the stabilizer more-
over requires the desorption of benzyl alcohol and that there is no interaction 
between the molecules. Hence, the stability value (z) is a function of the maxi-
mum solid content (ms) 

[

mass of the stable particle fraction
total mass of all particles

]

 and the relative concentration 

(x) 
[

concentration stabilizer
concentration particles

]

 of the used stabilizer. Thereby, the stability value can be 

described as the success of the stabilization, which reflects the maximum amount 
of particles which were stabilized to the primary particle size. Based on this func-
tion, the efficiency (Es) of the respective stabilizer can be assessed and character-
izes the potential of the particle-stabilizer system to achieve ideally 100 % stable 
particles by addition of a minimum stabilizer concentration. To be able to extend 
the model arbitrarily, the factor c as a function of the molecular weight, the time as 
well as the temperature was established.

Figure 14 shows the stability value, which is the solid content of the stable frac-
tion, plotted over the concentration of the added n-alkylamines. To capture the 
influence of the chain length, the stability value was determined for different 
n-alkylamines. Furthermore, the maximum solid content as well as the efficiency 
are shown as functions of the molecular weight (chain-length) for a stabilization 

stability value(z) = maximum solid content (mS) ·
concentration (x)c

concentration (x)c + 1
/

efficiency (ES)

Fig. 14  Stability criterion for different stabilizers (left) and the efficiency of the systems 
depending on the molecular weight (right)
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time t → ∞. Therefore, the maximum solid content is constant for all stabilizers 
and equals 1.

Due to the high number of free binding sites the solid content of the stable frac-
tion increases almost linearly for low stabilizer concentrations. With an increase 
in the stabilizer concentration, the adsorption of the stabilizer and the desorption 
of the benzyl alcohol is hindered by conformational degrees and a decrease in free 
binding sites. This leads to a limitation of the diffusion and results in the forma-
tion of a plateau. As this plateau is reached, the stability criterion of 100 % stable 
particles is fulfilled. This is also shown in the efficiency of the different stabilizer 
systems (Fig. 14 right). Due to the strong influence of the chain length, the short-
chain stabilizer amylamine shows a lower efficiency than the long-chain stabilizer 
dodecylamine. Combined with the results from ITC, the efficiency of the ITO/sta-
bilizer systems is plotted over the free energy of stabilizer binding as shown in 
Fig. 15.

As already demonstrated in Fig. 8, the entropic effect and, thereby, the free 
energy ΔG of the whole system increases with longer chains. The correlation of 
the free energy to the efficiency of the system provides a comprehensive indica-
tion of the influences of dynamic and kinetic processes on the particle surface. 
The efficiency resembles the influences of the properties of the stabilizer mole-
cules (chain-length, functional group, concentration); through ITC, influences of 
the binding strength could be coupled with the influence of solvent effects and the 
change of conformational degrees (entropic effects).

To compare both particle systems, the model was applied to the ZrO2 system. 
In contrast to ITO, the stabilization of ZrO2 is based on the addition of carboxylic 
acids. Furthermore, around 50 % of the particles are stable without adding stabi-
lizer molecules; meaning that lower concentrations of the stabilizer are needed to 
achieve the stability value of 100 % stable particles. Figure 16 shows the imple-
mentation of the stabilization criterion on the stabilization process of ZrO2 for  
carboxylic acids with different chain lengths.

Fig. 15  Efficiency of the 
stabilization mechanism in 
relation to ΔG
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Due to the strong interactions between the stabilizer and the particle surface, 
the stabilization is controlled by the amount of the stabilizer rather than the chain 
length of the stabilizer. Consequently, higher solid content and a sharper linear 
increase of the stability value for low stabilizer concentrations were achieved. 
This results in a higher efficiency with approximately 100 % stable particles in the 
ZrO2 system and can be attributed to higher binding strength between the stabi-
lizer and the particle surface in comparison to the ITO system.

To predict the stability value of different systems, a 3D plot based on the con-
centration, stability value and the molecular weight can be used and is shown in 
Fig. 17 for the ZrO2 system.

The correlation of these parameters shows which factors are predominant for 
the stabilization. Furthermore, other parameters, such as the temperature, the 

Fig. 16  Stability criterion for different carboxylic acids (left) and the efficiency of the systems 
depending on the molecular weight (right)

Fig. 17  3D plot of the 
stability value depending on 
the concentration and the 
molecular weight of the ZrO2 
system
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additional presence of different organics on the surface and the nature of the dis-
persion medium or different stabilization times, can be considered and extended 
via the empirical model.

4  Conclusion

The stabilization of metal oxide nanoparticles by addition of small-molecule 
stabilizers in a post-synthetic treatment was studied. By comparing two model 
systems, ZrO2 and ITO, a number of differences between the stabilization mecha-
nisms were elucidated. To stabilize ITO nanoparticles, weak interactions between 
the n-alkylamines and the particle surface were shown to be sufficient to achieve 
long-term stability of the system. Thereby, the stabilization depends on the con-
centration and the chain length of the stabilizer as well as on the stabilization time. 
Additionally, the stabilization of the particles is only achieved after some fractions 
of benzyl alcohol are desorbed. This interaction between the adsorption of stabi-
lizer and the desorption of benzyl alcohol determines the stabilization mechanism.

In the case of ZrO2 strong bonds between the stabilizer and the surface were 
detected and resulted in a higher efficiency of the system. In essence, the stabiliza-
tion of ZrO2 nanoparticles depends on the concentration of the added stabilizer to 
achieve long-term stability. Furthermore, due to the strong bonds a full redisper-
sion of the particles is possible.

The differences between the stabilization mechanisms in the two systems may 
be explained by the formation of benzoic acid on the ZrO2 surface as well as on 
the different binding strength, strong binding between the carboxylic acids and 
the ZrO2 nanoparticle surface and weak interactions between the n-alkylamines 
and the ITO particles. Despite these differences, the developed empirical model 
can be used, to describe and predict surface processes and influences on the sta-
bilization mechanism for different particle systems. Depending on the selected 
parameters, different influences, such as the temperature or the stabilization time, 
can be considered and implemented in the model. This allows arbitrary considera-
tions of the model to predict particle-stabilizer-solvent interactions in a complex 
organic environment typical for nanoparticles prepared in hot organic media. In 
future the applicability of the model for different stabilization processes should 
investigate.
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Abstract Experimental and three-dimensional numerical simulation studies 
on convective drying of gels are presented in this chapter. As a physical model 
of a real gel, highly porous particle aggregates are produced by sintering of glass 
beads inside a graphite mold. A lab-scale X-ray microtomograph is used to per-
form a series of drying experiments with loose packings of sintered glass beads 
(mean diameter 700 μm) initially saturated with water. The reconstructed images 
(voxel size 16 μm) are analyzed to obtain the time evolution of the solid, liquid, 
and gas phase distributions during convective drying. A computational tool based 
on the volume-of-fluid approach is developed to simulate the liquid distribution 
over time at the microscopic scale in this model particle aggregate, which is sub-
jected to convective drying. The simulated liquid phase distributions are found to 
be in good qualitative agreement with the experimental results. The major physi-
cal effect of capillary flow from large pores into small pores is easily recognized: 
large pores dry out first while small regions of the void space stay saturated with 
liquid. In addition to these pore-scale studies, resorcinol-formaldehyde (RF) 
hydrogels are synthesized by sol-gel polycondensation of resorcinol (R) with for-
maldehyde in the presence of sodium carbonate as a catalyst (C). The mechanical 
effects (cracks and shrinkage) in RF gels with three different R/C ratios and three 
different aging times are studied. The results show that the degree of shrinkage 
drastically increases with decreasing R/C ratio and also that the degree of shrink-
age is slightly reduced by longer aging.

A. Kharaghani (*) · E. Tsotsas 
Thermal Process Engineering, Otto von Guericke University,  
4120, 39016 Magdeburg, Germany
e-mail: abdolreza.kharaghani@ovgu.de

C. Kirsch 
Institute of Computational Physics, Zurich University of Applied Sciences,  
Wildbachstrasse 21, 8401 Winterthur, Switzerland

T. Metzger 
BASF SE, GCP/TT-L540, 67056 Ludwigshafen, Germany



94 A. Kharaghani et al.

Keywords Resorcinol-formaldehyde hydrogels · Mechanical deformation · Phase  
distribution · Volume-of-fluid method · X-ray microtomography

Nomenclature

F   Force (N)
f   Volume fraction (-)
h   Mesh size (m)
n   (unit) normal vector (-)

Greek letters

α, β   Scaling parameters (-)
θ   Contact angle (rad)
κ   Curvature (1/m)
σ   Surface tension (N/m)

Subscripts and superscripts

c   Capillary
eq   Equilibrium
g   Gas
s   Solid
w   Liquid (water)

1  Introduction

Dry gels are nanoporous materials with outstanding physical properties, such as 
high porosity, large specific surface area, low thermal conductivity, low sound speed 
etc. The production of these gels with high quality is a great challenge that has 
led to an accumulation of both theoretical and practical knowledge by numerous 
research projects. In the research literature, various methods have been employed 
to produce dry gels (see Fig. 1): The supercritical drying technique is tradition-
ally used to produce aerogels [1]. This drying route allows the liquid to be slowly 
dried off without causing the delicate solid matrix in the gel to collapse under cap-
illary stress. While the solid structure of the gel sample stays intact during super-
critical drying, the process needs to be performed at particular operating conditions 
and is thus rather slow, complex and expensive. Cryogels can be obtained by 
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costly freeze-drying [19] during which, however, the gel structure may collapse, 
 particularly in the freezing stage of the process. Besides these traditional gel drying 
methods, xerogels have been produced by vacuum drying [10]. Microwave drying 
has also been used to produce xerogels [32] and the measurement results have been 
compared with freeze-drying; the drying time is tremendously reduced for samples 
dried by the microwave technique, but freeze-drying yielded samples with better 
structural quality. Later, microwave drying has been combined with ultrasonic irra-
diation resulting in dry gels with improved porous properties [31].

Since the above-mentioned drying routes need to be conducted at specific tem-
perature and pressure conditions, they are rather expensive and of limited use 
for large-scale production. Convective (evaporative) drying might be an alterna-
tive technique as it can be carried out under standard atmospheric conditions. 
However, convective drying is not yet suited to produce monolithic dry gels, 
because the receding liquid-gas interface in micron and sub-micron sized pores 
causes high stress in the solid network throughout the drying process, which 
results in shrinkage [25] and also damage [11] of the material. An extensive study 
done by Brinker and Scherer [3] on the convective drying of gels provides a good 
basis for understanding structural damage and for exploring possibilities to prevent 
it. Nevertheless, a better quantitative understanding of mechanical effects during 
convective drying may lead to an extended range of applications for this inexpen-
sive and safe drying process.

Several attempts have been made so far in order to understand the drying char-
acteristics of porous material, bringing forward various modeling approaches. 
Continuum models have been widely used to describe the drying of deformable 

Fig. 1  Different routes for gel drying illustrated in the phase diagram. In freeze drying the liquid 
solvent is replaced by gas via freezing and subsequent sublimation. In convective drying the replace-
ment occurs via direct evaporation, whereas in supercritical drying the liquid solvent is first brought 
to the supercritical state by heating under pressure and then to the gas state (taken from [23])
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porous media. Generally in these models, the gel properties are expressed as a 
function of effective parameters, and partial differential equations representing 
mass, heat and momentum balances are solved by efficient numerical techniques. 
For example, Léonard et al. [21] developed a thermo-hygro-mechanical coupled 
model for the convective drying of resorcinol-formaldehyde gels where the liquid 
transport in the (fully saturated) gel is described by only the diffusion equation 
with a constant effective diffusion coefficient. Cáceres et al. [4] developed a more 
fundamental model based on volume averaging that provides a physically cor-
rect description of the fluid transfer. In these macroscopic models, however, local 
structural information is lumped into effective parameters, and the micro-scale 
transport phenomena are obscured in the model equations.

In order to retain this pore-level information, which may also be essential in the 
design of a production process for special materials, a modeling approach based on 
discrete pore and particle networks has been developed. In this approach, the void 
space of a particle aggregate is represented by a network of cylindrical pores, and 
all relevant fluid transport phenomena are directly modeled at the pore level [22]. 
The solid phase is represented by a network of spherical primary particles, which 
are bonded at the inter-particular contacts. The capillary forces are computed over 
time from the filling state of the pores and applied as loads on each particle, using 
the discrete element method [5], in a one-way coupling scheme (liquid → solid). 
First simulation results of the micro-mechanical behavior of compact particle 
aggregates during drying obtained by this approach have been shown in [12].

Pore network models, however, are not suited for the approximation of the void 
space of highly porous particle aggregates such as gels. The two main reasons for 
this are: (1) the assumption of purely axial liquid flow cannot be justified in large 
pores and (2) the pore network would need to be continuously updated to account 
for the motion of the solid phase.

In order to compute the dynamics of the liquid-gas phase boundary in spatially 
complex porous structures, other numerical techniques such as the volume-of-fluid 
(VOF) method should be used instead [7]. The VOF method relies on a description of 
the spatial distribution of the phases by time-dependent volume fractions defined in 
each cell of the computational grid. This method has already been utilized to simulate 
problems involving highly complicated free surface flow such as, capillary condensa-
tion [27], formation of gas cavities [28], and layering growth in wet granulation [29].

In this work, X-ray microtomography (μ-CT) is used as an experimental coun-
terpart to the simulations. μ-CT is a powerful non-invasive and non-destructive 
imaging technique that is able to provide a 3D image of a scanned object from a 
series of X-ray projections. It is based on X-ray absorption, which can be quanti-
fied by an attenuation coefficient (or mass absorption coefficient). This coefficient 
depends on the material density, atomic number, and thickness (for more details 
on μ-CT principles, see [24]. Attenuation values are represented in 3D images as 
gray values in discrete volume elements (voxels). Discrimination of the individual 
phases within an image (i.e., solid, liquid, and gas) is achieved by thresholding, 
which denotes a process of converting a gray-scale image to a binary image by 
identifying populations in the image based on their intensity values.
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μ-CT is popular across several disciplines related to drying and is used, e.g., in 
the analysis of cracks and shrinkage of soft materials [20], and in the investigation 
of the geometrical structure of liquid inside a particle aggregate made of spherical 
glass beads [26]. A review of the major applications of μ-CT in many different 
fields of research and, in particular, in the area of granular and porous materials 
can be found in [24].

In the present chapter, model particle aggregates made of glass beads were pro-
duced. In order to obtain highly porous structures, small assemblies of glass beads 
were first sintered and then packed into a cylindrical container. μ-CT was then 
used to study the phase distributions in these particle aggregates during drying. 
For the numerical simulation, the 3D pore-scale representation of highly porous 
aggregates including interactions between all three phases (solid s, liquid l, and 
gas g) is addressed. Phase distributions are represented by volume fractions in a 
Cartesian grid, and a volume-of-fluid technique is used to track the interfaces dur-
ing drying. Local evaporation rates at the liquid-gas (lg) interface are obtained 
from a finite difference simulation of the vapor diffusion in the gas phase. The 
motion of the lg interface is governed by (volume-preserving) mean curvature 
flow, which has been implemented in an iterative numerical scheme: In a quasi-
static approach which resolves only the (slow) evaporation time scale, liquid is 
removed according to the local evaporation rates computed from the solution of 
a vapor diffusion problem in the gas phase. The remaining liquid is subsequently 
allowed to relax to capillary equilibrium. This chapter ends with results from lab-
scale drying experiments performed on resorcinol-formaldehyde (RF) hydrogel 
samples. The influence of aging (curing) on shrinkage and crack formation of gel 
samples is studied.

2  X-Ray Microtomography of Sintered  
Particle Aggregates During Drying

2.1  Materials and Experimental Set-up for Drying

Highly porous model particle aggregates were produced by sintering glass beads 
in a mold (Fig. 2a) made from graphite, which has a low thermal diffusivity and 
does not bond with the glass when heated. The sintering is done in an oven at 
600 °C for 7 min. These conditions should be chosen depending on the type of 
glass used: the temperature must exceed the glass transition limit but remain below 
the crystallization point. The sintered particle structures (Fig. 2b) were used to cre-
ate highly porous packings in a cylindrical tube made of PMMA with a diameter 
of 8 mm (Fig. 2c).

μ-CT measurements were taken with the cone beam X-ray tomography scan-
ner CT-ALPHA (manufactured by ProCon, Germany). The X-ray source oper-
ates at voltages up to 160 kV with 15 W of power. The detector is a 2300 × 2300 
pixel sensor with 16 bit grayscale resolution. The maximum spatial resolution 
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of the device is <1 μm. For the measurement, the sample is placed on a rotating 
holder between the X-ray source and the detector. X-rays are attenuated as they 
pass through the sample; the extent of this attenuation is proportional to the local 
mass density, and this yields a gray-level transmission image on the detector side. 
Images obtained at different rotation angles are used to reconstruct a three-dimen-
sional map of the attenuation coefficient within the sample, which then provides 
insight into its microstructure.

2.2  Image Acquisition and Data Processing

For the image acquisition by μ-CT, X-ray parameters such as voltage, filter set-
tings and exposure time were adjusted with reference to the systems analyzed, 
in order to obtain the best possible image contrast. The images were acquired at 
90 kV and 160 mA, and 800 different projections were considered in a full scan. 
The tube was covered by a layer of aluminum of 1 mm thickness in order to 
reduce beam hardening effects [24].

In addition to a suitable selection of parameters during image acquisition, 
extensive corrections were also necessary during image reconstruction in order to 
minimize a variety of artifacts, including misalignment of the sample rotation axis, 
beam hardening, motion and ring artifacts. A histogram of normalized gray values 
together with a slice of the reconstructed 3D grayscale image for a model glass 
bead aggregate is shown in Fig. 3.

The three phases (gas, liquid, and solid) can be discriminated from the contrast 
in the gray values: for the scan shown in Fig. 3, we assign voxels with gray values 
<0.05 to the gas phase, voxels with gray values >0.2 to the solid phase, and values 
in-between to the liquid phase. These thresholds can be determined automatically 
from the gray value histogram. The process yields a segmentation of the image 
into three regions corresponding to the three phases, so that the geometry of the 
sample can be analyzed.

Fig. 2  a Graphite mold used for sintering, b resulting glass bead structures and c packed bed of 
particles with sample holder
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After segmentation of the phases, median filtering and morphological opera-
tions were applied to eliminate artifacts. Air bubbles inside the particles were 
removed by a sequence of erosion and dilation operations. The center coordinates 
and radii of the particles were determined by the preflooded watershed algorithm. 
All image processing and analysis steps were performed using the MAVI software 
package developed at Fraunhofer ITWM [6].

Figure 4a shows phase distributions in a cross section of a drying glass bead 
structure. The microstructure geometry of the solid phase and the evolution of the 
liquid phase during drying are clearly visible. A corresponding 3D visualization is 
presented in Fig. 4b. The major physical effect of capillary flow from large pores 
into small pores is easily recognized: large pores dry out first whereas smaller 
regions of the void space stay saturated with liquid.

Fig. 3  A histogram of normalized gray values together with a slice of the reconstructed 3D 
grayscale image of a model glass bead aggregate. The peaks correspond to the gas, liquid and 
solid phases (from left to right)

Fig. 4  a Cross section of 3D tomograms for a packing of sintered glass beads at various liquid 
saturations and b 3D visualization of a partially saturated sintered particle aggregate
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3  Liquid Distributions in a Drying Particle Aggregate 
Simulated by the Volume-of-Fluid Method

The solid phase of the gel is represented by an aggregate of spherical solid parti-
cles, which is initially saturated with liquid, and the major simulation goal is to 
compute the capillary forces on the particles during convective drying, as well 
as the effect of these forces on the aggregate structure. As a crucial first step, the 
time evolution of the liquid distribution in the drying particle aggregate has to be 
computed. For this purpose, the three-dimensional space is discretized into a fixed 
grid of voxels, which contain time-dependent volume fractions of the three phases 
(solid, liquid, and gas volume fractions fs, fw and fg), as illustrated in Fig. 5.

Initially, the void space between the particles is completely filled with liq-
uid (fg = 0 for all voxels). Evaporation from the liquid-gas interface and liquid 
relaxation into capillary equilibrium are then computed in an alternating sequence. 
For this simulation we assume a scale separation in time, i.e., that the evapora-
tion occurs on a much slower time scale than the liquid motion. We resolve only 
the evaporation time scale, which yields a quasi-static approach: in each evapo-
ration step, liquid is removed according to the local evaporation rates computed 
from the solution of the vapor diffusion problem in the gas phase. Then the liquid 
is relaxed to the capillary equilibrium by volume-preserving mean curvature flow. 
This quasi-static approach is in contrast to a fully dynamic simulation (via com-
putational fluid dynamics), but may come with considerably lower computational 
cost. Evaporation is modeled by vapor diffusion in the gas phase, with a no-flux 
condition at solid-gas interfaces and equilibrium vapor pressure imposed on liq-
uid-gas interfaces (for more details, see [15]). The equilibrium liquid distribution 

Fig. 5  Concept of the volume-of-fluid method for convective gel drying simulation. The figure 
shows a partially dried particle aggregate, a portion of the voxel grid as well as quantities used 
in the simulation: the phase volume fractions fs (solid), fw (liquid), fg (gas), from which single-
phase, two-phase and three-phase cells can be distinguished, the outward-pointing unit normal 
vectors of the solid and liquid phases (ns, nw), the contact angle θ, the mean curvature of the 
liquid-gas interface κ and the capillary forces Fc (taken from [23])
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has to fulfill the contact angle condition nw · ns = cosθeq at all three-phase bound-
aries and, in each liquid cluster, uniform mean curvature of the liquid-gas interface 
(∇κ = 0). The outward unit normal vectors ni and the mean curvature of the liq-
uid-gas interface κ are computed from the phase volume fractions as ni = −

∇fi

|∇fi|
 

and κ =
1
2
∇ · nw, respectively, incorporating a Gaussian smoothing step [16].

The interface dynamics, i.e., the geometrical redistribution of the liquid to 
attain capillary equilibrium, is now described by the concept of volume-preserving 
mean curvature flow [2]: the normal velocity of the liquid-gas interface is given by 
the deviation of its local mean curvature from the cluster average κ̄. This method 
has been shown to work successfully for two-phase problems: a liquid cube trans-
forms into a liquid sphere of equal volume [15].

Since the condition of uniform curvature has to be satisfied in each liquid clus-
ter separately, a cluster labeling routine based on the Hoshen-Kopelman algorithm 
[8] has been implemented. During the redistribution of liquid, clusters may split or 
merge, so that periodic re-labeling is necessary. In this way, topological changes in 
the liquid phase are conveniently handled.

For the interaction with the solid phase, new rules for the redistribution had 
to be developed. The equilibrium contact angle condition does not provide any 
insight into the dynamics of the contact line motion and, moreover, the micro-
scale phenomena in the vicinity of a moving contact line are not well understood 
even from a physical point of view. Therefore, we made the heuristic argument 
that the liquid velocity at the three-phase boundary should be tangential to the 
solid surface, orthogonal to the contact line and proportional to the deviation from 
the equilibrium contact angle. The liquid velocity in the three-phase cells is thus 
proportional to 

(

cosθeq − nw · ns
)

(nw − (nw · ns)ns). This vector points out of 
the liquid phase if the current contact angle, arccos(nw · ns), is greater than the 
equilibrium contact angle, indicating that the velocity has the correct sign. Two 
weighting parameters α, β > 0 have been introduced in the code to balance the two 
competing dynamics in the liquid-gas and three-phase cells, respectively:

Additionally, volume conservation has to be assured, which is not trivial in 
the three-phase case (in liquid-gas problems without solid, Gauss’s divergence 
theorem can be used). Since the sum of all “desired” volume fraction changes 
f oldw − f neww  computed from (1), (2) is not zero in general, the individual changes 
are corrected for liquid volume conservation by a routine, which is designed to 
prevent sign changes of f oldw − f neww  in three-phase cells.

This updating is applied iteratively, and the liquid normal vectors and mean 
curvatures are recomputed in each step, until the interface velocities are smaller 
than a prescribed threshold. A similar approach has been used by Štěpánek and 
Rajniak [30] to simulate the wetting of particles with a rough surface. Notice that 

(1)f neww = f oldw + α(κ − κ̄) in liquid-gas cells,

(2)f neww = f oldw + β
(

cos θeq − nw · ns
)

in three-phase cells.
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(1), (2) is not meant to yield a representation of the true fluid dynamics; instead, it 
is designed to reach the capillary equilibrium quickly.

The above changes leave the set of interface cells unchanged, which would 
only allow for very small liquid displacements. Larger changes are reflected 
in unphysical liquid fractions, fw > 1−fs or fw < 0, and require passing liquid to 
neighboring cells or taking it from them. This is done by a local redistribution rou-
tine [18], which is less computationally expensive than a global routine. The basic 
idea is to go through the neighbors of a particular cell in a certain order (described 
below) and to check for each of them whether they can accept/donate liquid. If 
yes, liquid is passed to/taken from this cell and the over-/underflow in the center 
cell is reduced accordingly. This procedure is repeated for other neighbor cells as 
long as necessary; remaining over-/underflow is discarded. We notice that this last 
step does not satisfy the volume conservation constraint, but the scaling parame-
ters α, β allow us to bound the maximum over-/underflow and make liquid volume 
loss/gain in the redistribution step arbitrarily small.

The order in which neighbors of a given cell are considered for liquid  distribution 
is obtained by sorting them according to the scalar product of the liquid velocity v 
with (normalized) vectors connecting the cell centers (see Fig. 6). From now on, we 
describe the situation for the case of overflow (fw > 1−fs) only, but the redistribution 
strategy is similar in the case of underflow, with just the signs reversed.

The idea is that for liquid-gas cells, liquid should be redistributed in such a way 
that the change in local mean curvature is minimal, because otherwise the redistri-
bution would counteract the mean curvature flow, and convergence to equilibrium 
would deteriorate. In Fig. 7, we illustrate two different redistribution strategies for 
liquid-gas cells: at left-hand side, the liquid volume fractions for a cell (with an 
overflow 0.4 and liquid velocity v pointing upwards) and its neighbors are shown. 
In the upper right hand-side strategy the liquid is redistributed to the neighbor 
cells in the order from 1 to 8 (cf. Fig. 6), whereas the lower right-hand side strat-
egy addresses the neighbors in the order from 8 to 1. Following the goal of mini-
mal change in local mean curvature, we choose the upper strategy (green arrow), 
which also results in a smaller total variation of the liquid volume fractions.

For three-phase cells, however, it is advantageous to use the opposite strategy, 
i.e., to pass liquid to neighbors in the order from 8 to 1, since we would like the 
liquid to creep along the solid surface, so that the equilibrium contact angle is 

Fig. 6  Neighbor cell order 
for liquid redistribution (in 
3D, every interior cell has 26 
neighbors)
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rapidly attained. This is illustrated in Fig. 8. (Notice that the redistribution strate-
gies, illustrated here in 2D, are actually implemented in 3D.)

Several test problems have been solved numerically, in order to show that the 
algorithm can adequately describe the liquid relaxation into capillary equilibrium, 
e.g. the relaxation of a flat meniscus in a cylindrical solid tube containing a spheri-
cal solid particle (Fig. 9) and the relaxation of a cubic liquid block between two 
(immobile) solid spheres. In Fig. 10, binary liquid bridges of different liquid vol-
ume corresponding to the latter case are shown as smoothed surfaces. These tests 
verify the correctness of our simulation approach.

The following example simulation [14] is based on the µ-CT measurements 
described before. This measurement yields the initial configuration of the solid 
phase comprised of 192 glass-bead particles in a cylindrical container. The solid 

Fig. 7  Overflow 
redistribution illustration  
(in 2D): liquid-gas cell 
strategies (the upper one  
is chosen)

Fig. 8  Overflow 
redistribution illustration 
(in 2D): three-phase cell 
strategies (the upper one is 
chosen)
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phase was assumed to be static with an approximate porosity of ~0.83. The whole 
domain including the sintered primary particles and the cylindrical container is 
discretized with a voxel mesh of 90 × 90 × 94 cells. Initially, the particle aggre-
gate is fully saturated with liquid, and evaporation starts from the top face.

The liquid phase distribution over time obtained from the numerical simulation 
is shown in Fig. 11: At the onset of evaporation, a curved meniscus develops inside 
the cylinder and recedes. Upon further evaporation, capillary effects become clearly 
visible: large pores dry out earlier, while small pores stay saturated for a longer 
time. In order to study the effect of wettability, another simulation with the same 
particle packing but with a different value of the equilibrium contact angle has been 
performed, see Fig. 12. By comparing these two figures, one can see that the capil-
lary effects are clearly more pronounced for smaller equilibrium contact angle.

Fig. 9  Drying simulation of a circular cylinder containing a spherical solid particle. Shown is the 
liquid distribution for different saturations, as well as the vapor pressure isolines in the gas phase

Fig. 10  Binary liquid 
bridges with different 
volume, cosθeq = 0.95, 25 
voxels per sphere radius 
(from [17])
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Fig. 11  The liquid distribution during drying in a sintered particle aggregate for a small 
 equilibrium contact angle: cosθeq = 0.95. The mesh resolution used for the computation is 10 
cells per particle diameter. The aggregate liquid saturation decreases row-wise from left to right

Fig. 12  The liquid distribution during drying in a sintered particle aggregate for a large 
 equilibrium contact angle: cosθeq = 0.5. The mesh resolution used for the computation is 10 cells 
per particle diameter. The aggregate liquid saturation decreases row-wise from left to right
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3.1  Capillary Force Computation

After implementing the algorithm for liquid relaxation, the capillary forces were 
addressed. For every particle, there may be two contributions to the net force: on 
the one hand, the capillary pressure force that acts on the wet solid surface (solid-
liquid (sl) interface) and is proportional to the mean curvature of the liquid cluster 
(via pg − pw = 2σκ)

(note that several liquid clusters with different mean curvatures may be attached 
to one particle), and on the other hand the (direct) surface tension force along the 
three-phase contact line (solid-liquid-gas (slg) interface)

The vector under the integral in Eq. (4) is tangential to the liquid-gas interface, 
orthogonal to the three-phase contact line, and it points out of the solid; it is nor-
malized by the square root expression. (Again, different clusters attached to the 
same particle may contribute.)

In a first trial, we set the wet areas in all contributing liquid-solid and three-
phase voxels to h2 (where h denotes the edge length of the voxels)— corresponding 
to a SLIC (Simple line interface calculation) approximation—and the contact line 
lengths in all three-phase voxels to h. However, when the resulting capillary forces 
did not show the expected behavior (some were pointing out of the liquid, for 
example), a more refined strategy for area and line approximation was developed, 
which is described below [13].

First, by rotation and reflection, we bring the solid normal vector ns = (nx ny nz) 
into the cone nx ≤ ny ≤ nz; then, it is approximated by one of the main directions 
[0 0 1], 1/

√

2 [0 1 1], or 1/
√

3 [1 1 1]. By this, we allow for 26 different direc-
tions in total. Next, an interface plane with surface normal in this main direction is 
placed into the cell at a position determined by the solid phase volume fraction fs. 
For the three-phase cells, the liquid normal vector nw is approximated by one of the 
six main directions (SLIC) and a corresponding liquid-gas interface plane is placed 
into the cell so that the liquid volume fraction fw is correct. For this approximation, 
the wet area and contact line length are computed (this may require the solution of a 
quadratic or cubic equation). Figure 13 gives an example of one three-phase cell and 
shows the approximation of the wetted area of a solid sphere that is half immersed 
into the liquid, indicating a reasonable approximation. Depending on the orientation 
of the liquid half-space (both ϑ and ϕ have been varied in the range of 0°, 9°, 18°, 
27°, 36° and 45°), the approximated wetted area was slightly too small (up to −4 %) 
and the approximated contact line length ranged between −15 % and +37 % of the 
true value. For a better approximation, more lattice directions should be allowed for 
the orientation of nw, which requires additional effort in code development.

(3)Fsl = 2σκ ·

¨

ns

(4)
Fs lg =

σ
√

1− cos2 θeq

·

ˆ

(

ns − nwcosθeq
)
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As another test problem, we simulated the relaxation of a liquid droplet on a 
solid plane with variable rotation with respect to the spatial discretization (again 
with angles ϑ and ϕ as above) as illustrated in Fig. 14. In this case, the capillary 
pressure force points into the solid plane and is compensated by the surface tension 
force, which points outward. Exact values for the mean curvature of the liquid-
gas interface, wet area and contact line length can be calculated analytically in this 
case. The approximate area contribution to the force (Eq. 3) was within −26 % and 
+49 %, and the approximate contact line contribution (Eq. 4) within −26 % and 
+37 % of the exact values. (The maximum uncompensated force was 39 %.)

4  Structural Changes of RF Hydrogels  
During Convective Drying

The resorcinol-formaldehyde (RF) hydrogels are produced according to the fol-
lowing recipe: First, resorcinol (R) and formaldehyde are mixed at a molar ratio of 
1:2 in the presence of a sodium carbonate catalyst (C), the amount of which is var-
ied for different samples. The role of the sodium carbonate is to tune the pH value 
of the solution [9]. Then, the solution is heated up inside a closed container to 

Fig. 13  Approximation of a a three-phase cell with nw = 1/
√

3 [−1−1 1] and ns = [0−1 0] and 
b a half-wetted solid sphere, ϑ = 18° (wet area in blue, dry area in gray, contact line in bold black)

Fig. 14  Liquid droplet on a solid plane with varying orientation with respect to the spatial 
 discretization a ϑ = 0°, ϕ = 0°, b ϑ = 45°, ϕ = 18°, c ϑ = 45°, ϕ = 27° (liquid cells in blue, 
solid-gas interface cells in gray, three-phase cells in red; cosθeq = 0.5)
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70 °C such that it forms a stable cross-linked gel. The necessary time for gelation 
is determined visually and varies with the R/C ratio. After gelation, the samples 
are aged in the mother liquor for a certain time. In this way, cylindrical gel sam-
ples have been prepared with a volume of approximately 1.5 ml (diameter 20 mm 
and height 12 mm) and a mass of approximately 2.5 g. The wet monolithic sam-
ples were dried under different air velocities and temperatures.

For this purpose, a dryer was designed specifically for the small individual 
 samples (see Fig. 15). The drying air is fed from the laboratory compressed air 
 network via a mass flow controller to adjust its flow rate (between 2.5 and 50 l/min); 
it is then heated to the desired temperature (between 25 and 80 °C) and directed to the 
drying tunnel. Through a hole, the gel is positioned inside this tunnel and  supported 
by a holder, which itself is mounted on a precision balance (Sartorius-LC3201D; 
0.1 mg accuracy, data acquired every minute). The sample surroundings are such that 
drying can occur on the whole external surface except the bottom  surface; the  drying 
air velocity was between 0.363 and 1.5 m/s. Besides the  continuous recording of 
the sample weight, the shrinkage is monitored by a CCD camera installed above the 
 sample taking a picture every minute. At the end of the convective drying process, the 
gel samples were dried in an oven at 105 °C for 24 h to  determine their dry solid mass 
which is needed as a reference value for the evolution of the  liquid mass or moisture 
content over time.

4.1  Shrinkage and Cracks: Influence of Aging Time

Figure 16 shows shrinkage curves for RF gels with three different R/C ratios, 
each of which have been aged for three different durations. The sample volume 
is normalized with the initial value (V0) and plotted as a function of normalized 

Fig. 15  Dryer setup for convective drying of RF gels
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water content, W/W0. All curves are obtained for identical (low-rate) drying con-
ditions. It can be clearly seen that the degree of shrinkage drastically increases 
with decreasing R/C ratio. This is because a low R/C ratio produces a gel with 
smaller primary particles resulting in larger capillary forces. As a second result, 
we may state that by longer aging the degree of shrinkage can be slightly reduced. 
Since the solid bridges between primary particles may grow during aging, they are 
expected to withstand stronger capillary forces resulting in less shrinkage of the 
samples. This latter result complements an earlier publication about the influence 
of aging on microstructural properties [11].

Figure 17 shows photographs of gel samples dried at a high rate. The samples 
with R/C = 300 and aging time 24 and 48 h are completely fragmented after dry-
ing, whereas a monolithic dry sample could be obtained for 72 h of aging time. 
The samples with R/C = 500 remain monolithic for at least 48 h of aging time. 
The samples with R/C = 1000 stay monolithic regardless of the aging time.

The experience with this model gel shall later be used for X-ray microtomogra-
phy measurements. A similar drying tunnel shall be mounted on top of the rotating 
cylindrical sample. In this way, online measurements of drying kinetics, internal 
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Fig. 16  Shrinkage curves for samples with R/C ratios 300, 500, and 1000 and aging times a 
24 h, b 48 h, and c 72 h (for slow drying: air velocity 0.363 m/s and temperature 25 °C)



110 A. Kharaghani et al.

moisture profiles and micro-mechanical effects (cracks and shrinkage) in the sam-
ples shall be obtained from the high-resolution reconstructed X-ray images.

5  Conclusion

In this work, efforts have been taken to quantitatively understand the pore-scale 
phenomena which occur during the convective drying of gels and of highly porous 
particle aggregates, and which cause undesired damage and shrinkage.

The presented experimental results presented here were obtained by X-ray 
microtomography (μ-CT); they demonstrate pore-scale phenomena in highly 
porous model particle aggregates made of sintered glass beads. The micro-scale 
modeling approach is based on a discretization of the full space including all three 
phases. Thus the solid, liquid and gas phases are distinguishable and interfaces can 
be resolved. A scale separation in time is assumed (the liquid relaxation to capillary 
equilibrium is much faster than the evaporation), so that alternating computations 

Fig. 17  Influence of aging time on sample breakage (for fast drying: air velocity 1.5 m/s and 
temperature 80 °C)
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may be carried out in the liquid and gas phases. Simulation results performed for 
the corresponding solid phase data exhibit a similar qualitative behavior.

The effect of wettability on the liquid distribution in a particle aggregate over 
time has been shown qualitatively. A quantitative comparison of experimental and 
simulation results at the voxel level will evaluate the accuracy of our computa-
tional tool.

Future work on the simulation part will include the full integration of the capil-
lary force computation into the simulation, as well as the coupling with a mechani-
cal simulation in the solid phase. This should be sufficient for the simulation of 
the damage and shrinkage phenomena, which occur during the drying process. For 
very small pores the continuum assumption on the liquid may be violated, which 
requires the inclusion of additional effects, such as electrostatics. μ-CT measure-
ments shall be carried out under various drying conditions and for different mate-
rial properties of the primary particles, in order to assess the influence of these 
parameters on the drying behavior of highly porous particle aggregates.
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Abstract The mechanical properties of dispersed systems, such as suspensions, 
emulsions and foams, have been studied for many years by oscillatory shear 
experiments in the linear regime using material functions as for example the fre-
quency dependent storage and loss modulus. In the context of oscillatory shear 
tests, the linear regime is defined as the range of strain amplitudes where both 
excitation and response wave signals are sinusoidal and their amplitudes are pro-
portional to each other. In this regime the connection between the material func-
tions and the dispersed system’s microstructure is well understood. However, 
dispersed systems are often processed or applied at conditions, where the linear 
regime is easily exceeded and the storage and loss moduli become insufficient to 
describe the material’s mechanical properties. In addition, the nonlinear regime 
opens up enhanced characterization possibilities. Consequently, experimental 
protocols for Large Amplitude Oscillatory Shear (LAOS) have been developed to 
investigate and quantify this nonlinear behavior. In the following chapter we pre-
sent basic theoretical descriptions of LAOS experiments, address technical aspects 
of the technique for systems with low viscosity and discuss three applications to 
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dispersed systems: First, LAOS experiments were used to modify the droplet mor-
phology in a dilute polymer blend which gave information about the ratio of drop-
let radius to the interfacial tension in the system. Second, LAOS experiments were 
used to test the predictive capabilities of the schematic MCT model for dense col-
loidal suspensions under nonlinear deformation. Third, the yielding behavior of a 
colloidal nanoemulsion gel under oscillatory shear was investigated and the results 
were combined with a structural analysis using ultra-small angle neutron scatter-
ing. The two techniques allowed to propose a detailed microstructural mechanism 
for yielding of the gel and revealed that large scale inhomogeneities play a signifi-
cant role for its mechanical properties.

Keywords Nonlinear rheology · Rheometry · Emulsions · Colloidal gels ·  
Colloidal suspensions · Mode-coupling theory

1  Introduction

Dispersed systems, i.e. suspensions, emulsions and foams, are ubiquitous in 
industry and daily life. Their mechanical properties are often tested using oscil-
latory rheological experiments in the linear regime as a function of temperature 
and frequency [29]. The complex response function is described in terms of its 
real part (G′) and imaginary part (G′′). Physical properties like relaxation times or 
phase transitions of the non-perturbated samples can be evaluated. The linear rhe-
ology is characterized by the measurement of the viscoelastic moduli G′ and G′′ 
as a function of angular frequency ω at a small strain amplitude. The basics of 
linear rheology are described in detail in several textbooks [8, 29] and will not be 
repeated here. The relations between structure and linear viscoelastic properties of 
dispersed systems are well known [4, 7, 26].

However, most of the processing and application conditions for dispersed sys-
tems as they occur in pipe flows, squeeze flows and shear flows involve deforma-
tions that are well beyond the linear regime of these materials. Simple daily life 
processes that involve nonlinear oscillatory deformations for dispersions are for 
example applying paint to a wall or using a shaving foam. It is of great interest to 
extend the mechanical characterization of dispersed systems to the nonlinear regime 
to improve tailoring of their nonlinear mechanical behavior. Large amplitude oscil-
latory shear (LAOS) experiments represent a convenient way to impose deforma-
tions to a sample that are sufficiently large to generate a nonlinear stress response, 
that means the stress is not a simple sinusoidal wave. In contrast to steady shear, 
start-up of flow and creep experiments, LAOS experiments additionally provide 
information on the balance of elastic and viscous behavior beyond the linear regime.

When using oscillatory shear one can vary the strain amplitude γ0 and angular 
frequency ω independently and therefore investigate different regions of a material’s 
behaviour in the so called Pipkin space as shown in Fig. 1 (reproduced after [34]). 
At sufficiently low ω a viscoelastic material has enough time to relax and behaves 
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like a Newtonian liquid for small γ0. Increasing γ0 at constant ω leads to higher shear 
rates that result in shear thinning, which can be modelled by a generalized Newtonian 
fluid model [29]. If ω is varied at small γ0 the experiment represents the common 
frequency sweep in the linear visco-elastic (LVE) region with G′ and G′′ being only 
dependent on the frequency. Increasing the strain amplitude γ0 at higher (but constant) 
frequencies drives the material into the instrinsic LAOS region (where certain scaling 
laws for the departure from linearity apply, see Sect. 3) and finally even beyond.

Since dispersed systems are complex fluids whose macroscopic properties 
depend strongly on the microstructure [26, 43], LAOS is an interesting technique 
to probe these materials. With large deformations, structural changes can easily be 
induced, which in return modify the rheological response. A variety of nonlinear 
effects including shear thinning, shear thickening and the yielding behavior can be 
investigated. The information gained from LAOS tests is complimentary to results 
from other nonlinear rheological experiments as steady shear-, start-up of shear, 
and creep experiments and will provide a more complete description and under-
standing of these materials’ mechanical properties. This understanding needs to be 
developed far enough, so that models and computer simulations can be used to 
predict nonlinear rheological behavior based on microstructural parameters.

2  Theory

Large amplitude oscillatory shear (LAOS) stress data in the time domain can 
be analyzed using the well established FT-rheology protocols [21, 44]. LAOS 
measurements impose a sinusoidal deformation of γ (t) = γ0 sin(ω1t), where 

Fig. 1  Schematic two-dimensional map of nonlinear rheology as a function of angular fre-
quency ω and strain amplitude γ0, known as the Pipkin diagram (reproduced after [34]). Simple 
Newtonian and generalized Newtonian fluid behavior (GNF) are observed for small ω. For higher 
ω linear visco-elastic (LVE) properties are probed, which become nonlinear with increasing γ0 
(LAOS). For intermediate γ0 an intrinsic LAOS regime can be defined. In this range scaling laws 
for the departure from linearity can be applied. They will be discussed in the Theory section
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ω1 = 2πν1 = 2π/T  is the characteristic angular frequency with T  the oscillation 
period and γ0 the strain amplitude that is selected to be within the nonlinear region 
[21]. As a result of the large amplitude deformation, the stress σ response is no 
longer simply sinusoidal as shown in Fig. 2a, but consists of a superposition of the 
excitation frequency ω1 and its odd higher harmonics nω1. The measured (or simu-
lated) shear stress can be described by Eq. 1 using the intensities In and phases δn 
of the odd harmonics [10, 20, 44].

(1)σ =

∑

n=odd

In sin(nω1t + δn)

(2)σ =

∑

n=odd

In cos δn sin nω1t + In sin δn cos nω1t

(3)σ =

∑

n=odd

γ0G
′

n sin nω1t + γ0G
′′

n cos nω1t

(4)
In/1 =

In

I1
=

√

G′2
n + G′′2

n
√

G′2
1 + G′′2

1

Fig. 2  Schematic depiction of the procedure for conducting LAOS experiments and analysis 
using FT-rheology. a Measurement of the oscillatory shear strain and shear stress response in the 
time domain. b Normalized frequency spectra after the Fourier transformation of the shear stress 
exhibit the fundamental peak at the angular frequency ω1. Higher harmonics In/1 with n being a 
positive odd integer are detected for a periodic nonlinear shear stress. c By variation of γ0 the 
transition from linear to nonlinear mechanical behavior can be observed in the increase of In/1
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Using trigonometric additional theorems Eq. 1 can be also expressed as in Eq. 2 
with In cos δn/γ0 = G′

n and In sin δn/γ0 = G′′
n giving the familiar storage and loss 

modulus for n = 1 (Eq. 3) and the higher order terms for n > 1 which take account 
for the deviation from linear oscillatory response. Usually for reasons of higher 
reproducibility, the intensities of the higher harmonics are normalized to the inten-
sity of the base wave (Eq. 4).

Assuming a viscosity that is nonlinear in the shear rate, Wilhelm et al. [46] 
used a polynomial expansion and proposed that the absolute intensity of a higher 
harmonic In ought to scale with the nth power of the strain amplitude for small 
enough deviations from the linear regime. Therefore, a normalized intensity is 
expected to scale as In/1 ∝ γ n−1

0  in the transition region between linear and non-
linear regime (Fig. 2c).

Subsequently Hyun and Wilhelm [20] and Reinheimer et al. [37] introduced the 
intrinsic nonlinear parameter nQ(γ0,ω) and, at low strain amplitude, nQ0(ω), the 
latter being only dependent on the angular frequency ω (Eq. 5):

These parameters can be used to infer the inherent nonlinear material properties of 
a sample as the trivial scaling for the relative intensities of the higher harmonics, 
In/1 ∝ γ n−1

0 , is eliminated. As an example of this, the intrinsic nonlinearity param-
eter 3Q, that is derived from the third harmonic, has been shown to be useful in 
evaluating the topology of polymer melts [20].

2.1  Sequence of Physical Processes (SPP)

A conceptually different approach to analyze temporal stress signals obtained 
from LAOS experiments that will be used for the yielding experiments performed 
on the colloidal gel (see Sect. 5.3), is the sequence of physical processes as it has 
been established by Rogers et al. [38]. Instead of describing the stress wave as a 
series of basis functions with their respective intensities and phases, here Lissajous 
figures, i.e. stress vs. strain or stress vs. strain rate curves, are analyzed as shown 
in Fig. 3. Specific parts of the Lissajous curve are associated with certain physi-
cal processes, that follow a sequence that is repeated twice per oscillation cycle. 
The SPP approach is especially useful to describe waveforms of yield stress fluids 
under LAOS, as for example glassy suspensions [38, 42] or colloidal gels [31]. In 
these cases the different physical processes are elastic straining, yielding and plas-
tic flow. These processes can be quantified with the following parameters that are 
extracted from elastic Lissajous (stress vs. strain) plots, see Fig. 3:

•	 The cage modulus or residual modulus GR =
dσ
dγ

|σ=0 quantifies the strength of 
the residual elasticity in the linear region after reversal of flow direction that is 

(5)
nQ(γ0,ω) =

In/1

γ n−1
0

with lim
γ0→0

nQ(ω) = nQ0(ω)
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recovered in every cycle. For small deformations, that is in the linear regime, GR 
is equal to the storage modulus G′.

•	 The yield stress σc measures the maximum stress that can be stored in the sys-
tem before yielding (diamond symbol in Fig. 3).

•	 The yield strain γc measures the maximum strain that is accumulated from the 
point of flow reversal at γ = −γ0 (circle symbol in Fig. 3) to the point of yield-
ing designated by a local maximum in the stress after the linear region (dia-
mond symbol).

•	 The instantaneous viscosity at maximum shear rate ηL =
σ(t)
γ̇ (t)

 (square symbol).

3  Advances in LAOS Rheometry

3.1  Improved Sensitivity of LAOS Measurements

The signal to noise ratio S/N is the parameter that defines the quality of an 
FT-spectrum and limits the lowest detectable nonlinear intensity. For a set of strain 
amplitudes at one excitation frequency, Eq. 5 shows, that within the concept of the 
nQ coefficient and the high sensitivity of FT-Rheology, the linear regime is defined 
by vanishing nonlinearities. Thus, the linear regime is, theoretically, achieved 
at only vanishing deformations and, therefore, a priori never occurs in any real 
experiment. Nevertheless, it is commonly accepted that the linear response can 
very accurately describe the mechanical response. The linear regime in oscillatory 
shear tests is assumed to be valid when the mechanical response contains approxi-
mately only 0.5 % nonlinearity, i.e. I3/1 < 5× 10−3 [20]. However, the sensitivity, 
defined by the signal to noise ratio (S/N), limits the application of FT-rheology to 
detect nonlinearities In/1 with n > 1. In the following, experiments on dilute emul-
sions are described that have been performed to find the optimum measurement 

Fig. 3  Elastic Lissajous 
plot (stress vs. strain) for 
a colloidal gel (33 vol% 
PDMS droplets in an aqueous 
continuous phase containing 
33 vol% of bridging polymer 
and 230 mM sodium dodecyl 
sulfate) at ω = 10 rad/s  
and γ0 = 0.284,  
reprinted with permission 
from [23], copyright 2014, 
Society of Rheology. In the 
SPP framework the local 
waveform parameters Gc, γc 
and σc have been defined by 
Rogers et al. [38]
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conditions for achieving a maximum S/N. Hereby, the detection of I3/1 was 
extended to lower strain amplitudes, which was necessary to be able to measure 
nonlinear properties of low viscosity beer foams [45].

Over the past 40 years important improvements in instrumentation and data 
processing have led to a strong increase in the sensitivity of FT-rheology [9, 
12, 21, 45]. In the beginning, the shear stress response in the time domain was 
measured with an external recording device that was separated from the actual 
rheometer control. Analysis was done with a post-processing Fourier trans-
form [9]. Today, the new generation of rheometers are equipped with software 
for LAOS measurements and Fourier transform. For example, the ARES G2 (TA 
Instruments) is a common rheometer which has a software that allows on one hand 
to use external post-processing of the raw shear stress in the time domain and, on 
the other hand, on-the-fly Fourier transform with direct output of the higher har-
monic intensities In/1 can be performed. In order to improve S/N, different settings 
of the measuring protocol can be adjusted to reduce the influence of environmental 
disturbances, like mechanical noise and electrical noise. Furthermore the use of 
oversampling [10] also helps to increase S/N.

FT-rheological experiments for a a dilute polymer blend of PDMS (Rhodorsil 
47 V 300,000, Mn = 150 kg/mol from C. H. Erbslöh) in PIB (Indopol H300, 
Mn = 1.3 kg/mol from Biesterfeld Spezialchemie GmbH) with a PDMS volume 
fraction of φ = 10% were conducted on two different rheometers using the fol-
lowing four measuring protocols in order to compare and optimize S/N:

•	 Method A ARES G1 (1 k force rebalance transducer (FRT) for torques ranging 
from 2 × 10−4 to 10 mNm) with external recording of the shear stress in the 
time domain for post-analysis using a custom-written MATLAB routine. The 
external recording was performed as described in [44].

•	 Method B ARES G2 (FRT for torques ranging from 50 mNm to 200 mNm) 
with external recording of the shear stress in the time domain for post-analysis 
using the custom-written MATLAB routine.

•	 Method C ARES G2 with recording of the shear stress in the time domain 
using the TRIOS software from TA Instruments and post-analysis using the cus-
tom-written MATLAB routine.

•	 Method D ARES G2 with recording of the strain amplitude dependent nonlin-
earities In/1. The correlation mode applies an on-the-fly FT over an average of 
cycles.

Some representative spectra are displayed in Fig. 4. We have found that the 
ARES G2 rheometer is approximately 2.8 times more sensitive than the ARES 
G1 rheometer under optimized conditions using the identical detection method 
(external recording, Fig. 4a). Furthermore using the manufacturer’s software 
TRIOS to record the time data (method C) resulted in a factor of 40 improvement 
in sensitivity compared to recording of the raw shear stress in the time domain 
(method B) as shown in Fig. 4b. With method C, a spectrum with S/N of ≈106 
could be achieved. It can be increased to S/N ≈ 107 by averaging more cycles 
per amplitude (Fig. 4c) which of course prolongs the total measurement time 
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and can be a disadvantage with systems where changes of the composition occur 
over longer time scales (e.g. solvent evaporation). The last panel of Fig. 4 shows 
a comparison between the methods C and D for an entire strain sweep. In this 
case the sensitivity is compared on the basis of fitting parameters to the Equation 
In/1 = anγ

−1
0 + bnγ

n−1
0  and a lower a3-value of 9.19× 10−6 for the correlation 

method D versus 2.28× 10−5 for the transient method C shows that the former 

Fig. 4  Comparison of Fourier spectra and their respective signal-to-noise ratio. a Comparison of 
the methods A and B, b comparison of the methods B and C, c effect of increased sampling time 
per oscillation, d comparison of the methods C and D, reprinted from [45], copyright 2012, de 
Gruyter
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is more sensitive [45]. This improvement is even more pronounced for the fifth 
harmonic with a5 = 9.19× 10−6 and a5 = 7.00× 10−5 for the methods D and C, 
respectively.

Giacomin and Dealy [12] showed a typical spectrum of a nonlinear mechanical 
measurement from the mid-nineties with S/N ≈ 100. Thus, the hardware and soft-
ware developments of the rheometers with respect to minimum torque resolution 
have led to an overall improvement in sensitivity by a factor of 105 over the last 
20 years [45].

3.2  Reproducibility of LAOS Measurements on Various 
Instruments

Currently, two general rotational rheometer types [29] are available commercially, 
that can be used for LAOS experiments: controlled strain rheometers (also known 
as separated motor-transducer, SMT) and controlled stress (or combined motor-
transducer, CMT) rheometers. Apart from the rotational rheometers, custom built 
instruments, such as the sliding plate rheometer by Giacomin et al. [13] are also 
suitable, but will not be discussed here, as they are not available commercially.

However, the software of advanced stress controlled instruments allows for run-
ning an experiment at variable strain amplitudes. In this operation mode, several 
iterative cycles have to be measured before the actual measurement. In these itera-
tions, the applied torque is adjusted to produce the desired strain amplitude [27]. 
In contrast to the classical way of amplitude adjustment, new operating modes 
of stress controlled rheometers (termed Direct Strain Oscillation or Continuous 
Oscillation) use a feedback control to compare the current strain signal γ (t) 
at time t to the desired pure sinusoidal signal γd(t) = γd0 sin(ω0t). The con-
trol loop then adjusts the torque accordingly in order to minimize the difference 
|γd(t +�t)− γ (t +�t)| for the next step at t + Δt. This deformation control ena-
bles a stress controlled rheometer to mimic a strain controlled experiment [27]. 
This holds true even beyond the linear regime where nonlinear contributions to 
the strain wave are compensated for and are then transferred into the stress wave, 
as the control loop tries to make the appropriate adjustments to the torque within 
minimum time.

For the strain controlled LAOS experiment (LAOStrain), a pure sinusoidal strain 
input is needed, which is why in the past it was necessary to use a SMT-rheometer. 
With the new developments in the deformation control of CMT-rheometers that 
enable them to perform strain controlled experiments [27], the question arises 
whether these instruments can be used in the same way as SMT-rheometers for 
LAOStrain experiments. It is of great interest to know if they can deliver quantita-
tively identical results or if the deformation control loop of the CMT-Rheometers 
influences the measured nonlinearities in the stress wave. Since CMT-rheometers 
are much more common due to the lower price and simpler design, it would be a 
great advantage if they could also be used for LAOStrain experiments, therefore 
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enabling more scientists in academia as well as in industry to work in this field. 
To explore this possibility, LAOStrain tests were made on two CMT-rheometers 
and the results were compared to measurements made on two SMT-rheometers. A 
recent study [1] was concerned with very similar questions but concentrated more 
on the validity of the stress-frequency superposition in LAOStress-experiments. 
Bae et al. [1] concluded from their experiments that LAOStrain results from CTM-
instruments are identical to those gained on SMT-instruments, although they did 
not directly compare higher harmonic intensities for a complete strain sweep at 
different frequencies. Furthermore their experiments were restricted to one sample 
system and two rheometers. In contrast, in our work we concentrate on quantitative 
evaluations of LAOStrain data from various instruments [31].

LAOS measurements for two samples, a polyisoprene melt (abbreviated: 
PI-84k, Mw = 84,000 g/mol, PDI = 1.04) and a 10 wt% solution of polyisobu-
tylene (abbreviated: PIB, Mw = 1.1 ×106 g/mol) in oligoisobutylene, were 
conducted on four different rheometers. The first two were separated motor 
transducer(SMT)-rheometers, namely the ARES-G2 (TA Instruments) and the 
ARES-LS (TA Instruments) with a 1KFRTN1 transducer. The DHR-3 (TA 
Instruments) and the MCR501 (Anton Paar) are in principle stress controlled 
instruments, but can be used for strain controlled experiments when using the 
deformation control feedback option (called continuous oscillation for DHR-3 and 
direct strain oscillation for MCR501).

Frequency dependent measurements of 3Q0 for both samples are displayed in 
Fig. 5. Since at T = 52.8 °C instruments using a Peltier plate (ARES-G2, DHR-3 

Fig. 5  a Frequency dependence of 3Q0 for PI-84k, 3Q0 is defined as the plateau value of 3Q at 
small strain amplitudes (Eq. 5 with n = 3). The lines are linear regressions with a fixed slope 
of 2. The line for the ARES-G2 (black) and the DHR-3 (light and dashed) overlap. The DHR-3 
data match, if the motor mode is set to stiff, a setting to auto instead caused severe deviations 
as shown by the open circles. b Frequency dependence of 3Q0 for PIB. The DHR-3 A data was 
recorded using the correlation acquisition mode, whereas for the DHR-3 B-data, the transient 
acquisition mode was used. At low angular frequencies Q0 is proportional to ω2

0
. Additionally, 

the ratio of the sample torque amplitude to the raw torque amplitude Ms0/Mr0 for the DHR-3 A 
data is shown. When Ms0/Mr0 reaches approx. 0.8, i.e. the inertia contribution makes up 20 % of 
the total torque, pronounced deviations in Q0 are observed when no inertia correction is applied. 
Data reprinted from [31], copyright 2014, Springer
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and MCR 501) had slightly different temperature settings in comparison to the 
ARES-LS, which used a forced convection oven, their data were shifted to higher 
frequencies using a factor of 1.39 for the PI-84k sample, see [31] for more details. 
No shift was necessary for the PIB sample at the measuring temperature of 25 °C.

To demonstrate the substantial effect of the motor control setting on the DHR-3 
results, data from measurements using the stiff and the auto setting are shown. 
This motor setting has been created by the manufacturers to optimize the torque 
resolution and smoothness. The possible settings are auto, soft, medium or stiff. 
When performing LAOS experiments one would prefer to set the setting to stiff, 
since in that case the suppression of nonlinearities in the strain wave is most effec-
tive. The disadvantage is that a stiffer setting of the motor mode results in a lower 
torque sensitivity. The results obtained on the DHR-3 match remarkably well with 
the ones from the SMT instruments but only if the correct setting for the motor 
mode in the deformation control is used, which was the stiff setting for PI-84k. 
Other settings resulted in 3Q0-values that are smaller by a factor of up to three as 
shown by the measurement using the auto setting.

With proper precautions the results for ARES-G2, ARES-LS and DHR-3 
agreed well and the differences are only slightly larger than the reproduc-
ibility range of measurements on a single instrument, which was determined 
to be between 4 and 8 % (relative standard deviation of three independent 
measurements).

The MCR 501 delivers 3Q0-values that were in general larger by a factor of 
1.92 for PI-84 when compared to the ones from the SMT-rheometers. The reason 
for this deviation is assumed to be connected to the deformation control. The fact 
that the values were consistently larger relative to the other instruments suggests 
that the deformation control introduces additional nonlinearities into the stress 
signal. The ultimate source of this deviation remains unclear and might be sam-
ple dependent, but we can exclude several possible sources. First, the deviation 
cannot be caused by the use of the smaller diameter parallel plate geometry and 
therefore smaller sensitivity in terms of signal to noise ratio, as in an additional 
measurement with a 25 mm diameter plate with the MCR 501 identical deviations 
were obtained. Furthermore the result was confirmed on an additional measure-
ment using a different MCR 501, suggesting that the deviation is not a technical 
problem of the specific instrument used so far. At last, the relatively large amount 
of nonlinear contribution that is still present in the strain wave (the ratio of I3/1 
in the strain to I3/1 in the stress is roughly 1/10, see Merger and Wilhelm [31], 
Fig. 7), can not be responsible for the large deviations in 3Q0 because these would 
transfer into the stress wave linearly and therefore would cause an error on the 
order of 10 % but not 192 % of the measured values. Note that changes of several 
percent in 3Q0 seem to be of minor significance, since this parameter can vary 
over two to three decades of magnitude [21], but a factor of two might not be 
negligible.

The frequency dependence of Q0 for the PIB sample is shown in Fig. 5b. In 
contrast to the PI-84k sample, in this case the results for the two SMT-rheometers 
and MCR 501 agreed reasonably well, as the relative standard deviation for 
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specific Q0(ω) values from different instruments was below 25 % at most fre-
quencies. At low frequencies Q0 shows a quadratic dependence on the angular 
frequency ω0. Therefore, a similar linear regression as shown for PI-84k was per-
formed on the data in the range −0.06 < log(ω0/(rad/s)) < 0.654 in Fig. 5b. A 
comparison of the intercepts reveals that the average deviation between the instru-
ments is below 12 % in this region.

For the DHR-3, an apparent maximum in the 3Q0-curve was observed at 
23 rad/s. This maximum is believed to be caused by instrument inertia effects. 
When using the DHR-3 in the correlation acquisition mode, the transient data 
that is Fourier-transformed by the software is the raw torque data. For a CMT-
rheometer the raw torque Mr is the sum of the sample torque Ms and an additional 
contribution caused by instrument inertia MI as shown in Eq. 6 [11].

As MI increases quadratically with the frequency due to the second time deriva-
tive of the deflection angle θ̈, I represents the instrument inertia constant and is 
calibrated for every geometry, Kσ is the geometry constant for the torque-to-stress 
conversion. Due to the relationship MI ∝ ω2, MI can dominate over the sample 
torque for low viscosity materials at high frequencies. Since the DHR-3 software 
gives the amplitudes for the raw torque Mr0 and the sample torque Ms0, the ratio 
of Ms0/Mr0 was calculated to monitor the frequency at which the inertia contribu-
tion starts to dominate the total torque. The decrease in 3Q0 began at a frequency 
of around 23 rad/s and, at these conditions, the Ms0/Mr0 ratio is roughly 0.8, 
meaning that the inertia contribution makes up 20 % of the total torque. If this 
inertia contribution is assumed to be free of nonlinearity, normalization leads to 
erroneous values for I3/1 and, consequently, for 3Q0. It can therefore be concluded 
that when conducting LAOS experiments at different frequencies using a CMT-
rheometer, one has to ensure that the inertia effects are negligible by avoiding both 
high frequencies and low viscosities. Alternatively, it is possible to transform iner-
tia corrected torque data, which is the sample torque Ms(t), when using the tran-
sient acquisition mode. This was done for the frequencies above 23 rad/s and is 
shown by the data points named DHR-3 B in Fig. 5. These values agree better 
with the data from the other instruments. Although this acquisition mode is more 
tedious than the correlation acquisition because the Fourier transform step is no 
longer done automatically by the software, this procedure is necessary when work-
ing with low viscosities and high frequencies where inertia contributions become 
relevant. For MCR 501 the software applied an inertia correction, so the sample 
torque Ts(t) could be analyzed directly and instrument inertia effects were cor-
rected in the investigated frequency range.

(6)Mr(t) = Ms(t)+MI(t)

(7)= σ(t)/Kσ + I θ̈ (t)

(8)= σ(t)/Kσ − Iω2θ0 sin(ωt)
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4  Applications to Dispersed Systems

4.1  Dilute Emulsions

Emulsions are of strong interest, due to their ability of combining two immiscible 
liquids for example polar and nonpolar substances, as in the most common case 
using water and oil. They have a wide range of application in daily life, e.g. in 
body care products, wall paints and food products. The microstructural variables 
of an emulsion, i.e. the viscosities of the two phases, the interfacial tension, the 
volume fraction, the volume average droplet radius, R43, and the droplet size poly-
dispersity have an influence on the texture of such systems and their rheological 
behavior [26, 32]. Since LAOS can be used to induce nonequilibrium structures 
in complex materials and therefore nonlinear mechanical properties [21, 37], we 
apply this technique here to dilute emulsions to achieve a more complete mechani-
cal characterization of these systems.

In order to identify the influence of microstructural parameters on the non-
linear behavior of dilute emulsions, specifically on the intensities of the higher 
harmonics and their strain amplitude dependence, we have employed model-
ling approaches [36, 37]. For dilute emulsions the individual droplets can be 
regarded as independent of each other, therefore, the measured shear stress can 
be obtained from a linear superposition of the matrix contribution and the contri-
butions originating from each droplet and their interface [5, 16], as predicted by 
Batchelor [2]:

In Eq. 9, Ŵ is the interfacial tension, p the pressure, ∇v the undisturbed velocity 
gradient tensor and ∇v

T its transpose, ηm is the viscosity of the continuous phase, 
V  is the total volume of the system, n is the unit vector orthogonal to the inter-
face between the two phases, u is the velocity at the interface, dA is the area of an 
interfacial element and the integrals are evaluated over the whole interfacial area 
of the system, A. Since the constituents are assumed to be Newtonian all nonlin-
ear contributions to the stress σ(t) are caused entirely by the deformation of the 
droplet interface. The unit vectors n and u describe this deformation and can be 
computed using the Maffettone-Minale (MM) model for different frequencies and 
amplitudes. The MM model uses a second rank, symmetric and positive definite 

(9)
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tensor S to describe the time dependent shape behavior of an ellipsoid under non-
linear oscillatory shear, Eq. 10 [17, 30]:

With the use of the emulsion time τ = ηmR/Ŵ, where R is the radius, Eq. 10 is 
made dimensionless. In Eq. 10, I is the second rank unit tensor, D and Ω  are 
the deformation rate and the vorticity tensors, respectively, II is the second sca-
lar invariant of tensor S and the capillary number is Ca = γ0ωηmR/Ŵ, see also 
[30]. At rest, the droplet is spherical with S = I. Please note that droplet break-up 
will not occur under oscillatory shear flow as long as the ratio of the viscosities is 
greater than or equal to 2.5, i.e. that � = ηm/ηd ≥ 2.5 [15].

We used the Batchelor theory in combination with the MM-Model to calculate 
the interfacial stress waves for a number of varying emulsion parameters and fre-
quencies as a function of strain amplitude γ0 resembling a strain sweep experi-
ment. Initially monodisperse emulsions were considered, characterized by a single 
droplet radius R, the interfacial tension Γ  and the viscosities of the constituents ηd 
and ηm. The two functions f1 and f2 depend on the viscosity ratio � and the cap-
illary number Ca (Eq. 11). The modelled stress oscillatory signals were Fourier 
transformed and the relative intensities of the third and fifth harmonic were 
extracted from the spectra to obtain their ratio, I5/3 = I5/1/I3/1 as a function of 
strain amplitude γ0.

The LAOS behavior of dilute emulsions is ruled by three dimensionless num-
bers: the capillary number Ca, the viscosity ratio � and the ratio of the harmonics 
I5/3. Therefore a relationship among them is in principle available. In particular, 
the following equality was found:

The unknown constants m and E0 in Eq. 12 were estimated by investigating the 
model (Eqs. 9 and 10) for a wide range of parameter values. It was finally found 
that a reasonable estimation of the constants is E0 ≈ 0.64 and m ≈ 0.823 (for fur-
ther details one can refer to [37]).

Therefore plotting I5/3/(Ca2�1.63) versus Ca�0.82 yielded the universal nonlin-
ear master curve for dilute emulsions shown in Fig. 6. In the plateau region this 
curve gives a quantitative relation between the droplet parameters and the meas-
ured nonlinear rheological parameter 5/3Q0 = I5/3/γ

2
0  according to Eq. 13 for 

small deviations from the linear regime. This relation can be used to extract the 
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droplet radius R of an emulsion from nonlinear measurements if the interfacial 
tension is known or vice versa.

The concept introduced here uses ubiquitous quantities, which are not specific 
to any given model. Therefore, other approaches can also be compared with the 
results obtained here. For example, the model of Yu et al. [47] uses the Maffettone 
and Minale model to describe the droplet shape behavior, but calculates the shear 
stress with the following equation instead of using the Batchelor theory.

where S is the non-dimensional droplet shape tensor, I the unit tensor, I is the 
trace and II is the second invariant of S, respectively, and K =

6Γ
5R

(�+1)(2�+3)φ
5(�+1)−(5�+2)φ

.  
The dependency of E as a function of Ca with these two different models shows 
quantitative agreement with the curve obtained by the MM-B model, as shown 
in Fig. 6. Furthermore, it should be noted that this result supports the assumption 
made in the calculation of the interfacial shear stress that only the elastic contribu-
tion of the interfacial stress needs to be considered, see Eq. 9, and that any viscous 
contribution to the interfacial contribution can be neglected in the first approxima-
tion using the MM-B model.

The nonlinear master curve for dilute emulsions has furthermore been extended 
to take polydisperse droplet distributions into account. Modelling procedures anal-
ogous to the ones presented above were used for a variety of distributions [36], 
finding that the same universal curve can be used for polydisperse systems if the 
volume averaged droplet radius is used in Eq. 13.

The relation in Eq. 13 has been validated by LAOS experiments on two sys-
tems of immiscible polymer blends. Strain sweeps as shown in Fig. 7 were made 
for blends of PDMS/PIB and PDMS/PI with blending ratio in the dilute regime of 
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Fig. 6  Nonlinear 
mastercurve for emulsions as 
obtained from the Batchelor 
theory with the MM-model 
model (line) in comparison 
a curve obtained from the 
Yu and Bousmina model 
(symbol), reprinted from [37]
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10:1. From the strain sweeps 5/3Q0 was extracted in order to calculate R43 for the 
PDMS/PIB system [36], as Ŵ was known here. In addition the volume averaged 
droplet radius has been determined from microscopic pictures by analyzing at least 
500 droplets. The radii from the microscopic analysis and the ones obtained from 
LAOS-measurements using the emulsion curve relation were compared and good 
agreement was found, see Table 1. In the case of the PDMS/PI blend 5/3Q0 was used 
to calculate Ŵ using R43,M from the microscopic analysis and Ŵ was found to decrease 
with increasing amount of block-copolymer which acted as a surface active agent.

Fig. 7  Measurements of the relative intensity of third and fifth harmonic for a PDMS/PIB 
blend with 0.7 block-copolymer content at ω/2π = 0.1Hz. Lines are fits to equation 
In/1 = anγ

−1

0
+

n
Q0γ

n−1

0
 with n = 3 and 5

Table 1  a Results of a droplet size determination for the PDMS/PIB system R43,E, using LAOS 
measurements and the relation according to Eq. 13 compared to radii from a microscopic analy-
sis R43,M. In the first series of blends, PDMS/PIB was prepared using manual mixing with a spat-
ula, PDMS/PIB-100 and PDMS/PIB-300 rpm with an electrical stirrer at the designated rotation 
speed. In the second series the blends differed in their block-copolymer content, as stated in wt% 
of block-copolymer in the PDMS phase. b Estimation of the interfacial tension Ŵ using Eq. 13 
based on additional information about the radius from microscopic droplet size determination

(a) Blend R43,M [μm] R43,E [μm]

PDMS/PIB 5.10 5.14

PDMS/PIB-100 rpm 9.30 8.00

PDMS/PIB-300 rpm 7.90 6.50

PDMS/PIB-0.5 3.30 3.44

PDMS/PIB-0.7 4.10 3.29

PDMS/PIB-1 2.25 2.52

(b) Blend R43,M [μm] Γ [mN/m]

PDMS/PI-0.5 5.04 3.00

PDMS/PI-0.7 2.65 2.42

PDMS/PI-1 6.22 2.76
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4.2  High Volume Fraction Suspensions

With increasing volume fraction a hard sphere suspension undergoes a transition 
from a fluid to a predominantly elastic solid due the particles being increasingly 
trapped in persistent cages of neighbor particles (‘cage’-effect). Some characteris-
tics of the glass transition, either induced by temperature or volume fraction varia-
tion, are listed in the following [24]:

•	 disorder and/or frustration in the structure or in the interactions
•	 no long range order
•	 non-ergodic phase transition
•	 time dependent correlation function shows a stretched exponential α-relaxation 

at long times and a β process with a power law behavior which merges into a 
plateau related to the cage effect.

LAOS measurements on glassy systems can be used to investigate their yield-
ing behaviour, that is the transition from a solid to a liquid, under oscillatory and 
therefore quasistatic conditions. Simultaneously they can be used to test the pre-
dictive capabilities of constitutive models, as it was done by Brader et al. [3] for 
the schematic F12 model. The F12 model is a simplified, wave vector invariant 
version of the full microscopic mode coupling theory (MCT), that can be solved 
numerically under oscillatory shear conditions.

Within the F12 model the essential quantity that describes the structure of 
the suspension system and its evolution with time is the time dependent density 
correlator �(t). It can be determined by solving the following integro-differ-
ential equation which contains the initial decay rate Ŵ as model parameter and 
a memory function m(t) to account for the influence of the shear forces on the 
microstructure.

The memory function is approximated with a second order polynomial of the cor-
relator � as shown in Eq. 16.

with ν1 = 2(
√

2− 1)+ ε/(
√

2− 1) and ν2 = 2, that represent the role of the static 
structure factor in the microscopic theory. The crucial parameter that describes the 
state of the system is the distance from the glass transition ε = (φ − φg)/φg. It 
is positive for a glassy suspension and negative for a flowing suspension. Under 
shear the model describes two competitive phenomena: increasing particle inter-
actions leading to the non-ergodicity transition and the opposed shear-induced 
decorrelation. It is worth to mention that flow-induced ordering is assumed to be 
negligible in the range of applied Peclet numbers Pe0 ≪ 1. The Peclet number 

(15)�̇(t)+ Ŵ(�(t)+

ˆ t

0

dt′m(t − t′)�̇(t′)) = 0

(16)m(t) =
ν1�(t)+ ν2�

2(t)

1+ (γ0ωt)2
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defines the ratio of shear forces to particle dynamics determined by Brownian 
motion: Pe0 = γ̇R2

h/D0 where D0 is the diffusion coefficient of particles with 
hydrodynamic radius Rh. Under nonlinear deformation advection enforces the 
decorrelation processes against the mechanism of the cage effect.

Solving Eq. 15 for the correlator under shear �(t) allows to calculate the time-
dependent modulus G(t) according to Eq. 17 with vσ as a model parameter that 
measures the strength of the stress fluctuations. Subsequently G(t) can be used to 
obtain the shear stress as a function of time using Eq. 18.

The theoretical predictions based on the MCT model that have been calculated 
in the group of Prof. Fuchs are compared with our LAOS experiments on a well 
characterized, thermoresponsive colloidal suspension synthesized by the Ballauff 
group [40]. As the suspension changes its hydrodynamic radius and consequently 
the volume fraction with temperature, measurements at three different tempera-
tures were used to probe different volume fractions from a nearly fluid to a glassy 
system. Two experiments in the linear regime, the measurement of the flow curve 
and the linear moduli G′ and G″ as a function of frequency (Figs. 12 and 13 from 
Ref. [3]), were used to determine the model parameters needed for the nonlin-
ear prediction with the schematic F12 model. The most important parameter, the 
separation parameter was determined as ε = −2.45× 10−3,−2.2× 10−4 and 
5× 10−5 for 20.0, 18.0 and 15.0 °C, respectively, thus describing two fluid and 
one glassy sample. This means the schematic model parameters were determined 
in advance in order to predict LAOS data based on the linear properties of the 
suspensions.

In Fig. 8, a direct comparison of theoretical prediction and experiment for the 
glassy sample at 15 °C at ω/2π = 1Hz is shown. Besides the shear stress in the 
time domain, Lissajous figures are added to demonstrate the increasing dissipated 
energy at each oscillation cycle, visualized by an increasing area. For small strain 
amplitudes a linear response is measured, expressed by a nearly perfect sinusoidal 
behavior, which becomes increasingly distorted with increasing deformation. The 
full black lines are the MCT predictions, they show good agreement but do not 
correctly predict the dip or overshoot of the measured data (broken black lines), 
at the top of the asymmetric peak for intermediate strain amplitudes. For higher 
strain amplitudes the agreement between experiment and prediction is better.

In addition to a comparison of the wave forms, a quantitative comparison of the 
nonlinearity, as measured by the normalized intensities of the higher harmonics 
In/1 with n = 3 and 5, is shown in Fig. 9. Our experimental results are presented 
as symbols, the predictions of the schematic MCT model are represented by solid 
lines. This comparison confirms the previous observation that the agreement at 
higher amplitudes (γ0 > 0) is better than for intermediate amplitudes, where too 

(17)G(t, t′) = νσ�
2(t, t′)

(18)σ(t) =

ˆ t

−∞

dt′γ̇G(t, t′)
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high nonlinearities are predicted by the MCT model. The source of the devia-
tions at intermediate amplitudes is assumed to be connected to the excessively 
slow decay of the correlator to its plateau value, which is an inherent feature of 
any model based on the original schematic F12 model [3]. Nevertheless the over-
all agreement is remarkable when considering that the nonlinear data is actually 
predicted based on linear rheological parameters and not fitted directly. This shows 
that the schematic MCT is capable to successfully describe LAOS results.

Fig. 8  Dotted lines are the shear stress in the time domain measured at an excitation frequency 
of 1 Hz for different strain amplitudes ranging from 0.03 to 1. The temperature was set to 
T = 15.1 °C to measure a glassy system. With increasing strain amplitude an increasing dissipa-
tive energy is measured, associated with an increasing area of the closed Lissajous curves. After 
exceeding the yield stress σy, that is indicated by the grey lines, the shear stress shows a distorted 
shape, which reflects the onset of nonlinearity. The MCT based predictions are depicted with 
full lines and show an overall good agreement with the experimental data, reprinted from Brader 
et al. [3], copyright 2010, American Physical Society
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4.3  Yielding of a Nanoemulsion Colloidal Gel

Recently, LAOS has been used to make detailed measurements of yielding in 
attractive suspensions at moderate volume fractions. In many cases, a broadened 
or so-called “two-step” yielding process is observed, in which the transition from 
a nonlinear material response to flow occurs over an order of magnitude or more in 
strain amplitude [6, 25, 28, 39]. This is in contrast to more dilute gels, which typi-
cally exhibit a distinct, unique yield point defined by a simultaneous maximum in 
the linear viscous modulus, G′′, and crossover of G′′ and the linear elastic modulus, 
G′ [14, 33]. The two-step process is signified by two local maxima in either the 
viscous modulus, G′′(γ0), or average elastic stress, σ ′

= γ0G
′(γ0), with increas-

ing strain amplitude, γ0. Detailed measurements have shown that the locations of 
the local maxima are relatively insensitive to the applied frequency of oscillation, 
although the corresponding values of the stress and moduli can be either frequency 
dependent or independent, depending on the details of the material system [25, 
39]. In some cases, two separate maxima are not distinctly evident, although a 
broadened yielding transition is still observed [19, 35]. It was also shown that a 
transition between one-step and two-step yielding could be induced by screening 
interparticle repulsions in a jammed suspension [39].

Rheo-USANS allows direct measurement of the microstructural processes that 
underlie yielding at length scales ranging from one to thousands of primary parti-
cles [31]. In this work, we hope to test whether large-scale heterogeneity in col-
loidal gels is the fundamental cause for broadened yielding, as suggested by our 
previous experiments [18].

As a model colloidal gel, we employ a well-characterized material system 
 comprised of oil-in-water (O/W) nanoemulsions with low polydispersity [18, 22]. 
A temperature-responsive bridging polymer in the continuous phase allows for 
careful control over interparticle attractions, including the process of gelation, 
such that we are able to prepare gels with reproducible microstructure [18] without 
the need for shear rejuvenation that is required in many systems.

Figure 10 shows results of nonlinear oscillatory experiments on a nanoemul-
sion gel containing φ = 0.33 PDMS droplets in an aqueous continuous phase with 

Fig. 9  Strain amplitude 
dependent higher harmonics 
In/1 with n = 3 and 5 at 
15.1 °C from theoretical 
predictions by the schematic 
F12 model (lines) and 
measurements (symbols) at 
an excitation frequency of 
1 Hz, reproduced after Brader 
et al. [3], copyright 2010, 
American Physical Society
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33 vol% PEGDA and Cs = 230 mM SDS. In Fig. 10a the stress response is plotted 
as a function of strain. Note that all strain axes have been normalized by the value 
of the strain amplitude where G″ is at its maximum (γr = γ /0.0322), in order to 
be able to correlate this data to the data of the SANS sample (for details see [31]). 
The distinct non-ellipsoidal waveforms can be interpreted using the sequence of 
physical processes approach following [38]: Starting at the point where the flow 
direction is reversed (γ /γ0 = ±1, circle symbol in Fig. 10a) the gel network of 
agglomerated droplets is strained, the material initially behaves elastically and 
therefore the stress increases linearly with the accumulated strain. After the initial 
linear region, the stress continues to increase until a strain equal to γc has been 
accumulated (broken gray line), where it shows a local maximum σc (diamond 

Fig. 10  a selected elastic Lissajous plots of a LAOS experiment on a nanoemulsion sample 
containing φ = 0.33 PDMS droplets in an aqueous continuous phase with 33 vol% PEGDA and 
Cs = 230 mM SDS at ω = 10 rad/s. The circle and diamond symbols show the points at flow 
reversal (γr = −γr,0 and γ̇ = 0) and the following local stress maximum, respectively. The bro-
ken black line illustrates the accumulated strain γc that is necessary to yield the material. The 
black tangent represents the residual modulus after yielding GR (dσ/d γ at σ = 0). b Residual 
modulus GR together with the storage and loss modulus at ω = 10 rad/s and the relative intensity 
of the 3rd harmonic I3/1. c Nonlinear yielding parameters extracted from the waveform data of 
the LAOS measurements: γc represents the strain that has been accumulated between the point 
of flow reversal (circle symbol) and the local stress maximum (diamond) in (a), σc is the corre-
sponding stress value which is plotted with the stress amplitude σ0 as reported by the rheometer 
software. d Instantaneous viscosity at the point of zero strain and maximum shear rate as a func-
tion of increasing shear rate amplitude, reprinted from Kim et al. [23]
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symbol in Fig. 10a). This overshoot in the stress curve is due to yielding of the 
gel network, and afterwards the sample begins to flow. The stress subsequently 
decreases with further increasing shear rate until a minimum is reached. With fur-
ther increasing strain, the stress begins to increase again, suggesting thixotropic 
behavior where the structure is gradually rebuilt as the shear rate is decreasing. 
This continues until the end of the half-cycle (γ = +γ0, γ̇ = 0), and subsequently 
the sequence is repeated in the opposite direction.

The extracted waveform parameters include the residual modulus GR, yield 
strain γc and yield stress σc, as well as the instantaneous viscosity ηL at peak shear 
rate, that were introduced in Sect. 3. These parameters show strain amplitude 
dependencies which are displayed in Fig. 10b–d and have been used to define four 
different regions throughout the strain amplitude sweep experiment. These regions 
will aid the correlation of the nonlinear rheological parameters with the structural 
parameters from the neutron scattering experiments. In order to extract structural 
information from the SANS/USANS spectra (Fig. 11a) a model combining three 
primary contributions to the structure (Eq. 19) was fitted to the data (details see 
[31]): (1) a low-q contribution to capture the Porod scattering, (2) a model for off-
critical phase separation at moderate q-values to capture the local maximum due 
to bicontinuous structure, and (3) a high-q contribution due to the fractal cluster 
microstructure (note that we have chosen not to include the higher-q scattering due 
to individual droplets). Figure 11b and c show the strain amplitude dependencies 
of the three relevant parameters: specific surface of the voids Σ (which is derived 
from a model-independent asymptotic analysis in the Porod limit [41]), character-
istic length scale of the microphase separation 2π/βmax and the peak sharpness 
ξc2βmax.

The combined rheo-SANS/USANS measurements (Figs. 10 and 11) suggest that, 
as the intracycle mechanical response becomes progressively more dominated by 
the yielded and flowing states, the microstructure of the gel evolves at progres-
sively smaller length scales (Fig. 12). We note that, due to the time-averaged nature 
of the SANS/USANS measurements, the changes in microstructure observed with 
increasing strain amplitude represent a moving average over the various dynamic 
stages of nonlinear behavior. As such, the amount of time per cycle spent in the 
yielded state will increase with increasing strain amplitude, and thus the measured 
time-average microstructure will evolve toward the fully flowing state. Therefore, 
in what follows, we will assume that the contribution of each of the instantaneous 
microstructural processes to the overall, time-averaged scattering is proportional to 
the time per cycle spent in a particular stage of nonlinear behavior.

(19)
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In the linear regime, the quiescent microstructure is comprised of a bicontinu-
ous network of droplet-lean “pores” and droplet-rich network strands (middle 
panel), the latter of which are comprised of fractal clusters of droplets (bottom 
panel). The bicontinuous structure exhibits a domain size proportional to 1/βmax. 
Upon increasing the strain into the nonlinear regime, nonlinear deformation causes 
compression of the network due to compressibility of the droplet-rich domains. 
This results in the formation of voids, quantified by their specific surface Σ, at 
length scales significantly larger than the domain size (top panel), as evident by 
the significant Porod scattering that develops in Region I, which then saturates 

Fig. 11  a Combined rheo-USANS and SANS spectra of a nanoemulsion sample contain-
ing φ = 0.33 PDMS droplets with P = 0.33 PEGDA and Cs = 230 mM SDS in 50/50 (v/v) 
H2O/D2O at the normalized strain amplitudes indicated. Lines are fits to Eq. 19. Inset magnifica-
tion of low-q portion of USANS data with model fitting. b Specific surface area from the Porod-
regime at very low-q. c Characteristic length scale of the microphase separation (closed squares) 
and the peak sharpness (open squares) from the model, reprinted from Kim et al. [23], copyright 
2014, Society of Rheology
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in Region II. Such voids are reminiscent of those observed in other gelling sys-
tems after yielding under startup of steady shear [35], and could be a pre-cursor 
for the shear-induced macroscopic heterogeneities that subsequently develop at 
large strains. In order to conserve the overall density of droplets, these voids must 
form at the expense of the bicontinuous structure, resulting in compression of the 
network and a decrease in 1/βmax (middle panel). As previously discussed, this 
requires significant compression of the fractal droplet-rich domains relative to the 
droplet-lean domains (Fig. 11c), which in turn requires yielding of the dense phase. 
As the strain amplitude is increased further, the compression of the dense network 
becomes increasingly difficult, resulting in eventual saturation of both the voids 
and the domain size in Region II. Once the void structures saturate, additional 
strain input becomes sufficient to rupture the effective “bonds” between network 
strands, producing discrete agglomerates of fractal clusters (middle panel, dotted 
lines in Fig. 12). The primary signature of this process is the observed increase in 
the sharpness of the distribution of domain sizes, given by the product ξc2βmax. 
This occurs because the most likely size of an agglomerate formed by rupturing of 
the bicontinuous network will have a characteristic size given by the characteristic 
domain size. As such, any irregular network strands will be annealed into smaller, 
disconnected domains with an average size given by 1/βmax. This concept could 
be viewed as similar to that put forth by Hsiao et al. [19], who proposed that the 
yielding of shear-rejuvenated colloidal gels under step strain was dominated by the 
rupture of weak network contacts with a small average contact number. However, 

Fig. 12  Schematic of gel microstructure through the yielding transition. Bottom fractal clusters 
of droplets (yellow) with diameter D. Middle bicontinuous network structure consisting of drop-
let-lean (blue) and droplet-rich (yellow) domains on the length scale of 10–100 D. Top macro-
scopic structure at a length scale of 100–1000 D, reprinted from Kim et al. [23], copyright 2014, 
Society of Rheology
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it should be noted that in our material it is rupture of contacts between network 
strands, rather than individual particles, that is responsible for yielding.

Eventually, at a critically high strain amplitude, enough bonds between 
domains will be ruptured in order to compromise the integrity of the network, 
resulting in (on average) a suspension of disconnected domains with a relatively 
narrow size distribution around 1/βmax, similar to what has been observed on col-
loidal gels at much larger strains after yielding is complete [35]. It is notable that 
the peak sharpness ξc2βmax exhibits a maximum precisely at the onset of Region 
III, suggesting that the distribution of domain sizes is most homogeneous at the 
final transition to flow. Previously, we observed a similar maximum during the 
incipient gelation of bicontinuous nanoemulsion gels that corresponded precisely 
with the critical gel point measured by rheology [18]. We hypothesized that such 
a maximum in homogeneity is a distinct signature of percolation of heterogene-
ous gels, and similar observations have been made in other gelling colloidal sys-
tems exhibiting phase separated microstructure [28]. It is thus tempting to consider 
that the final stage of yielding in the present study arises from “de-percolation” of 
the bicontinous gel network into a suspension of disconnected clusters. However, 
we do not discount the possibility that this common signature, i.e., of a maximum 
in homogeneity of the network at both the critical gel point and the critical yield 
point, is merely a coincidence.

We stress that the preceding is a time-averaged description of the gel micro-
structure, which is averaged over the sequence of processes (elastic straining, 
yielding, flow and recovery) comprising one LAOS cycle. In reality, it is reason-
able to expect that the intracycle structure will exhibit a continuous transition 
between the various average microstructures depicted in Regions I–III. Indeed, we 
will explicitly consider this to be true in order to rationalize the observed time-
dependent nonlinear mechanical response with the observed time-averaged micro-
structure in what follows.

4.4  Relation Between Microstructure and Nonlinear 
Mechanical Response

Our LAOS measurements have identified three distinct regimes of yielding in het-
erogeneous colloidal gels, where three qualitatively different intracycle responses 
are observed. We now present a comprehensive scenario by which the time-aver-
aged microstructures observed for each of these regions can be reconciled with 
the nonlinear mechanical signatures observed during LAOS. We stress again that 
this scenario implicitly assumes that the time-averaged microstructure can be seen 
as a convolution of the instantaneous microstructures during the various intracycle 
processes (the elastic strain softening, viscoplastic behavior, yielding and flow). As 
such, in Region I the observed microstructure is dominated the elastic response, in 
Region II it evolves from primarily structures dominated by elastoplastic behavior 
to structures dominated by flow, and finally in Region III it is dominated by flow.
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•	 Linear viscoelastic region (γr,0 < 0.16)

At sufficiently small strain amplitudes the network structure of the material 
is only slightly perturbed by the shear forces, such that the gel network remains 
intact and the imposed strain produces a linear, predominantly elastic stress 
response, as can be seen by the storage modulus being over an order of magnitude 
higher than the loss modulus.

•	 Region I: onset of nonlinearity and pre-yielding (0.3 < γr,0 < 1)

In this regime, we hypothesize that internal rupture and reconfiguration of 
bonds between clusters within the dense domains (ultimately resulting in com-
pression of the gel network) weakens the elastic network due to nonlinear plas-
tic deformation, resulting in intracycle strain softening. This is evidenced by a 
moderate decrease in GR from its plateau value. Furthermore, G′′ and I3/1 increase 
strongly with increasing strain amplitude in this regime, signaling the onset of 
nonlinear behavior, as visible distortions of the waveform from its elliptical shape 
appear. Moreover, the compression of the dense domains requires the expulsion 
and drainage of interstitial fluid within the fractal microstructure in order to create 
additional large voids. This fluid motion causes a strong increase in the dissipated 
energy, which is evident in both the significant increase in G′′ as well as the devel-
opment of significant viscous behavior in the nonlinear waveform. The structural 
changes which are responsible for the nonlinear mechanical behavior of the gel 
mark this part of the strain sweep as a transition region to the highly nonlinear 
region II.

•	 Region II: broad yielding transition (1 < γr,0 < 20)

In this region the most important yielding process occurs: the large-scale, dense 
domains of fractal agglomerates are compressed even stronger than in Region I 
(Fig. 11c). As the network structure is gradually disintegrated by the breakup of 
large dense domains during flow, the number of elastic junctions in the percolated 
structure that can be reformed at the end of a half-cycle is decreasing. This has 
severe consequences for the rheological properties. Due to the decreasing num-
ber of elastic junctions, the amount of elastic strain that the material can accu-
mulate within the oscillation cycle is increasing slower than the applied strain 
amplitude. This is reflected in a sublinear increase of the yield strain (Fig. 10c). In 
addition the residual modulus GR decreases markedly, proving a drastic weakening 
of the reversible network. In the flowing portion of the cycle, we observe a shear 
rate amplitude thinning behavior that is caused by the breakage of larger dense 
domains into smaller ones, resulting in the thixotropic behavior observed during 
the flowing portion of the intracycle response as a non-monotonicity in the wave-
form (Fig. 10a). This process homogenizes the domain size distribution and leads 
to an increase in the peak sharpness ξc2βmax. As G′ and G′′ measure only the aver-
age elastic and viscous contributions to the stress, they obscure the fact that both 
elastic straining and viscous flow exist well before and after their crossover point. 
It is important to note that the flowing portion of the response occurs well before 
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the crossover in G′ and G′′, even though this is often used to define the yield point 
of the gel. This highlights the need for intracycle interpretations of LAOS in order 
to better characterize the yielding process.

•	 Region III: post-yielding flow (γr,0 > 20)

For even higher strain amplitudes, the process of domain rearrangement and 
breakdown that is predominant in Region II is completed. From this point on, all 
of the intracycle measures including the transitions between various intracycle 
process as well as the residual modulus GR become independent of strain-ampli-
tude, and the intracycle yield strain and stress show a linear increase with strain 
amplitude. Thus, in every half-cycle only a small fraction of the applied strain is 
recovered by the elasticity of the network, and the mechanical response in this 
region is dominated by the yielded structure. The remaining strain is acquired 
through flowing of the now-suspended agglomerated domains. With the number 
of recoverable bonds between the dense domains minimized, the increasing strain 
amplitude results in further breaking of cluster-cluster bonds, but now within the 
suspended domains, and therefore some of the domains decrease in size even fur-
ther. Thus the domain size distribution is broadened it this region, which is evident 
from a decrease of ξc2βmax.

5  Conclusion

In this chapter we report several applications of large amplitude oscillatory shear 
(LAOS) to colloidal systems. LAOS is a technique that can induce structural 
changes in soft matter systems and was used here to characterize dilute emulsions, 
glassy suspensions and a colloidal nanoemulsion gel beyond the linear visco- 
elastic regime.

First we present some fundamental theoretical relationships needed for the 
quantitative analysis of LAOS data. Subsequently, we deal with technical aspects 
of the technique as we address sensitivity as well as reproducibility of LAOS 
experiments across various commercially available instruments. The main part 
concerns the application of LAOS to colloidal systems.

In the case of dilute emulsions constitutive modelling of a LAOS experiment 
based on the Batchelor theory and the Maffettone-Minale Model gave a relation 
between the nonlinear parameter 5/3Q0 and structural properties of the emulsion, 
like the volume averaged droplet radius and the interfacial tension. This relation-
ship was applied to a series of polymer blends to determine their average droplet 
radius or the interfacial tension.

A schematic model based on the Mode Coupling Theory was employed to 
model the nonlinear oscillatory shear stress of suspensions near the glass transition 
using model parameters that were determined from the linear viscoelastic moduli 
and the flow curve. The modeled stress waves were Fourier transformed and the 
intensities were compared to our experimental results from LAOS measurements 
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on a thermo-responsive core-shell latex. Qualitative agreement was found for 
the intensities of higher harmonics which became quantitative for high strain 
amplitudes.

The yielding of a colloidal nanoemulsion gel under LAOS flow was examined 
and full wave form analysis was performed. The extracted nonlinear waveform 
parameters GR and γc and their strain amplitude dependencies were correlated to 
structural parameters obtained from simultaneous time-averaged SANS/USANS 
experiments. The combination of the two techniques revealed a broad yielding 
transition spanning almost a decade in strain amplitude and a hypothesis on the 
structural degradation of the material under LAOS could be proposed.  Large-scale 
microstructure, on the order of hundreds or even thousands of particles, has been 
identified to be critical in determining the important processes governing the 
 transition from solid-like to liquid-like behavior in heterogeneous colloidal gels.
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Abstract Controlling the structural properties of colloidal aggregates is an active 
research topic for solid-liquid separation in the food, mining, and wastewater industry, 
is important for colloidal crystal synthesis, and has attracted attention progressively 
in the pharmaceutical industry for drug delivery vehicles. For such colloidal process-
ing, the investigation of the restructuring behavior of colloidal aggregates by means 
of numerical methods has been the research subject for many years, utilizing diverse 
models for interparticle as well as hydrodynamic interactions. First, proper interparti-
cle force models are required to explain the stability in the simulation of restructuring 
aggregates. External experimental observations of tangential forces between bonded 
colloidal particles and the capability of these bonds to support bending moments are 
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included in the proposed model. The resulting two particle contact model is set up 
with resistances against normal, sliding, and torsional displacement, as well as the 
newly introduced bending resistance. Second, we investigate two methods for the 
hydrodynamic interaction of a colloidal particle system in the zero-Reynolds-number 
regime, Stokesian dynamics and the finite element method. Calculating the long-
ranged and many-body nature of hydrodynamic interactions in Stokes flow, Stokesian 
dynamics is very efficient, while the finite element method provides satisfactory pre-
cision of hydrodynamic forces on particles as well as the exact solution of a flow field 
in and around an aggregate. As the two methods complement each other for a com-
parison of particle dynamics, their application to restructuring aggregates is described, 
including numerical setup, origins of calculated particle drag forces, as well as appli-
cability. Through coupling the models for hydrodynamic interactions and the particle 
contact, the restructuring of colloidal aggregates was finally investigated with the dis-
crete element method. By means of simulating fractal aggregates suspended in shear 
flows, restructuring rates were studied by tracking mean structural parameters, i.e. the 
radius of gyration, now with the ability of investigating the full set of contact parame-
ters to restructuring rates. Aggregate restructuring rates from simulations can be trans-
ferred to multi-scale formulations, such as involving population balance models, in 
order to improve the design and processing of colloidal systems.

Keywords · Colloidal aggregates · Stokesian dynamics · Discrete element 
method · Finite element method · Shear rate dependent structure · Tangential 
forces

1  Restructuring Aggregates in Flows: The Call for 
Simulations

Destabilizing a colloidal suspension to form aggregates has been investigated exten-
sively [1, 2], while the next stage, restructuring and breakup mechanisms of these 
formed aggregates in flows, has been poorly understood [3]. This combined process 
has been investigated through experiments and early models, but the complexity of the 
hydrodynamics as well as the interaction forces has not been implemented to a satis-
factory extend, with the major models either accompanied with some heavy limitation 
or set with an unfit approximation. Understanding this interplay between interaction 
and hydrodynamic forces is important, as controlling the microscopic aggregate struc-
tures influences macroscopic parameters such as sedimentation velocity, the diffusion 
constant, suspension viscosity, to name a few [4]. While the goal of modeling these 
aggregate mechanisms, with aggregates containing thousands of primary particles, 
is currently still an active research topic, we would like to present some findings and 
approaches that complement the research activities in this field.

Any approach to investigate colloidal aggregates in a fluid needs to take into 
account the cohesive forces between primary particles making up the aggregate 
as well as detailed structure. Early experiments attempted to represent aggregates 
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with a single dimensional parameters and then set up correlations of floc size and 
deformation rate of aggregates strained in flows [5, 6], or returning power-law 
relations between size of broken fragments and intensity of flow fields [3]. But 
these simple correlations were not satisfactory, and aggregates thus needed a more 
detailed structural look.

Some of the experiments looking at internal structure in restructuring aggre-
gates is given by the work of Selomulya et al. [7, 8]. Here, small-angle static light 
scattering followed the temporal evolution of aggregate size and structure in shear 
flows. Although the researchers investigated both the aggregation and restructur-
ing regimes, their investigation of the latter part is of primary interest here. They 
could link the inner structure to critical shear rates and proposed that these critical 
shear rates are dividing regions for which aggregates withstood the shear forces 
and regions where restructuring occurred. For more findings on studying aggre-
gates restructuring or breaking due to flow, multiple experiments and approaches 
are available [9–15]. In an attempt to adapt such experimental findings and address 
this problem through modeling formulations, one actually needs to split up this 
problem into two parts—particle interaction models and hydrodynamics. A contact 
model needs to take into account the cohesive forces as well as breakage rates. An 
acceptable calculation of hydrodynamic forces is also required.

Determining the particle interactions within fully formed aggregates with 
complex structure is an intricate task and difficult to measure, yet is required 
for the setup of contact models. One can make use of small colloidal aggregates 
cohesively formed into simple shapes and study particle interactions made vis-
ible due to applied stress. Two experimental techniques come to mind: atomic 
force microscopy (AFM) and laser tweezer measurements. First, by experi-
ments of Heim [16], the experiments they performed were taking silica spheres 
on the μm scale in simple chains, and compressing these chains under AFM tips. 
Surprisingly, their images show not just a simple sliding between particles; in fact 
their chains showed signs of rolling and bending motion.

These experimental findings are also evident from another group (Pantina and 
Furst [17]), making use of laser tweezing experiments. Their experimental setup 
is enabling them to hold single particles within chain aggregates in place, and 
applied forces orthogonal to the chain’s alignment axis cause a deformation. The 
deformed chain did not, as expected, form a triangular shape, but for small defor-
mations, the shape of a thin elastic rod. This indicates that the contact interactions 
between particles involves a rolling moment, a motion quite different from the 
sliding friction typically included in contact models. These experimental findings 
leave the following challenge: formulating a proper contact model describing these 
particle interactions.

For the hydrodynamic calculations required to describe restructuring events, 
models and simulations go hand in hand. Actually, tackling the restructuring of 
colloidal aggregates through simulations has plenty of history, though some of 
these are still to the dissatisfaction of the authors. Most notably were  investigators 
[3, 18] who have simulated time evolutions of aggregates suspended in shear 
flows, though their contact models used facile restructuring of aggregates, with 
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the detailed aggregate structure not able to be linked to hydrodynamic proper-
ties. Indeed the modeling of particulate suspensions containing a large number 
of particles necessitates some degree of simplification due to high computational 
costs. An early approach was to model aggregates as porous spheres, with the 
Brinkman’s equation extended from the Darcy’s law of flow through porous media 
[5, 19, 20]. This aggregate is considered with a continuous porosity, which is per-
haps valid for large and dense aggregates, but cannot be used for smaller, fractal 
aggregates where detailed structure explanation is very important.

Thus a trade off must be set, as perhaps the degree of simplification cannot be 
too high in order to quantify correct hydrodynamics. There exist several computa-
tional approaches to estimate the rheological behavior of particulate suspensions. 
Some approaches work with statistical factors written from a macroscopic point of 
view, others use micro-scale descriptions to parametrize their models. In population 
balance modeling, the particle number density is monitored over time and expres-
sions are found for aggregate mass distributions before and after rate processes such 
as aggregation and fragmentation. There are many investigations on aggregates, such 
as flocculation in laminar and turbulent flows [21], or aggregation of particles under 
fluid motion [22]. A comparison with experiments has been undertaken by Soos et al. 
[11]. Other methods applied in the field of colloidal aggregates are molecular dynam-
ics [23], as well as the method of reflections [24]. In a paper by Brasil et al. [25], for 
example, even a simple algorithm is given for the restructuring of aggregates.

If the detailed hydrodynamic phenomenona within an aggregate are then of 
interest, the Navier-Stokes equation with correct boundary conditions on particle 
surfaces needs to be applied. The application of the Stokes flow is quite estab-
lished [26], yet the most complete approach is the use of the finite-element method 
(FEM), with only the size of aggregates being the restrictive part. An alternate 
source for an cost-effective calculation comes from Stokesian Dynamics (SD). In 
fact Bossis et al. [27] used their newly developed SD method for calculations of 
stress acting on aggregates. We would like to introduce both SD and FEM and 
compare/assess these two methods to the application of colloidal aggregates.

This work then attempts to highlight the theory and approaches going into both 
the contact model and the hydrodynamics and finally combines these to setup 
detailed simulations for the restructuring of colloidal aggregates. The organization is 
given as follows: Sect. 2 introduces particle interaction models, while Sect. 3 tackles 
the hydrodynamic calculations. Both of these are then joined in Sect. 4 and some 
insights into the simulation of the restructuring of colloidal aggregates can be pro-
vided. Finally, Sect. 5 gives some conclusions and outlook on the presented work.

2  Requirements of a Particle Interaction Model

The first part in understanding the restructuring process is the development of an 
interaction model between particles. We would like to propose a list of requirements 
of a two particle interaction model specifically for suitable simulation approaches:
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•	 Attractive normal forces for long distances, repulsive force for short distances 
(or contact)

•	 Tangential forces able to support a bond bending moment
•	 A maximal supported bending moment and supported normal force per bond
•	 Experimental accessibility of parameters

Let us briefly revisit each. From the classical DLVO theory [28, 29] the first require-
ment is quite obvious and will not further be discussed for the sake of brevity. However, 
the investigation here is to understand aggregates restructuring, not initial formation, 
thus as long as particles are cohesively in contact, long range forces no longer play a 
role. Particles in contact can be seen as having a stable equilibrium distance.

The second requirement is actually worth to be discussed in detail, as the exist-
ence of tangential forces as well as associated moments are a necessary require-
ment for the stability of aggregates [30]. While tangential forces between particles 
were introduced by the pioneers of the discrete element method (DEM), Cundall 
and Strack [31], none of the interaction modes were able to explain moments. 
Tangential forces will be modeled as simple springs, with a maximum tangential 
force, or moment, that a bond can withstand. Each of these so-called interaction 
modes needs a critical force or moment where the bond may break; this is the third 
requirement. Experiments measuring the pull off force of two colloidal particles, 
until bond breakage, support this statement. Finally, the parameters require an 
accessibility from experiments, as the vigorous treatment of the bending resistance 
parameters will show us in the following section.

Few models have already tackled the contact dynamics. A short summary of 
these can be found in [30]. Most of the time, the approach is based on simple mod-
els, where, for example, sticking particles may roll, with bond breakage included. 
Further, Higahshitani et al. [3] took values from the classical DLVO theory, and for 
contact forces the model of Cundall and Strack was used. The model involves stick-
ing and sliding friction but is not qualitatively able to describe bonding behavior of 
colloidal particles observed in experiments. Botet and Cabane [32] used a random 
distribution of springs on the surface of particles; this model is able to support both 
normal and tangential forces. While all of these models have their advantages, none 
of them is able to complete the set of all four requirements listed above. Yet experi-
mental evidence by Pantina and Furst [17] shows that single bonds between bonded 
colloidal particles can take up bending moments, and none of the models except from 
Botet and Cabane can show this behavior within discrete element simulations. Thus 
we will summarize the phenomena seen in the experiments by Pantina and Furst and 
show the determination of contact model parameters from these experiments.

2.1  Experimental Observations

In the laser tweezing experiments by Pantina and Furst [17], a linear chain of poly-
methylmethacrylate (PMMA) particles were immersed in an aqueous salt solution. 
Aided by optical tweezers, terminal particles of the chain were held and a central 
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particle in the chain was pulled perpendicular to the chain direction. With only 
classic central forces acting between particles, a triangular equilibrium structure 
was expected. Yet the resulting chain structure was similar to that of a thin elastic 
rod:

where y(x) is the deflection as a function of the position x, L is the length of the 
chain, and EI represents the product of the Young’s modulus and the second 
moment of area. This phenomenon is clear evidence that supporting bending 
moments exist between colloidal particles.

The researchers further measured the bending rigidity κ defined as the constant 
of proportionality between the deflection δ of the chain aggregate and the applied 
force, FBend = κδ. It was found that κ ∝ L−3, as expected from Eq. (1). The bend-
ing rigidity is given as κ = κ0

(

a
L

)3 with a being the particle radius and κ0 the 
bending rigidity per bond. Experiments also provided a critical bending moment 
Mc. Forces applied above this value caused particle sliding and rearrangements. 
For possible explanations of the tangential forces in terms of Johnson-Kendall-
Roberts theory for adhesive surfaces [33], Pantina and Furst [17] related single 
bond rigidity κ0 related to the work of adhesion Wsl and the Young’s modulus of 
the particles.

2.2  Tangential Force Model

The need for an improved tangential force model is justified from the above 
described experimental findings. For our approach we would like to propose a 
model similar to that by Cundall and Strack, which models a spring ξ ij with rigid-
ity kt, initialized when two particles, i and j, get into contact [34]. In the original 
model by Cundall and Strack, the time evolution of the spring grows proportional 
to the relative tangential velocity from the contact point:

with t0 being the time when two particles contact. The relative tangential velocity 
can be expressed from translational v and angular ω components:
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The projection of the relative velocity onto the tangential plane is denoted through 
t. If the tangential force component exceeds a critical value, which by Cundall and 
Strack is the Coulombic friction µFn, the spring will be set to

where µ is the friction coefficient. This spring has to be mapped to the tangential 
plane perpendicular to nij for each time step. Tangential forces and torques for the 
ith and jth particle are:

With these equations, it can be seen that the model captures sliding and sticking 
friction, yet no bending moment between two bonded particles can be supported. 
The response to this challenge is a simple contact model able to support bending 
moments, still based on springs. When two particles contact, two thought rods are 
rigidly connected to one of the particle’s center while reaching to the center of the 
second particle. A spring is now initialized between the end point of the rod and 
the center of the other particle, growing proportionally to the relative tangential 
velocity between the rods end points and the particle center. The evolution for the 
springs are given as:

with ξ ij, ξ ji as the springs for the imaginary rods. This leaves the forces and 
moments acting on particles i and j as

Similarly to the Cundall-Strack model, both of these springs are mapped to the per-
pendicular plane to nij after each time step. As supported by experiments, the springs 
can reach a maximum elongation through the definition of a critical moment.

2.3  Parameter Determination

A major improvement of the above proposed simple contact model is the accessi-
bility of the parameters for various colloidal systems. Here, we have two parame-
ters: the spring stiffness kt and the maximum spring length ξmax. These parameters 
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can be determined by the laser tweezing experiments from the previous section, 
starting from the static shape of a linear chain of particles under bending stress:

where L is the center-center distance of the first and the last particle in the chain. 
Comparing with Eq. (1), one sees that EI = 8a3kt. From the deflection of the 
chain, one can get κ = 192(a/L)3kt, and also kt =

κ0
192

. Also the model parameter 
for the tangential stiffness kt is obtained from the measured value κ0, while the 
value of ξmax is required from specific measurements measuring the critical bend-
ing moment Mc. The bending torque acting on each particle is given by Eq. (11), 
and from the perpendicular nij and ξ̇ ij, ξmax is expressed as

Thus all parameters of the force model can be determined directly from experi-
mental data. Again, while the model of Botet and Cabane [32] is also able to cap-
ture the same effects observed by Pantina and Furst [17], their model parameters 
seem to be more difficult to determine and their model eventually consumes much 
more computational resources to handle their multiple pins and springs on the par-
ticles’ surfaces.

2.4  Method of Validation

As a validation step for the proposed tangential force model and its implication 
for restructuring aggregates, DEM simulations were set up incorporating the new 
model. DLVO forces between primary particles an aggregate were calculated from 
the experimental conditions of the laser tweezing experiments, including the par-
ticle radius of 0.735 μm and surface potentials of 40 mV. Drag forces and torques 
were taken from the Stokes formulas, and tangential contact parameters were cho-
sen that correspond to different salt concentrations. An aggregate consisting of 200 
primary particles suspended in a resting fluid was tracked temporally.

The indicative parameter for restructuring events was the mean number of 
neighbors for the aggregate. Using classical DLVO forces, without some sort of 
bending resistance, the aggregate structure started to collapse even in the resting 
fluid (see Fig. 1). This is due to the long range van der Waals forces, with bonded 
particles having the freedom to orient. However, it is known that aggregates even 
in moderate shear flows are often stable [7]: a resisting bending moment for fractal 
aggregates needs to be part of the contact model. Without the appropriate tangen-
tial force model, the number of neighbors grows continuously; on the other hand 
the aggregate compaction is negligible when the tangential force model is used.
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At this point we used an experiment using a deformation of only simple struc-
tures and determined parameters for a contact model required to describe col-
loidal interactions within much more complex structures. We would like to point 
to the original paper by Becker and Briesen [30] for more details on the contact 
model derivation, but some extensive modeling was performed with the new con-
tact model approach [34, 35]. These works also incorporated a torsional element 
to account for all degrees of freedom for two particles in 3-D space. More impor-
tantly, the effects of the hydrodynamics were checked and it became quite clear 
that using the Stokes formulas, valid for colloids in the dilute limit, was a big limi-
tation when considering the close nature of colloidal particles within aggregates. A 
proper hydrodynamic method is thus required.

3  Modeling Hydrodynamic Interactions

Besides the choice for a proper contact model, a major part when investigating the 
behavior of restructuring aggregates is a valid hydrodynamic method. Two simu-
lation methods frequently used for hydrodynamic forces and torques on particles 
within aggregates, namely Stokesian dynamics and the finite element method, are 
compared and assessed [36]. The Lattice Boltzmann method was also included in 
the original comparison, yet details are left out here due to its many similarities 
to FEM. To our knowledge, this comparison is the most comprehensive study on 
comparing simulation strategies for colloidal aggregates. Although this compari-
son still considers rigid aggregates, it should be useful for the selection method of 
appropriate simulation scheme, with its inherent limitations.

As a first step toward a model of mutual interaction of fluids and aggregates, 
the steady-state condition, with aggregates fixed in space, is used, where forces 
and torques now can be determined with satisfactory accuracy. For aggregate 
shapes to be compared, two different samples were chosen. In their work, Harshe 
et al. [37] investigated four different sorts of aggregates characterized by their 

Fig. 1  Time evolution of the 
average number of neighbors 
of a given aggregate in 
a resting fluid. When 
considering DLVO forces 
only (dashed line) the number 
of neighbors increased 
without applying shear flow. 
Using the tangential-force 
model (solid line) keeps the 
structure stable
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fractal dimension and compared these to equivalent ellipsoids with the same 
principal moments of inertia. As we consider only aggregates with few primary 
particles, the determination of fractal properties such as fractal dimension is not 
straightforward. Thus, we consider two types of aggregates, openly structured and 
compact, with varying primary particle number.

3.1  Methods

To quickly summarize the different approaches valid for particles immersed in 
flow conditions: SD obtains the drag forces directly from particle positions and 
general flow information while FEM calculates the complete flow field and its 
effect on the particles.

The behavior of continuum fluid flow is governed by the well-known Navier-
Stokes equations. In the low-Reynolds-number regime, where the kinematic fluid vis-
cosity ν is large compared with the characteristic velocity of the flow u and inertia 
terms can safely be neglected, the Stokes equations can be deduced from the Navier-
Stokes equations. The particle Reynolds number is defined for the particle radius a as:

and approaches zero for this investigation. Therefore, the Stokes equations can be 
summarized as follows: On a bounded domain �, obtain a velocity u and a stress σ 
such that:

with boundary values of uD given for the Dirichlet portion of the bound-
ary (∂�D), and normal stresses given for the Neumann portion (∂�N), where 
∂� = ∂�N ∪ ∂�D. Dirichlet boundaries for the fluid flow will be considered for 
the colloidal particles. The kinematic viscosity is related to the dynamic viscosity 
by the fluid density: ν = η

/

ρ.
Finally, the system of equations is closed by the choice for the stress tensor σ 

for a Newtonian fluid:

with I denoting the identity matrix in R3. With the Stokes equations at hand, we 
now introduce the computational methods to solve the governing equations. FEM 

(14)Rep =
ua

ν
,

(15)−∇ · σ = 0 in �

(16)∇ · u = 0 in �

(17)u = uD on ∂�D

(18)n · σ = 0 on ∂�N,

(19)σ = −pI + η
(

∇u+∇uT
)

,
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uses a discretization of the spatially bounded domain, while the SD method is 
based on the solution for particle drag and torque within an infinite fluid domain.

3.1.1  Stokesian Dynamics

Calculating hydrodynamic interactions is approached by using SD, providing rela-
tionships between motion and hydrodynamic stress acting on particles in the Stokes 
regime. The SD method has been suggested in the 1980s [38, 39] and adopted, 
adapted and improved by many others since [27, 40–44]. SD is a popular method 
for problems concerning colloidal aggregates, e.g., hydrodynamic properties of rigid 
clusters [4, 37, 45] and restructuring/breakage [15, 46]. It itself is based on the solu-
tion of the Stokes equations for a point force given by the Oseen tensor. The flow 
disturbance caused by the particles can be formulated as a superposition of point 
forces positioned on the particle surfaces. This superposition is given in an integral 
form making use of the linearity of the Stokes equations and with the assumption 
that the particles are rigid spheres. A multipole expansion is applied to the obtained 
integrals such that linear relations between the force moments and the velocity 
moments are obtained [43], typically truncated at first order. Since only integrals 
over particle surfaces are evaluated, the method is fast and efficient.

At the heart of Stokesian dynamics lies the information of the applied flow 
field, be it uniform or shear, and expressing the flow field at any point in space 
u
∞(r):

with U∞ being the translational velocity, Ω∞ vorticity, and E∞
r the rate of strain. 

In order to evaluate the hydrodynamic interaction in shear flows, the force-torque-
stresslet (FTS) version of SD has been applied [46].

For shear flows with shear rate γ̇, the nonzero elements of the matrices are 
Ω∞

y = γ̇ /2, and E∞
xz = E∞

zx = γ̇
/

2. This, in return, evaluates to three hydrody-
namic components acting on one particle i as the drag force F (i)

H , torque T (i)
H , and 

the stresslet S(i)
H . The force and torque come from translational and rotational flow 

fields, while the stresslet is the symmetric part of the first-order moment of force 
exerted by the fluid on the particle (sphere). Hydrodynamic interactions (the drag 
forces F (n), torques T (n) and stresslets S(n) acting on a particle n) are then given 
as a linear combination of the translational velocities U(n) and rotational velocities 
Ω(n) from the background flow U∞(r), of all particles n = 1, . . . ,N and the rate-
of-strain E. These linear combinations for all particles are given in matrix form:

with each of the vectors consisting of 11N elements with F = (F (1), . . . ,F (N)) 
and analogously for the other quantities. Since the stresslet S(n) has 5 independent 
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elements, the size of the grand resistance matrix R is 11N × 11N. Thus only par-
ticle positions and rotations together with the fluid information need to be defined 
and with SD the forces, torques, and the stresslet can be evaluated. A second 
option is the inverse version, where the so-called mobility matrix M requires the 
forces and torques on particles, and will give both the translational and rotational 
motion:

Except for the doublet case (N = 2), the lubrication correction [27] is not used 
because relative velocities are zero in rigid clusters, yet this correction in the case 
of the doublet gives the exact solutions [47, 48]. For this work, we have used a 
numerical library developed by Ichiki [49] with a conjugate-gradient iterative 
method used to improve computational performance [43].

3.1.2  Finite Element Method

FEM, a discretization method to solve partial differential equations such as those 
governing the fluid as a continuum, can be applied with the assumption that parti-
cles of sizes above several microns are immersed in a fluid [50]. More importantly, 
the Navier-Stokes equations may be replaced by the Stokes equations as a parti-
cle Reynolds number smaller than 0.1 is considered. So, FEM provides a way to 
investigate full flow fields of fluid around a static or moving aggregate for steady 
or temporally changing flow. Typically, the domain volume is discretized by using 
a computational mesh on which the solution is obtained in form of nodal vectors. 
In contrast to SD, particles of arbitrary shapes can be simulated.

With Eqs. (15–18) solved in a discrete form, a discretization was chosen based 
on the stabilized Galerkin/Least-Squares variational formulation, using an equal-
order interpolation for the velocity and the pressure [51, 52]. The solver is paral-
lelized, allowing for efficient simulations on highly resolved unstructured meshes 
[53], and the solution of the discretized weak form is known to converge to the 
solution of the original Stokes equations with finer and finer discretizations of the 
domain.

As the forces F (n) and torques T (n) acting on the nth particle immersed in the 
Stokes flow are the parameters of interest, surface integrals of the stress tensor 
have to be evaluated in the following form:
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where Ŵ(n)
⊂ ∂�D is the surface of the nth particle with the unit outer normal vec-

tor n̂ and r(n) denotes the distance vector to the particle center of mass.

3.2  Simulation Cases

We now would like to set up a proper comparison between these two different 
methods. Several aspects have to be predefined to reduce the number of param-
eters. For this reason we introduce a set of aggregate samples, dimensionless units 
for drag and torque values, and domain and boundary descriptions.

3.2.1  Samples of Colloidal Aggregates

Although computational fluid dynamics (CFD) methods like FEM are in principle 
capable of dealing with arbitrarily shaped particles, the inherent limitation of SD 
necessitates the choice of spherical particles for a comparative study. Particles have 
small gaps between surfaces (gap-to-radius ratio of 0.0003), allowing for an easier 
mesh generation. Our method validation includes simple structures also chosen by 
Binder et al. [54]—a doublet of two spherical particles and a 7-particle star.

The small aggregates considered in our studies of not more than 50 primary 
particles, formed by the classical mechanisms (diffusion-limited, reaction-limited), 
are rendered indistinguishable. Instead diffusion-limited and Eden-type clusters 
[4] have been chosen. A diffusion-limited mechanism results in openly structured 
clusters while Eden-type clusters are randomly built and highly compact. Eden-
type clusters are only compact as single particles diffuse into the inner core, and 
a high number of primary particles making up a very compact cluster is required, 
too high for accurate FEM simulations. Very large Eden-type clusters were thus 
created and only the innermost particles were extracted, appropriately named 
“core-Eden” clusters. Aggregate sizes were chosen as N = 8, 20, 50, and each of 
these six choices, set by aggregate type and number of primary particles, consisted 
of ten samples.

3.2.2  Computational Domains

The computational domain for the SD simulations differs from FEM in the fact 
that for SD, particles are immersed in an infinite fluid volume. Clusters are posi-
tioned at the origin and the fluid extends equally far into all three spatial direc-
tions. For the discrete cases, the computational domain has to be truncated as 
discretizing an infinite domain with a finite number of elements is not possible.

A 3-dimensional simplex (tetrahedral) mesh, generated by a Voronoi/Delaunay 
algorithm, was used for discretization of the domain for FEM calculations. First, 
inserted nodes with a given distribution inside the computational domain helped 
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generate the FEM mesh, then elements were created by a Delaunay triangula-
tion algorithm. For both parts, the meshes are locally refined to accurately resolve 
complex aggregates. This also means that complex aggregates have a coarser grid 
in regions with lower velocity gradients.

Prior to the full simulations, the influence of the domain discretization was 
checked. A simple test case of a single sphere immersed in a uniform fluid flow 
was designed, and the drag force on the surface was calculated as a function of 
refinement of the mesh size. The mesh refinement is accepted if the change in drag 
force induced by the refinement is smaller than 1 %. The ratio of domain edge 
length to sphere diameter was 15.

3.2.3  Boundary Conditions

Finally, boundary conditions need to be set. Commonly used conditions are as fol-
lows: on each particle’s surface the fluid velocity is set to zero, indicating a no-
slip boundary condition. FEM uses finite domains for the computations and hence 
adequate boundary conditions have to be chosen for artificial walls. Although, 
in principle, the finite domain has an influence on the boundary conditions, their 
disturbance in the flow field can be neglected if one assumes that the walls are 
located far enough from particles. Then the values of the imposed flow at the posi-
tion of the artificial walls can be chosen as the boundary flow velocities.

From a relative viewpoint of the aggregate, the walls will introduce a flow field 
disturbance. Unfortunately, this disturbance drops slowly with the reciprocal of 
distance and cannot be neglected for smaller domain sizes. The choice for domain 
size and the influence of flow boundary values on particle drag and force has been 
investigated in detail in previous work [34], yet the following approach is taken: 
For a ratio of domain to particle size of 60, the flow solution calculated by FEM 
and the background flow velocity were subtracted, showing deviations caused by 
walls and aggregates. This shows that in the uniform flow case, the flow is affected 
rather drastically and requires artificial enhancement, while in the shear-flow case, 
the flow profile is disturbed only in the vicinity of the aggregate.

3.3  Comparison

The need for introducing both SD and FEM stems from the fact that the interac-
tion between fluid and particles have to be considered as a two-way interaction 
(see our previous work on aggregates [34]). On one hand, the fluid flow is influ-
enced by the presence of particles while on the other hand the particles experi-
ence forces and torques due to the surrounding flow. Although FEM allows us to 
observe the flow field, both methods can evaluate the hydrodynamic interactions 
on aggregates.
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3.3.1  Particle Influence on Flow Field

Though from SD one can qualitatively derive flow strength from particle forces 
and torques, with FEM one solves the flow field directly and with a very high 
precision. In case of an aggregate immersed in an fluid, the flow is deflected by 
the particles and velocity and pressure fields adapt to the new geometry. Regions 
with high vorticity are of interest, as for these the drag on primary particles is 
increased. For a back flow region near the center of the aggregate immersed in a 
shear flow, the flow velocity as well as the pressure are negligibly small that no 
drag is expected for primary particles.

Primary variables of the fluid equations are fluid velocity and pressure. For uni-
form flow, high pressure values appear upstream of the aggregate, while behind 
the aggregate a pressure drop is actually observed (Fig. 2). For the shear flow, a 
more complicated pattern emerges, reminding of a quadrupole field: high pressure 
values are where the flow attacks the aggregate surface, and low pressure values 
are found in flow shadows. From the pressure distributions one can then make a 
clear distinction between the two flow fields: in the uniform flow field the domi-
nant entity is the fluid drag force, while in the shear flow the fluid torque is the 
dominant entity.

3.3.2  Fluid Drag and Torque Acting on Particles in Flow Fields

At this point we are able to compare the drag forces for the different simulation 
methods. First, we would like to show the difference between the two methods for 
a small particle ensemble, namely two doublets and a 7-particle star. Results are 
given in Tables 1 and 2 for both uniform and shear flow, respectively. For two par-
ticles the resistance matrix is known exactly and the solution as calculated by SD 

Fig. 2  Streamlines in the neighborhood of a 20-particle aggregate (open structure) for (left) uni-
form flow and (right) shear flow; arrows point in the direction of the flow. Data taken from the 
FEM results. Reprinted from [36] with kind permission from Elsevier
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can be considered as exact. It shows that the FEM results agree very well for the 
doublets in both types of flows, while the deviation becomes slightly more signifi-
cant for the 7-particle stars.

Having established the comparison for small structures also presented in the 
works of Binder et al. [54], we extend our comparison to actual aggregates. For 
particles within aggregates, average drag values for SD and FEM for a uniform 
flow environment are calculated by:

where averaging (denoted by the brackets) was performed for the ten samples 
for each type of aggregate. Similarly to average force values, total torque values 
obtained by the methods for compact and open aggregates were calculated by:

�·� denotes again the average over the 10 aggregate samples.
Results for drag forces between open and denser structures as a function of aggre-
gate size are given in Fig. 3. For smaller aggregates with N = 8, 20, we see a 
very good agreement between SD and FEM, while for N = 50, slight deviations 
can be seen for mean drag forces. Detailed torque comparisons in shear flows as 
well as drag force distributions within the aggregates can be found in the original 
paper [36] but these tend to agree with the trend of increasing deviations for larger 
aggregates. For our simulations using non-rigid aggregates, we use N = 64 pri-
mary particles for SD, which is still in a reasonable range to make sure calculated 
hydrodynamics can be validated by FEM.
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Table 1  Total drag values 
on three different shapes in a 
uniform flow

Units are normalized. Partially reprinted from [36] with kind 
permission from Elsevier

SD FEM FEM/
SD

Doublet (para) 1.29e+ 00 1.26e+ 00 0.98

Doublet (ortho) 1.45e+ 00 1.41e+ 00 0.97

7-particle star 2.70e+ 00 2.34e+ 00 0.87

Table 2  Total torque values 
on three different shapes in a 
shear flow

Units are normalized. Partially reprinted from [36] with kind 
permission from Elsevier

SD FEM FEM/
SD

Doublet (para) 1.01e+ 00 0.98e+ 00 0.97

Doublet (ortho) 3.97e+ 00 3.86e+ 00 0.97

7-particle star 1.24e+ 01 1.18e+ 01 0.95
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While the torque is the representative parameter to investigate for shear flows, the 
drag force distribution inside the aggregates can give an overview of strain within 
aggregates [55]. Since we are in the Stokes regime, higher forces appear in regions 
with higher flow velocities, and the force and velocity distributions almost follow 
linearly throughout the structure. While this effect is most pronounced for small 
aggregates (N = 8), for the 20- and 50-particle aggregates, deviations can be seen 
in the center of the aggregates, with the force-velocity scaling no longer following 
a linear relationship. Particles are shielded by the outer particles from the fluid flow 
through a flow-shielding effect. Both methods show good agreement of this behav-
ior, but rougher approximations for the estimation of hydrodynamics, namely the 
free-draining-approximation, are not detailed enough to explain this effect.

A few words should be mentioned about the computational costs. The bot-
tle neck calculation of SD is the creation of the resistance or mobility matrix. 
For discrete simulations (in terms of the grid), a criterion for convergence of the 
iterative processes needs to be set. Typically incorporated in the FEM software, 
a solver applies a set algorithm to achieve this. Here, the solver uses the general-
ized minimal residual method (GMRES) and one nonlinear iteration corresponds 
to one convergence step. Usually FEM simulations are not performed on single 
cores and require approximately a magnitude of time more effort for particle drag 
forces and torques: however a quantitative comparison is misleading due to the 
serial (SD) versus parallel (FEM) architecture. The applicant has to make the deci-
sion whether a fully resolved fluid flow or an efficient method for the drag forces 
on particles is wanted.

With a good agreement of the forces and torques on the aggregates established, 
one has to keep in mind that these calculations were done with rigid aggregates. 
These types of aggregates are not allowed to restructure as limitations exist with 
the FEM method to solve the equations for movable boundary parts. The currently 
only effective way to investigate movable primary particles within large (N ≥ 50) 
aggregates is with SD. We will thus combine a properly chosen contact model and 
hydrodynamic calculations done with SD with the following investigation on the 
simulation of restructuring of colloidal aggregates.

Fig. 3  Comparison of the mean aggregate drag values in uniform flow for compact (left) and 
open (right) aggregates. Reprinted from [36] with kind permission from Elsevier
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4  Restructuring of Colloidal Aggregates

Now that two methods for the calculation of hydrodynamic interactions are avail-
able, simulations using DEM for the restructuring of colloidal aggregates will be 
presented. As we will be focusing on the restructuring of aggregates, the formation 
and theory behind various types of aggregates will not be discussed here, but can 
be found in the literature available for details of fractal nature [4, 56]. Fractal clus-
ters generated by the reaction limited hierarchical cluster-cluster aggregation were 
used as an initial configuration. The fractal dimension is df ≈ 2. Small clusters 
with N = 64 were investigated, and since the aggregates are random, 50 independ-
ent clusters were prepared and simulated using the same conditions. The given 
simulations study aggregates in shear flows. Although theoretical and not often the 
cause for primary aggregate restructuring, the shear flow brings in the rotational 
motion that aggregates undergo.

At the heart of the DEM simulation lies the relationship of hydrodynamic 
forces and moments FH , TH on particles in an interplay with particle contact 
forces and moments FP, TP, both incorporated in Newton’s equations of motion:

where m and I are the mass and moment of inertia. Since inertia terms diminish 
for particles with diameters on the 1µm scale and smaller, the equations reduce to 
the overdamped equations of motion:

The hydrodynamic parts are solved using SD as presented in the earlier section, 
but for the contact model, we would like to introduce a slightly different approach.

4.1  Extension of the Contact Model

While the earlier proposed tangential force model provides a framework for the 
discrete element simulations for colloidal restructuring (see Becker and Briesen 
[35]), a similar yet slightly adapted contact model was used. This model is based 
on the same logic as the previous tangential force model, and features the follow-
ing qualifications: Tangential forces and bending moments, with bond rigidity 
and bond-breakage effects, while the parameters should be easily accessible from 
experiments, and incorporation into simulations should not be limiting.

For two particles interacting cohesively, we set up four types of degrees of free-
dom: normal, sliding, bending, and torsional displacements [46, 57]. To keep the 
model simple, force-displacement relationships are used for hindering motion for 
these degrees of freedom, with a spring constant associated with each of them. The 
model further assumes monodisperse hard sphere particles. These can be modeled 

(27)m
dU

dt
= FP + FH , I

dΩ

dt
= TP + TH

(28)FP + FH ≈ 0, TP + TH ≈ 0.
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for the four modes for particles with radius a in a three dimensional space in terms of 
forces as well as moments. Each particle i and j has the orientation r(i) and r(j), and 
n
(i,j)

≡
(

r
(j)

− r
(i)
)/

r(i,j), with r(i,j) being the center to center distance. We obtain

for the normal force and

for the sliding force, where d(i,j) represents a sliding displacement vector a projection of 
the deviation of so-called contact point indicators (ξ (i,j), see Fig. 4), introduced as soon 
as particles get into contact, onto the perpendicular bisector between two particles.

The bending mode involving a rolling-type rotation, quantified with an angle 
between the contact-point indicators, is modeled as:

with φ (i,j) describing the bending angle vector. Finally, the torsion is given as a 
rotational displacement around the normal direction between the two particle cent-
ers. For this description, we use torsion indicators η(i,j) standing perpendicular to 
the center-to-center direction. We can relate these to torsional angle vectors θ(i,j). 
The torsional moment is described as

So for each degree of freedom of motion, we have spring constants describing the 
stiffness of each mode for slight displacement or rotation relative to each other. To 
sum up forces and moments between particle i and j, we write:
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,

(a) (b)

Fig. 4  Contact model used: Contact point indicators ξ, torsion indicators η, and normal vec-
tor indicating the center-to-center direction n, for the stress-free state (a) and stressed state (b). 
Reprinted from [46] with kind permission from Springer
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Interactions are set pairwise, so for a two particle system, the forces and moments 
are equal and opposite. As well as for the prior contact model, each mode can break 
and dissipate the energy held up in bonds. The corresponding parameters are two 
critical forces and critical moments, FNc,FSc and MBc,MTc respectively. If particles 
remain in contact, a new bond is created. For a complete description of a particle 
system of hard sphere particles in contact, a set of only two parameters per contact 
mode must be found. Resistances associated with all degrees of freedom between 
two particles are then given through eight contact model parameters and invites 
comparison to other particle contact formulations (see Tomas [57]). The parameters 
should be available from experiments where networks of particles in contact are 
strained, namely from confocal laser scanning microscopy methods [58].

While the exact parameters for this four-modal contact model are not known, 
some estimates can be taken from the literature. For example, Dominik and 
Tielens [59] show that the critical normal and tangential forces, FNc and FSc 
respectively, are typically much greater than the scaled critical bending and tor-
sional moments, MBc

/

a and MTc

/

a. As the normal and sliding resistances 
are on the order of 102 greater, the primary restructuring phenomena actu-
ally involve bending and torsional modes. Input parameters of simulations are 
then only the associated spring constants and the critical moments. For our spe-
cific simulation setup, we set spring constants as the same value for bending 
and torsional resistances, and tenfold this value for normal and sliding modes: 
kN = kB; kN = kS = 10kB. Values for the critical bending and torsional moments 
Mc are set to 1 % of the particle’s radius.

4.2  Simulation Setup

For the hydrodynamic aspect, a slightly different concept is used as compared 
to simulation studies available (c.f. [60]). Typically, a very abrupt shear rate is 
applied to aggregates, causing three distinct behaviors: rotation without restructur-
ing, onset of restructuring, and breakage. In this study we would like to investigate 
the first two behaviors: restructuring and consolidation behavior. To be able to see 
this effect, the shear rate is applied in a stepwise manner, holding a shear rate for 
a predetermined number of steps before increasing it. Inputs for such a setup are 
given in Table 3. The advantage is that when working such a shear rate program, 
at first we expect rigid aggregate rotation (of course only for proper contact model 
parameters), at some point the onset of restructuring, a consolidation behavior, and 
finally the fast rotation of very consolidated structures.

Lubrication corrections are typically an important point to consider when using 
SD. While the far field interactions are satisfactory, the near field approximation 

(34)T
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is often taken as the exact solution of forces between two spheres. However for 
rigid aggregates it is possible to omit these lubrication corrections as particles do 
not have relative motion to each other. While this assumption does not strictly hold 
true for the study of restructuring, the corrections will have negligible effects if the 
relative motion of two particles is small enough. We omit lubrication corrections 
for these reasons, and the SD method seems to correctly calculate drag forces on 
particles, as validated with FEM. A more detailed discussion on lubrication correc-
tions can be found in the literature [4, 27, 37].

In order to speed up the simulations, the concept of reusing of the mobil-
ity matrix is introduced. The construction of this matrix, linking particle motion 
and hydrodynamics, is a bottle neck of the simulation. This operation, however, 
is based on particle positions, and as long as the particle positions remain iden-
tical for each iterative step [46]. Also the accuracy of the numerical method has 
no primary importance for the overdamped motions (see Sect. 3.1.1), therefore the 
explicit Euler method scheme was used to integrate the differential equations with a 
fixed discretized time step. To compare the SD calculations with a method that can 
handle non-rigid aggregates, the free-draining approximation (FDA) is shown as a 
reference, although this approximation is known to overestimate drag forces [34].

4.3  Compaction

A simple indication of compaction due to flow strength is required. For this matter 
the radius of gyration is used, given by

around r0, the center of mass of the cluster. The radius of gyration is often related 
to the hydrodynamic radius of fractal clusters and, although often used for eval-
uating structural information of aggregates, is not the best descriptor for the 
compaction of clusters due to its averaging nature. The detailed orientation of 
aggregates, at least the shape of aggregates, should rather be linked to restructur-
ing phenomena.

(35)R2
G ≡

1

N

N
∑

i=1

(r(i) − r0)
2

Table 3  Parameters of imposed flow

Number of steps dictates the stepwise increase of shear rate and the time interval factor repre-
sents the amount of time a single shear rate is applied. F0 is the critical force for bending and 
torsional breakage

Units FDA SD

Initial shear rate 6πη0a
2γ̇ /F0 0.003 0.001

Final shear rate 6πη0a
2γ̇ /F0 15.9 10

Number of steps – 28 30

Time interval factor – 20 20
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4.3.1  Compaction Regimes

Again, simulations were set up so that aggregates first start to rotate and no 
restructuring will occur. The step-wise increased shear rate segregates the tempo-
ral evolution of aggregates into three different regimes (Fig. 5).

Rigid body rotation: at very low shear rates the aggregates will under go no 
restructuring. The bonds between all particles are able to withstand the hydrody-
namic stresses, and the aggregate simply rotates in the flow.

Restructuring: at intermediate shear rates the aggregates will show first as an 
onset of restructuring. The hydrodynamic forces causes rotating and relative 
motion within the aggregate. However, an important effect is now visible. Due to 
modeling simply adhesive contact forces, the aggregate compromises its structure 
upon the creation of new bonds within the aggregate; either branches or single 
particles find new neighbors. This compromises the entire structure, causing it to 
become denser.

Fig. 5  Radius of gyration 
(a) and effective volume 
fraction (b) averaged over 
50 aggregates as a function 
of dimensionless shear rate. 
Note the FDA overestimating 
the drag forces, thus the onset 
of restructuring (indicated 
by Γ̇rc) occurs much earlier. 
Reprinted from [46] with 
kind permission from 
Springer
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Dense Compaction: at high shear rates the aggregate tend rotate very quickly 
around the axis of shear. Little restructuring is seen from already very compro-
mised structures, but internal rearrangement occurs. Care has to be taken whether 
assumptions about the Stokes flow still hold valid.

The simulations of our restructuring and compaction are actually quite differ-
ent from the regimes found by an abrupt application of shear rate, with expected 
breakage. For our simulations, no breakage is encountered.

The compaction behavior is also indicated by the effective volume fraction of an 
aggregate φeff  (Fig. 5), calculated from the aspect ratio of an equivalent ellipsoid. 
The shear-rate dependence on effective volume fraction was small so that a max-
imum compaction was not observed even at high shear rates. Again, higher shear 
rates required for higher compaction may violate model assumptions, such as Stokes 
regime for the hydrodynamics and the conditions for the overdamped motion.

To obtain a more visual idea of the initial and final states of aggregates, a sam-
ple of 20 are presented in Fig. 6, and to overcome the 3-D visualization, for each 
aggregate views onto the z − x and z − y plane are given. The initial states show 
the very fractal character of cluster-cluster-type aggregates. Of course typical 
aggregates consist of a much higher number of primary particles, up to the order 
of many thousands [61], but for N = 64 we have a good size for the presentation 
of the open shape and can see a considerable change in shape due to restructuring.

One big surprise effect was actually the way the aggregates then compacted 
throughout the simulations: an emergence of round as well as rod-shaped clusters 
were identified (see bottom part of 6). Predictions can probably be made about the 
restructuring mechanisms if one follows every particle’s position and distance to other 
neighbors, but already for multiple aggregates this provides to be a tedious task. Some 
thoughts about a broader quantification are required, given in the following section.

4.3.2  Shape and Orientation

Following the visual analysis, an intriguing question remains to be asked. How can the 
final aggregate shape (spherical or elongated) be traced back to their original shape?

One parameter describing the relative orientation is calculated from the aspect 
ratio of the equivalent ellipsoid (giving cluster slenderness) and aggregate tilt 
angle, with the latter calculated between the y-axis (axis of shear) and the principal 
axis of the least principal moment of inertia with the smallest value. Plotting the 
aspect ratio versus the tilt angle, one can track the aggregates orientation through-
out the simulations. For initially random structures, the scattering on this plot is 
uniform. At some point during the simulation, one can start to distinct between 
round and rod-shaped structures: rod-shaped structures have aligned relative to the 
direction of the shear flow [46] and the tilt angle is decreased. The more spheri-
cal clusters have tilt angles uniformly distributed over all angles from 0 to 2π
. Interestingly, the aggregates tend to keep in their orientation throughout further 
consolidation, however, the prediction of newly forming bonds have not been able 
to be traced back to certain restructuring events.
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Nonetheless, the few rod-shaped clusters that have oriented to the rotational 
axis, indicated in Fig. 6, show a unique behavior. Their orientation hints at the pio-
neer works by Jeffery on spheroids in shear flow, where for the dilute limit, these 
spheroids tend to have periodic orbits. This period scales with the inverse of the 
shear rate and becomes longer with an increasing deviation from sphericity [62]. 
Since aggregates tend to retain their orientation, we would like to propose that if 
the orientation of clusters is variable, a more uniform compaction can be expected. 
Yet these elongated shapes then only form by keeping the rotational axis constant 
throughout the simulation, thus giving an anisotropic compaction.

Having done a detailed comparison between methods for calculating hydrody-
namics, some words should be mentioned about the need for expensive calcula-
tions. While FEM was not considered in this study due to applicability, the FDA 
was compared with the results from SD (see Fig. 5). Hydrodynamic differences 
are clearly seen through the critical shear rate defined by the onset of restructur-
ing. In low Reynolds number flows, the disturbance decays proportional to r−1, 
 resulting in drag force reduction of particles within isolated clusters. Also, the 
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Fig. 6  Snapshots of aggregates prior to (a, b) and after (c, d) the simulation. Two side views are 
given to indicate the fractal character. To note is the inability to match initial structure to rod-like 
and spherical final shapes. Reprinted from [46] with kind permission from Springer
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shape and orientation of final aggregate shape shows differences between the two 
methods. The spatial distribution of drag forces within clusters has the same sym-
metry, however the tendency of aggregates to form spherical or elongated shapes 
was not as pronounced for the FDA.

5  Conclusions and Outlook

Improving the simulation approaches and capabilities for the restructuring of col-
loidal aggregates was the main objective within this work. The interplay of inter-
particle and hydrodynamic forces was investigated, starting from existing work 
and inherent limitations, proposing new approaches, and combining all of these in 
simulations in our final formulation.

First, we showed that experimental findings dictate a need for a formulation of 
bending resistances within colloidal bonds. A set of requirements is proposed for 
any colloidal contact model, and significance is put upon the experimental acces-
sibility of these parameters. For one contact mode between bonded colloidal par-
ticles, namely the bending resistance, a vigorous attempt was shown to quantify 
these parameters. We introduced an extension of our first contact model, yet this 
extension is still based on force-distance relationships with spring constants and 
critical forces/moments upon which a bond breaks. These springs resist motion for 
all degrees of freedom between two particles.

The next step was to investigate how the hydrodynamics can be formulated 
correctly and efficiently. Two methods, FEM and SD, were introduced and tested 
on rigid aggregates. Although these methods approach the calculation of par-
ticle forces and torques in totally different ways, results have shown satisfac-
tory agreement. If one considers a few restrictions, spherical particles immersed 
in low-Reynolds number fluids, the SD is an extremely efficient method for the 
investigation of colloidal aggregates. Luckily on colloidal time and length scales, 
these assumptions often hold true. FEM provides a detailed look into the full 
fluid-particle interaction including the influence of the particles on the fluid flow 
behavior, but at a high computational cost and for a restricted number of particles. 
Between the two methods, some drag force and torque deviations were seen for 
the larger aggregates with primary particle size of N = 50, while the agreement is 
better for smaller aggregates and simple shapes. Future work dealing with hydro-
dynamics may include comparing drag force differences for even larger aggregates 
to investigate the origin of the deviations.

We hope to have shown that the SD implementation can be used for hydro-
dynamics for any appropriate DEM simulation, be it restructuring aggregates or 
aggregate sedimentation behavior, but the fully-resolved CFD methods are always 
required for validating the simulations. The free-draining approximation should 
not be considered as a valid comparison for colloidal aggregates in shear flow as it 
neglects many-particle effects [35].
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The restructuring of colloidal aggregates in shear flows has been investigated 
by coupling an interparticle contact models with Stokesian dynamics. A special 
type of applied shear flow, i.e. the stepwise increase of shear rate, was considered. 
This actually lead to the reinforcement of aggregate structures due to irreversible 
compaction. The structure evolution was tracked by shape and orientation in order 
to explain the two types of compaction behaviors of aggregates: rod- and round-
shaped clusters. Therefore, simulations incorporating a valid contact model as well 
as detailed hydrodynamics show the characteristic behaviors of colloidal aggre-
gates under flow conditions.

One inherent limitation that the restructuring simulations have is the ability of 
simulating only one aggregate at a time. For full investigation of any colloidal sys-
tem, simulation techniques on other length and time scales have to be adopted. 
A choice would be population balance equations, mass balances for the entire 
population of aggregates able to quantify the temporal evolution of distributions. 
This technique requires so-called aggregation and breakage kernels: rate constants 
explaining how specific distributions break or further aggregate. Kernels are typi-
cally a function of cluster size, number of primary particles, applied shear rate, 
and interparticle interactions, and Harshe and Lattuada [63] give an approach uti-
lizing SD as well as an implementation similar to our proposed bending resist-
ances [30]. Compared to our restructuring simulations, however, they do not apply 
shear rate in a step-wise manner: their aggregates are exposed to a full flow field 
and are allowed to break. Although this population balance approach cannot simu-
late the restructuring of each aggregate, the two methods depend on each other for 
the simulation of entire colloidal systems.

Some work has to be done to relax the restrictions of simulations handling only 
monodisperse primary particles in aggregates. All of the simulation studies utiliz-
ing the efficiency and accuracy of SD for aggregates consider primary particles 
of the same size, yet handling polydispersity remains an open question for aggre-
gates. Eggersdorfer and Pratsinis [64] show effects of polydisperse primary par-
ticles on aggregation mechanisms, but neither restructuring nor breakup are well 
known topics for such aggregates in the literature. DEM simulations can incorpo-
rate arbitrary size, but this becomes quite challenging when incorporating proper 
polydisperse particle contact models. SD can handle polydisperse particles by 
extending the resistance or mobility functions to include particle radii [65], so if 
one extends these contact models for arbitrary size, the effects of polydispersity 
within restructuring aggregates is something that remains to be investigated.

Current research interest of applying simulations in order to understand the 
realm of colloidal process engineering is evident through the emergence of a 
recent review on colloidal suspension dynamics simulations [66]. Efficiency of 
hydrodynamic methods, e.g. SD, as well as the need for tangential particle interac-
tion models were highlighted. Indeed from an applications perspective, the authors 
pushed to goal of studying colloidal suspension in order to understand, predict and 
control suspension rheological properties and particle microstructure. Research 
on restructuring of colloidal aggregates involves all of the above goals for the 
same kind of colloidal interactions and hydrodynamics for engineering purposes: 
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understand and predict how aggregates restructure, and, as the ultimate goal, 
 control how aggregates restructure.
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Abstract The polymerization process of silica involves gelation, fragmentation 
and reorganization. Each of these processes depends on the process parameters 
and strongly influences the solid formation as well as the particle properties (par-
ticle size distribution, structure or firmness). Process parameters like temperature, 
pH and ionic strength of solution as well as chemical composition and energy dis-
sipation are crucial for the production of silica powder with particular specifica-
tions. Characteristic parameters for gelation, fragmentation and reorganization are, 
among others, the gelation time, gel firmness and fragment sizes in the case of 
stirred experiments. They depend in different degrees on the process parameters. 
Different orders of magnitude for gelation time (from a few seconds up to several 
hours) and gel firmness are obtained by varying the pH and chemical composition 
of the solution. Modifications in the solid structure appear during the reorganiza-
tion process, resulting in volume decrease. Thus, the process of reorganization 
offers the possibility to modify the particle properties even after they have formed. 
A new method is suggested to reduce the time requirement for the process of reor-
ganization that allows for a faster identification of relevant process parameters. An 
empirical model is proposed that correlates the data of slow and accelerated pro-
cess of reorganization. This model predicts the reorganization of a model silica gel 
for various temperatures.
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List of symbols

c    mass concentration (mg/l)
c̃    molar concentration (mmol/l, mol/l)
c̃⋆    molar concentration, equilibrium (mmol/l, mol/l)
d    fragment size (μm)
dc    cone diameter of rheometer (mm)
df     fractal dimension
e    elementary electric charge (1.602× 10−19 C)
G′    storage modulus (Pa)
G′′    loss modulus (Pa)
I    ionic strength of solution (mol/l)
kB    Boltzmann constant (1.380× 10−23 J/K)
ṁ    mass flow rate (g/min)
mfill    mass of filling substance (deionized water) (g)
mgel    mass of gel (g)
NA    Avogadro constant (6.022× 1023 mol−1)
Nc    number of ion species
n    exponent
ns    stirring speed (min−1)
∆p    pressure difference (bar)
pH    value of pH
pHiso    pH of isoelectric point
q3    volume density (μm−1)
sgap    gap width of rheometer (μm)
S    supersaturation
t    time (min)
tg    gelation time (min)
tnorm    normalised time
T     absolute temperature (K)
Vfill    filling volume (pycnometer) (ml)
Vfill, max    maximum filling volume (pycnometer) (ml)
Vgel    volume of gel (ml)
∆V     volume decrease of gel (ml)
V0    starting volume of gel (ml)
(∆V/V0)max   maximum relative volume decrease of gel
x    mass fraction (kg/kgSol)
X    mass load (kg/kg)
zi    electrical valence
αc    cone angle of rheometer (°)
ε    dissipated energy (W/kg)
εr    relative permittivity
ε0    electrical field constant (8.854× 10−12As/Vm)
1/κ    Debye length (nm)
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ρfill    density of filling substance (g/ml)
ϑ    temperature (°C)
τ    characteristic time constant (h)

1  Introduction

Precipitated silica has a wide field of industrial applications. On the one hand, its 
physical properties (specific surface area, particle size) are used for adsorption of 
liquids and gases or colour pigments in paintings. On the other hand, it is added to 
polymeric and pharmaceutical products as an inexpensive and inert filling mate-
rial. The industrial production of precipitated silica is usually performed in a 
stirred semi-batch process by mixing sulphuric acid and aqueous sodium silicate. 
The resulting monomeric silicic acid polymerises to solid silica particles, which 
eventually agglomerate and link together into a porous solid skeleton that immobi-
lises all liquid contained [1]. This state is known as a gel. It is destroyed due to the 
stirrer, resulting in gel fragments. It will be shown that the agglomeration and the 
fragment sizes can be controlled by varying the process parameters.

Furthermore, polymerization continues beyond the formation of the gel. As a 
direct consequence, the fragments can reorganise and polymerise internally to a 
more compact state. The gel fragments shrink, leading to an expulsion of liquid 
enclosed. This process is known as syneresis [1]. The gel volume decreases about 
15–18 % after five days [2]. According to [3], syneresis can be accelerated by 
applying an external mechanical force to the gel, leading to an accelerated drain-
age of enclosed liquid. Thus, it is appropriate to define this process as ‘enforced 
syneresis’ in contrast to the previously described, slow ‘natural syneresis’. An 
extrapolation method based upon measurement of enforced syneresis is proposed 
that allows for a correlation between natural and enforced syneresis.

The process of particle formation, aggregation and gelation as well as reorgani-
zation of silica depends on temperature, pH, ionic strength, and composition of 
the reactants. Although these process parameters are not fully independent of each 
other, the influence of each parameter on the precipitation process is reviewed the-
oretically. In particular, their impact on polymerization reaction and kinetics are 
considered.

The progress of polymerization can be monitored with rheometric and light 
scattering analysis, respectively, the gel fragments are characterized. An adapted 
pycnometer and a specially designed pressure cell are proposed for measuring 
both natural and enforced syneresis.

In the following section, the relation between the systematically varied process 
parameters and the phenomenology of gelation is given. The gelation time, gel 
firmness, fragment size distribution, and the reorganization process of the silica 
formed are particularly investigated.
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2  State of the Art

Firstly, the process of silica precipitation with its different mechanisms—growth, gela-
tion, fragmentation, and reorganization—is reviewed. Special attention is paid to the 
catalytic polymerization reaction of monomeric silicic acid to oligomers, aggregates and 
eventually to a gel. Secondly, the processes of fragmentation and reorganization are pre-
sented. All these steps are influenced by the process parameters temperature ϑ, pH and 
ionic strength I. In order to understand their influences on the precipitation of silica, the 
theoretical backgrounds of the process parameters are illustrated.

2.1  Precipitation of Silica

2.1.1  Theory of Gelation and Fragmentation

Liquid routes of producing silica exist in addition to a gaseous reaction of silicon 
tetrachloride. One of the routes is shown in Fig. 1. It comprises the mixing of sul-
phuric acid with aqueous sodium silicate.

At typical process conditions, see Sect. 3.1, monomeric silicic acid Si(OH)4 
has a concentration of about cSi(OH)4 = 105 mg/l. By comparison, its solubility is 
low (c⋆Si(OH)4 = 192mg/l corresponding to c̃⋆Si(OH)4 = 2mmol/l at ϑ = 25 ◦C [4]). 
Hence, a high supersaturation S =

cSi(OH)4
c⋆Si(OH)4

≈ 500 occurs. In the course of the pre-

cipitation process, see Fig. 1, the supersaturation S is depleted by polymerization 
of silanol groups (Si–OH) to siloxane bonds (Si–O–Si) with water as a byproduct. 
Depending on the pH of the mixture, catalysts are either H+ ions or OH− ions [4, 
5] (also refer to Sect. 2.1.2).
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Fig. 1  Precipitation process of silica, taken from [6, 21]
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Monomeric silicic ac1id builds di-, tri- and larger oligomers that are assumed 
to be stabilised by solvation [6]. Further polymerization leads to colloidal, solid 
primary particles (indicated by the filled rings in Fig. 1). Seeding is not neces-
sary for the particle formation. Both growth and aggregation of these primary 
particles contribute to gelation. It is appropriate to define a gelation time tg as the 
time elapsed after the reactants have been mixed. The gel structure itself consists 
of a solid, porous skeleton of silica and immobilised liquid in the pores [7]. The 
gel is destroyed, for example, by means of a stirrer, whereby gel fragments occur. 
Fragmentation is a secondary effect in industrial production, but the proper mixing 
of further added reactants cannot be guaranteed without stirring. For the applica-
tion of silica in form of a fine powder it is a crucial process step since fragmen-
tation strongly affects the particle size. As the process continues, the fragments 
shrink while expelling enclosed liquid. Typically, the solid particles are separated 
from the liquid and are dried to obtain the silica powder.

2.1.2  Theory of Reorganization

Reorganization of agglomerates in shear flows can be observed for a variety of 
colloidal systems [8, 9]. The agglomerates shrink and compact resulting in an 
increasing fractal dimension df . Two different types of reorganization can be iden-
tified depending on the size of the primary particles. Agglomerates composed of 
small primary particles tend to restructure and to compact, while agglomerates 
made of larger primary particles break and reagglomerate. For more detailed infor-
mation, see [6, 9–12].

However, even without external mechanical stress imposed by shear flow, reor-
ganization of the agglomerates occurs. In dairy science, the separation of milk into 
curd and whey and the conversion of amorphous starch into a crystalline state with 
expulsion of physically bonded water are known examples. Silica, aluminum oxide 
and latex represent industrially produced compounds that show reorganization. 
The reason for reorganization of silica is the same polymerization reaction which 
is responsible for gelation. After the gel network has formed, there are still uncon-
densed silanol groups. A zoom of two solid silica particles is shown in Fig. 2.

Due to thermal vibrations of the initially flexibly bonded silica particles (indi-
cated by the shaded areas), silanol groups on the particle surface can get into 

O

Si
O

Si Si

Si

O
O

OH

O OH

OH

O

O O

OSi
Si

Si
O

O O

Si OH
O

O

Si
OH

Si

O Si

Si

Si

O
O

OH

OH
OH

OO O

O

Si

Si

SiO

O

O

Si OH

OO
Si

OH

O Si
O

H O2

Si
O

Si Si

Si

O
O

OH

OH

OH

O

O O

OSi
Si

Si
O

O O

Si OH
O

O

Si
OH

O

Si

O Si

Si

Si

O
O

OH

OH
OH

OO O

O

Si

Si

SiO

O

O

Si OH

OO
Si

OH

O Si
O

H O2

OH

Si
O

Si Si

Si

O
O

OH

OH

OH

O

O O

OSi
Si

Si
O

O O

Si OH
O

O

Si
OH

Si

O Si

Si

Si

O
O

OH

OH
OH

OO O

O

Si

Si

SiO

O

O

Si OH

OO
Si

OH

O Si
O

OH

Fig. 2  Schematic illustration of syneresis



180 S. Wilhelm and M. Kind

contact and form siloxane bonds. Two neighbouring silanol groups require more 
space than one siloxane bond. Thus, as a new siloxane bond is formed, stress is 
put on the solid skeleton [1]. This stress is relaxed by contraction as long as the 
skeleton remains flexible. As a direct consequence of the contraction, the liquid 
enclosed is poured out. These two mechanisms are known as syneresis. With 
further formation of stiffening siloxane bonds, the silica skeleton becomes less 
flexible and the rate of syneresis decreases. Finally, syneresis stops because the 
skeleton can no longer deform [1].

2.2  Influence of PH

The influence of the pH is threefold. Firstly, the total solubility of silica, includ-
ing monomeric silicic acid and its ionic form, depends strongly on the pH 
of the solution. It is calculated by Eq. (1). Hereby, c̃SiO2,1 = 2mmol/l and 
c̃SiO2,2 = 2.3mmol/l for pH2 = 9 are found [6].

Figure 3 shows the course of the total solubility. For pH < 8 and ϑ = 25 ◦C, the 
solubility is constant (c̃⋆SiO2

= 2mmol/l) and it increases for pH > 8. An equilib-
rium exists between the monomeric silicic acid and its deprotonated anion. At high 
pH, the equilibrium is shifted to the anionic form, leading to the increased solubil-
ity. The anion can be stabilised by water molecules [4, 6].

Secondly, the pH directly affects the polymerization reaction. The polym-
erization reaction involves an ionic mechanism that depends on pH. Two dif-
ferent regions can be identified that are separated by the isoelectric point, i.e. 

(1)log

(

c̃⋆SiO2
− c̃⋆SiO2,1

c̃⋆SiO2,2
− c̃⋆SiO2,1

)

= pH− pH2

Fig. 3  Calculated solubility 
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pHiso ≈ 1.7−2 in the case of sulphuric acid [1, 5, 10]. For pH < pHiso, the polym-
erization is acid-catalysed (proportional to the concentration of H+ ions), whereas 
for pH > pHiso, it is proportional to the concentration of OH− ions (base-cata-
lysed) [4].

In the case of acid-catalysed polymerization, an equilibrium condition between 
temporarily positively charged and neutral species of monomeric silicic acid is 
proposed [13]. This equilibrium is shifted greatly to the right. The cationic mono-
meric silicic acid is formed due to the addition of an H+ ion [5].

Si–OH H+ Si–OH2
++

Si–OH2
+ + OH–Si Si–O–Si + H O2

–

H+
≡

≡ ≡ ≡ ≡

≡

The additional proton of the intermediate silica is removed either by water or 
another silanol group so that the overall reaction scheme corresponds to the one 
shown above. The cationic monomeric silicic acid attacks silanol groups of least 
acidic silicon atoms [5]. In general, the acidity of a silicon atom in silica increases 
with the greater number of siloxane bonds and fewer number of silanol groups [4]. 
Thus, the cationic silicic acid reacts preferentially with the least condensed end 
groups. Therefore, formation of linear chains or weakly branched structures with 
a low degree of internal polymerization predominates initially. With proceeding 
polymerization, the silanol groups that are attached to the branched structures pol-
ymerise internally or bind together with other polymeric units, resulting in dense, 
but among each other loosely connected agglomerates [10].

Above pHiso ≈ 1.7−2, the polymerization proceeds by an OH− ions cata-
lysed mechanism. The OH− ion deprotonates a neutral monomeric silicic acid. 
Subsequently, it polymerizes. In the case of a very high pH, the equilibrium 
between the anion and the siloxane is shifted backwards to the left side, result-
ing in dissolution of the siloxane (if ever formed). The anionic silicic acid attacks 
silanol groups of the most acidic silicon atoms, i.e. the silicon atoms with the few-
est number of attached OH-groups and the greatest number of siloxane bonds. 
They are rather middle than end groups. Therefore, formation of highly condensed 
and branched clusters is promoted [5, 10].

Si–OH OH– Si–O + H O–
2+

Si–O–+ OH–Si Si–O–Si + OH–

≡ ≡
≡≡ ≡≡

Thirdly, the pH affects the rate of polymerization and thus, directly the gela-
tion time tg and the reorganization, respectively, syneresis. These dependencies 
are illustrated in Fig. 4. Since the polymerization reaction requires the cationic, 
respectively, anionic monomeric silicic acid, the gelation time tg decreases with 
an increasing concentration of these ionic intermediates. For pH = pHiso, their 
concentrations are at a minimum, resulting in maximum gelation times tg. The 
gelation times tg drop sharply due to a small change in pH. The same effect is 
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observed for the rate of syneresis. The closer the pH of the solution approaches 
pHiso, the slower syneresis is.

2.3  Influence of Temperature

The solubility of silica increases with temperature ϑ. It is calculated by Eq. (2) [4].

In Fig. 5, its course is plotted for pH < 8. Note that the molar solubility c̃⋆SiO2
 is 

plotted. The solubility in that range of the pH is independent of pH according to 
Fig. 3, and one curve describes the solubility. For pH > 8, the pH-dependency of 
the solubility c̃⋆SiO2

 must also be taken into account [4].

(2)log

(

c⋆SiO2

mg/l
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=
−731

ϑ + 273.15 ◦C
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Fig. 4  Gelation time tg depending on pH of solution and SiO2 concentrations c̃SiO2
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1.33 (2) and 1.78 mol/l (3) (left); volume decrease as a function of time t  and pH for acid-cata-
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Beside its impact on the solubility c̃⋆SiO2
, the temperature ϑ directly affects the 

polymerization reaction rate [1]. This might be expected because polymerization 
involves a kinetic phenomenon. However, the influence of temperature ϑ cannot be 
discussed without considering the two different pH regions [4].

For acid-catalysed polymerization, a strong acceleration of both gelation 
and syneresis is detected with increasing temperature ϑ [10, 14]. This is due to 
a higher mobility of the molecules promoting the agglomeration and conden-
sation of polymeric clusters. By contrast, the maximum amount of shrinkage 
decreases [14]. To obtain shrinkage, the stress induced by newly forming siloxane 
bonds must be relaxed, therefore, the compliance of the solid silica skeleton is of 
great importance. During the shrinkage process, pore liquid must move through 
the skeleton of solid silica to be squeezed out. The viscosity of the pore liquid 
decreases with increasing temperature ϑ, but the reaction rate increases dispropor-
tionately. The squeezing out of the pore liquid becomes the limiting process. It is 
assumed that the stress produced by the formation of siloxane bonds is lowered 
by shear deformation [1]. The shear deformation does not contribute to a volume 
decrease. Thus, for a given number of siloxane bonds, the shrinkage is lower at 
higher temperatures.

By contrast, an unrestricted acceleration of gelation for the base-catalysed 
polymerization with increasing temperature ϑ cannot be stated [4, 10]. It is 
reported that the gelation time tg increases for temperatures from ϑ = 15 ◦C to 
ϑ = 35 ◦C, but decreases again with higher temperatures. It is assumed that this 
peculiar behaviour is due to a preequilibrium step involving an induction period. 
During this period, small polymeric units are formed initially with which mono-
meric silicic acid reacts preferentially [4].

2.4  Influence of Ionic Strength

The ionic strength I is a property of a liquid which contains dissociated salts. 
The concentrations c̃i of ions i that dissociate from the salt with their electrical 
valences zi are summed up for all ions Nc, that is

By means of the ionic strength I, the Debye length 1/κ of the electrostatic interac-
tion forces between particles can be influenced:

Here, εr and ε0 represent the relative permittivity, respectively, the electrical 
field constant. kB is the Boltzmann constant, T  the absolute temperature, e the 

(3)I =
1

2

Nc
∑

i=1

c̃i · z
2
i .

(4)
1

κ
=

√

εr · ε0 · kB · T

2 · e2 · NA · I
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elementary electric charge, and NA the Avogadro constant. Because of addition of 
salts to a solution, the ionic strength I increases, respectively, the Debye length 
1/κ decreases. The electrical double layer surrounding each particle is compressed, 
resulting in a reduced range of electrostatic forces [10]. As a direct consequence, 
the particles do not repel each other and can agglomerate.

The influence of the pH, temperature ϑ and ionic strength I on the polymeriza-
tion of silica involving gelation, fragmentation and reorganization are reviewed. 
Different experimental set-ups are suggested for proving, transferring and extend-
ing these influences to the resulting fragment size distribution and the macro-
scopically determinable volume decrease. They are explained in detail in the next 
section.

3  Experimental Set-up

In the following, a simple, but powerful experimental set-up is proposed which 
allows one to determine the influence of the process parameters pH, temperature 
and ionic strength on the formation of the solid and the resulting gel network. 
For that purpose, unstirred batch experiments are appropriate. A syringe pump in 
combination with a Y-mixing nozzle ensures rapid and complete mixing of both 
reactants. The gel samples prepared are investigated with a cone/plate rheometer 
with respect to their gelation time and gel firmness. An adapted pycnometer device 
is proposed for characterization of the reorganization process and the principle 
of measuring natural syneresis is explained. The equipment for the measurement 
of enforced syneresis consists of a pressure cell and a uni-axial testing machine. 
Finally, the set-up for stirred batch precipitation in a stirred tank and a Taylor-
Couette reactor is explained with which the influence of fluid mechanic stress on 
the fragment size distributions can be determined.

3.1  Batch Precipitation, Unstirred

Gel samples are produced via a batch precipitation apparatus for analysis of the 
gelation kinetics. The apparatus consists of a Y-mixing nozzle, described in 
[15], and a manually operated or electrically driven syringe pump, Nexus 6000, 
Chemyx. The scheme and actual arrangement of the manually operated pump 
are shown in Fig. 6. The Y-mixing nozzle allows for rapid and homogeneous 
mixing of the reactants that are pumped with a constant volumetric ratio of 1:1. 
Sulphuric acid (96% H2SO4 by weight, Roth GmbH) and sodium water glass 
(35.5% Na2O · 30.3 SiO2 (sodium silicate) by weight, Roth GmbH) with different 
dilutions are used as reactants. Both reactans and the mixed solution are thermo-
stated at ϑ = 20 ◦C. Thus, an adiabatic temperature rise due to the released heat of 
mixing is eliminated.
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A suitable method for the determination of gelation time tg and gel firm-
ness proved to be oscillating rheometry. We used a cone/plate rheometer (Bohlin 
CVO 100NF, cone diameter dc = 40mm, cone angle αc = 4◦ and gap width 
sgap = 150 μm). The gel sample has to be placed on the plate immediately after 
mixing. Due to the very small oscillating amplitude Aω, the forming gel network is 
not destroyed [10]. During the measurement, the time-dependent storage and loss 
modulus (G′ and G′′) are recorded. The sample is gelled if both moduli G′ and G′′ 
increase parallely with varying frequency f . In the case of a continuously polymer-
izing gel network the polymerization state of the gel changes constantly and, thus, 
this method is only applicable to gels that have a very slow or stoppable polym-
erization. However, for precipitated silica, the intersection point of G′ and G′′ at a 
constant frequency f = 1 Hz coincides with the visual determinable gelation, i.e. 
the time elapsed since mixing the reactants corresponds to the gelation time tg [10].

3.2  Measurement of Syneresis

Several studies exist on natural syneresis of silica produced by mixing sulphu-
ric acid and sodium silicate solutions [2]. The shrinkage can be measured with 
a cathetometer that records vertical changes in position. However, due to the 
assumption of an isotropic shrinkage, the change in the vertical dimension must 
be converted into a corresponding volume decrease [2]. In order to measure the 
changes in all geometrical dimensions and their impact on the volume decrease, 
here a different approach based on the principle of displacement and pycnometry 
is adapted, see Fig. 7 (left).

The pipette tip with a small opening at its top will guarantee that the same 
 volume is always filled in the pycnometer device. Firstly, the maximum filling   
volume Vfill,max of the pycnometer without the gel sample is determined. 
Afterwards, the gel sample with its volume Vgel is put into the pycnometer flask 
and its mass mgel is noted. The measurement liquid is poured in through the filling 

sulphuric
acid

sodium
silicate
solution

Y-mixing
nozzle

Fig. 6  Scheme and actual arrangement of batch precipitation apparatus
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hole and its mass mfill is weighed. Due to its known density ρfill, the volume Vfill 
can be calculated. Knowing the maximum filling volume Vfill,max, the volume of 
the gel sample Vgel is computed by simple subtraction. During the syneresis, liquid 
enclosed in the gel is drained and must be removed from the flask before the meas-
urement liquid (deionized water) is poured in. Because the gel gets into contact 
with deionized water, its chemical composition may change, and thus, it cannot 
be used for further analysis. Therefore, a series of gel samples (here 36 samples) 
must be prepared to record the time-dependent volume changes. Three samples 
are analysed to obtain one measurement point (see Sect. 4.3.1) and their volume 
changes �V/V0 are averaged in order to compensate for inaccuracies. Hence, 12 
measuring points can be taken with 36 samples. At every single measuring point, 
the temperature ϑfill of the filled measurement liquid is noted and accounted for 
[16]. All pycnometer flasks are immersed in a thermostated water-bath for investi-
gating the influence of different measuring temperatures ϑ.

The concept of enforced syneresis is an acceleration of natural syneresis by 
applying an external force F to the gel sample. Consequently, a pressure differ-
ence �p between the gel sample and the environment is induced in order to drain 
out the liquid enclosed. For that purpose, a uni-axial testing machine in combi-
nation with a pressure cell is proposed [3]. The testing machine (ProLine Z010, 
Zwick/Roell) applies a specified force F to the gel sample and records the resulting 
change in sample height �s which can be converted to a corresponding volume 
decrease �V/V0. The gel sample investigated is itself poured directly into in the 
measuring cell, see Fig. 7 (right). Head plate, cylinder and base plate are made 
of stainless steel. Porous sintered filter plates (Tridelta Siperm R) are employed 
to support the nanofiltration membranes (Dow Filmtec NF270) that are necessary 
for retention of the gel. The force F is applied to the gel sample by means of the 
plunger. Liquid contained in the gel sample may pass through the membranes and 
is picked up by a lower collecting device or pushed upwards through the head 
plate. As with the pycnometer flasks, the measuring cell is immersed in a thermo-
stated water-bath for assuring a constant temperature ϑ during the experiment.

pycnometer
flask

Vgel

stopper

pipette
tip

filling
hole

Vfill

nanofiltration
membrane

s

o40

Fig. 7  Measurement equipment for natural (left) and enforced (right) syneresis [19]
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3.3  Batch Precipitation, Stirred

Stirred batch precipitation experiments have to be carried out to account for the 
impact of fluid mechanic stress on the resulting fragment size distribution. Instead 
of the apparatus described in the previous Sect. 3.1, an experimental set-up is sug-
gested that produces gel volumina of about Vgel = 1−2.5 l. These volumina are not 
solely prepared by the simple syringe pump but by a continuous process, see Fig. 8. 
Different solutions of sodium silicate, respectively, sulphuric acid are filled into the 
thermostated tanks B-1 and B-2. These solutions are pumped by P-1 and P-2 to the 
Y-mixing nozzle where they are mixed. Afterwards, the mixed solution flows either 
into a stirred tank reactor (VSTR ≈ 5 l, hSTR = 300mm, dSTR = 150mm with a 
double-stage intermig stirrer, ds = 119mm [11] ) or into a taylor-couette reactor 
(hTCR = 390mm, da,TCR = 100mm, di,TCR = 75.8mm [17, 22]) where it is stirred 
before and beyond gelation. Equal mass flow rates ṁ of the reactants are assured by 
means of magneto-inductive flow meters. Water is used for their calibration and for 
the cleaning of the mixing nozzle. Multi-pass valves switch between them. Due to 
the different densities ρi of reactants and water, a correction for the mass flow rates 
ṁ is necessary [11].

Typical initial parameters for two standard experiments are listed in Table 1. 
The masses m of sodium silicate, respectively, sulphuric acid are referred to the 
total mass of water in the mixed solution. On the basis of these parameters, the 
temperature ϑ, ionic strength I (addition of NaCl and Na2SO4) and the energy dis-
sipation ε due to the stirrer speed ns may be varied systematically. After gelation, 
i.e. t > tg, samples of the reactor content are taken with a syringe and the fragment 
size distribution is determined with laser light diffraction (Mastersizer S, Malvern 
Instruments).

Fig. 8  Scheme of batch 
plant and outlet to stirred 
tank reactor or TCR (Taylor-
Couette reactor) [11]
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4  Phenomenology of Gel Formation

This section is structured as follows: firstly, the influence of systematically varied 
chemical composition of the reactants on the measured gelation time is presented. 
Then, a model is proposed that considers quantitatively the dependencies of the 
process parameters pH and ionic strength on the gelation time. The influences of 
pH, ionic strength and temperature on the gel firmness after gelation are discussed. 
Further on, the volume decrease of natural and enforced syneresis for unstirred 
gel samples is presented. Based upon these data, a predictive model is discussed 
which correlates both. In the last section, the influence of fluid mechanical stress 
on the resulting fragment size distributions is determined.

4.1  Gelation Time tg

4.1.1  Experimental

Oscillatory rheometry is used to determine the gelation time tg experimentally 
depending on the chemical composition of the reactants. For that purpose, silica 
is precipitated batch-wise via the manually operated syringe pump. The measured 
gelation time tg is plotted as a function of different mass fractions xi of the reac-
tants in Fig. 9. There are two regions of fast gelation. One region can be identified 
for a mass fraction of sulphuric acid xH2SO4

≈ 0.1 and almost all mass fractions 
of water glass xWG, while, for the second region greater mass fractions of sulphu-
ric acid xH2SO4

 and water glass xWG are necessary. Between these two regions, a 
maximum in gelation time tg occurs. The division into two regions and the occur-
rence of the maximum is due to the pH of the mixed solution. The pH as well as 
the solubility c̃⋆Si(OH)4 and ionic strength I are calculated in the next section.

4.1.2  Model

For the calculation of the pH it is assumed that the sulphuric acid dissociated com-
pletely and an equivalence exists between sodium ions in the silicate solution and 
hydroxyl ions, i.e. Na2O acts as 2NaOH [10]. The pH is calculated with

Table 1  Initial parameters for stirred batch process [11]

Composition (Xi/
g

gH2O
) Gelation time 

(tg/min)
Temperature  
(ϑ/°C)

Stirrer speed 
(ns/min−1)

Acid-catalysed XH2SO4
= 0.25 80 20 400

XNa2O·3.3SiO2
= 0.084

Base-catalysed XH2SO4
= 0.019 40 20 400

XNa2O·3.3SiO2
= 0.136
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The concentrations of inert Na+ ions and the catalytic H+ ions changes negligibly 
during the reaction. This is due to a changed liquid volume as a consequence of 
produced water and the transition of solved to solid silica. The calculated pH is 
shown in Fig. 10a. For xH2SO4

≥ 0.15, a pH < 2 is calculated. According to [1, 
5, 10], the polymerization reaction is acid-catalysed, resulting in shorter gelation 
times tg with increasing mass fractions of sulphuric acid xH2SO4

 and sodium sili-
cate solution xWG of the reactants. The pH is in the basic region for low mass frac-
tions of sulphuric acid (xH2SO4

≤ 0.1). Thus, the polymerization is base-catalysed. 
Between these two boundary values for xH2SO4

, the pH rises strongly, resulting in 
a transition from acid- to base-catalysed polymerization. That is the reason for the 
maximum in gelation time tg.

In addition to the pH of the mixed solution, the sum of the solubility c̃⋆i  of 
monomeric silicic acid Si(OH)4 and the silicate anion Si(OH)3O

− as well as ionic 
strength I are relevant. For pH < 7, the anion does not exist and the saturation 
concentration of monomeric silicic acid c̃⋆Si(OH)4 is calculated by Eq. (7) [4].

Above pH = 9, the saturation concentration of monomeric silicic acid is constant 
and about c̃ ⋆Si(OH)4 = 1.66 × 10−3mol/l. However, the equilibrium between the 
monomeric silicic acid and its anion must be considered. It is characterized by 
Eq. (8) [4].

(5)pH = −log(c(H+)− c(Na+)) for acid region

(6)pH = −log

(

10−14

c(Na+)− c(H+)

)

for basic region

(7)log

(

c̃⋆Si(OH)4
mol/l

)

= −2.44− 0.053 · pH

Fig. 9  Measured gelation 
time tg as a function of 
different mass fractions xi of 
reactants [10]
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The sodium and sulphate ions and pH are considered for the calculation of ionic 
strength I. Here, it should be mentioned that both pH and ionic strength I change 
slightly during the polymerization due to the produced water. According to 
Eq. (3), the ionic strength I is calculated by

By combining these parameters in an empirical equation of the form

the gelation time tg can be calculated [10] (see Fig. 10d). The constant A is a fitting 
parameter that has been found to be A = 6× 105 min (mol/l)0.5. Hereby, c̃ and c̃⋆ 
represent the concentration of silicate used, respectively, the pH dependent satura-
tion concentration. For the latter, the calculated values of Eqs. (7) and (8) must be 
summed up. Their difference is the driving force for particle formulation. The absolute 

(8)
c̃⋆
Si(OH)3O

−

mol/l
= 1.85 × 104 ·

(

c̃⋆Si(OH)4
mol/l

)

·
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mol/l

)

(9)I =
1

2
·

[

10−pH
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Fig. 10  pH (a), solubility c̃⋆ at ϑ = 25
◦
C (b), ionic strength I (c) and calculated gelation time tg 

(d) depending on mass fractions xi of reactants [10]
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difference between pH and pHiso is used to account for the different pH-dependent 
catalytic mechanisms. For the dependency of ionic strength I, an exponent of −0.5 has 
been chosen due to the influence of the Debye-length 1/κ ∝ I−0.5 [10]. With Eq. (10), 
the influence of the chemical composition of reactants and their subsequent changes in 
pH and ionic strength I can be regarded. In the following section, the influence of pH, 
ionic strength I and temperature ϑ on the gel firmness are discussed.

4.2  Gel Firmness

4.2.1  Influence of pH

The impact of pH without a changed sodium silicate concentration is analysed by 
mixing sulphuric acid solution with different mass fractions xH2SO4

 to a sodium 
silicate solution with a constant mass fraction xWG = 0.6. The mass of sulphuric 
acid, and thus, its mass fraction xH2SO4

 of the reactant, is referred to the total mass 
of water in the mixed solution, i.e. the load of sulphuric acid XH2SO4

=
MH2SO4
MH2O,mix

. 

Typical courses for the time-dependent storage G′ and loss modulus G′′ are shown 
in Fig. 11 (left). The circles indicate the intersection of both moduli, and thus, the 
gelation time tg. The pH changes and different gelation times tg are obtained by 
means of different loads XH2SO4

. To compensate for that, time t is normalised with 
the gelation time tg, i.e. tnorm = t/tg, see Fig. 11 (right). For reasons of simplicity, 
the loss modulus G′′ is not shown. The sharp rise for tnorm ≤ 1 is due to the gelation 
that leads to a fast increase in viscosity. Acid-catalysed (0.204 ≤ XH2SO4

≤ 0.427)  
gels offer greater values for the storage modulus G′ for tnorm → ∞ resulting in 
stronger gels than base-catalysed (0.019 ≤ XH2SO4

≤ 0.021).
It is remarkable that the curves of acid- and base-catalysed polymerization 

coincide to one master curve for each region of catalysis. This behaviour has been 
shown for polymeric lattices with the same fractal dimension, agglomeration 
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conditions and solid content [18]. Because of an equal solid content of the gels 
investigated, the differences in the maximum of G′ indicate different fractal 
dimensions df  and agglomeration mechanisms [10]. That can be determined even 
visually. Since acid-catalysed gels are translucent and tend to brittle fracture, base-
catalysed gels are rather turbid or opaque. Because the primary particles of both 
gels are in the same order of magnitude (about 20 nm), a different agglomeration 
mechanism is responsible for the different appearance. This agrees with the theory 
for development of solid structures presented in Sect. 2.2. The primary particles 
are too small to scatter white light, but the secondary particles on a higher organi-
zation level are too distant to interfere constructively in the case of acid-catalysed 
gels. However, for base-catalysed gels, the secondary structure allows for interfer-
ence with white light, resulting in the turbid appearance [10].

4.2.2  Influence of Ionic Strength

Due to addition of salts to the mixed solution the ionic strength I increases. 
According to Sect. 2.4, the electrostatic double layer is compressed, resulting in 
reduced repulsive interacting forces. An ionic strength of I = 12mol/l is calculated 
for the acid-catalysed gel (pH ≈ 0− 1), which is large compared to that of the base-
catalysed gel (pH ≈ 12− 13) of I = 0.8mol/l. For that reason, the latter is much 
more sensitive to small amounts of added salts. This relation is shown in Fig. 12.

The more salt is added to the mixed solution, the earlier the sharp increase of the 
storage modulus occurs, i.e. a reduced gelation time tg. There seems to exist a dif-
ferent effectiveness of NaCl and Na2SO4. For small concentrations, NaCl leads to a 
faster gelation, whereas it is vice versa for higher concentrations. A faster gelation 
is observed by exchange of Na+ ions through H+ ions. This is not due to a change 
in ionic strength I, but to a decrease in pH and thus, a shifting towards the global 
minimum of gelation time tg. For tnorm → ∞, the storage modulus G′ has the same 
final value for both salts and concentrations, and all curves coincide. Thus, addition 
of salt only affects the rate of gelation, but not the final gel firmness [10].
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4.2.3  Influence of Temperature

Since a polymerization reaction is responsible for gelation, the temperature 
ϑ is another important process parameter. With rheological measurements at 
ϑ = 15, 25 and 35 ◦C, its influence on both acid- and base-catalysed gels is inves-
tigated, see Fig. 13. In the case of an acid-catalysed gel, an increase in temperature 
ϑ results in a reduction of gelation time tg. This is explained with a higher mobil-
ity of the reactants and a reduction in activation energy for polymerization. For 
base-catalysed gels, a monotonous decrease of gelation time tg with temperature 
ϑ cannot be identified. A solution polymerizing at ϑ = 25 ◦C needs more time for 
gelling than at ϑ = 15 ◦C or ϑ = 35 ◦C. The explanation for this peculiar behav-
iour is a preequilibrium step involving an induction period. During this period, 
small polymeric clusters grow and monomeric silicic acid prefers to react with 
these (see Sect. 2.3).

In summary, the process parameters temperature ϑ, pH and ionic strength I 
influence the gelation process of silica. The transition from the mixed solution of 
the reactants to the gel is rather gradual than abrupt. The temperature ϑ and ionic 
strength I affect only the rate of polymerization. In general, with an increase of 
temperature ϑ, the rate is accelerated, resulting in shorter gelation times tg (except 
for the phenomenon explained above). Addition of salts to the mixed solution 
weakens the electrostatic repulsive interaction forces and leads to faster agglom-
eration, resulting in shorter gelation times tg as well. However, pH of the solution 
strongly affects the gelation time tg as well as the resulting structures and proper-
ties of the gel. By varying the pH, the gelation time tg comprises different orders of 
magnitude ranging from few seconds to several hours. For pH < 2, the polymeri-
zation is acid-catalysed and less crosslinked solid particles form. The resulting gel 
has a high firmness, tends to brittle fracture and appears translucent. In the case of 
base-catalysed polymerization (pH > 2), the silica particles form a netlike bonded, 
crosslinked gel with a lower firmness that appears opaque or turbid.
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4.3  Syneresis

4.3.1  Unstirred, Natural Syneresis

We propose cylindrical gel samples with dsample = 20mm and Vsample ≈ 6ml that 
are prepared at ϑ = 20 ◦C for measurement of natural syneresis. The relative vol-
ume decrease �V/V0 of an acid-catalysed model gel (reactants with mass frac-
tions xH2SO4

= 0.50 and xWG = 0.40) for three different temperatures ϑ is shown 
in Fig. 14. Independent of temperature ϑ, two regions of volume decrease can be 
identified. The first one is for t ≤ 50 h in that the gel shrinks fast due to the ini-
tial flexible solid skeleton. With time the skeleton stiffens because uncondensed 
silanol groups polymerize, slowing down further volume decrease. An increase in 
temperature ϑ leads to faster shrinkage of the gel because of a higher movement 
of the pore liquid through the gel network and a higher polymerization rate. In the 
second region (t > 50 h), the volume decrease �V/V0 asymptotically approaches 
a maximum value (�V/V0)max and finally, shrinkage stops. It is remarkable that 
the total amount of shrinkage is independent of temperature ϑ. This is against the 
phenomenon of a slightly smaller volume decrease �V/V0 with increasing tem-
perature ϑ, determined by [14]. When regarding the error bars, this statement can 
be neither proved nor disproved.

To describe the course of volume decrease �V/V0 with time t and its maximum 
value at t → ∞ by means of a mathematical model, each curve may be fitted via 
an empirical model, see Eq. (11).
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Fig. 14  Relative volume decrease �V/V0 for different temperatures ϑ, natural syneresis [19]
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While the first fit parameter (�V/V0)max accounts for the maximum volume 
decrease, the second parameter τ represents a characteristic time constant affecting 
the rate of volume decrease. An exponent n is added to ensure a good agreement 
between the measured and modeled rates. The values of these fitting parameters 
are listed in Table 2.

The curves of the empirical model are shown in Fig. 14. A higher temperature ϑ 
leads to a reduced time constant τ. It turns out that the exponent n varies between 
1.21 and 1.25 depending on the temperature ϑ. In order to minimize the number of 
fitting parameters, a constant value of 1.23 is chosen without changing the resid-
uum sum of squares to any appreciable extent.

4.3.2  Unstirred, Enforced Syneresis

The idea behind enforced syneresis is an acceleration of natural syneresis in order 
to make investigations in significantly shorter time. Therefore, a pressure differ-
ence �p is applied to the gel. In Fig. 15, the measured (solid line) volume decrease 
�V/V0 is plotted for a constant temperature of ϑ = 20 ◦C as a function of time t 
and the pressure difference �p. As expected, higher pressure differences �p result 
in faster gel shrinkage and larger maximum volume decreases (�V/V0)max. Each 
measured course may be fitted with Eq. (11) (dashed lines in Fig. 15) to determine 
their characteristics with respect to maximum volume decrease and rate. Only for 
�p = 0.8 bar and t < 12 h there are small deviations caused by the model itself. Gel 
samples with increased measurement temperatures (i.e. ϑ = 40 ◦C and ϑ = 60 ◦C)  
are investigated to account for the temperature dependency of enforced syneresis. 
Refer to [19] for their graphical representation. In comparison with ϑ = 20 ◦C, each 
curve is shifted to shorter times, but to negligibly different values for the maximum 
volume decrease (�V/V0)max. A temperature change affects only the course, but 
not the maximum volume decrease. Thus, enforced syneresis behaves in exactly the 
same way as natural syneresis with respect to temperature dependency.

The maximum volume decrease (�V/V0)max and the characteristic time con-
stant τ are modeled as a function of pressure difference �p and temperature ϑ to 
correlate natural and enforced syneresis, and the predictive model equations for 
syneresis Eqs. (12) and (13) are proposed.

(12)ln

(

�V

V0

)

max
= A+

B

C +�p

Table 2  Fitting parameters 
of empirical model Eq. (11) 
for natural syneresis [19]

Temperature Max. volume  
decrease

Time 
constant

Exponent

ϑ/°C (ΔV/V0)max,nat/– τnat/h n/–

20 0.20 21.7 1.23

40 0.20 11.1 1.23

60 0.20 5.6 1.23
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The symbols in Fig. 16 represent the values of maximum volume decrease 
(�V/V0)max that are determined by the empirical model Eq. (11). Here, natural 
syneresis is in accordance with �p = 0 bar (the filled symbols).

In analogy, Fig. 17 shows the values of the characteristic time constant τ. An 
artificial pressure p⋆ = 1 bar is added for a correct logarithmic representation of 
the pressure difference �p.

The values of the fitting parameters are given in Table 3. They sufficiently 
reflect the progression of enforced syneresis [19]. Besides that reflection, the pre-
dictive model equations allow for extrapolation to natural syneresis (dotted lines 
for �p < 0.8 bar shown in Figs. 16 and 17).

The extrapolated values for natural syneresis can be calculated from these fit-
ting parameters by setting ∆p to 0 bar and simple arithmetic operations. They are 

(13)logτ = D− E · log(p⋆ +�p)
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listed in Table 4. For natural syneresis, we determined (�V/V0)max,nat = 0.20 
independent of the temperature ϑ. Thus, we are able to predict the maximum vol-
ume change with a relative error of 25 % in the case of ϑ = 20 ◦C. For ϑ = 60 ◦C,  
the error is about 45 %. In the case of the second parameter, the characteristic 
time constants τ are overestimated by the predictive model, but their sequential 
arrangement is predicted correctly, i.e. τextra(ϑ = 20 ◦C) > τextra(ϑ = 40 ◦C) > 
τextra(ϑ = 60 ◦C). Here, the maximum relative error is 24 %. Through experimen-
tal results at even lower pressure differences than �p = 0.8 bar, a minimization of 
the errors for maximum volume decrease (�V/V0)max,nat as well as for the charac-
teristic time constant τ is assumed.

To summarise, an extrapolation method based upon enforced syneresis is sug-
gested that allows for prediction of natural syneresis of silica. The method depends 
on an empirical model with two fitting parameters. The first parameter accounts 
for the maximum volume decrease (�V/V0)max, while the second considers 
the rate of syneresis in form of a characteristic time constant τ. Both parameters 
depend on the temperature ϑ and the applied pressure difference �p. In order to 
fit these parameters, the time-dependent shrinkage process of enforced syneresis 
with 0.8 bar < �p < 15.5 bar is determined experimentally for three temperatures 
of ϑ = 20, 40 and 60 ◦C. The greater the pressure difference �p, the greater the 
total shrinkage of the gel, i.e. larger maximum volume decreases (�V/V0)max are 
obtained. An increase in temperature ϑ leads to a faster shrinkage (lower charac-
teristic time constants τ) but to almost unchanged maximum volume decreases. 

Fig. 17  Characteristic time 
constant τ as a function of 
pressure difference �p [19]
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Table 3  Values of fitting 
parameters A, B, C, D 
and E for three different 
temperatures [19]

Temperature 
(ϑ/°C)

A (–) B (bar) C (bar) D (–) E (–)

20 −0.14 −0.72 0.57 1.38 −1.20

40 −0.14 −0.81 0.57 1.14 −1.31

60 −0.18 −0.61 0.57 0.85 −1.31



198 S. Wilhelm and M. Kind

As already shown in Sect. 4.3.1, the temperature ϑ affects only the rate. In addi-
tion, the process of natural syneresis can be calculated with this predictive model. 
For validation, natural syneresis is measured with an adapted pycnometer device 
that allows the recording of the rate of shrinkage and maximum volume decrease. 
A comparison between predicted and measured natural syneresis shows that the 
characteristic time constants τ are calculated with a maximum relative error of 
24 %. However, the maximum volume decrease (�V/V0)max cannot be calculated 
correctly for all temperatures investigated. Maximum relative errors of about 45 % 
occur. To account for that, measurements of enforced syneresis at even lower pres-
sure differences than �p < 0.8 bar are suggested.

4.3.3  Stirred, Influence of Fluid Mechanical Stress

In the previous Sect. 4.1, the influences of temperature ϑ, pH and ionic strength I 
on the gelation process without stirring are shown. Due to mechanical work, the 
formation of a wide-reaching gel network is avoided and instead, gel fragments 
occur. Experiments of stirred batch precipitation are carried out to analyse the 
impact of the stirrer on the time-dependent fragment size distribution. Thereby, a 
stirred tank and a Taylor-Couette reactor are used in order to consider the homo-
geneity of the input of mechanical work. Typical fragment size distributions for 
the standard acid- and base-catalysed stirred batch precipitation (see Table 1 for 
parameters) are shown in Fig. 18.

Table 4  Comparison of extrapolated max. volume decrease (ΔV/V0)max and characteristic time 
constant τ with values determined by Eq. (11) [19]

Temperature 
(ϑ/°C)

Max.  
volume decrease 
((ΔV/V0)max,nat/–)

Max.  
volume decrease 
((ΔV/V0)max,extra/–)

Time constant 
(τnat/h)

Time constant 
(τextra/h/–)

20 0.25 0.20 24.0 21.7

40 0.21 0.20 13.8 11.1

60 0.29 0.20 7.1 5.6
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The stirred tank reactor is used for both types of catalysis and bimodal distri-
butions are determined. In the case of acid-catalysed polymerization, the peak 
at d ≈ 10 μm splits up into one peak at d ≈ 8 μm and a second at d ≈ 50 μm. 
With increasing time t, the first peak diminishes and develops towards the second. 
The fragment size distribution of the base-catalysed polymerization behaves vice 
versa. Two peaks at d ≈ 10 μm and d ≈ 130 μm develop from the initial peak of 
d ≈ 90 μm, but the first one grows and is shifted to smaller fragments with time t.

A Taylor-Couette reactor may be used instead of the stirred tank to ensure that 
the bimodal distributions are not caused by the inhomogeneous input of mechani-
cal work. Figure 19 shows the resulting fragment size distributions. The Taylor-
Couette reactor generates bimodal distributions as well, albeit less distinctive for 
the acid-catalysed gelation. Smaller gel fragments occur (dmax ∝ ε−0.25) [11] 
with increasing speed of the inner cylinder, and thus, increasing input of mechani-
cal work. Due to the different viscosities, the dissipated energy of the acid-cata-
lysed gel has a larger range (3.6W/kg ≤ ε ≤ 70.2W/kg) than the base-catalysed 
(1.5W/kg ≤ ε ≤ 26.4W/kg), but its impact on the fragment size distribution 
is less significant for acid-catalysed gels. However, the maximum fragment size 
xmax is stabilised directly after gelation [20]. This is expressed in the fact that the 
specified abscissa value of the second peak remains almost unchanged with time t.

Addition of salt in different concentrations changes the ionic strength I of the 
gel, and subsequently, the fragment sizes. Base-catalysed gels with a much higher 
sensitivity to a varying ionic strength I in comparison to acid-catalysed gels (see 
Sect. 4.2.2) are considered. By the addition of salts, i.e. NaCl and Na2SO4 (see 
Fig. 20), the gelation time tg is reduced and the fragment sizes d90,3 are increased. 
A reduction in gelation time tg has already been shown in Sect. 4.2.2. Due to the 
dissociating salts, the electrical double layer is compressed, resulting in promotion 
of agglomeration, and thus, larger particles. It is remarkable that neither the con-
centration of Na+ions nor the ionic strength I is responsible for the fragment sizes. 
For gels that are mixed with Na2SO4, the resulting fragment size d90,3 is smaller 
than for gels mixed with NaCl. The reason is the equilibrium between sulphate 
ions (SO2−

4 ), hydrogen ions (H+) and the hydrogen sulphate (HSO−

4 ). It is shifted 
towards the hydrogen sulphate by additional sulphate. As a result, hydrogen ions 
disappear, leading to a slightly increased pH (1.76 instead of 1.71) and reduced gel 
fragment sizes.

As determined in Sect. 4.2.3, the temperature ϑ affects the kinetic of gela-
tion. Additionally, temperature ϑ also influences the size of the primary particles 
[20]. The usage of a thermostated tank reactor (see Fig. 8) with stirring speed 
ns = 400min−1 is appropriate to account for both effects under influence of stir-
ring. See Table 1 for the composition of the reactants, heated up to experimental 
temperature.

It can be seen in Fig. 21 that ϑ an acceleration of gelation resulting in shorter 
gelation times tg is achieved with increasing temperature. While the fragment 
sizes d90,3 of the acid-catalysed gel hardly depend on the temperature ϑ, a strong 
dependency for base-catalysed gels exists. The fragment size raises d90,3, but 
remains static at about 500 μm. An analysis of the median d50,3 even provides 
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a maximum for ϑ = 60 ◦C. This result is confirmed by BET measurements and 
SEM pictures [20].

Conclusions

The precipitation process of silica consisting of particle formulation, gelation and 
reorganization is reviewed. Process parameters, such as temperature ϑ, pH, ionic 
strength I and chemical composition xi of the reactants used as well as stirring of 
the solution strongly affect that precipitation.

Precipitation of silica involves a catalytic polymerization reaction. The polym-
erization rate can be influenced depending on the pH. The pH of the mixed 
solution can be influenced by systematically varying the composition xi of the 
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reactants (i.e. sulphuric acid and sodium silicate solution). The minimum polymer-
ization rate is at pH ≈ 2, that is, the isoelectric point, and increases with changing 
pH. Thus, the resulting gelation time tg takes values from a few seconds to several 
hours. In addition to an impact on the gelation time tg, an altered pH changes the 
appearance and firmness of the gel. For pH < 2 (acid-catalysed), translucent gels 
tending to brittle fracture are obtained. In the case of pH > 2 (base-catalysed), 
they are rather opaque or turbid and offer a lower firmness.

The addition of salts (equivalent to an increased ionic strength I) to the mixed 
solution leads to a faster gelation, i.e. shorter gelation times tg. Due to a low ionic 
strength (I = 0.8mol/l) of the standard base-catalysed gel, small amounts of salts 
result in a considerable reduction of gelation time tg (1 min instead of 10). That 
reduction cannot be identified for the acid-catalysed gel since it has a much higher 
ionic strength (I = 12mol/l). However, the firmness of the gel is unaffected by 
added salts. Thus, an increased ionic strength I only affects the rate of polymeri-
zation. An increasing temperature ϑ has the same effect. It reduces the gelation 
time tg of both acid- and base-catalysed gels, but less significantly than due to an 
increased ionic strength I.

The polymerization process that is responsible for the precipitation continues 
long beyond the gelation time tg, leading to reorganization and syneresis. In the 
case of natural syneresis, the volume decreases of about 20 % after ca. 10 days 
independent of the measurement temperature ϑ. With increasing temperature ϑ, 
only the rate of syneresis is accelerated. In order to analyse this and other pos-
sible influences in less time t, natural syneresis may be accelerated by applying 
an external force F to the gel (‘enforced syneresis’). Thereby, the maximum vol-
ume decrease (�V/V0)max as well as the rate of syneresis strongly increases 
(maximum volume decreases (�V/V0)max of 85 % in a few hours). To correlate 
enforced and natural syneresis, a predictive model based upon enforced syneresis 
is proposed. This method considers all results of enforced syneresis and allows for 
extrapolation to an external force F = 0, that is, the natural syneresis. In particu-
lar, the model predicts the maximum volume decrease (�V/V0)max and the rate 
of syneresis. A comparison between extrapolated and measured values for natu-
ral syneresis yields maximum relative errors of 45 % for the maximum volume 
decrease (�V/V0)max and 24 % for the rate. The extrapolation method is very 
sensitive to measurements at very low external forces F, but these measurements 
cannot be operated yet with the equipment presented. However, a qualitative pre-
diction of natural syneresis is given.

Gel fragments occur instead of a continuous solid skeleton due to a stirrer. 
Small fragments of the acid-catalysed gel diminish and grow to larger fragments 
with time t. The exact opposite is the case with the base-catalysed gel. The ini-
tial larger particles shrink, and thus, the fragment size distribution is shifted to 
smaller particles. Due to larger energy dissipation, the fragments are smaller, but 
the fragment size itself is established before gelation time tg. It cannot be changed 
after gelation by means of higher energy dissipation. Additionally, the fragment 
size distributions can be manipulated by the same process parameters as described 
above. Different gels (acid- and base-catalysed) can be realised by changing the 
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composition xi of the reactants. Due to addition of salts, agglomeration of particles 
is promoted, leading to faster gelation and larger fragment sizes (almost a dou-
bling from 250 to 450 μm). As explained previously, this phenomenon is observed 
only for the base-catalysed gel because of its greater sensitivity to small amounts 
of salts. Increasing temperature ϑ accelerates the gelation for both gels. While the 
fragment sizes of acid-catalysed gels are almost unaffected, greater fragments 
form in the base-catalysed gel.
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Abstract In the most industrial processes nano-sized particles aggregate during 
their synthesis and the subsequent drying step forming aggregates with sizes in the 
order of several micrometers. The properties of these aggregates for application 
or further processing are specified by particle characteristics such as morphology, 
size, size distribution, bonding mechanism and structure of primary and secondary 
particles. In this study, the effect of the process parameters during particle syn-
thesis and the following drying step on the structure formation and the resultant 
product and processing characteristics of precipitated nano-structured silica aggre-
gates were investigated. For this purpose, the educts concentrations, stabilizing 
additives, mechanical energy input, pH-value and precipitation temperatures were 
varied during the precipitation process. In addition to the structure formation dur-
ing precipitation, the resultant micromechanical aggregate properties of spherical 
silica model aggregates with a well-defined aggregate structure were characterized 
via nanoindentation and related to the aggregate structure and the interparticulate 
interaction forces. The micromechanical properties of these model aggregates 
were modelled depending on their structure using a modified form of the elemen-
tary breaking stress model of Rumpf. Since the characterization of particle-particle 
interactions in the nanometer size range is hardly possible, this effect on the aggre-
gate fracture and deformation behavior was investigated by simulating the nanoin-
dentation measurement of single aggregates using the “discrete element method”.
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1  Introduction

In the last years, the industrial mass production of nano-particulate products via 
pyrolysis or precipitation processes which are commonly used in the chemical, 
pharmaceutical, food and dye industry increases continuously. For these processes, 
the nano-sized particles typically aggregate during their synthesis and the subse-
quent drying step to aggregates with sizes on the order of several micrometers. 
The application of nanoparticle-based products is specified by the characteristics 
of the nanoparticle’s resulting primary and secondary particles (Fig. 1). Thus, mor-
phology, size, size distribution, bonding mechanism, and structure of primary and 
secondary particles are crucial factors, for determining possible applications [4]. 
These characteristics depend on the physicochemical properties of the particles 
as well as on the process parameters during synthesis and the subsequent drying 
step. Typically, a redispersion is necessary to obtain separately dispersed primary 
particles or defined aggregate sizes. The influential factors for such a dispersion 
process can be classified into the formulation of the homogenous phase, the stress 
mechanisms, intensity and frequency of the dispersing device, and the mechanical 
aggregate properties generated during particle synthesis [31, 41].

In order to obtain an optimized and economical dispersion process as well as 
the desired product properties, extensive knowledge of the structure formation 
during particle synthesis and its effect on the mechanical aggregate properties is 
necessary. This includes the surface modification, particle-particle interactions, the 
formation of solid bridges, the porosity, and the size distribution of the primary 
particles and aggregates. Currently, very little information is available regarding 
the relationship of the process and formulation parameters of the particle synthesis 
and the resulting aggregate structure properties on the one hand, and the microme-
chanical aggregate properties and the dispersion behavior on the other hand. This 

Fig. 1  Effect of process parameters on the processing and application properties
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process-structure-property relationship is the main contribution within this study 
[6, 21, 25–27, 32, 34–39, 42]. Here, we discuss the following questions:

1. How do the process and formulation parameters during particle synthesis affect 
the primary particle formation, aggregate structure, and solid bridge formation?

2. What is the relationship between the micromechanical properties and the aggre-
gate structure? How does one obtain/receive detailed information about particle 
interactions, solid bridges, and the behavior of deformation and fracture?

3. Can stress-strain relationships be derived from a series of indentation experi-
ments, e.g. with the help of the discrete elements method?

4. Is it possible to relate micromechanical aggregate properties to application 
properties such as the dispersion process?

2  Structure Formation During Precipitation

In this project, a semi-batch silica precipitation process from inorganic solvents was 
investigated. Due to economic reasons and the well-known aspects of this silica syn-
thesis, this process is established for mass production of silica in industrial processes. 
The precipitation process, especially those of water-soluble silicates are summarized 
extensively by Hinz [12], Iler [13], and Bergna [7]. By continuously adding sulphuric 
acid and sodium silicate to a buffer solution of water and sodium silicate, simultane-
ous primary processes take place. These process include the primary processes such 
as mixing, reaction and condensation of monomers, phase separation and primary 
particle growth, as well as the secondary processes such as aggregation, fragmenta-
tion, reorganization and aging [15] (see Fig. 2). These physicochemical processes and 

Fig. 2  Primary and secondary processes during silica precipitation process according to 
 Schlomach and Kind [43, 44] (condensation, phase separation, growth and aggregation, gelation, 
fragmentation and reorganization)
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the resultant processing and application properties of the finished product, e.g. the 
depressibility in further processing, are related to the various formulation and process 
parameters in a complex way [36]. An extensive investigation of process and formula-
tion parameters of the specific set-up used in this work is given by Schlomach, Kind 
and Quarch [24, 43, 44]. However, the effect of these parameters on further process-
ing and the micromechanical product characteristics has not been sufficiently inves-
tigated until now. Hence, in this project, the effect of formulation parameters, e.g. 
ion concentration, supersaturation, additives, and process parameters, e.g. precipita-
tion temperature, pH-value, precipitation time, stirrer tip speed, supply of mechanical 
energy for fragmentation, and flow rate was investigated [30, 36, 37].

Figure 3 illustrates an example of the effect of mechanical energy input by differ-
ent process units on the precipitated product. The stress mechanism, the stress inten-
sity and stress frequency of the processing unit influence the primary (e.g. mixing 

Fig. 3  Effect of mechanical energy input during silica precipitation on the resulting  particle 
size distribution, aggregate structure and mechanical properties (particle size distribution 
 measured via static and dynamic light scattering immediately after the point of gelation and at 
the end of the precipitation experiment; SEM images of the aggregate structure; representative 
 force- displacement curves measured via nanoindentation)
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and reaction of educts, phase separation and primary particle growth) and especially 
secondary growth and structure formation (e.g. aggregation, fragmentation, reor-
ganization and aging). Typically, precipitation processes are investigated with respect 
to the mechanical energy input using a stirrer of varying stirrer type or tip speed 
or T-mixers and ultrasonic homogenizers during various precipitation processes 
[11, 17, 29, 47, 49]. In this study, the effect of mechanical energy input was inves-
tigated for turbulent shear flow using a stirred 4 L tank, equipped with a propeller 
mixer (Eurostar Euro-ST P CV, company IKA Labortechnik) and a dissolver, which 
has a process chamber volume of 1 l (toothed lock washer, company Getzmann). 
Moreover, the compression and shear stress between the surfaces was investigated 
by integrating a basket mill, which was based on the dissolver set-up (company 
Getzmann) inside the precipitation reactor, or by using a stirred media mill as pre-
cipitation unit (PM1, company Bühler) [30]. Consequently, by using  various  stirrer 
and mill types during precipitation, the primary particles and  aggregated  structures 
are stressed by different stress mechanisms, stress intensities, and  frequencies. For 
example, in basket mills or stirred media, the stress intensity acting on the aggregates 
is inversely proportional to the third power of the particle size. Thus, the stress inten-
sity increases strongly with increasing product fineness [18–20, 40]. In  contrast, by 
using stirred precipitation units, the stress intensity is independent of the  aggregate 
size or even decreases with decreasing aggregate size [16].

In case of the semi batch precipitated silica, the concentration and the solubil-
ity of monomeric sodium silicate are the crucial factors for the nuclei formation 
and growth, and not the mechanical energy input. Aggregation, fragmentation and 
reorganization processes are, however, significantly affected by different stress 
mechanisms, stress intensities and frequencies during the precipitation process 
(Fig. 3). Typically, when using a mechanical energy input by turbulent shear flow 
using stirrers or discs, the aggregate size distribution is shifted to smaller particle 
sizes and broader particle size distributions with increasing precipitation time after 
the point of gelation. The higher the mechanical energy input of the stirrer, the 
more decisive its effect on fragmentation and reorganization processes is. Quarch 
et al. derived a semi-empiric model for the minimum median aggregate size fol-
lowing the point of gelation [25]. Here, the maximum aggregate fineness is deter-
mined as a function of the fluid density and viscosity as well as the power input 
of the stirrer. Since various stress mechanisms as a function of aggregate size and 
the stirrer geometry are not considered, this semi-empiric model is not applicable 
for other dispersing units such as T-mixers, ultrasonic homogenizers, basket mills 
or stirred media mills. For basket mills and stirred media mills, the effect of the 
operating parameters on the maximum median aggregate size during precipitation 
can be described by the frequency of stress events between the grinding media. 
Thus, according to Schilde et al. [37], the equation for the stress frequency, which 
depends on the grinding media diameter, grinding media density, tip speed and 
filling ratio, is applicable for the calculation of the resulting aggregate sizes.

Generally, the higher the mechanical power input the higher the product fine-
ness at the end of the precipitation process. Due to high stress intensities and fre-
quencies between the grinding media, a high product fineness and narrow particle 
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size distributions are obtained using a stirred media mill as the dispersing unit. 
The effect of grinding media on aggregate formation and mechanical aggregate 
properties (see nanoindentation results in Fig. 3) is discussed in more detail by 
Schilde et al. [37]. In summary, the aggregate size and structure at the end of the 
silica precipitation process depends on:

•	 Properties of the fluid phase: Additives, temperature, pH-value, ion concentra-
tion, and concentration of precursors

•	 Properties of the generated gel structure at the point of gelation: Structure, pri-
mary, coordination number, porosity, strength of solid bonds or type of particle-
particle interactions

•	 The dispersing unit: Operating parameters, geometry, stress mechanism.

3  Effect of the Aggregate Structure on the Mechanical 
Properties

In addition to the structure formation during the precipitation process, the relation-
ship between the resultant deformation and fracture behavior, the aggregate struc-
ture, and the interparticulate interaction forces was investigated. The effect of the 
process temperature, the mechanical energy input, various additives to the aggregate 
structure, and solid bridges formation during the precipitation process as well as the 
resultant aggregate deformation behavior is described by Schilde [30]. However, 
since the precipitated silica aggregates are broadly distributed and inhomogeneous 
in structure, a relationship between specific aggregate structure properties and the 
deformation and fracture behavior is hardly possible. For this reason, silica model 
aggregates with different monomodal primary particle sizes between 50 and 400 nm 
produced from Stöber synthesis (ISC, Würzburg, Germany) were investigated using 
Tetraalkoxysilane and water as precursors [10, 48]. A narrow aggregate size distribu-
tion of homogeneous, spherical aggregates between 5 and 50 µm was obtained by a 
spray drying process; the classification of aggregates less than 5 µm was acquired 
using a cyclone (spray dryer, company Büchi). The aggregate structure for a primary 
particle size of 50 nm is shown in Fig. 4. Due to the spray drying process, a small 
amount of aggregates contains undesirable void volumes in the aggregate center [51].

The micromechanical properties of the silica aggregates were measured via 
a displacement controlled deep-sensitive normal force measurement, which 
used a complete automated nano-mechanical testing system (TriboIndenter® 
TI 900, company Hysitron Inc.). The silica model aggregates were stressed at a 
constant loading rate of 100 nm per second (loading and unloading) using a Flat 
Punch specimen. To guarantee an indentation displacement less than 10 % of the 
aggregate size which is equivalent to a minimized influence of the substrate, a 
maximum indentation displacement of 500 nm was chosen. Moreover, the confi-
dence level was increased and the measurement artifacts due to different aggre-
gate sizes were avoided by stressing aggregates in a size range between 10 and 
15 micrometers [38, 39]. Further specifications as well as a detailed description 



211Synthesis, Structure and Mechanics of Nano-Particulate Aggregates

on the working principle of the nanoindentation device and the sample prepara-
tion (precise calibration regarding parallelism between sample and indenter tip and 
sample preparation via the dry dispersing device RODOS, company Sympatec) are 
summarized by Schilde [30] and Arfsten [3]. Since the model of Oliver and Pharr 
(calculation of Young’s modulus or hardness) is not applicable for materials with 
high viscoplastic deformation behavior, the maximum indentation force as well as 
plastic and elastic deformation energies were determined as characteristics for the 
micromechanical aggregate properties [36, 39, 42]. Typically, the measurement of 
these micromechanical properties approached a constant median value as well as a 
constant standard deviation of approximately 40 single measurements [42].

Figure 5 shows the maximum indentation force and standard deviation as a 
function of the number of measured silica model aggregates. A constant stand-
ard deviation is determined by the inherent distribution of the micromechanical 
properties of the aggregated system [42]. In contrast to the distribution of the 
micromechanical properties of individual particles or single crystals, which can 
be described by Weibull statistics [14, 50], the distributions of aggregates can be 
described by a log-normal distribution [42]. Consequently, the specification of the 
log-normal fit can be used for the characterization of the measured system.

In accordance with Schönert and Rumpf [28, 45], an increase in the strength 
of aggregates and their resistance against fragmentation into smaller sized aggre-
gates was observed with decreasing primary particle size [30]. This effect is due 
to a reduction of defects within the particulate structure and a smaller decrease in 
the bonding forces compared to other forces [33]. Figure 6 shows the logarithmic 

Fig. 4  Combined SEM-FIB images of silica model aggregates with a primary particle size of 
50 nm (top right aggregate with void volume; bottom without void volume)
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breakage force distributions of the silica model aggregates with various primary 
particle sizes. At a constant aggregate size, the fracture force increases with 
decreasing primary particle size. This characteristic micromechanical proper-
ties obtained from the load-displacement curves of fractured aggregates can be 

Fig. 6  Logarithmic breakage force distributions of the silica model aggregates with various pri-
mary particle sizes [30]

Fig. 5  Maximum indentation force and standard deviation as a function of the number of meas-
ured silica model aggregates (xprimary = 50 nm) using a flat punch indenter geometry [39]
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used for the correlation of process properties, e.g. the stress energy distribution 
obtained from DEM-CFD simulations with dispersion kinetics. First correlation 
between the fracture force distribution, the stress conditions during stirred media 
milling and the dispersion results is presented by Schilde et al. [32] and Beinert 
et al. [5, 6]. Based on the stress energy distribution of the mill, Q0,m(SE), the num-
ber of grinding bead contacts per unit time, Nc/t, and the fracture energy distribu-
tion of the aggregated system, G3(FE), an effective dispersion fraction, Deff, can 
be calculated:

Generally, the micromechanical aggregate properties depend on structure character-
istics such as primary particle surface, porosity, strength and radius of solid bridges, 
and coordination number. Based on the structure characteristics in Table 1 (poros-
ity and coordination number determined via mercury porosity, primary particle and 
solid bridge radius via SEM) and the assumption of isotropic aggregate deformation 
behavior, the fracture forces for spherical primary and secondary particles can be rep-
resented by the concept of the elementary breaking stress according to Rumpf [39]:

where ε is the specific void volume of the aggregate, k the average coordination 
number, π is the mathematical constant Pi, xprimary is the primary particle size and 
F the particle-particle interaction force acting in the particle contacts. Under the 
assumption of cylindrical solid bridges, the particle-particle interaction force (for 
tensile, compression or shear stress) can be described as a function of the strength 
of the solid bridge, σsb, and the narrowest portion, or neck, of the bridge, rsb, 
according to the model of Bika et al. [8]:

For constant strength of the solid bridges, Fig. 7 shows the ratio of the median 
fracture force and the cross-section area of the aggregates as a function of the 
structure characteristics according to the Rumpf formula (Eqs. 2 and 3). As 

(1)Deff =
Nc

t
·

SEmax
ˆ

FEmin

(

1− Q0,m(SE)
)

· G3(FE)dE

(2)σRumpf =
(1− ε)

�
· k(ε) ·

F

x2primary

(3)F = � · r2sb · σsb

Table 1  Aggregate structure properties [39]

Primary particle size 
xprimary (nm)

Porosity ε 
(−)

Coordination number 
k(ε) (−)

Solid bridge diameter 
dsb (nm)

50 0.396 6 30.36

200 0.255 12 84.94

400 0.242 12 163.45
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expected, a linear correlation can be obtained. Therefore, the slope of this corre-
lation is a value of the strength of the solid bridges. This relation is valid for the 
same particle material and, thus, a nearly constant deformation behavior [39].

Since the aggregate structure characteristics such as porosity and coordination 
number depend strongly on the primary particle morphology, the generalized form 
of the theory of Rumpf has to be adopted for variations in the primary particle 
morphology. Thereby, the porosity and coordination number can be character-
ized as function of the aspect ratio of the primary particles, f0, which is already 
described for bulk solids by various authors [9, 52]. An example for the adaption 
of the generalized model of Rumpf for agglomerates containing primary particles 
with different morphologies is discussed by Schilde et al. [42]:

where ϕ (ϕ = 1 − ε) is the volume fraction and Sp is the specific particle surface. 
In principle, the model of Rumpf is applicable in describing the micromechanical 
aggregate properties for spherical aggregates or agglomerates, constant aggregate 
diameter, similar deformation behavior and particle-particle interactions, and con-
stant load function during the nanoindentation measurement.

4  DEM Simulation of the Mechanical Aggregate 
Properties

For application and further aggregate processing, the particle-particle interac-
tions between primary particles are of substantial interest. A characterization of 
these particle-particle interactions in the nanometer size range and their effect 

(4)σRumpf = (1− ε) · k ·
FA

Sp
= c · φ(f0) · k(f0) ·

F

Sp

Fig. 7  Median fracture force 
of the silica model aggregates 
with various primary 
particle sizes as function 
of the elementary breaking 
stress according to Rumpf 
(simplified; strength of the 
solid bridge, σsb, is assumed 
constant)
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on the micromechanical aggregate properties is possible only with an increased 
measurement effort. More detailed information can be obtained by simulating 
the nanoindentation measurement with the help of the discrete elements method 
(DEM). The used contact model for the DEM simulation (EDEM 2.3™, com-
pany DEM Solutions) during this project was based on a standard Hertz-Mindlin 
[23] model, a contact model for solid bonds, and an additional attractive van 
der Waals interaction force. A detailed description of the contact models, dimen-
sioning and aggregate built up is given by Schilde et al. [35]. Depending on the 
aggregate structure, normal stresses and tensile stresses, fracture may occur 
during the nanoindentation process. Figure 8 shows force-displacement curves 
of measured and simulated aggregate compression tests via nanoindentation 
with and without aggregate fracture (xprimary = 400 nm). As expected for 
high solid bridge strengths, no fracture occurs and the characteristic values of 
the deformation energies, relative amount of broken solid bonds, and the maxi-
mum indentation force remain constant [35]. The deformation behavior without 
aggregate fracture obtained from simulation is in qualitatively good agreement 
to the measured force-displacement curve (without regard to absolute values). 
Although slight differences can be observed, the used DEM contact model is 
suitable for the characterization of the stress-strain relationship and particle-par-
ticle interaction forces. Since the local structure (defects, coordination number, 
solid bridge strength and diameter) of the measured aggregates in the simula-
tion differ, the force-displacement curves for fractured aggregates cannot match. 
To achieve similar force-displacement curves, the 3D-structure of the aggregated 
system has to be taken into account which is shown for micro sized particles by 
Roth et al. [26, 27] (via confocal microscopy).

The effect of various contact model parameters on the resultant values of defor-
mation energies, the quotient of plastic and elastic deformation energy, the relative 
amount of broken solid bonds, as well as the breakage force are given by Schilde 

Fig. 8  Force-displacement curves of measured and simulated aggregate compression tests via 
nanoindentation with (right) and without (left) aggregate fracture
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et al. [35]. Additionally, the load distribution in horizontal direction, which is vertical 
to the force direction of the indenter, was calculated [35] and compared to the theo-
retical considerations of Antonyuk et al. [2]. The load distribution provides informa-
tion on the stresses within the aggregate as well as the deformation behavior [22, 27].

Depending on the particle interactions and the structure, gliding or cleavage 
cracks occur during the fracture of aggregates (cleavage) or agglomerates (glid-
ing) [1]. Schönert [46] assumed that the highest stress level during impact or 
compression stress is presented in the area of contact. In the case of aggregates 
(including solid bridges), these stresses initiate perpendicular to cleavage cracks 
in the outer radius of the contact region. The cracks are substantially affected 
by radial stresses between the primary particles. The calculation of the radial 
stresses based on geometrical aggregate dimensions and forces acting within the 
solid bridges are described by Schilde et al. [35]. In order to increase the confi-
dential level, the radial forces were averaged over the entire height of the aggre-
gate. Figure 9 illustrates the progression of the absolute values of the radial 

Fig. 9  Distribution of the radial stresses vertical to the force direction of the indenter (x-y sec-
tion) at different time steps (dark colors indicate high radial stresses) [21, 30, 35]
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stresses at different indentation displacements. As expected, the maximum 
stresses are located in the area of contact. At a displacement between 200 and 
250 nm, the maximum radial stresses are located in the direction of 150° where 
a first cleavage crack propagates through the entire aggregate (see Fig. 10). At 
a displacement of 325 nm, a second cleavage crack is induced in the direction 
of 330° (see Figs. 9 and 10). This is in accordance with the Schönert’s conclu-
sions that the radial stresses are responsible for the initiation and propagation of 
cleavage cracks [46].

5  Conclusion

In summary, it can be stated that the product and processing characteristics of 
precipitated aggregates are determined by the material itself as well as its struc-
ture formation during the particle synthesis. Due to a variation of significant 
process and formulation parameters, the resulting aggregate structure as well as 
the micromechanical properties are affected. In the case of particulate systems 
with plastic or viscoplastic deformation behavior, non-intrinsic characteristics 
for the characterization of the deformation behavior have to be adopted. In the 
case of the investigated silica precipitation process, the micromechanical aggre-
gate properties (deformation energies, maximum indentation forces, etc.) can 
be described by log-normal distributions. With the help of these distributions, 
the effect of various process and formulation parameters, e.g. additives, educts 
concentrations, mechanical energy input, pH-value and precipitation tempera-
ture, on the structure and solid bridge formation can be described qualitatively. 
However, the aggregate structure is related to process and formulation param-
eters of the particle synthesis in a complex way. For this reason, spherical silica 

Fig. 10  Solid bonds in 
case of aggregate fracture 
(x-y section) (dark colors 
indicate broken solid bonds 
with acting Van der Waals 
and Hertz-Mindlin particle-
particle interaction forces) 
[30, 35]; figure by Kwade 
et al. [21]
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model aggregates with a well-defined aggregate structure were investigated to 
characterize the effect of the primary particle size, aggregate size, and solid 
bond strength and stiffness on the micromechanical characteristics. The micro-
mechanical properties of these model aggregates were modelled depending on 
their structure using a modified form of the elementary breaking stress model 
of Rumpf. For an isotropic deformation behavior, stresses calculated from 
the maximum indentation forces and fracture forces can be described by this 
enhanced model. However, since a characterization of particle-particle interac-
tions between nanoparticles and their effect on the micromechanical aggregate 
properties is possible only with an increased measurement effort, discrete ele-
ment simulations were carried out. A combination of a Hertz-Mindlin contact 
model, a solid bridge model and a model for Van der Waals attraction is suit-
able to describe the stress-strain-relationship and particle-particle interactions, 
of nanostructured aggregates. Moreover, the radial stresses acting between pri-
mary particles can be correlated to the formation and propagation of cleavage 
cracks according to Schönert’s theoretical considerations.

Generally, the aggregate structure and its effect on their micromechanical prop-
erties was investigated and combined with the stress conditions during the dis-
persion process. Certainly, the process-structure-property-relationship cannot be 
determined completely and was only represented exemplarily in this project.
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Abstract Various mechanisms can lead to colloidal aggregation. Attractive inter-
actions being the most prominent amongst them. In this chapter we describe the 
synthesis of well defined colloids with a smooth or rough surface, their mechani-
cal characterization, controlled aggregation and the study of the mechanical and 
structural properties of the colloids and the formed aggregates. Depending on the 
interplay between the properties of the single colloids, the interactions between 
the colloids and the structure formed by the colloids, the macroscopic response 
of the system can greatly change.

Keywords Aggregation · Deformation induced reorganisation · Colloidal suspension ·  
Mechanical and structural properties · Scanning transmission X-ray microscopy ·  
Atomic force microscopy · Elasticity

1  Introduction

The aggregation and reorganization behavior of colloids depends on the hydro-
phobicity, roughness and density difference between the colloids and the solvent. 
Model colloids include polystyrene, polymethylmethacrylate and silica colloids 
[1–5]. Most colloids are spherical however lately different strategies have been 
developed to synthesize colloids with asymmetric shapes or patterned surfaces, 
resulting in interactions that depend on orientation [6–10].

For the macroscopic mechanical characterisation of colloidal and granular systems 
a wealth of methods is available that is described in various textbooks (see, e.g., [11]). 
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Getting a detailed insight into the microscopic origin of the macroscopic mechanical 
properties of a colloidal system is more complex, because it requires a combination 
of microscopically resolved structural analysis and macroscopic mechanical stimula-
tion and testing of the system. For the 3D imaging of colloidal systems, laser scan-
ning confocal microscopy ( short “confocal microscopy”) is a widely used method 
[12–15]. Alternative methods include light sheet illumination [16], optical coherence 
tomography [17, 18], and X-ray tomography [19, 20]. A recent overview of the meth-
ods can be found in [21]. In the field of micrometer sized colloidal particles, these 
alternative methods have however the draw back of a limited temporal and spatial 
resolution. For this reason we concentrate in the present chapter mainly on results 
optioned by confocal microscopy in combination with mechanical testing methods.

Automatized analysis of the 3D images is essential to get statistically meaning-
ful results out of the data sets. An efficient analysis strategy is based on algorithms 
originally developed by Crocker and Grier [22] and further established by Weeks 
and coworkers [23]. This way of analysing 3D data sets has gained considerable 
attention in colloidal physics. There are also voxel based algorithms (see, e.g., [24, 
25]) that use watershed-type methods. The major difference is that the algorithms 
by Crocker and Grier used the knowledge (or assumption) of a spherical shape 
of the colloids to improve the positioning accuracy. If this assumption is justified, 
the colloid positions can be found with an uncertainty well below the optical reso-
lution of the 3D data set, even for polydisperse samples [26]. Since the focus of 
the present chapter is on model systems with simple geometries, we will concen-
trate on spherical colloids and the corresponding automatic analysis of the 3D data 
based on algorithms developed by Crocker, Grier, and Weeks.

2  Beyond Optical Resolution: X-Ray Microscopy

All optical techniques for the structural analysis of colloidal systems rely on good 
optical properties of the sample. More specifically the refractive index must be 
as homogeneous as possible inside the sample. This implies that the refractive 
index of the colloids must be matched by the surrounding medium. Obviously 
this excludes the possibility of using gas or vacuum as a surrounding medium. 
For many base material of colloids a liquid to index-match the continuous phase 
is available. With a suitable modification of the colloidal surfaces, the interactions 
between the colloidal particles can be tuned to be similar to interaction known 
from colloids surrounded by gas or vacuum. This limitation does not hold for 
X-ray tomography studies. For all relevant materials the index of refraction at the 
wavelength of the X-rays used for tomography is very close to unity. For this rea-
son, index-matching condition is automatically fulfilled.

An alternative approach to obtain high-resolution images of non-index matched 
samples are X-ray microscopes, especially scanning transmission X-ray micro-
scopes (STMXs). With the use of Fresnel lenses soft X-ray beams (energy typi-
cally 1 keV) can be focussed to spots with a cross section below 50 nm [27]. This 
allows for imaging thin samples with a resolution that is well below the resolution 
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of standard laser scanning confocal microscopes [28]. Different to electron micro-
scopes, with STXMs the sample can be imaged in solution. With a newly designed 
measurement cell we explored the possibility of using the STXM to study shear 
induced reorganisation in aggregated colloidal systems [29].

For this we have chosen magnetic nano colloids that were dispersed in a melt of 
polydimethylsiloxane (PDMS). The colloids are known to give a loose aggregated 
structure at low volume fractions [30]. A good absorption contrast was achieved in 
the STXM images due to the high iron content of the magnetic colloids (Fig. 1b, c).  
An important question in the STXM measurements is the possibility of beam 
damage to the sample. With the help of a miniaturised shear cell (Fig. 1a), it was 
 possible to observe shear-induced structural rearrangements in the sample. This 
also showed that a possible beam damage did not alter the response of the system 
 significantly, when the X-ray dose on the sample was kept low.

3  Synthesis and Characterization of Colloids with Tunable 
Hydrophobicity and Roughness

STXM permits to investigate the rearrangement of nanometer sized colloids. These 
measurements turned out to be quiet time-consuming and we did not achieve quan-
titative information on the reorganisation dynamics of single colloids. This is pos-
sible by laser scanning confocal microscopy. However, therefore micrometer-sized 

Fig. 1  a Illustrates how the shear cell was introduced into the beam path of the STXM. The 
detector-sided windows were mounted on peizo ceramics, allowing the application of shear to 
the sample. b and c give to snap shots of the shear induced restructuring of the aggregates. Inside 
the marked area, the sample was crosslinked to fix the structure. Reorganization took only place 
in the non-crosslinked region (adapted and reprinted with permission from Auernhammer et al. 
[29])
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colloids were required. We synthesized micrometer sized core shell colloids with 
different roughness [31, 32]. The hybrid colloids possessed a polystyrene core and 
rough silica shell that completely covered the polystyrene surface. This has the 
advantage that the polystyrene core has a density close to water, greatly increasing 
the sedimentation time. To tune the surface hydrophobicity we coated the polysty-
rene colloids with a silica shell of tunable roughness. The silica surface of the col-
loids was hard, chemically inert and could be easily modified.

3.1  Synthesis and Characterization of Polystyrene Colloids

Polystyrene colloids (PS) were synthesized by soap-less emulsion polymeriza-
tion [5, 33, 34]. This prevents desorption of surfactant from the surface with time, 
resulting in better defined surface properties. The colloids were synthesized in 
presence of acrylic acid as co-monomer and the anionic radical initiator ammo-
nium persulfate was used to start the reaction. Above a certain size the colloids are 
electrostatically stabilized. Since acrylic acid is a weak acid, its negative charge 
is pH dependent. Emulsion co-polymerization of styrene with small amounts of 
acrylic acid results in poly(styrene-co-acrylic acid) polymer chains provides a 
steric stabilization as the chains are partially situated at the water-colloid interface 
[35, 36].

Dependent on the reaction parameters, colloids with a diameter between 200 
and 700 nm were obtained. The size of the colloids increased with the amount of 
styrene. The size of the colloids also depends on the initiator concentration and 
temperature. Increasing the initiator concentration [37] led to a reduction of the 
size of the colloids because the larger number of stabilizing groups coming from 
the initiator (i.e. sulphate groups) favorites the formation of more nuclei. Increase 
in temperature results in a decreased size of the colloids. At higher temperature [5] 
the reaction is faster. The yield of the reaction was in the range of 60–70 %.

To get detailed information on the growth process, we followed the reaction 
with time focusing on the morphology of the colloids. Every 15 min a small ali-
quot was taken from the reaction mixture. The aliquots were diluted and imaged 
by scanning electron microscopy without purification (Fig. 2). During the first 
hour no colloids could be identified within the background of unreacted polysty-
rene. After 1.75 h almost monodisperse colloids embedded in the polymer melt 
were visible, (Fig. 2a). With increasing reaction time the colloids grew further, but 
still remained soft and contained significant amount of unreacted styrene. During 
evacuation the styrene evaporates, leading to a collapse of the colloids resulting 
in a donut-like shape, (Fig. 2b). After another 2.5 h not only the size of the col-
loids but also their hardness increased. The colloids appeared much more spherical 
(Fig. 2c) although still evaporation of styrene caused formation of small dim-
ples in the surface of the colloids. Only after another couple of hours the colloids 
appeared smooth in SEM, (Fig. 2d). From the SEM images the diameter of the 
polystyrene was measured. Figure 2e illustrates the increase of the diameter of the 
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colloids with time. Within the first 5 h, they grew linearly with time. Thereafter, 
the growth rate was slowed down, until after about 8 h the diameter almost 
remained constant. However, still the surface of the colloids changed according to 
scanning electron microscopy images.

If larger colloids were needed, the size of the colloids was increased by seeded 
emulsion polymerization [38]. It consists in performing emulsion polymeriza-
tion in presence of pre-formed colloids. The preformed polystyrene colloids were 
swollen with styrene. When the polymerization starts, they were the main locus of 
polymerization. By seeded emulsion polymerization the size of the colloids could 
be increased up to about 1.5 μm.

In order to characterize the effective surface charge, the amount of sulphate and 
carboxylic groups on the colloids was determined by polyelectrolyte titration [39]. 
At pH 7 the Z-potential of the polystyrene colloids was about −55 ± 5 mV in 
water.

3.2  Synthesis of Core-Shell Polystyrene-Silica Colloids

The synthesis of the core-shell colloids was performed according to the scheme 
in Fig. 3 [34]. To coat negatively charged polystyrene colloids with a smooth sil-
ica shell, the surface charge needs to be reversed, Fig. 3a [40]. Therefore, the col-
loids were dispersed in a solution of poly (allylamine hydrochloride) (PAH) and 
sodium chloride. Silica was grown making use of the Stöber method [41, 42]. 
This implies that ammonia and different amounts of tetraethoxysilane (TES) were 
added. The shell thickness increased with the amount of tetraethoxysilane and var-
ied between 15 and 70 nm. To obtain a rough shell acrylic acid needed to be added 
to the synthesis of the polystyrene colloids. Silica particles grew at the surface of 

Fig. 2  Scanning electron microscopy images of polystyrene colloids obtained by soap-free 
emulsion polymerization, taken after a 1.75 h, b 4.5 h, c 7 h, d and after 24 h. Scale bar 1 μm. 
Insets Images at higher magnification. e Growth of polystyrene colloids during emulsion polym-
erization. Experimental conditions: ammonium persulfate: 0.11 g; acrylic acid: 0.15 g; sodium 
chloride: 0.2 g; milli-Q water: 300 ml; styrene: 25 g; divinylbenzene: 0.25 g. [34]
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PS colloids at all acrylic acid concentrations tested. However, at low acrylic acid 
concentrations the particles detached easily from the surface. Only at concentra-
tions above ≈1 % wt/wt the silica particles were sufficiently strongly bonded to 
the surface that they remained attached even after several centrifugation steps. 
The size of the silica particles did not depend on the size of the PS colloids but is 
determined by the amount of tetraethoxysilane.

To investigate the growth process in more detail we imaged aliquots of the 
reaction mixture after different reaction times, Fig. 4. Already after 20 min, 30 nm 
sized silica particles appeared on the surface of the PS colloids. After this initial 
fast growth, the silica grain size steadily increased until it approached 55± 5 nm 
after 3 h. Thereafter, the size remained almost constant. The growth process is lim-
ited by lack of reaction material. To prevent detachment of the silica particles, the 
rough colloids were coated with a silica shell. Therefore, they were immersed in 
a water solution of poly (allylamine hydrochloride) and a Stöber synthesis was 

Fig. 3  Scheme of the preparation of hybrid polystyrene-silica colloids with a (a) smooth or (b) 
rough shell [31, 34]

Fig. 4  Dependence of the 
size of the silica particles 
on reaction time. The PS 
colloids were synthesized as 
follow: 0.11 g ammonium 
persulfate, 0.2 sodium 
chloride, 1.6 wt/wt acrylic 
acid, and 13.6 g styrene. 
For the Stöber synthesis the 
following components were 
mixed: 0.05 g PS colloids, 
0.66 ml ammonia and 0.5 g 
tetraethoxysilane in 1.5 ml 
ethanol. Scale bar 0.5 μm. 
Reproduced by permission 
of The Royal Society of 
Chemistry [31]
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performed again, Fig. 3b. The resulting colloids had a polystyrene core and a com-
pletely closed rough silica shell, Fig. 5a. The thickness of the shell can be tuned 
via the amount of tetraethoxysilane. To ensure that the colloids were fully cov-
ered with a silica shell, small amounts of sample were heated to 500 °C for 4 h in 
order to remove the polystyrene core. SEM images taken after the thermal treat-
ment show that the silica shelly were complete and the shape of the colloids hardly 
changed, Fig. 5b, c [31].

The colloids with a rough silica shell were hydrophilic and could be dispersed 
in water. Multi-layers were prepared by evaporation of water [31]. The roughness 
of the films, given by the arrangement of colloids during drying, was influenced 
by the temperature at which the water was evaporated, Fig. 6. At room tempera-
ture sedimentation time was short compared to the water evaporation time. With 
increasing drying temperature the evaporation time decreased until it determined 

Fig. 5  Scanning electron microscopy images of colloids with a rough shell. Colloids a before 
thermal treatment, b hollow colloids after thermal treatment at 500 °C, and c a broken empty 
shell. Reproduced by permission of The Royal Society of Chemistry [31]

Fig. 6  a Dependence of the surface roughness on the drying temperature. To minimize large 
scale inhomogenities or sample tilt the imaged areas of 800 × 800 μm2 were divided in 256 
small squares of 50 × 50 μm2 each and the roughness was determined for each of these squares. 
The solid lines serve as guides to the eye. Evaporation temperature: circles 20 °C, squares 50 °C, 
stars 70 °C, triangles 90 °C. b Reproducibility of roughness measurements of a film dried at 
70 °C. The different symbols denote different samples and positions while the temperature was 
kept at 70 °C. Reproduced by permission of The Royal Society of Chemistry [31]
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the time scales. Then, evaporation induced convection interacted with sedimenta-
tion of colloids, causing that the colloids sedimented in homogeneously. The sur-
face consisted of irregularly distributed “hills and valleys”.

3.3  Young’s Modulus

The mechanical properties of the colloids are determined by the mechanical prop-
erties of the silica shell. To calculate the Young’s modulus of the silica shell, the 
shell thickness needs to be known. Therefore, the mechanical characterization was 
performed on hollow silica colloids with smooth surface, [32, 43]. The size of the 
colloids was adjusted by using polystyrene templates of different diameter and the 
shell thickness was tuned by the amount of tetraethoxysilane added to the reaction 
mixture. The polystyrene core was removed by calcination. The shell thickness of 
the hollow colloids was measured from transmission electron microscopy images 
(Fig. 7a).

The elastic moduli of the hollow silica spheres were determined by applying 
a point load on a single hollow sphere using an atomic force microscope (AFM) 
tip with a radius of 20 nm [32, 44, 45]. To prevent the colloids from shifting or 
rolling on the substrate during measurements, they were partially embedded in a 
thin PS film. For the analysis of the force measurements, the thickness of the PS 
film underneath the colloids was determined so ensure that the deformation origi-
nates only from deformation of the shells. Only a 2–5 nm thick PS film remained 
between the sphere and the substrate. As soon as the tip contacts the sphere, the 
sphere started to deform. To obtain a force-deformation curve, the deformation at 
maximum applied force Fmax was determined for each force-distance curve. Fmax 
is given by the intersection of the linear extrapolation of the force versus distance 

Fig. 7  a Transmission electron microscopy images of core-shell polystyrene-silica colloids after 
the polystyrene core was removed by heating the samples at 500 °C for 3.5 h. Inset TEM image 
of a shell at high magnification. The dark area representing the shell shows uniform thickness. b 
A typical force curve of a hollow silica sphere with a shell of 50 nm and a diameter of 1.9 μm. 
The open spheres denote the approach, and the filled spheres denote the retract part of the curve. 
Hardly any hysteresis is visible, i.e., the deformation is elastic. c Deformation of hollow silica 
spheres as a function of applied load. The straight line shows a linear fit to the data
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curve with the force axis (a in Fig. 7b). The corresponding deformation was deter-
mined from the intersection of the linear fit with the linear extrapolation of the 
zero deformation line (b in Fig. 7b). From each such force distance curve a sin-
gle data point (b, a) was obtained for the corresponding force versus deformation 
curve (Fig. 7c).

From taking force curves at different defined maximum forces, we obtained the 
dependence of the deformation on the applied force (Fig. 7c). For deformations 
smaller than the shell thickness, the approaching and retracting curves were almost 
congruent and linear, indicating a fully reversible behavior. Plastic deformations 
could be excluded. In this case, the Young’s modulus E is given by the thin shell 
model [46].

where d is half the measured deformation, hs is the shell thickness, R is the radius 
of sphere, F is the loading force, and ν is the Poisson ratio, with ν = 0.17. Under 
these assumptions, the Young’s modulus of the hollow spheres was found to be 
about 35± 6 GPa, irrespective of shell thickness and the size of the colloids. The 
measured value for the elastic modulus is half of that for fused silica, E = 76 GPa 
[47].

In order to investigate the dependence of the mechanical properties of the hol-
low silica colloids on annealing temperatures the deformations of hollow silica 
colloids were measured by AFM at room temperature and after annealing at dif-
ferent temperatures [43]. For annealing temperatures below 800 °C, the Young’s 
modulus slowly increased to 40 GPa. Annealing at temperatures above 1000 °C 
caused a strong increase of the Young’s modulus which becomes close to the value 
of fused silica, 72–76 GPa [47].

In order to relate the changes in the mechanical properties to changes in the 
chemical structure during the annealing process, 29Si solid state NMR measure-
ments were performed at different stages of the annealing treatment [42, 48, 49]. 
Upon annealing the number of silanol groups decreased [43]. After annealing the 
hollow colloids at 500 °C only a minor contribution of silanol sites was observed. 
The curing of the silica network was almost completed at an annealing tempera-
ture of T ≈ 800 °C. No structural changes in the silica network upon annealing at 
temperatures above 850 °C was observed. The change of the local chemical bond 
structure causes only a moderate increase of the Young’s modulus with anneal-
ing temperature. At even higher temperatures, a strong increase of the Young’s 
modulus accompanied by a smoothening of the surface of the hollow silica col-
loids and increase in density was observed. Remarkably, the silica shell retained 
their perfect spherical shape although the diameter and shell thickness decreased 
by 20 %. Thus, high temperature annealing provides a method to obtain hollow 
silica  colloids with a completely closed shell with a thickness as thin as a few tens 
of nm and a Young’s modulus comparable to that of fused silica. Furthermore, 
 characterizing the dependence of the Young’s modulus on temperature and on 
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changes in bond structure and surface morphology offers the possibility to tune the 
mechanical properties of silica capsules [50, 51].

4  Soft Colloids: Influence of Single Colloid Mechanics

Aggregation in colloidal systems can be introduced by various mechanism. 
Attractive interactions between the colloids is the most prominent example. 
Another possibility is to confine the colloids in one phase of a phase separating 
mixture, e.g., in the isotropic phase of a liquid crystalline fluid that is undergoing 
the isotropic-to-nematic transition [52, 53]. This unusual soft solid consists of a 
foam like structure, where the bubbles are filled with liquid crystal in the nematic 
phase and the colloids are confined in the walls separating the bubbles [54].

We investigated a system that consisted of sterically stabilised polymethyl-
methacrylate (PMMA) colloids [55] dispersed in the isotropic phase of the liq-
uid crystalline compound 4-n-pentyl-4′- cyanobiphenyl (5CB). When cooling the 
dispersion below the isotropic-to-nematic transition of 5CB, first nematic bubbles 
formed. Including the colloids in the nematic phase would create defects in the 
nematic order that are energetically very unfavourable [56, 57]. For this reason the 
colloids were expelled from the nematic bubbles and concentrated in the isotropic 
areas between the bubbles. At a high enough volume fraction of the colloids, 
this generated a strong increase in the mechanical modulus [53, 54, 58] that was 
 correlated with the phase transition (see also Fig. 8a).

Mechanical disturbances of the sample due to the mechanical measurement 
were discussed to be an origin of poorly reproducible mechanical data in these 
systems [53]. To circumvent these problems, we used piezo rheology [59–62] 
as the suitable mechanical testing method. The used piezo rheometer works as a 

Fig. 8  a Measured at 50 Hz, the storage and loss modulus (G′ and G′′) of the sample strongly 
increased when entering the nematic phase of 5CB. The modulus kept on growing even well 
below the phase transition temperature. b Cyclic ramping the temperature up and down illustrated 
the reproducibility of the piezo rheological measurements. No influence of the measurement tech-
nique on the evolution could be detected. Reprinted with permission from Roth et al. [62]
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plate-plate rheometer with oscillatory simple shear at very low relative deforma-
tion γ0

(

γ0 < 10
−3

)

 in a broad frequency range (0.1Hz ≤ f ≤ 1 kHz). This small 
deformation guaranteed that the evolution of the sample was not altered due to the 
applied shear (Fig. 8b).

From imaging the sample at different temperatures, we showed that the structure 
of the sample changed strongly in the temperature region close to the isotropic to 
nematic transition. However below approximately 28 °C, no significant structural 
changes were observed [63]. However, the mechanical data clearly showed a strong 
change in the storage and loss modulus. Also the loss angle decreased significantly 
towards lower temperatures, indicating a change towards a less viscous and a more 
elastic behaviour. To get deeper insight in this behaviour, it was instructive to apply 
time-temperature superposition to the frequency dependent mechanical spectra that 
were taken at different temperatures during the cooling of the sample. In this way 
we could generate a mechanical master curve of the sample (Fig. 9).

The superposition suggested that the system followed a phase separation 
dynamics know from polymer dispersed liquid crystals [64–66]. Experiments per-
formed with linear PMMA chains dissolved in 5CB at comparable concentrations 
confirmed this assumption. The isotropic phase of 5CB is a solvent to PMMA. 
Under cooling the system phase separated and the mechanical properties followed 
a very similar behaviour to the one shown in Fig. 9 [63].

5  Structural Properties: Local Rearrangement Versus 
Plastic Deformation

As mentioned in Sect. 1, particle tracking in time series of 3D images obtained 
using confocal microscopy is widely used in the studies of colloidal systems. The 
examples from fundamental research include colloids as model atoms [12, 67, 68], 

Fig. 9  The frequency dependent mechanical spectra could be superimposed to a master curve 
using time-temperature superposition. Reprinted with permission from Roth et al. [62]
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visualising capillary waves at the interface between a colloidal liquid and a col-
loidal gas [14], dislocation dynamics in weak colloidal crystals [68], and the col-
loidal glass transition [15, 23]. These experimental studies go along with detailed 
theoretical analysis, e.g., for the colloidal glass transition [69, 70]. From the pro-
cessing side the studies include influences of the structural properties [71], the 
grinding and dispersion processes [72, 73], energy dissipation on the nano scale 
[74]. In this section we focus on studies combining mechanical testing with nano 
indentation and simultaneous 3D structural analysis.

5.1  Measuring the Strain Tensor in Colloidal Systems

To measure the deformation inside the sample simultaneous to a nano-indention 
experiment (Fig. 10), we used fluorescently labelled PMMA colloids (1.6 μm 
diameter). The colloids were first dried from a stable dispersion to form a densely 
packed, disordered, and amorphous colloidal film. For a good matching of the 
refractive index, the colloidal film was thereafter infiltrated with an index-match-
ing non-solvent for the colloids. From 3D images that were taken while indenting 
the sample with a sphere (25 μm diameter), the trajectories of all colloids in the 
observed volume could be determined [75].

With the data of the trajectories available, a detailed analysis of the motion and 
deformation was possible. The simplest example is the averaged displacement 
(Fig. 10b). Also deeper insight into the internal deformation was deduced from the 
trajectories. The central question hereby was whether the deformation was domi-
nated by single-colloids processes or alternatively an averaged quasi-macroscopic 
displacement could be assumed. The quantity that had to be compared to macro-
scopic models was the strain tensor ε. The strain tensor is related to the changes in 
the relative colloid positions (δd, see Fig. 10a) by the relation

(2)δd = ε · d,

Fig. 10  a Scheme of the indentation experiment. The indenter is larger but not very large com-
pared to the colloids in the sample. r(i) is the position of the colloid i, d(ij) the distances between 
colloids i and j. The absolute averaged displacement is shown in panel (b) for an indentation 
depth h = 3 μm. With kind permission from Springer Science + Business Media: Roth et al. [75]
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where the quantities are now continuous in space (averaged) and no longer dis-
crete (on a colloid basis). It has been shown [68, 76] that a good representation of 
ε can be obtained by minimising the functional

where all quantities are calculated on a single colloid basis and the sum goes over 
all nearest neighbours of colloid i. After averaging over a radial distance of 3 μm 
and using the rotational symmetry over the angle ϕ all components of the strain 
tensor (Fig. 11) were obtained.

A more quantitative analysis and comparison of the strain tensor to macro-
scopic modelling was possible, but beyond the scope of this chapter. More details 
can be found in [63, 75]. The averaging to obtain Fig. 11 included a relatively 
small number of colloids (<100) per data point but generated a pattern that showed 
the same features than expected form continuum mechanics calculations [63, 75]. 
From these experiments we could conclude that a quasi-macroscopic descrip-
tion of the deformation of a colloidal system was possible, when averaging over 
enough colloidal particles. In present case the largest microscopic length scale was 
the colloidal diameter. Under these conditions a good quasi-macroscopic descrip-
tion was obtained with averaging over less than 100 colloids.

Furthermore, the almost complete vanishing of the trace of the strain tensor 
(Fig. 11, lower right panel) showed that most of the irreversible part of the quasi-
macroscopic deformation was due to colloidal rearrangements. Within the resolu-
tion of the confocal method, only close to the indenting sphere a contribution due 
to the deformation of individual colloid could not be excluded.

(3)F
(i)

=

N
∑

j=1

∣

∣
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δd(ij) − ε(i) · d(ij)

∣

∣

∣
,

Fig. 11  The components of 
the strain tensor as calculated 
from the colloid trajectories 
using Eq. (3). The lower right 
panel depicts the trace of the 
strain tensor that is a measure 
of the volume conservation 
in the system. With kind 
permission from Springer 
Science + Business Media: 
Roth et al. [75]
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5.2  Influence of Colloidal Crystals

The above picture of an easy mapping of the averaged trajectories of the colloids 
on a quasi-macroscopic description only held for amorphous structures, i.e., when 
the largest microscopic length scale was the colloidal diameter. In case the colloids 
formed some kind of structure, e.g., colloidal crystals or fractal structures, the sit-
uation was different. These internal structures brought in a different length scale 
that interfered with the averaging. We illustrate this in the case of a polycrystalline 
colloidal film [77].

From a given arrangement we calculated the degree of order of the near-
est neighbor shell of colloids [63, 77–79]. In brief, a crystal is then defined as a 
region where all particles have a high degree of order in their surrounding. The 
yellow line in Fig. 12 indicated the border between a region of high (I) and low 
order (II).

The displacement field depicted in Fig. 12 illustrates such a situation. Two dif-
ferent regions were observable. In region (I) a colloidal crystalline structure was 
present, whereas region (II) was amorphous. The spherical indenter entered the 
sample at the boundary between region (I) and (II). The maximum of the displace-
ment visible region (I) indicated the orientation of the colloidal crystal in this 
region [77]. The crystal structure broke the rotational symmetry of the experiment 
and limited further data analysis. Although the displacement field was still smooth 
and suitable for a comparison to quasi-macroscopic models, calculating the strain 
tensor was not possible, because the number of colloids for averaging was too low. 
Similar observations were made with fractal-like aggregates. The combination of 
denser and looser structures in the system also led to strong heterogeneities in the 
colloidal displacements.

Fig. 12  a Visualisation of an indentation experiment on a polycrystalline colloidal film. The 
region labeled with (I) was crystalline, the region labeled (II) was amorphous. The displacement 
in the crystalline region followed the crystal axes and b was longer ranged than in the amorphous 
region. Reproduced from Roth et al. [77], used with permission
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5.3  Correlation with the Mechanical Properties

The mentioned heterogeneities were also visible in the mechanical analysis of the 
nano indentation experiments [63, 75, 77]. We calculated the hardness H and the 
elastic modulus E from the indentation curves following the model by Oliver and 
Pharr [80, 81]. In the case of the dense amorphous structure, the mechanical mod-
ulus of the sample was homogeneous over the tested area. In contrast, strong scat-
tering of the data was observed in the case of the polycrystalline sample. The latter 
result reflects the intrinsic structural heterogeneity of the sample.

Despite the structural differences, all investigated samples followed a scaling 
law between the ratio H/E and the ratio of the plastic to the total work of defor-
mation Wpl/Wtot. A linear relation between both ratios was previously found for a 
broad range of materials [82–84], including amorphous films. As shown in Fig. 13 
the linear relation holds also in our case of colloidal films over a broad range of 
preparation procedures.

6  Reactive Colloids: Bonds with Finite Lifetime

Colloids that still undergo a chemical reaction have attracted attention of scientists 
for a long time. The colloidal gel transition has been investigated from the fun-
damental side [85–89] and the application side (as can be seen from many other 
chapters of this book). The aggregation is induced by an attractive interaction of 
the colloids. Depending on the strength or reversibility of the bond between the 
colloids one distinguishes between physical (reversible) and chemical (irrevers-
ible) gels. During the sol-gel transition (gelation) physical and chemical gels show 
similarities in the rheological behavior. At the gel point the ratio between the real 
(G′) and imaginary part (G′′) of the shear modulus (i.e., the loss tangent) is inde-
pendent of frequency [90–93]. Additionally, similarities between the physical gela-
tion and the glass transition were discussed [94–96]. Recently however, chemical 
gelation has been shown to have a pronounced difference in the rheological signa-
ture compared to the glass transition [97].

Fig. 13  The ratios between 
the hardness and the elastic 
modulus H/E and between 
the plastic and the total work 
of deformation Wpl/Wtot 
followed a linear relation. 
With kind permission from 
Springer Science + Business 
Media: Roth et al. [75]
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6.1  Temporal Evolution

As a model system, we used precipitated silica that is widely used as filler parti-
cles and intensely studied [74, 98–103]. After mixing the components, the modu-
lus of the gel increased with time. Plotting G′ and G′′ against the logarithm of time, 
a two step process became obvious (Fig. 14). We interpreted this as an aggregation 
followed by a stiffening of the bonds [104]. In order to focus on the sol-gel transi-
tion, we started with sodium silicate at high pH and slightly lowered the pH by 
adding diluted sulphuric acid. Throughout the experiment, the pH of the sample 
stayed around 11. All concentrations were chosen to prepare the system close to 
the percolation threshold, i.e., the system was very close to the limit of not form-
ing a gel. Diluting the sample only slightly (adding 20 % more water), increased 
significantly the time needed to form the gel (Fig. 15a).

6.2  Internal Relaxation and Frequency Dependence

Our precipitated silica gel differed from other (non-reactive) silica gels 
[105] by the fact that a low-frequency relaxation was evident in the mechani-
cal spectra (Fig. 15b). This structural relaxation was a hint for the finite life 
time of the bond between the silica nano colloids in the gel. To quantify this 
structural relaxation mode different models were applied to fit the mechani-
cal spectra, e.g., a modified Cole-Cole model [106] and the Baumgaertel-
Schausberger-Winter (BSW) model [107]. The characteristic time scales 
extracted from both models were similar, though not identical, and showed 

Fig. 14  a The temporal evolution of the shear (G′) and loss modulus (G′′) of precipitated silica 
gels as measured at a given frequency of 10 rad/s (black circles) or extracted from repeated fre-
quency sweeps (red squares). b The zoom-in at small G′ revealed two distinct growth regimes. 
c Schematic for the evolution of the gel, composed of an aggregation and a stiffening process. 
Reprinted from publication Wang et al. [104]. Copyright (2014), with permission from Elsevier
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the same dependency on the system parameters like temperature and age of 
the gel (Fig. 16b) [104]. The origin of the finite life time of the bonds between 
the colloids in this case seemed to lie in the finite solubility of silica at the pH 
(about 11) of the sample [108].

In summary, this finite solubility gave our presented silica gel features of physi-
cal gels, like the logarithmic growths of the modulus with time [93, 96] and the 
structural relaxation at low frequencies [109]. Despite the fact of having a chemi-
cal reaction, the bonds between the colloids were apparently not of infinite life 
time and gave the system a physical gel-like behaviour.

Fig. 15  a Increasing the water content of the sample by 10 or 20 % strongly increased the time 
scale of the gel formation. b Frequency dependent measurements revealed a low-frequency relax-
ation mode in the system. Details of this relaxation mode depended in the system parameters 
(here the dilution). Reprinted from publication Wang et al. [104]. Copyright (2014), with permis-
sion from Elsevier

Fig. 16  The characteristic relaxation time of the low-frequency structural relaxation in the pre-
cipitated silica gel, as fitted with a modified Cole-Cole model (τCC) [106] or the BSW model 
(τmax) [107], for a varying temperature and b different ages of the gel. Reprinted from publica-
tion Wang et al. [104]. Copyright (2014), with permission from Elsevier
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Abstract Mode coupling theory (MCT) predicts fluid states of colloidal  dispersions 
at particle volume fractions φ well above the hard sphere (HS) colloidal glass tran-
sition due to weak attractive interactions among particles. This opens a versatile, 
new route to manufacture highly concentrated, freely flowing dispersions with nar-
row particle size distribution. Our investigations are based on two model systems: 
polystyrene (PS)-microgel particles suspended in an isorefractive organic solvent 
and an aqueous polymer dispersion based on a well-stabilized, commercial poly-
mer latex. Both systems exhibit hard sphere type flow behavior with a divergence 
of zero-shear viscosity at φ = 0.58. Suspensions were fluidized via addition of non-
adsorbing polymers to the continuous phase, thus introducing weak depletion attrac-
tion among particles. The index-matched microgel system was used to study phase 
behavior as a function of particle and polymer concentration as well as polymer to 
particle size ratio and particle rigidity. A tight correlation between structural relaxa-
tion times from dynamic light scattering (DSL) experiments and rheological data 
was found. Fluid states were observed at particle loadings close to φ = 0.7 and a 
minimum viscosity has been achieved at polymer concentrations below the overlap 
concentration c*. Low viscosity values at particle loadings beyond φ = 0.58 could 
so far only be obtained for dispersions with bi- or multimodal particle size distribu-
tion. Flow curves obtained here for monomodal dispersions fluidized due to weak 
attractive interactions are similar to those of commercial dispersions with broad 
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particle size distribution, demonstrating the competitive strength of the new concept. 
Sharply monodisperse aqueous polymer dispersions were used to demonstrate that 
beyond the predictions of MCT, also densely packed, crystalline suspensions can 
be fluidized upon adding small amounts of non-adsorbing polymer. A microfluidic 
flow channel attached to an inverted fluorescence microscope was used to study the 
true flow profiles of suspensions doped with size-matched fluorescent tracer parti-
cles. Reducing the range of weak depletion attraction by reducing the size of free, 
non-adsorbing polymer extended the fluidized region to even higher particle load-
ings of about φ = 0.72—in qualitative agreement with MCT predictions. However, 
an increase of the microgel crosslink density from 1:50 to 1:10 reduced the fluid-
ized region significantly to about the effect observed with hard sphere-like PMMA 
dispersions. Particle softness and osmotic deswelling are discussed as possible ori-
gins of the exceptionally effective depletion fluidization in case of 1:50 crosslinked 
microgels. To enable similar studies combining DLS and rheology on model systems 
which are closer to aqueous, technical dispersions, perfluoroacrylate particles steri-
cally stabilized with polyethylene-glycol (PEG) chains have been synthesized and 
characterized. A first study indicates that such dispersions can be refractive index 
matched in aqueous media and undergo a glass transition, thereby exposing dynam-
ics in DLS which are quite analogous to that seen in so far studied model systems. 
The potential of fluidizing such dispersions at high particle loading by addition of 
free PEG or other depletants will be systematically explored in future work.

Keywords Microgels · Colloids · Colloid polymer mixtures · Re-entrant melting ·  
Glass transition dynamics · Rheology · Microchannel flow · Atom transfer  
radical polymerization (ATRP) · Core–shell structures · Sterical stabilization ·  
Fluoro-acrylates

1  Introduction

Colloidal dispersions are encountered in many traditional applications, including 
paints, inks, cosmetics, pharmaceuticals or foods [1]. Nowadays, colloid science and 
technology also play a key role in emerging technologies such as tissue engineering 
scaffolding [2], photonic crystals [3], 3D ink-jet technology [4], advanced ceramics 
processing [5] or microfluidics [6]. A key technological challenge in designing such 
materials is to control their flow properties in order to meet the manifold require-
ments during processing and application. This topic is especially relevant when 
dealing with nanoparticle formulations on a technical scale were high particle load-
ings are required. Making highly concentrated dispersions is a persistent challenge 
since it allows for higher time-space yield during manufacturing, reduced transport 
costs and drying energy, particularly in large scale industrial coating applications, 
and also provides additional degrees of freedom in formulation of complex fluids.

The classical route to achieve high particle loading at low viscosity level in sus-
pensions is to provide a bimodal or broad particle size distribution [7, 8]. This is 
not always technically or economically feasible and large particles may disturb 
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final product properties. In colloidal systems viscosity reduction is limited due 
to interactions among particles, which get increasingly relevant as particle size 
decreases. For bimodal dispersions including particles with short range repulsive 
interactions typical for commercial systems a minimum viscosity is reached at 
a fraction of small particles of about 30 % and a size ratio σ ≈ 4–5 [9, 10] (or 
Γ = RS/RL = σ−1 = 0.2 − 0.25). Here we present an alternative concept to make 
highly concentrated, freely flowing dispersions, based on the so-called re-entry 
glass transition in colloidal dispersions which has been predicted theoretically and 
confirmed experimentally for various model dispersions. Weak attractive interac-
tions are supposed to lead to reversible particle clustering, which opens up space 
and melts the glassy state by allowing for long-range particle motion and macro-
scopic flow. We demonstrate that mono-modal dispersions with particle loadings 
up to φ ≈ 0.7 can be fluidized and that viscosity can be reduced to the level of 
commercial dispersions with broad particle size distribution in a wide shear rate 
range representing essential manufacturing and processing conditions.

Phase behavior [11], dynamics and flow of colloidal dispersions are strongly 
controlled by particle volume fraction φ [12]. Progressive crowding eventually leads 
to a vitrification when particles are trapped within a virtual cage provided by near-
est neighbors. Long range particle motion slows down and the low shear viscosity 
diverges when a critical concentration φg, the glass transition, is approached [13], 
a finite zero-frequency modulus G0 is observed beyond φg. Mode coupling theory 
(MCT) has been successfully employed to describe this phenomenon [14]. Barrat 
et al. [15] have predicted a critical scaling exponent for the divergence of the zero-
shear viscosity. Nägele and Bergenholtz [16] have developed a general method to 
describe the linear viscoelastic properties. Fuchs and Cates [17, 18] have general-
ized MCT to treat the non-linear dynamics of colloidal suspensions in shear flow 
and careful experiments on well-characterized model systems have confirmed that 
flow curves are predicted very well by MCT in a wide shear rate range [19, 20].

MCT also predicts that two different glassy states exist in dispersions of parti-
cles with weak short-range attraction, one due to particle caging (repulsive glass), 
the other due to particle bonding (attractive glass) and the glass transition is shifted 
to higher φ [21, 22]. This has been confirmed experimentally for different colloi-
dal dispersions, namely polymethylmethacrylate (PMMA) particles [23, 24] and 
PS-microgel particles [25–27] suspended in isorefractive organic solvents. In both 
cases attractive depletion interactions were introduced by addition of non-adsorbing 
polystyrene (PS) molecules to the continuous phase of the dispersion. Phase dia-
grams were obtained from DLS experiments and the transition from the ergodic to 
the non-ergodic, glassy state is identified by the non-vanishing dynamic structure 
factor f(q,τ→∞) > 0. The phase diagrams show a significant curvature of the fluid-
glass transition line and at fixed particle loading a transition from the glassy to the 
fluid state and then again from the fluid to the attractive glassy state is observed when 
polymer concentration and hence the strength of attractive interaction is increased 
(re-entry glass transition or re-entry phenomenon). Fluid states were observed up to 
φ ≈ 0.61 for the PMMA system and φ ≈ 0.68 for the PS-microgel system.

Up to now little is known about the consequences of the re-entry phenom-
enon for the macroscopic flow behavior. The effect of depletion attraction on the 
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rheology and the viscoelasticity of nearly hard sphere silica particles suspended 
in decalin or toluene has been investigated carefully [28, 29] and a minimum of 
the low shear viscosity as a function of polymer concentration has been observed 
[30, 31]. The zero shear viscosity is reduced by a factor of three at φ = 0.49 and 
a polymer concentration cP/c* = 0.03 well below the overlap concentration c*. 
This clearly demonstrates that weak attractive particle interactions can lead to a 
significant decrease of the viscosity compared to hard sphere systems. However, it 
should be noted that in this case the particle volume fraction is still below the hard 
sphere glass transition. Another example has been reported by Pham et al. [32], 
who observed a reduction of the storage modulus G′ by a factor of three for a sys-
tem of sterically stabilized PMMA particles suspended in decalin at φ = 0.6 and 
a polymer concentration of cP/c* = 0.15. This shows that weak attractions among 
colloidal particles in suspension can alter macroscopic rheological quantities even 
in the particle concentration range above the hard sphere glass transition. On the 
other hand, the rheological effects observed so far may be too small to be of signif-
icant technical relevance. Moreover, the re-entry phenomenon has not been inves-
tigated so far for aqueous suspensions, which are of paramount importance from a 
technical point of view.

Therefore, we embarked onto a systematic study of the applicability of the 
polymer-induced re-entry phenomenon for the formulation of freely flowing, yet 
highly concentrated dispersions. Starting from the observation of an extraordinary 
large re-entry region with fluid volume fractions up to φ ≈ 0.68 on the addition 
of free, i.e. non-adsorbing, polystyrene (PS) chains to a PS microgel system in a 
good, isorefractive organic solvent (2-ethylnaphthalene, 2EN) [27], we addressed 
the following questions. (i) Is the huge re-entry region in the PS microgel system 
which has so far only been observed by dynamic light scattering (DLS) indicative 
of a corresponding behavior in rheology, i.e. of a fluidization, and if so, how do the 
re-entry regions seen with both methods compare? (ii) The re-entry phenomenon 
has so far only been observed for model colloids dispersed in organic media. Can 
this fluidization effect also be induced by introduction of short-ranged attractions 
via free polymer in aqueous dispersions and could this then be used to formulate 
technical dispersions with high particle loadings which are still freely flowing? If 
a proof-of principle can be achieved, how does this effect influence the rheological 
behavior in other rheological experiments which mimic shear scenarios typically 
encountered during processing or application of technical dispersions, e.g. level-
ling, sagging, mixing, screen printing, dispersion blade coating or stirring? (iii) 
How is the re-entry effect influenced by the variation of system parameters like 
particle interactions (particle hardness), size or number ratio of particles (variation 
of particle size distribution) and polymer size (range of depletion attractions)? Can 
these parameters be used to further enhance the re-entry phenomenon? (iv) While 
the questions raised in (iii) were to be studied in the well-characterized model sys-
tem of PS microgel dispersions, it seemed of high interest to have at hand a simi-
larly well characterized model dispersion for aqueous (i.e. technical dispersions) 
which allows to study the re-entry effect and its variations also with the comple-
mentary techniques DLS and rheology. As DLS requires (near) isorefractivity of 
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particles and dispersion medium, the low refractive index of water implies use of 
monomer with a high fluorine content as fluoropolymer dispersions are known to 
have refractive indices almost as low as the value for water [33–36].

2  Comparative Study of Particle Dynamics and Flow 
Behavior in Well-Defined PS Microgel Model 
Dispersions

In a first step we wanted to apply two complementary methods to monitor dis-
persion dynamics in the same carefully chosen and well-studied model system—
dynamic light scattering (DLS) which probes particle dynamics on a microscopic 
scale and rheology which measures macroscopic flow. Here the aim was to ver-
ify that both methods do indeed “see” the same dynamics as predicted by MCT 
[14]. This is by no means a trivial question as there is an ongoing controversy 
whether the zero shear viscosity η measured by rheology and the structural or 
α-relaxation time τα determined via DLS diverge at the same volume fraction φg, 
thus identifying the glass transition, and whether this divergence occurs for hard 
sphere (HS)-like colloids at φg = φc,MCT = 0.58 as seen in DLS experiments or at 
φg = φrcp = 0.64 as suggested from several rheology experiments [37, 38]. Here, 
a major drawback has been that DLS and rheology have—besides rare exceptions 
like the work of Segre et al. [39] which did not extend into the glass transition 
regime—not been applied to identical systems. Given that different model systems 
may differ in their approximation of a true HS system, in their degree of polydis-
persity and in the accuracy of the volume fraction determination [40, 41], a com-
parative study of particle dynamics with DLS and macroscopic flow on the same 
systems appears to be essential for data interpretation close to (repulsive or attrac-
tive) glass transitions.

For this purpose we re-designed the previously studied PS microgel system 
[27]—here addressed as the reference system—as closely as possible. As before 
we employed a binary mixture of nearly monodisperse 1:50 crosslinked1 PS 
microgel particles (polydispersity σR = (�R2

� − �R�2)1/2/�R� ≈ 0.04− 0.05 as 
estimated from TEM and static light scattering). This allowed slowing down or 
even suppressing crystallization such that metastable super compressed and glassy 
states were experimentally accessible. At the same time the study of the fluid-solid 
coexistence region of the individual components (which crystallized easily) ena-
bled us to determine the swelling ratio of the particles and, thus, the volume frac-
tions of the binary mixture (including a mapping to the hard sphere (HS) system) 
with high precision (for details of samples and sample preparation see Ref. [42]). 
The effective HS radii were RS = 144 ± 2 nm and RL = 199 ± 4 nm, respectively 

1 A crosslinking of 1:50 implies one crosslink per 50 monomer units.
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(the subscripts S and L indicate small and large particles in the following), yielding 
a size ratio of Γ = 0.722 ± 0.022. It should be noted that the “error margin” here 
does not reflect the inaccuracy of the particle size determination, but rather the 
slight differences in two batches of S and L particles (S1, L1 and S2, L2, respec-
tively) which needed to be synthesized to provide sufficient sample material for 
both DLS and rheology experiments. To assess how close the microgel particles 
can be expected to mimic HS behavior we determined the volume fraction depend-
ence of the plateau modulus GP which according to Paulin and Ackerson [43] as 
well as to Senff and Richtering [44] allows to extract the hardness exponent n of an 
assumed inverse power pair interaction potential u(r) ∝ r−n. For the S1 and L1 
 particles we find n = 66 ± 5 whereas the S2 and L2 particles yield significantly 
lower values of n = 39 ± 5. These differences in particle softness are possibly due 
to a variation of the amount of crosslinker within the microgel particles and its 
 spatial distribution which depends on subtle details of the synthesis protocol which 
are difficult to identify and to control. These values have to be compared with the 
value n = 197 obtained for the currently best HS model colloids, sterically stabi-
lized PMMA, by Koumakis et al. [45] in an analogous analysis. However, it has 
been shown for inverse power potentials with n >18 that structure and dynamics of 
particles are identical to the HS case irrespective of the n-value, if the systems are 
compared at the same relative distance to the freezing point [46], i.e. at the same 
value of (φ − φf)/φf. This implies that slightly soft spheres like the PS microgels 
can be treated as effective hard spheres as long as an appropriate adjustment of 
volume fractions is performed.

With these particles two binary mixtures, M1 (S1, L1) and M2 (S2, L2) were 
prepared with number ratios N1 = NS1/NL1 = 11 and N2 = 2.5, respectively, in the 
good, isorefractive solvent 2-ethylnaphthalene. These values have to be compared 
with those of the reference system with Γ = 0.83 ± 0.3, N = 2.5 ± 0.3, nS = 35 
and nL = 55. While the second number ratio is identical to that of the reference 
system, the first one has been chosen to check up on the effect of the particle size 
distribution on the re-entry region. Due to the small amount of large particles this 
mixture is closely approximating a nearly monodisperse system while reducing 
the crystallization velocity reasonably well to allow for the measurement of glassy 
dynamics.

First we compared the glassy dynamics of binary mixture M1 as seen by DLS 
and rheology, thereby checking up on HS behavior of the PS microgels and com-
paring the power law divergence of the zero shear viscosity η(φ) with that of the 
structural relaxation time τα(φ). The results are summarized in Fig. 1. One clearly 
observes qualitatively identical behavior in DLS (Fig. 1a) and in steady shear 
experiments (Fig. 1b). Fluid samples, characterized by a dynamic structure fac-
tor that decays to zero (f(q,τ→∞) = 0) are found up to φ = 0.57 followed by 
a glass transition region up to φ = 0.586 which is followed by glassy behavior 
indicated by a well-expressed infinite time plateau f(q,∞) in the correlation func-
tion (f(q,τ→∞) = f(q,∞)). This behavior is also expressed in the steady shear 
curves. Here, fluid behavior is indicated by the existence of a Newtonian plateau 
for η(γ̇ → 0) up to φ = 0.56 and glassy states are identified by a power law form 
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of the low shear viscosity for higher volume fractions. The sample at φ = 0.581 
again shows transition behavior. Figure 1b also demonstrates that the shear curves 
for a monomodal dispersion (RS = 144 nm) at lower φ smoothly matches with the 
data for the binary mixture at higher φ. This is also visible in Fig. 1c where the 
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Fig. 1  a Time evolution of the density autocorrelation function f(q,τ) for the HS microgel mix-
ture M1 (RS = 144 nm and RL = 199 nm, Γ = 0.722 and N1 = 11) in the good, isorefractive 
solvent 2-ethyl-naphthalene (2-EN) at volume fractions φ = 0.545, 0.561, 0.572, 0.581, 0.586, 
0.594 and 0.629 (from left to right). Measurements were taken at a scattering vector qRS = 3.96 
close to the main peak of the static structure factor. The inset shows the rectification plot of the 
MCT power law (Eq. 2) for the structural relaxation times τα used to determine the glass tran-
sition volume fraction of the mixture M1 as φg = 0.585. τα was determined by the condition 
f(q,τα) = 0.5. b Steady shear viscosity as a function of shear rate for the monomodal microgel 
(RS = 144 nm, open symbols) and for the mixture M1 (closed symbols). c Relative zero shear 
viscosity η0 against volume fraction for PS microgels (monomodal = open squares, bimodal 
(M1) = solid squares) and the aqueous dispersions (solid triangles). Prediction by the mode cou-
pling theory (MCT) (Eq. 1) is shown as a solid line. ηs is the viscosity of the dispersion medium. 
Reproduced from Ref. [42] with permission
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zero shear viscosity η0 [taken as η(0.01 s−1)] normalized to the medium viscosity 
ηs is depicted in dependence on the volume fraction. The divergence of the nor-
malized zero shear viscosity follows the power law predicted by MCT [14],

with φg = 0.58, γ = 2.55 and A = 0.3 corresponding to the known HS values 
[14, 15]. A similar divergence is found for the structural relaxation time τα, deter-
mined as f(q,τα = 0.5), in accordance with the MCT prediction [14]

where τ0 is a microscopic relaxation time reflecting the short-time dynamics 
which is determined by hydrodynamic interactions.

This power law behavior is verified in a rectification plot in Fig. 1a (inset). The 
power law yields in this description a straight line which intersects the abscissa 
at φg. Using the HS value γ = 2.55 the linear fit returns φg = 0.585 ± 0.008, 
a value fully in agreement with both the HS value and the result from the zero 
shear viscosity power law. The corresponding analysis for the mixture M2 yields 
φg = 0.584 ± 0.008, again consistent with theory and with the results for M1. In 
addition we performed small amplitude oscillatory shear (SAOS) experiments on 
the binary mixture M1. The obtained storage and loss moduli, G′(ω) and G″(ω), 
could be well fitted with relations derived by MCT (cf. Fig. 2 in Ref. [42]) and 
the resulting longest relaxation time λmax again follows a power law predicted by 
MCT with φg = 0.58 (cf. Fig. 3 in Ref. [42]). As a corollary, our DLS results also 
indicate that the glass transition dynamics for the studied binary mixture does not 
depend on the number ratio N within experimental resolution. This is in qualita-
tive agreement with MCT results for HS binary mixtures by Götze and Voigtmann 
[47]. Ignoring the error bars for the obtained φg values even the small shift of the 
glass transition to higher volume fractions as compared to the value of 0.58 for 
the monomodal system would be qualitatively consistent with the MCT for binary 
hard spheres [47], where such an effect has been predicted for Γ = 0.7 and N = 11 
(corresponding to φS/φL = 0.8 in Fig. 1 of Ref. [47]).

From these results we conclude that (i) the studied PS microgel dispersions can 
be considered as very good approximations of the ideal HS system, (ii) that the 
glass transition dynamics for a size ratio of Γ ≈ 0.7 does not depend significantly 
on the number ratio, i.e. on the details of the particle size distribution, that (iii) the 
relative zero shear viscosity η0/ηS, the longest relaxation time λmax from SAOS 
and the structural relaxation time τα from DLS diverge at the same HS glass tran-
sition value φg = 0.58 with identical power laws, and that iv), thus, our findings 
are fully consistent with MCT predictions for HS glass transition dynamics.

After verifying that rheology and dynamic light scattering yield consistent 
results for the glass transition dynamics of pure binary microgel mixtures we stud-
ied whether this analogy still holds when weak short-ranged attractions are intro-
duced by the addition of free polymer. Here, the question of most interest was in 
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how far very strong re-entry effect that has been previously observed in an binary 
microgel mixture with short-ranged attractions [27]—the reference system—is 
expressed in an identical manner in the flow behavior. For this purpose non-adsorb-
ing linear (free) PS with a molar mass Mw = 133,000 g mol−1, Rg = 13.1 nm, 
Mw/Mn = 1.07, overlap concentration c* = 3Mw/(4πRg

3) = 23.5 g l−1 (in tolu-
ene) yielding an (average) attraction range δ = Rg/�Rcolloid� ≈ 0.085 was added 
to a number of binary mixtures and the dynamics was then studied with DLS and/
or rheology. Figure 2 gives the location of the samples in the cP-φ phase diagram 
with respect to the glass transition lines established for the reference system. We 
performed four cuts through the phase diagram three at constant volume fraction 
[φ ≈ 0.62 (M1), φ ≈ 0.63 (M2) and φ ≈ 0.665 (DLS only)] and one at constant 
polymer concentration (cP ≈ 7 g/l), the latter following the “path of highest mobil-
ity”, i.e. where the structural relaxation times τα were found to be minimal in 
the reference system. Figure 3 compares the dependence of dynamics as seen by 
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Stars are transition points estimated by an extrapolation from relaxation times τα similar to 
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and the line of minimal structural relaxation time determined previously for the reference micro-
gel system for comparison. These lines were shifted along the φ-axis to account for the different 
φg = 0.595 obtained in that study [27] and matched to the rescaled glass transition volume frac-
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transition of M2 (φg = 0.584). The difference of these two lines also serves to visualize the effect 
of an inaccuracy in the volume fraction scale for M1. The vertical dashed line indicates the loca-
tion of the glass transition of that binary microgel mixture. If not explicitly indicated, errors are 
smaller than the symbol size. Reproduced from Ref. [42] with permission
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rheology and DLS at φ ≈ 0.62. Both methods see samples that are in a repulsive, 
i.e. packing driven, glass state at low polymer concentration cP and in an attrac-
tive, i.e. bonding-driven, glass state at high cP which are separated by fluid states at 
intermediate cP. Some discrepancy appears to exist with samples at cP = 10.2 and 
11 g/l which should be still fluid as seen in the reduced viscosities, but where f(q,τ) 
does not decay to zero on experimental time scales. We attribute this to the forma-
tion of clusters which are precursors to formation of crystal nuclei and introduce a 
second, slow mode into the particle dynamics.

This can be clearly seen by the development from a small long-time tail to a 
well-expressed second decay for the sample cP = 8 g/l in DLS. For this sample 
Bragg peaks could be observed in static light scattering after long waiting times. 
The similarity of the slope of the long-time decay of this sample and the samples 
at cP = 10.2 and 11.0 g/l supports this interpretation. Obviously, binary mixture 
M1 with its number ratio N = 11 behaves rather like a narrowly distributed mono-
modal system where crystallization is somewhat slowed down, but not completely 
suppressed. These pre-crystalline clusters do, however, not affect the rheology data 
as the applied shear forces are sufficient to destroy these clusters during the usu-
ally applied preshear period.

Disregarding this complication, the comparison of steady shear and DLS 
experiments shows that on addition of a free polymer the re-entry effect can 
also be observed in the flow behavior. This is highlighted in Fig. 4 by comparing 
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Fig. 3  Comparison of reduced viscosity η/ηs versus shear rate and density autocorrelation func-
tion f(q,τ) from DLS for a series of microgel dispersions (M1, N = 11) with similar particle vol-
ume fraction φ ≈ 0.62 but different polymer concentrations. a η/ηs versus shear rate: The closed 
symbols indicate the samples with fluid behavior and open symbols represent the glassy state. 
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time of several weeks. The slow mode (second, long-time decay step) is attributed to formation 
of crystals



253Fluidization of Highly Concentrated Colloidal Dispersions …

the polymer concentration dependence of the zero shear viscosity (taken as 
the reduced viscosity at a shear rate of 0.01 s−1) and of the separation parame-
ter ε = (φg − φ)/φg determined from MCT fits of SAOS data (see Ref. [42] for 
details) with that of the structural relaxation time τα from DLS. A separation 
parameter ε ≥ 0 implies a glassy state whereas fluid states are indicated by ε < 0. 
One clearly sees identical behavior with glassy states indicated by reduced vis-
cosities around 105, a separation parameter close to zero and structural relaxa-
tion times ≥104 s at both low and high polymer concentration. On increasing and 
on decreasing polymer concentration the systems enter fluid states with a maxi-
mum fluidity indicated identically around cP ≈ 7.5 g/l. The observation that the 
reduction of viscosity covers only 2 decades while the structural relaxation time 
decreases by about 5 orders of magnitude can be traced back to the differences 
in dynamical range of the two methods. While steady shear experiments are 
restricted to shear rates ≥10−2 s−1 the DLS data extend up to 104 s corresponding 
to γ̇ ≈ 10−4 s−1.

Figure 5 shows the comparison of the dynamics as obtained from steady shear 
rheology and DLS for a series of increasing particle volume fractions along the 
path of highest mobility of the reference system, i.e. at nearly constant polymer 
concentration cP ≈ 7 g/l, and probing identical samples. One sees that the samples 
show essentially the same behavior by both methods, indicating that at this poly-
mer concentration fluid states up to φ = 0.692 are accessible. Small deviations can 
be attributed to the significant crystallization tendency of binary mixture M1 (cf. 
sample at φ = 0.668) which affects both methods differently.
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Finally we verify the assignment of samples as glassy or fluid as indicated in 
Fig. 2 by determining glass transition points using the rectified MCT power law 
Eq. 2 for the DLS data in analogy to the inset of Fig. 1a. The location of the thus 
determined glass transition points are indicated by the stars in Fig. 2. This works 
quite nicely along the repulsive branch of the glass line where the location of the 
transition line of the reference system is quantitatively reproduced. The results are 
less consistent along the attractive branch due to the significant inaccuracies of the 
extrapolated glass transition points. This can partly be attributed to the fact that 
the extrapolation with the rectified power law requires samples which are already 
close to the glass transition. This was more difficult to achieve close to the attrac-
tive glass line where the polymer concentration is the control parameter instead of 
the volume fraction which controls the repulsive glass transition. Alternatively, the 
location of the attractive glass line may be more sensitive to subtle differences in 
the sample characteristics as size ratio and attraction range.

In summary these results show that the re-entry phenomenon is not only vis-
ible in the DLS method which monitors microscopic particle dynamics, but is as 
well expressed in the macroscopic flow behavior of dispersions with short-ranged 
attractions. This now leads to the question, whether and in how far this effect can 
be introduced in technical, i.e. aqueous, dispersions as well.

3  Aqueous Dispersion

The model system for aqueous dispersions was a polystyrene-butylacrylate (P-S/
BA) latex which has been supplied by BASF SE. In order to provide short range 
electrosteric repulsion acrylic acid was used as a functional co-monomer at a 
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concentration of 2 wt% relative to the total monomer concentration resulting in a 
thin hairy surface layer. More details of the system are found in [48].

The investigated particles had a radius of 85 and 133 nm, respectively. Linear 
polyethylene oxide (PEO) has been added as non-adsorbing polymer in order to 
introduce weak attractive interactions. To vary the strength of the attractions, dif-
ferent commercial grades of PEO with Mw between 4 and 400 kg/mol have been 
used. With the particular Mw values and the corresponding radius of gyration in 
water [49] the polymer-to-particle Rg/R size ratio was between δ = 0.03–0.42. 
According to Aaskura and Oosawa [50] the depletion attraction among two parti-
cles in contact was estimated to be in the order of 1–10 kT [42].

Highly concentrated dispersions including polymer in the continuous phase 
were prepared via a two-step dialysis procedure. First, the dispersion was dialyzed 
against 10 mM NaCl in order to remove excess monomer and oligomer. After dis-
solving the desired amount of non-adsorbing polymer, the dispersion was filled in 
a dialysis membrane (Carl Roth, MWCO: 4–6 kg/mol) which was immersed in a 
dialysis bath filled with an aqueous solution of PEO (Mw = 35 kg/mol) at a con-
centration of 20 wt%. The high osmotic pressure of the PEO solution concentrates 
the dispersion to the desired particle volume fraction φ.

The dispersion with a particle radius of 85 nm behaves essentially like a hard 
sphere system [42]. The zero-shear viscosity diverges at a particle volume fraction 
of φg = 0.58 ± 0.005. Fluid states are observed in this case for PEO molecular 
weights between 4 and 35 kg/mol and a polymer concentration cP = 5 g/l. For 
Mw = 10 and 20 kg/mol a viscosity reduction is also found for cP = 8 g/l. No sig-
nificant change in viscosity was observed upon addition of Mw = 400 kg/mol. The 
fluidization upon addition of PEO is directly visible as shown in Fig. 6. The fluid-
ized sample at a volume fraction φ = 0.64 with cP = 5 g/l and Mw = 4000 g/mol, 
resulting in a δ = 0.03, spreads easily on the surface whereas the glassy or gel-like 
suspensions (cP = 0 and 10 g/l) retain their original shape.

The dependence of the flow curves on the concentration of added PEO 
(Mw = 10 kg/mol) is shown in Fig. 7a for φ = 0.644. The introduction of 
weak attractive interactions leads to a sharp drop of the low shear viscosity by 
almost 2 orders of magnitude whereas the high shear viscosity remains essen-
tially unchanged. The variation of the reduced viscosity at a fixed shear rate 

Fig. 6  Texture of aqueous dispersion (φ = 0.64, R = 85 nm) without PEO (left) and with added 
PEO (Mw = 4000 g/mol) at concentrations of cp = 5 g/l (middle) and cp = 10 g/l (right). Repro-
duced from Ref. [42] with permission
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γ̇ = 0.01 s−1 is displayed in Fig. 7b. A pronounced minimum of the reduced vis-
cosity is reached at a polymer concentration of 8 g/l.

A classical strategy to provide a viscosity reduction at these high volume 
fractions is to provide a broad particle size distribution. In Fig. 8 the viscosity 
reduction due to the introduction of weak attractive interactions is compared to 
a commercial polymer dispersion Acronal V215 (BASF SE) at the same particle 
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Fig. 7  a Reduced viscosity η/ηs versus shear rate for a series of aqueous glassy dispersions with 
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mined at γ̇ = 0.01 s−1 as a function of added PEO concentration cp. ηs is the viscosity of the pure 
solvent. The line is a guide to the eye. Reproduced from Ref. [42] with permission
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volume fraction φ. The particle size distribution of the latter dispersion is very 
similar to that described in [51] and particle radii cover the range from 70 to 
350 nm.

A comparison of the low shear viscosity taken at a constant shear rate 
γ̇ = 0.01 s−1 and particle loading φ = 0.644 for different Mw between 4 and 
35 kg/mol of the added PEO, expressed here in terms of Rg/R at constant polymer 
concentration cP = 5 g/l, is shown in Fig. 9. The viscosity varies within a factor of 
three, but obviously no clear trend can be detected. This may be due to the fact that 
increasing Mw corresponds to an increase of the range of attraction but at the same 
time to a decrease of the interaction strength. The observed viscosity variation is 
also small compared to the drastic drop of viscosity relative to the pure dispersion.

Obviously, the viscosity reduction achieved through the addition of PEO 
(Mw = 20 kg/mol, cP = 5 g/l) as non-adsorbing polymer is close to that resulting 
from a broad particle size distribution demonstrating that the new fluidization con-
cept introduced here is technologically competitive to the state of the art.

The second aqueous polymer dispersion (R = 133 nm) had a narrow, mono-
disperse particle size distribution resulting in crystallization of the sample at 
appropriate particle loadings. Thus, it could be demonstrated here for the first 
time that beyond the predictions of MCT, fluidization can also be obtained in 
densely packed, crystalline dispersions due to the introduction of weak attractive 
interactions.

Reduced low shear viscosity could be obtained for PEO molecular weights 
of 20 and 35 kg/mol corresponding to a polymer-to-particle size ratio δ of 0.048 
and 0.067 and polymer concentrations between 1 and 8 g/l, respectively. For 
Mw = 10 kg/mol (δ = 0.03) particles formed clusters which could not be redis-
persed by adding water. Similar as for glass forming systems the introduction 

Fig. 9  Reduced low shear 
viscosity η/ηs determined at 
γ̇ = 0.01 s−1 and a volume 
fraction of φ = 0.644 as 
a function of polymer-
to-particle size ratio 
(Mw = 4000 g/mol, 10, 20 
and 35 kg/mol) at cP = 5 g/l. 
Reproduced from Ref. [42] 
with permission

0,04 0,08 0,12
103

104

105

Rg/R

η/η
s



258 E. Bartsch et al.

of weak attractive interaction leads to a sharp drop of the low shear viscosity by 
almost two orders of magnitude, whereas the high shear viscosity (γ̇ > 100 s−1) is 
independent of the added polymer, see Fig. 10a. The hump observed in the viscos-
ity curves at shear rates between 1 and 10 s−1 and polymer concentrations of 3 and 
8 g/l indicates a characteristic structural change which may be related to a change 
of crystal size and orientation. Further details can be found in [52].

The cP dependence of the low shear viscosity at a fixed shear rate of 
γ̇ = 0.1 s−1 and volume fractions φ = 0.55, 0.58 and 0.65 is shown in Fig. 10b. 
At a polymer concentration between 1 and 8 g/l a pronounced minimum of the 
reduced viscosity η/ηs can be seen.

The dramatic drop of the reduced viscosity here can be rationalized in terms of 
the corresponding change of the phase diagram [53]. The addition of non-adsorb-
ing polymer leads to a substantial broadening of the fluid-crystalline coexistence 
regime and at a given particle loading densely packed crystals coexist with dilute 
fluid like regions. The density of the crystallites increases and the particle loading 
in the fluid region decreases with increasing polymer concentration. This results in 
a reduction of the viscosity, but when a critical polymer concentration is exceeded 
the strong attractive interaction leads to the formation of a gel-like attractive glass. 
Accordingly, the viscosity increases again at a certain polymer concentration. For 
the system investigated here, the viscosity minimum occurs at a polymer concen-
tration cP ≈ 3 g/l relative to the aqueous phase volume fraction, well below the 
overlap concentration c*.
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Fig. 10  a Reduced viscosity η/ηs versus shear rate for a series of aqueous crystalline dispersions 
(R = 133 nm) with volume fraction φ ≈ 0.55 but different PEO concentrations (Mw = 20 kg/mol) 
as indicated in the legend. b Reduced low shear viscosity η/ηs determined at γ̇ = 0.1 s−1 for dif-
ferent volume fractions as indicated in the legend as a function of added PEO (Mw = 35 kg/mol). 
The lines are guides to the eye. Reproduced from Ref. [52] with permission
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4  Micro Flow Channel

In order to investigate the true flow profiles of the fluidized suspensions, samples 
were forced to flow through a micro flow channel attached to an inverted fluores-
cence microscope. In order to visualize the flow velocity size matched fluorescent 
tracer particles were added to the suspensions (φ = 0.1). The setup of this channel 
is shown in Fig. 11.

The cross section of the microchannel was selected depending on the turbidity 
of the sample, 30 × 800 or 200 × 200 µm, respectively, and its length is 58 mm. 
A connected syringe pump with a 250 µL syringe provides flow rates between 
2.5 × 10−4 and 1 × 10−3 µL/s corresponding to shear rates between 5 and 20 s−1. 
A high-speed sCMOS camera with a frame rate of 100 fps is used to track particle 
velocities in the focal plane. A piezo actuator (z-Scan) is used to shift the focal 

Fig. 11  a Schematic description of the flow cell including the syringe pump and the components 
of the optical fluorescent microscope setup. The flow channel with the necessary inlet and outlet 
connection as well as the objective underneath is shown separately on the left. b Close up of the 
microchannel and the orientation of the optical axis. Via the ocular of the microscope the x-y 
plane, marked as the grey area, can be observed. Reproduced from Ref. [52] with permission
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plane with a step width of 2 µm perpendicular to the flow direction (z-direction in 
Fig. 11b). The flow profile is then determined based on the spatially resolved par-
ticle velocity in different planes. Therefore, the center of mass of each particle in 
each frame is identified. From the displacement of each particle between a certain 
number of pictures and the corresponding time lag the velocity of each particle 
can be determined. The corresponding average value of all particle velocities is 
assigned as the velocity of this layer. The flow profile is then determined from the 
average particle velocity in each layer.

Additionally, the flow can be observed through the ocular of the microscope. 
Looking through the ocular allows an observation of the tracer particles moving in 
the focal plane, which is marked as the grey area in Fig. 11b.

For validation of the particle tracking protocol glycerin was used as a 
Newtonian test fluid. As expected, a parabolic flow profile could be retrieved and 
good agreement between theoretical and experimentally determined flow profiles 
was found in these preliminary experiments.

For determining the flow profiles of colloidal suspensions, the  crystallizing 
 dispersion was used. The particle volume fraction was set to φ = 0.52. At higher 
particle loadings the viscosity was too high to push the sample through the chan-
nel with the given setup. PEO with molecular weight Mw = 35 kg/mol was 
selected to achieve a strong viscosity reduction and in addition to the polymer free 
suspension two samples with 3 and 6 g/l added PEO were investigated.

Without added polymer a typical plug flow formed with large crystalline 
regions in the center of the channel showing up in red and green and a thin dis-
ordered or molten layer next to the wall. At a nominal wall shear rate γ̇ = 20 s−1 
a slip velocity of about 15 µm/s at the wall and a constant flow velocity 
w ≈ 60 µm/s in the channel center was revealed. The corresponding flow profile is 
shown in Fig. 12. The thickness of the disordered layer decreased with decreasing 
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Fig. 12  Left Velocity profile in z-direction of a dispersion without added PEO, φ = 0.52 and 
shear rate γ̇ ≈ 20 s−1. Right View through the ocular (x-y plane). Reproduced from Ref. [52] 
with permission
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shear rate and at a nominal wall shear rate γ̇ ≤ 5 s−1 the shear melting zone van-
ished and accordingly the channel clogged.

No steady flow could be established with the given setup for the dispersions 
containing non-adsorbing polymer even though the bulk viscosity was signifi-
cantly lower than for the polymer-free dispersion. In this cases wall crystallization 
dominated [54, 55] resulting in channel clogging.

Observing extensive wall crystallization in microchannel flow but a strong 
reduction of low shear viscosity in bulk rheometry clearly demonstrates that the 
introduction of weak attractive interaction among particles due to added polymer 
not just deswells the hairy surface layer of the particles thus reducing φeff. The 
observed fluidization is in fact a consequence of the modified interaction among 
particles.

5  Influence of Attraction Range and Particle Softness  
on the Re-Entry Phenomenon

Having established that the re-entry phenomenon, i.e. the fluidization of glassy 
(or even crystalline samples), which was first observed for colloids dispersed in 
organic solvent, can be also be employed for technical, aqueous dispersions, it is 
of considerable interest to see how this effect is influenced by system properties 
like range of attractive forces and particle softness. The latter is a property of the 
colloidal particle and can, in case of PS microgels, easily be varied via the cross-
link density. The former is connected which the size of the polymer relative to the 
colloid size, i.e. δ = Rg/R.

With respect to attraction range there exists the intriguing prediction by MCT 
that the re-entry region increases significantly when the attraction range is reduced 
[22]. Even though there exist quantitative MCT results for attraction ranges δ < 0.1, 
only systems with δ ≈ 0.08 have been studied extensively in the glass transition 
range [23–27, 56]. Therefore we studied with DLS the re-entry  phenomenon for a 
similar binary mixture as the reference system, but using a smaller polymer [57]. 
The size ratio was Γ = RS/RL = 149.1 ± 3 nm/175.1 ± 2 nm = 0.855 ± 0.027 
which compares well with Γ = 0.83 for the reference system [26]. While the hard-
ness exponents have not been determined the swelling ratios Q = (R2EN/RH2O)

3 
obtained by mapping the determined freezing volume fraction onto the HS value 
φf = 0.494 were within error identical to those of the reference system: 
QHS,S = 5.9 (QHS,S= 6.2 [56]) and QHS,L = 4.5 (QHS,S = 5.2 [56]). From this it 
can be assumed that the hardness exponents are also fairly close to those of the 
 corresponding particles of the reference system. The polydispersity of the individual 
components was found to be �σS�= 4.3± 0.5 % and �σL� = 5.7± 0.5 %, respec-
tively, slightly smaller than the value for the reference system—(σR ≈ 7 % [56]).  
To compensate for this and achieve a comparable overall polydispersity for the 
binary mixtures the number ratio was slightly increased to N = 3.06 as compared to 
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N = 2.5 for the reference system.2 For this binary mixture the glass transition value 
has been determined to be φg = 0.577± 0.002 [57]

To introduce short-ranged attractive interactions, non-adsorbing linear polysty-
rene with Mw = 79,600 g/mol, Rg = 9.18 nm, Mw/Mn = 1.08, c* = 40.8 g/l was 
added to this binary mixture, yielding an attraction range δ = 0.059 with respect to 
the average particle size �R�= 156± 4 nm.

Four cuts through the φ, cP-phase diagram were performed: three at constant 
volume fractions φ ≈ 0.62, 0.66 and 0.7 and one following the “path of maxi-
mum mobility”, i.e. the extrapolated path of the minima of the τα values found 
for the φ ≈ constant cuts, at cP ≈ 15.9 g/l. The results are summarized in Fig. 13. 
In contrast to the results obtained for binary mixtures with the larger attraction 
range δ = 0.08 we found at higher polymer concentrations intermediate scatter-
ing functions (ISFS) f(q,τ) with a slow mode similar to the sample at cP = 8 g/l 
in Fig. 3b. However, these slow modes appeared as low-lying f(q,τ) plateaus as 
exemplarily shown for a cut at φ ≈ 0.62 by the dotted line in Fig. 13a. This behav-
ior was reminiscent of the observation of solidification in an eutectic mixture of 
attractive PS microgels closely approximating the reference system into pure S 
and L crystals closely below the φg of the purely repulsive corresponding binary 
mixture [58]. There, above the repulsive φg similar ISFs were observed without 
any clear appearance of Bragg peaks in static light scattering [59]. Thus, we inter-
pret such ISFs as indicating the presence of colloidal clusters which may represent 
precursors to the formation of crystal nuclei and address the corresponding sam-
ples to be in cluster states. The typical evolution of line shapes of the ISFs along 
a cut at constant φ is shown in Fig. 13a. The characteristic line shapes were then 
used to identity the states of the samples as repulsive glass, fluid, cluster states or 
attractive glass as indicated in the figure. The resulting phase diagram and the pro-
spective location of the glass transition lines for δ ≈ 0.06 are compared in Fig. 13b 
with the corresponding results for the reference system with δ ≈ 0.08. To allow 
for this comparison the phase diagrams are given in rescaled units, ε = (φ − φg)/
φg and cP

free/c*, where cP
free is the concentration of the polymer in the free volume 

not occupied by the particles which has been calculated within scaled particle the-
ory and which is the relevant quantity for determining the strength of depletion 
attraction [53]. The rescaling thus eliminates differences of the glass transition 
volume fraction, of the free volume (which depends at constant φ on the number 
ratio N) and of the overlap concentration between the compared dispersions. The 
differences in the phase diagrams are obvious: while the repulsive glass line for 
the attractive dispersion with δ ≈ 0.06 is virtually identical to that for the refer-
ence system with δ ≈ 0.08 at volume fractions up 15 % above φg (ε = 0.15), it 
extends much further up to higher φ (up to ε = 0.25) before bending over and 

2It should be noted that the polymer to size ratio δ and the size ratio N of the reference system 
have in Refs. [25–27] been reported as δ = 0.054 and N = 2.75 on the basis of a size determina-
tion of S and L particles via DLS. A lateron refinement on the basis of a HS mapping of the fluid-
crystal coexistence region yielded values of δ = 0.078 and N = 2.5 instead [56].
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turning into the attractive glass line. The attractive glass line is clearly shifted to 
higher rescaled polymer concentrations at the shorter attraction range, even though 
the exact location is difficult to determine due to the appearance of cluster states 
at high polymer concentrations (solid triangles in Fig. 13b). Here we have chosen 
to define the attractive glass line by the transition from ergodic (fluid) to cluster 
states. An alternative definition is indicated by the arrows in the figure. Here the 
extrapolation of the rectified power law (Eq. 2) for the structural relaxation times 
τα of the ISFs has been used as in Figs. 1 and 2. One sees that the corresponding 
glass transition points agree nicely with the estimated location (dash-dotted line 
in Fig. 13b) along the repulsive branch of the glass line. The situation is less clear 
along the attractive branch where only for the highest φ cut the extrapolated attrac-
tive glass transition point coincides with the transition from cluster state to attrac-
tive glass state. At lower φ the extrapolation yields transitions within the region of 
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Fig. 13  a Typical development of intermediate scattering functions (ISFs) f(q,τ) along a 
cut through the φ, cP-phase diagram at ε ≈ 0.075 (equal to φ ≈ 0.62) of an attractive colloi-
dal binary mixture of PS microgel particles with Γ = RHS,S/RHS,L = 0.85, an attraction range 
of δ = Rg/�R�=0.059 and an overlap concentration of c* = 40.8 g/l. The line shapes indicate 
that the samples can be classified into four categories: solid line repulsive glass, ε = 0.072, 
cP

free/c* = 0.12; dashed line ergodic (fluid) sample, ε = 0.071, cP
free/c* = 2.11; dotted line cluster, 

ε = 0.071, cP
free/c* = 3.75; dash-dotted line attractive glass, ε = 0.075, cfreeP /c* = 3.94. b Phase 

diagram of an attractive binary colloidal mixture of 1:50 crosslinked PS–microgel particles with 
an attraction range of δ = 0.059 (symbols). The samples are categorized according to the shape 
of their ISFs as indicated in a. To compare with previous results [27], data are given in rescaled 
units: cP

free/c* and ε = (φ − φg)/φg with c* = 40.8 g/l and φg = 0.577, respectively. cP
free was 

calculated within the framework of scaled particle theory following [53]. The dash-dotted line 
symbolizes the location of the (repulsive and attractive) glass transition lines, here taken as iden-
tifying the transition from fluid (ergodic) to glassy, respectively, cluster states. The arrows indi-
cate glass transitions as predicted by a MCT power law extrapolation with Eq. (2) using mean 
α—relaxation times obtained from KWW fits of the first relaxation step of the measured ISFs (cf. 
Ref. [57]). The solid line indicates the location of the glass transition lines of the reference sys-
tem φg = 0.595, N = 2.5, ┌ = 0.83) with an attraction length δ = 0.08 [27, 56, see footnote text 
2]. Reproduced from Ref. [57] with permission
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cluster states. This discrepancy can be again traced back to the intrinsic difficulties 
of determining the attractive glass line discussed in the context of Fig. 2, but now 
aggravated by the emergence of the clusters states whose physics is not covered by 
mode coupling theory (MCT) [14]. Disregarding these difficulties the main result 
of Fig. 13b is that as predicted by MCT a decrease of the attractive range (by use 
of a smaller free polymer) allows to amplify the re-entry phenomenon, thus allow-
ing to shift the occurrence of fluid states to even higher colloid volume fractions.

This finding is further supported by the evolution of the ISFs along the path of 
highest mobility which is depicted in Fig. 14a. As can be seen from the figure all 
samples except the one at the highest volume fraction show a monotonous decay 
of f(q,τ) to zero, indicating clearly fluid samples. The sample at φ = 0.72 is, how-
ever, a non-ergodic glassy sample. It shows almost no decay within the experi-
mental time window. Thus, one observes a very sharp glass transition from a fluid 
sample at φ = 0.715 to a glassy sample at φ = 0.72. This result is fully consist-
ent with the determination of the glass transition volume fraction by extrapola-
tion with the rectified MCT power law Eq. 2 which returns a value φg = 0.719 as 
shown in Fig. 14b.

Our findings are in qualitative agreement with MCT predictions [22]: the 
repulsive glass transition lines for δ = 0.08 and δ = 0.059 coincide; the attractive 
line of the smaller δ is shifted to higher attraction strength and is almost parallel 
to the one at larger δ. However, there is a remarkable quantitative disagreement 
between theoretical and experimental values. The observed maximum shift of 
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Fig. 14  a ISFs of samples with nearly constant polymer concentrations (cP ≈ 15.9 g/l) but 
increasing volume fractions. The systems’ dynamics slow down monotonically without any indi-
cation of a two-step decay. The latter would be expected for a repulsive glass transition driven 
by the cage effect. The system shows a sharp nonergodicity transition from a fluid sample 
at ε = 0.239 and cP

free/c* = 2.41 to a frozen sample at ε = 0.248 and cP
free/c* = 2.35. Repro-

duced with permission from [57]. b Determination of the glass transition volume fraction at 
cP ≈ 15.9 g/l via the rectified power law for the structural relaxations times τα (Eq. 2) yields 
φg = 0.719
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the glass transition to higher volume fractions by ∼25 % (from φexp
g,HS = 0.577 

to φexp
g,max = 0.719) for δ = 0.059 is dramatically larger than predicted by MCT 

(∼2 % from φMCT

g,HS  = 0.515 to φMCT
g,max = 0.524 for δ = 0.06 [22]). In addition, 

even though the re-entry region of the previously studied attractive binary mix-
ture of 1:50 crosslinked PS microgel particles already extends to a colloid volume 
fraction higher than random close packing (φrcp = 0.64), i.e. to 0.70 [27] (a shift 
by 18 % from φexp

g,HS = 0.595), this could be shifted to an even higher maximum 
volume fraction on decreasing the attraction range. It is well known [60, 61] that 
MCT calculations overestimate the freezing tendency of the HS system due to 
approximations introduced when using the equilibrium static structure factor S(q) 
of monodisperse HS below their freezing density. As a consequence MCT predicts 
the glass transition to occur at φg = 0.515, whereas in experimental nearly mono-
disperse and HS colloidal systems φg ≈ 0.58 is observed.

Thus, in order to understand the physical origin of this enormous shift of φg on 
introducing short-ranged attraction in PS microgel dispersion it is more useful to 
compare these results with the re-entry behaviour observed for the HS like PMMA 
dispersion in [24] where linear PS has been used as free polymer as well. There 
fluid states were observed for δ = 0.09 up to φ = 0.62, corresponding to a shift 
of ∼10 % with respect to the glass transition without any free polymer. Again, the 
re-entry effect is more pronounced in the real HS dispersion than predicted by the-
ory. However, the effect was less pronounced than for the 1:50 crosslinked binary 
microgel mixture with a comparable attraction range (δ = 0.08). Three major 
differences exist between the PMMA system and the studied microgel systems. 
Whereas the PMMA system is composed of one particle size with a polydispersity 
of about 7 %, the microgel systems consist of binary mixtures with polydispersi-
ties of 8–12 %. While the dispersion medium of the PMMA system (cis-decaline) 
is a marginal (i.e. near theta) solvent for the free polymer (PS), the same polymer 
in case of the microgel systems is dissolved in a good solvent (2EN). Thus, poly-
mer non-ideality (excluded volume interactions) has to be taken into account in 
the latter case. Finally, whereas the PMMA particles are solid hard spheres, the 
microgel particles are highly swollen with solvent, imparting some softness to the 
latter which is reflected in the lower “hardness exponent” n = 35–70 as compared 
to the value n = 197 of PMMA particles [45].

The re-entry effect of PS microgels was found to be insensitive to the number 
ratio for δ = 0.08 (cf. Fig. 2). Thus, polydispersity seems here not to play a promi-
nent role. To study the effect of polymer non-ideality would require use of a sol-
vent where the change of solvent quality from ideal to marginal (=theta solvent) 
could be easily induced by change of temperature. This appears to be impossible 
with the PS microgel system for two reasons: first, near isorefractivity is a bound-
ary condition which limits the choice of solvents severely. It is required in order to 
achieve transparency of the dispersions even at high particle concentrations, which 
is a prerequisite for light scattering experiments and a precise determination of 
absolute volume fractions via study of the fluid-crystal coexistence. Second, even 
if a solvent were to be found which is close to marginal and at the same time isore-
fractive—a change of solvent quality would affect both the free polymer and the 
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particles as they are both composed of PS. The swelling degree of the PS micro-
gels and, in turn, the “hardness”, would change as well, making it impossible to 
disentangle the effect of changing of polymer ideality from the effect of changing 
particle interactions (“hardness exponent” n). However, it is possible to study the 
effect of particle softness alone by changing the crosslink density. For this purpose 
we used 1:10 crosslinked PS microgels which have a hardness exponent n ≈ 100 
[62] and thus take an intermediate position between 1:50 crosslinked PS microgels 
and PMMA particles.

The studied system consisted of a binary mixture of PS microgels which was 
nearly identical in the system parameters to the reference system with a size 
ratio Γ = RS/RL = 0.82 (RS = 150 ± 2 nm, RL = 184 ± 2 nm) and a number 
ratio N = NS/NL = 2.7 (σR,S = σR,L = 0.06), except for the crosslink density 
which was 1:10, thus yielding significantly smaller swelling ratios, QHS,S = 2.2 
and QHS,L = 2.4, respectively [62]. The glass transition of this binary mix-
ture was determined with the same procedure as for the other systems to be 
φg = 0.564 ± 0.005 [63], a value somewhat lower than for the so far studied 
1:50 crosslinked microgel dispersions. To this binary mixture the same free poly-
mer was added as for the reference system, yielding the identical attraction range 
δ ≈ 0.08. The ISFs were classified as fluid or glassy in a slightly different manner 
[63]. Interestingly, no cluster states could be identified for this system.

Figure 15 compares the location of the glass transition line and the width of 
the re-entry region for the attractive binary mixture of 1:10 crosslinked PS micro-
gel colloids with those of the reference system, i.e. the 1:50 crosslinked system 
[27], and of the monomodal PMMA HS-like particles [24]. As can be seen from 
Fig. 14a, the large re-entry region of the 1:50 cross-linked particles could not be 
reproduced with the more strongly cross-linked particles. Whereas the glass tran-
sition and, thus, the fluid region is shifted up to about 18 % (corresponding to a 
maximum volume fraction of about 0.69 at a polymer concentration of cP ≈ 8 g/l) 
for the 1:50 microgels, the re-entry effect is much weaker for the 1:10 micro-
gel colloids, amounting to a maximum shift of 8 % (corresponding to a volume 
fraction of 0.61 at a polymer concentration of cP ≈ 1.8 g/l. In addition the poly-
mer concentration needed to induce the attractive glass transition is significantly 
reduced for the 1:10 microgels as compared to the 1:50 ones. Close to the glass 
transition the polymer concentrations at the attractive glass transition differ by a 
factor of 5, corresponding to a change from cP = 15 g/l (1:50) to 3 g/l (1:10) with 
respect to total sample volume. It is noticeable that the attractive glass line is now 
located at a cP

free much lower than the overlap concentration c* = 23.5 g/l, in quali-
tative agreement with observations for the PMMA system. In contrast, the arrest 
of dynamics due to depletion attraction in the 1:50 crosslinked microgel mixture 
required polymer concentrations cP

free twice as large as c*.
Figure 15b shows that while the phase diagrams of the 1:10 crosslinked PS 

microgel mixture and of the monomodal PMMA dispersion appear to be qualita-
tively similar, there are differences in detail. For the PMMA particles dispersed in 
cis-decalin fluid states were observed up to volume fractions φ ≈ 0.62, i.e. up to 
slightly higher values than found for the 1:10 microgels. Whether this difference 



267Fluidization of Highly Concentrated Colloidal Dispersions …

is significant is unclear given the uncertainties in the location of the respective 
glass transition lines and the differences in the methods of determination (in case 
of the PMMA particles the re-occurrence of crystallization was used to identify 
fluid samples). More pronounced is the difference in the location of the attractive 
branch of the glass transition line which is found in the 1:10 microgel systems at a 
three times higher polymer concentration than for the PMMA system.

The observation that the re-entry region for 1:10 crosslinked PS microgels is 
significantly smaller than that of the reference system indicates that particle soft-
ness and/or deformability may be indeed at the origin of the extended re-entry 
region of the (softer) 1:50 crosslinked microgel particles. However, the fact that 
these microgel particles consist of spheres that are swollen in a good solvent also 
raises the question whether the observed large re-entry region shown in Fig. 13b 
may be a consequence of osmotic deswelling. Osmotic deswelling would lead to 
volume fractions significantly lower than the nominal ones. Such deswelling has 
been observed for particles with a much smaller degree of crosslinking (1:200 
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[64]). To estimate the volume reduction induced by osmotic deswelling for the 
1:50 crosslinked PS microgel particles, we used data on the osmotic deswelling 
of PS macrogels in solutions of linear PS chains [65]. Assuming osmotic deswell-
ing of microgels being essentially identical to that of macrogels one can estimate 
that even at nominal volume fractions as high as 0.7 the reduction of φ by osmotic 
deswelling is on the order of a few percent. By an iterative procedure (deswell-
ing decreases cP

free due to more free volume for the polymer which then leads to 
less deswelling, etc.) using the data in Ref. [65] we obtain a deswelling of about 
6 % at the highest fluid φ for δ ≈ 0.06. This leads to a reduction of the maximum 
fluid volume fraction to 0.673 instead of 0.715, a value that is still above the maxi-
mum value for random close packing found in simulation for HS of comparable 
poly dispersity (ranging between 0.638 and 0.658 depending on the compression 
rate with which the system is prepared [66]). Applying the same procedure for the 
previously studied system with δ ≈ 0.08 the maximum fluid volume fraction is 
decreased from φ = 0.692 to an estimated value of 0.66, which is still significantly 
smaller than the corresponding value for δ ≈ 0.06. Thus, deswelling does not 
affect the qualitative agreement with the MCT prediction that reducing the attrac-
tion range leads to a larger re-entry region and larger fluid volume fractions.

Thus, it seems that osmotic deswelling alone cannot account for the observa-
tion of fluid states beyond random close packing in these PS–microgel–polymer 
mixtures and the dependence of the extent of the re-entry region on the crosslink 
density of the microgel particles. It appears plausible that other effects must come 
into play as well. Polymer non-ideality effects can be ruled out as possible cause. 
Polymer non-ideality leads to a reduced attraction range δ as compared to the 
ideal free polymer [67] and this in turn should lead to an enlarged re-entry region 
according to MCT predictions [22]. However, there is no reason to assume that 
the effect of polymer non-ideality depends on the degree of crosslinking of the 
microgel particles. Thus, it should affect both 1:10 and 1:50 crosslinked microgel 
systems in the same manner. Another possibility to access disordered fluid states 
beyond random close packing would be the generation of regions with crystal-
line order. As there the particles could be more densely packed than in disordered 
fluid regions, this could create sufficient free volume to allow for coexistence of 
fluid regions with much lower volume fraction and high particle mobility such 
that the sample as a whole appears as fluid. Such a situation has been observed 
for a similar binary mixture of 1:50 crosslinked microgel particles at a volume 
fraction very closely below the repulsive glass transition [58]. There the forma-
tion of highly packed (φcrystal ≈ 0.72–0.73) crystals was observed which were 
composed of either only S or only L particles in a polymer concentration range 
slightly below the attractive glass line. The crystals were rather small, extending 
over less than 10 particle diameters. It is intriguing to speculate that this polymer-
enforced crystallization is operative at higher volume fractions as well, leading 
to even smaller, but possibly more numerous nanocrystals with very high crystal 
packing fractions or to highly packed clusters that could be interpreted as precur-
sors of crystal nuclei. The many samples with the presence of slow modes in the 
ISF which are denoted as cluster states for δ ≈ 0.06 in Fig. 13b and the infrequent 
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observation of such ISFs for δ ≈ 0.08 could be indicative of such a scenario. This 
leads to the question why such cluster states and the corresponding large re-entry 
region do not occur for 1:10 crosslinked microgels and not for the PMMA system. 
One possible explanation could be that such states are kinetically blocked in these 
systems. Whereas more packed states are kinetically not accessible due to jam-
ming in case of hard spheres, this kinetic restriction could be relaxed in case of 
slightly soft spheres. Reaching a more packed state, e.g. with some regions of par-
tial crystallinity, would require the passage of states with spheres partially over-
lapping or slightly deformed, but this is not possible for ideal hard spheres or for 
the 1:10 crosslinked spheres. In case of the 1:50 crosslinked system, the particles 
are slightly soft and the passage of such states might be possible, thus opening up 
routes to more densely packed states. Polydispersity may then additionally allow 
for more efficient packing of spheres. However, we are not aware of systematic 
studies of the influence of polydispersity on the jamming of soft spheres and on 
the corresponding volume fractions of maximum packing comparable to the work 
in Ref. [66], which could shed some light on this issue. While at present this line 
of argumentation is more or less speculative, it receives some support from the 
fact that with an aqueous, technical dispersion fluid states up to φ = 0.644 were 
observed on addition of free polymer (cf. Fig. 8). Here some softness may have 
been imparted to these particles by the stabilizing hairy layer [48].

6  Synthesis of PEG-Stabilized Fluoroacrylate Particles 
and Their Glass Transition in Aqueous Dispersion

We have found that the extent of the re-entry phenomenon, i.e. the fluidization of 
kinetically arrested states by addition of free polymer, shows some pronounced 
dependence on the characteristics of the studied dispersions, with rather “hard” 
particles showing the weakest effect and rather “soft” particles the strongest. The 
so far only studied technical, aqueous dispersion showed an intermediate effect. 
However, this type of dispersion is not as well-defined as the studied model sys-
tems. This is an intrinsic problem with technical dispersions which are synthesized 
with rather complex industrial formulations. Therefore it would be highly interest-
ing to have at hand a model dispersion which closely mimics such aqueous disper-
sion, but where a detailed characterization is accessible. For this purpose we have 
developed synthesis protocols which allow for the preparation of such a model 
system. The requirements were: (i) the particles should be sterically stabilized in 
water such that nearly HS interactions can be realized, but at the same time a con-
trolled softening of the repulsive interactions is possible; (ii) the particles should 
be nearly isorefractive in water, so that characterization of interactions at moderate 
volume fraction as well as glass transition studies with light scattering methods 
are possible. We have made significant progress in this direction, but the final goal 
has not yet been achieved. Thus, we give a brief account of the state of the art. For 
more detailed information the reader is referred to Refs. [68–70].
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To achieve the isorefractivity condition we chose perfluoro-n-butyl-meth-
acrylate (FBMA) as monomer since corresponding charge-stabilized colloidal 
particles with a refractive index close to that of water have been described in the 
literature [34–36]. To prepare sterically stabilized particles from this monomer we 
adapted a synthesis strategy reported for the preparation of polyethylene glycol 
(PEG) stabilized polystyrene (PS) particles via a batch emulsion polymerization 
process [71] to FBMA. PEG has been chosen as stabilizing polymer as it is known 
to sterically stabilize colloids in aqueous media and that depletion attraction can 
be induced in such dispersions by addition of free PEG [72]. However, studies of 
such systems at higher volume fractions have been limited to rheological experi-
ments due to the turbidity of the resulting dispersions. Only recently has the glass 
transition of PEG-stabilized PS particles become accessible due to the use of mul-
tiple scattering suppressing light scattering methods [73]. The effect of depletion 
attraction on the glass transition and the re-entry phenomenon have, however, not 
yet been addressed with these systems.

Following Ref. [71] we used the macromonomer poly(ethylene glycol) methyl 
ether methacrylate (PEGMA) with a degree of polymerization DP = 23 of the 
PEG chain as a surfmer, i.e. as polymerizable surfactant, in a batch emulsion 
polymerization process. With this recipe we were able to obtain stable, nearly 
monodisperse dispersions where the particle radius could be tuned by the molar 
ratio of macromonomer to monomer between 230 and 160 nm (cf. Fig. 3 of [69]). 
Colloidal stability was demonstrated by showing that the particles can be redis-
persed after compaction of a dilute dispersion by centrifugation and by freeze-
thaw cycles. As shown in Fig. 16 by monitoring the angular dependence of the 
particle radii via DLS, the original particle radii (after synthesis) are recovered 
after these procedures. In addition, the absence of a strong increase of the hydro-
dynamic radius at small angles demonstrates that no particle aggregates have been 
formed.

Colloidal stability of the PEG stabilized poly(FBMA) (PFBMA-PEG) parti-
cles has also been demonstrated against addition of salt (cf. Fig. 5 of Ref. [69]). 
The refractive index n633 = 1.380 of these particles is not sufficiently close to the 
one for water n625 = 1.332 for preparing transparent dispersions. However, add-
ing a small amount of DMSO (10.8 mol.%) to water, transparent aqueous disper-
sions can be achieved even at highest volume fractions. This is shown in Fig. 17 
where it is also demonstrated that glassy states can be achieved for a binary mix-
ture with a size ratio close to that of the studied PS microgel systems (Γ = 0.805, 
N = 1.3). This binary mixture showed qualitatively similar glass transition dynam-
ics in DLS experiments as has been found for near HS dispersions, however with 
a much to low glass transition volume fraction of φg = 0.262 (cf. Figs. 7 and 8 
of Ref. [69]). This finding could be explained by a rather extended PEG shell of 
about 30 nm thickness, which resulted in an erroneous volume fraction determi-
nation. This layer can be thought to have formed via homopolymerization of the 
macromonomer and attachment of these homopolymers at a late stage of the batch 
polymerization. For these particles the standard procedure of fixing the volume 
fraction scale via a mapping of the fluid-crystal coexistence region onto that of the 
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HS system could not be applied due to a failure of the individual components to 
properly crystallize. As an alternative, a stock dispersion was spun down by cen-
trifugation and the sediment was assigned the value of φrcp = 0.64. Dispersions in 
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Fig. 16  Hydrodynamic radii versus the scattering angle measured directly after synthesis for 
two batches of copolymerizations with different molar ratios of PEG macromonomer to FBMA 
(black, filled squares nM/nFBMA = 0.01; red open squares nM/nFBMA = 0.026). Blue half-filled 
squares are electrostatically stabilized poly(FBMA) particles synthesized for reference (cf. [69]). 
The particle size remains constant after centrifugation and freeze-thaw processing as shown for 
one batch (red triangles and circles) which is indicative of sterically stabilized particles. Repro-
duced from [69] with permission

Fig. 17  Preparation of transparent highly concentrated aqueous dispersions of PFBMA-PEO 
particles. From left to right (i) monomodal dispersion (RL = 190 nm) at φ = 0.64; (ii) binary 
mixture with Γ = RS/RL = 153 nm/190 nm = 0.805 at φ = 0.64—both in an isorefractive water-
DMSO mixture; (iii) monomodal dispersion (RL = 190 nm) at φ = 0.02 in pure water; (iv) same 
as (i) showing that the sample does not flow
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the glass transition region were then obtained by dilution and the volume fractions 
calculated from the dilution ratio of the stock dispersion. However, in the centrifu-
gation process water is squeezed out of the hairy PEG layer which then leads to a 
random close packing of the PFBMA cores in the sediment and, thus, to an large 
underestimation of the absolute volume fractions on dilution when the PEG layer 
is again swollen with water. Currently work is in progress to access the fluid-crys-
tal coexistence region of such particles [74].

In addition to attempts to improve on the crystallization behaviour of PFBMA-
PEG particles synthesized by batch polymerization we have also developed new 
synthesis strategies which allow to decouple the particle size from the nM/nFBMA 
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Fig. 18  Angular dependence of hydrodynamic radii (RH) as determined by DLS for PFBMA-
PEG particles prepared using atom transfer radical polymerization (ATRP) to couple a PEG mac-
romonomer to PFBMA seed particles via a seeded growth and b semi-batch emulsion polym-
erization, respectively. Reproduced from Ref. [70] with permission. a Seed particles prepared 
by batch emulsion polymerization are covered in a second step by a shell containing the ATRP 
initiator BIEM which is then reacted with the PEG macromonomer in the final step. Shown are 
the results for each step of the three step synthesis without any prior purification of the dispersion 
(e.g. by dialysis). The angular averages yield RH = 91 ± 3 nm for the PFBMA cores (MSF109, 
squares), RH = 100 ± 2 nm for the seed-particles with a poly(FBMA-co-BIEM) shell (MSF110, 
circles) and RH = 117 ± 4 nm for the final PEG-stabilized PFBMA particles (MSF113, solid 
triangles). The absence of angular dependence of the particle size indicates absence of aggre-
gates and suggests a rather narrow size distribution of MSF109 and MSF110. The increase of 
RH at low angles for MSF113 is most likely due to a small number of larger particles or aggre-
gates. To verify the sterical stabilization of the MSF113, data for this dispersion after freeze–
thaw cycling are shown for comparison (open triangles). b PFBMA particles with a (FBMA-
co-BIEM) shell are prepared by semibatch emulsion polymerization (cf. [70] and then reacted 
with PEG macromonomer in a second step. Shown are results for a purifed (via dialysis) PEG-
stabilized PFBMA dispersion prepared via the semibatch/ATRP synthesis strategy (sample code 
F12) before (squares) and after (triangles) adding salt. The average radii of the dispersions were 
157 ± 3 nm and 152 ± 2 nm, respectively. Hence, there is no aggregation and the dispersion is 
sterically stabilized. The radius of the FBMA-co-BIEM seed dispersion (F9; RH = 150 ± 2 nm) 
is indicated as a dashed line
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ratio and which lead to particles with a rather thin, about 6 nm thick PEG layer 
[71]. In a first approach we use standard emulsion polymerization for synthesis of 
a PFBMA seed dispersion. The seed particles are then functionalized in a seeded 
growth polymerization with a thin shell composed of the bromine carrying mono-
mer 2-(2-bromoisobutyryloxy) ethyl methacrylate (BIEM) co-polymerized with 
FBMA. BIEM is an initiator for atom transfer radical polymerization (ATRP) 
which is used in the final step to graft the particle surfaces with PEG using the 
macromonomer poly(ethylene glycol) methacrylate (PEGMA, DP = 23). In a sec-
ond approach we combine seed preparation and functionalization into one step 
with a semi-batch emulsion polymerization, generating a core–shell particle with 
PFBMA as core and a P(BIEM-co-FBMA) shell, again followed by ATRP to graft 
PEG onto the particles. Both strategies provide nearly monodisperse particles 
which are sterically stabilized in water as demonstrated by dynamic light scatter-
ing experiments in combination with colloidal stability tests. Typical results are 
depicted in Fig. 18.

One obtains PEG-stabilized PFBMA particles with a 17 nm thick shell via the 
three step synthesis (Fig. 18a) whereas the two-step process leads to a shell thick-
ness of 6 nm which is compatible with a “monolayer” of nearly fully stretched 
PEG chains. The latter particles can be expected to interact nearly like hard 
spheres. Work is in progress to characterized these particles and to study their 
behaviour at higher volume fractions up to the colloidal glass transition [74].

7  Summary

Motivated by the observation that polymer-induced short-ranged depletion attrac-
tion shifts the colloidal glass transition to higher volume fractions we have studied 
the potential of this so-called re-entry phenomenon to achieve fluid dispersions at 
very high volume fractions and whether this effect can be employed for technical, 
aqueous dispersions as well. In a first step, we compared the microscopic dynam-
ics monitored by dynamic light scattering to the—technically most relevant—mac-
roscopic flow behavior measured by rheological methods. To avoid uncertainties 
due to the determination of volume fractions we studied both properties on the 
same model system a well-defined bimodal dispersion of 1:50 crosslinked polysty-
rene (PS) particles in the good, isorefractive solvent 2-ethyl-naphthaline, in some 
case even measuring identical samples. This is especially important as close to the 
glass transition small differences in the volume fraction lead to dramatic changes 
of the system dynamics. We could show that these particles behave as hard spheres 
to a good approximation and that the re-entry region is seen identically with both 
methods, especially the highest achievable fluid volume fraction was the same 
(φ = 0.69) as well the polymer concentration where it occurred (cP = 7.5 g/l). We 
also found that at the studied size ratio Γ = RS/RL ≈ 0.72 the shape of the particle 
size distribution, determined by the number ratio N = NS/NL did not play a promi-
nent role. Essentially the same dynamics were observed for N = 2.5 and N = 11.
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In the second step we demonstrated that the concept of preparing fluid  dispersion 
by addition of a free, nonadsorbing polymer at volume fractions, where the sys-
tem would be glassy without the polymer, could be applied to a technical, aqueous 
dispersion as well. Here fluid dispersions with volume fractions up to φ = 0.644 
could be generated by addition of linear polyethylene-glycol (PEG) to aqueous 
 dispersions consisting of a polystyrene-butylacrylate (P-S/BA) latex which has 
been supplied by BASF SE. Here, a PEG concentration of 5 g/l was sufficient. 
Additionally, crystallizing dispersions also consisting of (P-S/BA) particles but hav-
ing a very narrow particle size distribution have been investigated. In this case, a 
fluidization was visible for volume fractions up to φ = 0.65 at PEG-concentrations 
cp = 3–8 g/l. The flow properties of this effective hard-sphere system have been 
studied in steady shear using classical cone-plate and parallel plate rheometry as 
well as a rectangular microchannel (~30 µm width) flow cell.

In macroscopic flow the introduction of weak attractions among particles results 
in a drastic drop of the low shear viscosity which is attributed the corresponding 
change of the phase diagram. The addition of non-adsorbing polymer leads to a 
substantial broadening of the fluid-crystalline co-existence regime and at a given 
particle loading densely packed crystalline regions coexist with dilute fluid like 
areas. The density of the crystalline regions increases and the particle loading in 
the fluid regions decreases with increasing polymer concentration. This results in 
a reduction of the viscosity, but when a critical polymer concentration is exceeded 
the strong attractive interaction leads to the formation of a gel-like attractive glass. 
Accordingly, a viscosity minimum is observed. For the system investigated here 
this minimum occurs around a polymer concentration cp ≈ 3 g/l well below the 
overlap concentration c*. A minimum polymer to particle size ratio δmin is required 
to induce the viscosity reduction. For the system investigated here δmin = 0.03 and 
above δmin the viscosity reduction increases with increasing δ. A similar size ratio 
was reported for the fluidization of glass forming systems using non-adsorbing 
polymer. Finally, in the high shear regime the viscosity is not affected by attractive 
colloidal interactions since hydrodynamic forces are dominating.

A completely different scenario is observed in microfluidic flow. For the pure 
colloidal dispersion shear melting is observed close to the channel wall and this 
enables a plug-like flow of the fluid through the channel. Addition of the poly-
mer slows down bulk crystallization and results in smaller crystals and crystal size 
decreases with increasing polymer concentration. But at the same time crystalliza-
tion at the wall dramatically increases. This leads to a complete clogging of the 
channel and steady flow conditions cannot be achieved. Wall crystallization also 
shows up in classical rotational rheometry and results in a strong increase of the 
apparent viscosity if narrow gap fixtures (<0.5 mm) are used.

We then explored for the model system how the re-entry phenomenon depends 
on system parameters like attraction range (δ = Rg,polymer/Rcolloid) or particle 
softness (which can be tuned by the crosslink density). We found that decreas-
ing the attraction range from δ ≈ 0.08 to δ ≈ 0.06 the fluid (re-entry) region is 
strongly extended and fluid volume fractions up to 0.715 could be achieved for 
a bimodal mixture of 1:50 crosslinked system similar to that studied in the first 
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step (Γ ≈ 0.85, N ≈ 3.1). This behaviour is qualitatively in agreement with pre-
dictions of mode coupling theory (MCT), even so the re-entry region in experi-
ment is much larger than in theory. When reducing the crosslink density to 1:10, 
thus making the microgel particles “harder”, i.e. closer to the HS case, we found 
for a binary mixture (Γ = 0.82, N = 2.7, δ ≈ 0.08) a severely reduced re-entry 
region with a maximum fluid volume fraction of only φ = 0.61. The behaviour of 
this system is very similar to that for sterically stabilized PMMA particles which 
are considered as the currently best realization of a HS system by colloids. We 
rationalized these differences in behaviour by a combination of polymer induced 
deswelling of the less crosslinked microgels and their increased softness. The lat-
ter most likely allows for pathways to partially crystalline regions with crystal vol-
ume fractions up to 0.73 which generate less compact fluid regions in turn, which 
give rise to particle mobility and macroscopic flow. These pathways are blocked in 
the “harder” and less deformable PMMA and 1:10 crosslinked PS systems, thus 
leading to jammed stated at higher volume fractions even on addition of free poly-
mer. To estimate to which extent deswelling is responsible for the nominally high 
fluid volume fraction we used results from macroscopic PS gels. The calculations 
indicate a deswelling of only a few percent in volume fractions for the highest 
observed fluid samples—thus reducing the values from 0.69 to 0.66 for δ = 0.08 
and from 0.715 to 0.673 for δ = 0.06. This implies that the effect of softness is 
stronger than the effect of deswelling in producing high fluid volume fractions. 
This is further supported by the results obtained for the aqueous (P-S/BA) dis-
persion. These particles do not deswell upon addition of free water soluble poly-
mer PEG, but they are deformable since the Tg (≈10 °C) is slightly below room 
temperature and the shear modulus is in the order of 1 MPa. Accordingly, fluid 
states are observed up to φ = 0.644.

In order to allow for similar systematic studies of the influence of system prop-
erties on the re-entry effect for technical, aqueous dispersions, we developed a new 
model system which is able to mimic such dispersions, but is accessible to light 
scattering studies. It consists of particles composed of a polymer core of perfluor-
inated n-butyl-methacrylate (PFBMA) and a shell of polyethylene glycol (PEG). 
Here, the high fluorine content reduces the refractive index of the particles, bring-
ing it so close to the refractive index of water that isorefractivity with the dispersion 
medium is achieved by a small amount of a higher refractive index cosolvent like 
DMSO or glycerol. The PEG sterically stabilizes the particles in water and the soft-
ness of the particles can be tuned by varying the thickness of the stabilization layer. 
Using different synthesis strategies particle size could be varied between 160 and 
230 nm (covering the size range needed to prepare binary mixtures similar to those 
of the studied microgel systems). Thickness of the PEG shell varied between 6 nm 
(close to HS behaviour expected) and 30 nm (soft sphere behaviour expected). In a 
first study we could demonstrate that binary mixtures prepared from such particles 
show a glass transition dynamics quite similar to that of the PMMA HS disper-
sions and the PS microgel dispersions. However, these systems need some further 
optimization and characterization before they are accessible for systematic studies 
of the re-entry effect in aqueous dispersions. Work along these lines is in progress.
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Abstract In the following chapter fundamental aspects that have to be considered 
during the processing of small nanoparticles will be addressed. We investigated quan-
tum confined manganese doped ZnS, ZnO, PbS and PbSe semiconductor nanopar-
ticles, so-called quantum dots (QDs) and silver noble metal nanorods. All materials 
were chosen due to their technical relevance for future applications in the emerging 
fields of solar cells, sensors and diagnostics as well as due to the possibility of their in 
situ characterization by UV/Vis absorbance spectroscopy. After a brief introduction to 
the specific prospects and challenges of these materials we will focus on the impor-
tant processing issues that need to be solved for producing these particles at high 
quality on a larger scale: (i) the modelling of particle formation including nucleation, 
growth and ripening based on a mechanistic understanding and on experimentally 
derived data on solubility and surface energies, (ii) the stabilization of nanoparticles 
not only against agglomeration but also against shape changes and (iii) classification. 
The latter is realized by size selective precipitation which allows surprisingly sharp 
separations (κ = 0.75) of particles with only a few nm in diameter. Although the 
extremely small particle sizes (feed PSD between 1.5 and 3 nm), classification results 
were successfully analyzed by well-known concepts from particle technology. Our 
results are seen to be an essential contribution to colloidal processing. They enable a 
future optimization of process parameters by a knowledge-based design strategy that 
can be applied within continuous as well as automatized batch reactor concepts.
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1  Introduction of the Process Chain Leading to Advanced 
Materials

Advanced materials always evolve from more or less complex processes. A key 
question is how to tailor the related and often multifunctional material  properties 
by careful process design and control. In the field of nanotechnology a strong 
trend was observed towards smaller particles [2, 47] with more and more complex 
structures and shapes [9, 21] as well as hybrid materials [28]. Such well-defined 
products show outstanding properties in the emerging fields of solar cells [12], 
sensors [72], field effect transistors [19] but also diagnostics and therapy [38]. 
For these particle systems highly elaborated synthesis protocols were developed 
in the last 20 years whereas the transfer of these lab-scale approaches to scalable 
 technical processes is largely missing.

To bridge the gap between academia and a future industrial production of larger 
quantities with well-defined product properties, fundamental questions need to be 
addressed:

•	 How to understand and to use the pronounced structure-property relationships 
of small nanoparticles during colloidal processing?

•	 How to model the particle formation in organic solvents, what is the role of 
 oriented attachment and what are the differences to the mixing controlled model 
system BaSO4?

•	 How to describe the stabilization mechanism of nanoparticles < 20 nm and how 
to tune the agglomeration of nanoparticles in a process?

•	 What are suitable strategies for the post-processing of colloids? Are they com-
petitive with existing processes and can they be transferred to larger quantities?

•	 How can the previous findings be used to transfer lab synthesis protocols 
towards technically relevant applications?

These central questions must be answered at various stages throughout the process 
chain like it is shown in Fig. 1. It becomes clear that during all steps in situ char-
acterization and the in-depth understanding of structure property relationships is of 
major importance.

Continuous synthesis concepts [32, 79] as well as automatized batch 
approaches [5] just began to be developed, strategies for a large scale post-pro-
cessing in terms of the always mandatory purification or a final narrowing of an 

Fig. 1  Process chain during nanoparticle formation and application
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as-synthesized particle size distribution (PSD) by classification are still missing. 
From a chemical engineering perspective knowledge on structure-property as well 
as process-structure functions is, however, a key requirement when promising 
materials on the lower nanometer scale shall be brought to the market.

Within the following sections we will discuss fundamental aspects of nanopar-
ticle processing including the most important steps of characterization, particle 
formation, stabilization and post processing to end up with some general conclu-
sions for a future process design. As model materials we use technically relevant 
semiconductor nanoparticles, so-called quantum dots (QDs) with direct band gap 
(ZnO, manganese doped ZnS and PbS(e)) and silver nanowires which have been 
proven to be excellent transparent electrodes for thin film solar cells [27].

For a detailed description of all experiments, chemicals, specifications of the 
measurement devices and characterization procedures the reader is referred to the 
cited literature. Additionally, two PhD-theses have been emanated from this pro-
ject: in parts the thesis of Gradl [14] and the thesis of Segets [61] which provide 
detailed information on the topics that are discussed in the following.

2  Using Structure-Property Relationships  
for Characterization

2.1  Deconvolution of PSDs Using Literature Data

All QDs of the present work enable a unique possibility of characterization due 
to the size-dependent fundamental band gap energy of small and quantum con-
fined semiconductor nanoparticles. As soon as the particle diameter of the material 
approaches the dimension of its specific Bohr radius, quantum confinement occurs 
in a way that the energy difference between the highest energy state in the valence 
band and the lowest energy state in the conduction band increases. Additionally, 
the non-forbidden energy levels discretize.

Figure 2 illustrates the basic principle that is used for the deconvolution 
of  optical absorbance spectra of QDs [62]. It is based on assuming additive 

Fig. 2  Principle approach for using the deconvolution of optical absorbance spectra to derive the 
PSD of quantum confined semiconductor nanoparticles in solution [62]
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contributions of the individual particle size fractions (like it is illustrated in Fig. 2 
by large black, medium red and small blue particles) within a colloidal suspension 
to the final absorbance spectrum [65]. This assumption has not only been made 
by us but was already more than 20 years ago used by Mićić et al. [39], as well 
as ten years later by Pesika et al. [48] and Viswanatha and Sarma [76]. However, 
the method developed by us enables the derivation of full PSDs of arbitrary shape 
with the concomitant possibility to adapt improved optical properties used for the 
absorption data of small nanoparticles.

The deconvolution method applied by us starts with the largest wavelength 
with non-zero absorbance value. This value is normalized to the shifted absorp-
tion coefficient of the bulk spectrum and the contribution of the largest fraction 
is subtracted from the original measurement. This contribution is ascribed to 
the  corresponding size in the PSD and the next smaller wavelength is analyzed. 
The correlation between wavelengths (or energies) and particle sizes is usually 
taken from literature. In case of ZnO we use the tight binding model (TBM) of 
Viswanatha et al. [77], in case of manganese doped ZnS we take the correlation 
found by Sapra and Sarma [56] and in case of PbS(e) we will use a correlation 
found by us [68]) as will be shown later.

After deconvolution the mass density distribution q3(x) is normalized to a value 
of 1 

Regarding the further boundary conditions of our method, it is applicable to Segets 
et al. [65, 66, 68]

 (i) semiconductors with direct band gap (material property),
 (ii) particles with diameters above ~1 nm to assure a monotone correlation 

between particle size and band gap energy (lower size limit),
 (iii) particles that are small enough that confinement effects do occur (upper size 

limit)
 (iv) particles with negligible scattering contribution to the overall extinction 

 (particles need to be in the Rayleigh regime) and
 (v) particles with known bulk absorption properties (literature data).

However, before its application to unknown samples, the method needs to be 
validated. Validation was first realized for ZnO QDs using a direct comparison 
between the calculated results with an expected PSD derived from transmission 
electron microscopy (TEM) [63, 65]. Additionally, bimodal size distributions were 
generated artificially by mixing a suspension of small nanoparticles with a suspen-
sion of large particles in different volume ratios. As it becomes clear from Fig. 3b, 
the bimodal PSDs derived directly from the bimodal absorbance spectrum show an 
excellent agreement with the expected PSDs artificially generated from the density 
distributions of the individual, un-mixed samples [63, 65].

(2.1)

xmax
∫

xmin

q3q(x)dx = 1.
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Thus, the method can be seen to be sufficiently validated as long as the afore-
mentioned requirements are fulfilled and a relationship between band gap energy 
and particle size is established. The latter can be realized either experimentally by 
the evaluation of many differently sized samples in terms of their mean size and 
band gap shift or theoretically by quantum mechanical approaches such as tight 
binding or k·p models [46].

However, due to the fact that new multicomponent materials like CuInS(e)2 are 
more and more in the focus of interest for which little knowledge in terms of their 
properties exists, methods for a fast derivation of optical properties are needed. 
This will be discussed as a further application of our concept in the next section.

2.2  Derivation of Spectral Properties

Based on the results of the previous section the question arises how to approach 
comparatively new QD materials for which little is known on their optical proper-
ties and especially the correlation between particle size and band gap is not yet 
established. The study was done in collaboration with the Alivisatos group (LBNL 
Berkeley, California, USA) on PbS(e). PbS(e) was chosen due to the fact that Pb-
based QD-materials are investigated since decades and thus large sets of literature 
data on the size dependent band gap energy Eg(x) are available for validation.

Figure 4 demonstrates the basic procedure. Whereas in case of ZnO the 
 outcome of the calibration (PSDalg) was validated by comparison to the expected 
distribution from TEM micrographs (PSDTEM), the extended approach requires 
two PSDs of differently sized samples, a large and a small fraction. These are, for 
instance, directly analyzed by TEM. Then, a function of form

(2.2)xi = a ·

(

∆Ei

eV

)b

+ c,

Fig. 3  Validation of the deconvolution technique by comparing the PSD obtained from the 
bimodal absorbance measurement (a) with the density distribution derived by artificial mixing 
the PSDs of the individual samples in a volume ratio of 1:1 (b) [62]
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that contains three empiric parameters a [nm], b [−] and c [nm] is implemented 
into the deconvolution algorithm to account for the size dependent band gap 
energy. The three parameters are adjusted until a best match between the expected 
PSDTEM and the calculated PSDalg is obtained. To cover a broad particle size 
range it turned out that a compromise of a, b and c derived for a smaller and a 
larger sized sample is recommended.

Finally, results for a, b and c have to be validated. This is realized by comparing 
the size dependent band gap energy Eg(x) as it is calculated from the three fitting 
parameters

to corresponding data from literature. Thus, in contrast to Sect. 2.1 validation is 
now done against the material property itself and not only against singular size 
distributions. For this purpose, we have chosen two of the most well-investigated 
QD materials that are currently available, PbS and PbSe, as model systems to 
ensure that enough data points of Eg(x) are available for validation.

Regarding the specific study on PbS(e), smaller and larger sized samples were 
synthesized by Matt Lucas and Marcus Scheele (that time affiliated at University of 
California and LBNL Berkeley, details on the synthesis are found in the literature 
[68]). From them, underlying absorbance and aberration corrected TEM data was 
provided as well. For all samples, PSDs were determined from TEM micrographs 
using an automatized image analysis via the free Software ImageJ [1, 51]. The results 
of all mean volume weighted particle sizes x1,3 are summarized in Table 1 (analysis 
of at least 124 particles per sample). THSmin, THSmean and THSmax indicate the dif-
ferent threshold (THS) values that have been applied during image analysis [68].

In the next step, as shown in Fig. 4, the absorbance spectra were evaluated until 
a minimum deviation between the PSDsalg from the target PSDsTEM was obtained. 

(2.3)Eg(x) = Eg0 +

(

x − c

a

)
1
b

· eV ,

Fig. 4  Strategy applied for the determination of the size dependent band gap energy of unknown 
QD systems: PSDs derived from optical absorbance measurements are calibrated against the 
expected PSDs determined by an independent measurement technique; validation is done against 
the evolution of the fundamental band gap energy [62, 68]
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The maximum deviation in x1,3 for PbS(e) was found to be as small as 1.9 % (2.9 %). 
Details can be extracted from Table 1 together with the values of parameters a, b 
and c. For a direct comparison of PSDs and details of the image analysis procedure 
the reader is referred to the literature [61, 68]. For a future application the results 
obtained for THSmean (Table 1, bold entries) are recommended as those are supposed 
to match best the expected particle edges during the TEM image analysis [66].

Figure 5 shows the results obtained for Eg,PbS(e)(x) together with experimental 
and numerical literature data collected over the past 20 years [3, 4, 6, 7, 22, 26, 30, 
31, 34, 41–43, 49, 57, 71]. It becomes clear that with our method the evolution of 
the size dependent band gap energy is described with high accuracy. However, this 

Table 1  Mean volume weighted particle sizes of the small and large sized sample of PbS and PbSe 
derived by application of different thresholds during image analysis (evaluation of a minimum of 124 
particles) and summary of parameters a, b, and c showing the best match with the PSDsTEM in case of 
PbS(e) for THSmin, THSmean and THSmax (bold values are recommended for future works [61, 68])

x1,3/nm THSmin THSmean THSmax

PbS small 3.1 3.2 3.2

PbS large 4.1 4.2 4.4

PbSe small 5.7 5.7 5.9

PbSe large 8.5 8.6 8.7

Fig. 5  Relationship between the fundamental band gap energy and particle size as derived for 
this project along with comparison to literature data for a PbS [3, 4, 22, 42, 43] and b PbSe [6, 7, 
26, 30, 31, 34, 41, 49, 57, 71]. Reprinted with permission from Segets et al. [68]. Copyright 2012 
American Chemical Society [61]

Material a (nm) b (−) c (nm)

PbS, THSmin 2.45 −0.9 0

PbS, THSmean 2.50 −0.9 0

PbS, THSmax 2.60 −0.9 0

PbSe, THSmin 4.0 −0.6 −1.3

PbSe, THSmean 4.0 −0.6 −1.2

PbSe, THSmax 4.0 −0.6 −1.1
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is realized by the evaluation of a limited quantity as small as two samples and thus 
at a minimum effort.

In conclusion, we see our analysis method sufficiently validated to investigate the 
QD particle formation mechanism. For kinetic studies ZnO will be used again as a 
model system due to the fact that it can be produced at moderate temperatures and 
without the application of Schlenck techniques [70]. ZnO precipitation will be ana-
lyzed with respect to the early stages of particle formation (nucleation and growth), but 
also with respect to long-term Ostwald ripening. Based on the experimental findings 
the particle formation process is modelled by population balance equations (PBE).

3  Analysis of Reaction Controlled Particle Formation

After having established a powerful measurement technique to determine PSDs 
between 1 nm and 10 nm, in the following chapter its application to the analysis 
of ZnO nucleation, growth and ripening will be demonstrated. All three regimes 
could be investigated in a first study by means of nonlinear optical spectroscopy 
using the incoherent Hyper-Rayleigh Scattering (HRS) [63, 74]. During this work 
two influencing factors on the HRS signal were discussed: the particle number 
density and the mean diameter of the nanoparticles. Both are in case of ZnO QDs 
leading to a signal increase and were used to evaluate the measurements shown in 
Fig. 6 with respect to nucleation, growth and ripening rates.

Fig. 6  HRS during nucleation (II), growth (III) and ripening (IV) of ZnO QDs monitored for 
three different time resolutions of 100 ms (blue circles), 50 ms (green squares) and 20 ms (red 
triangles). Note that the absence of data points (100 ms resolution) between 11 s and 13 s is due 
to a drop-out of the laser. Reprinted with permission from Segets et al. [63]. Copyright 2009 
American Chemical Society [74]
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Without the assumption of any nucleation mechanism we could already distin-
guish three characteristic regimes after the addition of alkaline LiOH an ethanolic 
zinc acetate precursor solution (vertical solid line between region (I) and region 
(II)):

•	 a nucleation regime where the signal increase is clearly ascribed to an increase 
in the particle number (region II),

•	 a growth regime in the still supersaturated solution that leads to a signal 
increase due to the increasing mean particle diameter (region III) and finally

•	 a coarsening regime where the signal decreases (region IV). This signal drop 
is explained by the decreasing particle number during Ostwald ripening due to 
the fact that larger particles grow at the expense of smaller ones. The effect of 
the particle number was shown to be superior to the positive contribution of the 
larger mean size to the total HRS [14, 63, 74].

However, we did not only want to analyze our data by experiments but to use them 
for a predictive modelling of particle formation. This was realized by population 
balance equations (PBE) which have been solved by using the commercially avail-
able program PARSIVAL by CiT GmbH [81]. For experimental details and speci-
fications of the measurement devices the reader is again referred to the literature 
[14, 64, 65]. The most important findings will be summarized in the following.

3.1  Understanding ZnO Nucleation and Growth

Before we could start to model the nucleation and growth of the ZnO nanoparticles 
we needed to determine the reaction kinetics. This was realized by stopped-flow 
measurements with high time resolution (ms). The solid concentration was derived 
from PSDs determined by absorbance measurements. Thereby we used the effect 
that prior normalization the spectra provide information on the particle concentration 
[14, 68]. From the initial reaction rates in dependence of the zinc acetate precursor 
concentration c

(

Zn2+
)

 the reaction rate constant was determined for T = 20 °C to be 
51.6 ± 1.1 m6 kmol−2 s−1 (R2 = 0.997). The overall reaction kinetics are described by

No influence of the hydroxide concentration was observed. However, this is rather 
ascribed to the low solubility of LiOH in the applied solvent ethanol leading to an 
incomplete dissolution of the hydroxide source [14, 64].

With known reaction kinetics the ZnO concentration which is needed in the 
PBE to express the nucleation rate, is accessible

(3.1)
d(cZnO)

dt
= (51.6± 1.1)

m6

kmol2s
c
(

Zn2+
)3

.

(3.2)

Bhom =
3

2
D(cZnO · NA)

7
3 ·

√

γ

kBT
· VM · exp

(

−
16

3
π ·

(

γ

kBT

)3

·
V2
M

(ν ln S)2

)

.
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D is the diffusion coefficient, cZnO is the monomer concentration of ZnO mole-
cules, NA is the Avogadro number, kB is the Boltzmann constant, T is the temperature, 
VM is the molecular volume of ZnO, γ is the surface tension that was determined 
experimentally [65], S is the supersaturation and ν is a stoichiometric factor [14, 64].

However, the simulations revealed already after less than 5 s of reaction time a parti-
cle size of ~100 nm which is far away from the experimental observations (x  ≪5 nm). 
To reach the experimentally determined particle size of 2.5 nm an unrealistic low sur-
face tension of 0.01 J m−2 would be necessary which is more than one order of mag-
nitude below the experimentally derived value of 0.64 J m−2. Applying the Kelvin 
equation and calculating the critical cluster size for such a small γ it turns out that 
already the precursor molecule (~0.32 nm) can be seen as stable nucleus. Thus, the 
model of classical homogeneous nucleation and growth is not applicable to the present 
case of ZnO QDs and needs to be revised. Based on considerations of other research 
groups from literature [69, 80], the chemical reaction of the precursor molecules 
towards ZnO was assumed to be the rate determining step. This is in agreement with 
the experimental finding that in case of ZnO mixing plays no role. Thus, two extrema 
need to be distinguished from each other whenever particle formation is analyzed: fast, 
mixing controlled nucleation with BaSO4 being the most prominent example [16] and 
slow, reaction controlled nucleation like it is observed for ZnO QDs [14, 64].

Additionally, also the growth model was revised and adopted to the literature 
finding of oriented attachment. That means that growth due to transport by diffu-
sion is reduced by an adhesion probability HP. It takes into account that only “cor-
rect” collisions which are leading to so-called magic numbers are allowed [14, 64]. 
Here, magic numbers define the number of tetrahedral Zn4OAc6 structures which 
aggregate in an ordered way to build larger ZnO clusters [69]. Figure 7 reveals 

Fig. 7  a Measured (dark blue and blue) and simulated (orange and red) mean particle sizes 
x1,3 with time for different zinc acetate precursor concentrations (0.05, 0.075 and 0.1 M, 
c(LiOH) = const. = 0.1 M) at T = 20 °C; b Exemplaric comparison between simulated (red) and 
measured (blue) PSDs, derived after 40 s of QD synthesis (c(Zn2+) = 0.05 M, c(LiOH) = 0.1 M) 
(adopted from Segets et al. [64]) [14]
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the good agreement between simulation and experiment when reaction controlled 
nucleation and growth by oriented attachment is considered [14, 64].

3.2  Understanding ZnO Ostwald Ripening

Regarding the finally obtained dispersity of the ZnO particles, nucleation and 
growth are usually of minor importance. Ostwald ripening which takes over at 
longer time scales and which is mostly determined by time and temperature was 
found to be the decisive process. It will be described in the following [36, 37, 65].

In general, ripening is driven by thermodynamics and strongly depends on the 
local solubility at the particle surface. It has to be clearly distinguished from the 
previously described nucleation and growth as it takes place at much longer time 
scales (h/months in contrast to seconds) and global supersaturations (Sripening ~1 in 
contrast to SNuc, Growth > 1). An excellent overview on Ostwald ripening is given 
by Iggland and Mazzotti [20]. In case of QDs, the most important influencing fac-
tors on the ripening rate are the surface tension γ which depends on the local cur-
vature and thus on the particle size x and the temperature T .

Equation 3.3 is the finally derived expression for the ripening rate R that already 
contains the Gibbs-Thomson (or Kelvin) equation for the size dependent solubility. 
It is given in its original form where it includes an exponential term as well as in its 
approximated form by the first term of a Taylor series expansion [14, 64, 73]

cbulk is the bulk concentration and ρs is the density of the ZnO particles. The ratio 
between cbulk and c∞L  is the global supersaturation in the liquid which is put into 
relation to the local, curvature-dependent supersaturation at the particle surface [64].

Although the approximation underestimates the ripening kinetics of very 
small particles, the error must be taken into account when the ripening rate is 
solved explicitly like it is the case for the finite element method (FEM) used by 
PARSIVAL. To ensure numeric stability, an additional size-dependent diffusion 
term RD needs to be introduced. It prevents the formation of too large gradients 
and smoothes out small oscillations. However, it is ensured that RD does not affect 
the outcome of the final simulation result (less then ± 4 % with respect to x1,3). A 
detailed discussion of all complications introduced by explicit solvers is found in 
the literature [17, 64]. Accordingly, the final PBE for the Ostwald ripening of ZnO 
QDs in ethanol is given by

(3.3)

R =

4 · D ·Mc∞L

[(

cbulk
c∞L

)

− exp
(

4·γ ·VM
ν·x·kBT

)]

ρs · x

≈

4 · D ·Mc∞L

[(

cbulk
c∞L

)

−

(

1+
4·γ ·VM
ν·x·kBT

)]

ρs · x
.

(3.4)
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= −

∂(R · n(x))
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+

∂2(RD · n(x))

∂x2
.
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A comparison between simulation and experiment for ripening temperatures 
between 10 and 50 °C is illustrated in Fig. 8. It becomes clear that despite all 
simplifications that need to be introduced to maintain numeric stability, we could 
model the ageing of ZnO QDs for more than 12 h in good agreement with the 
experimental results [14, 64, 65]. Similar results were obtained when comparing 
the widths of the PSDs in terms of their standard deviations. Also bimodal distri-
butions could be modelled that revealed the dissolution of the smaller particle size 
fraction with time.

However, for a successful QD processing not only the particle formation needs 
to be understood. After synthesis, usually a washing step is required to remove 
excess salts and ligands from the mother liquor. During washing colloidal stability 
against agglomeration as well as against shape changes needs to be ensured. This 
will be addressed in the next section.

4  Colloidal Stability Against Agglomeration

Colloidal stability against agglomeration was mainly investigated by means of 
ZnO QDs during washing. “Washing” in case of QDs means the repeated floccu-
lation of the particles by a non-solvent (which is in case of a hydrophilic particle 
surface a nonpolar medium and vice versa). The larger flocs are separated from the 
solvent mixture by centrifugation and can be easily redispersed—in some cases 
even from the state of a dried powder—by the addition of a good solvent and short 
stirring or sonication. This finding is quite surprising as dispersion can be already 
quite challenging for particles below 1 µm [44]. The reason for this behaviour is 

Fig. 8  Comparison between a experiment and b simulation of ZnO Ostwald ripening with 
different temperatures (from bottom to top 10 °C—black, 15 °C—gray, 20 °C—dark blue, 
25 °C—blue, 30 °C—dark green, 35 °C—green, 40 °C—red, 50 °C—brown); all particles were 
aged from the same starting suspension with a concentration of 0.05 M with respect to Zn2+ 
(adopted from Segets et al. [64]) [14]
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ascribed to the fact that the van der Waals attraction is effectively screened by 
already a monomolecular but complete layer of small molecules at the particle sur-
face and in addition by the absence of any specific bonds between the particles. 
This effect will be discussed in the following section.

Typically, such a washing cycle is repeated several times. The ZnO QDs of this 
study are usually precipitated by heptane and analyzed with respect to their colloi-
dal stability by means of extinction measurements. Due to the small particle diam-
eter clearly situated in the Rayleigh regime the primary particles at the standard 
concentration of about 4 g l−1, with sizes below 10 nm do not cause any measur-
able light scattering at larger wavelengths in the visible (400 nm). Superimposed 
absorbance is excluded due to the high ZnO bulk band gap of 3.37 eV (368 nm). 
However, during ongoing washing the particles become unstable with agglomer-
ates causing remarkable turbidity.

Usually the stability of small particles is explained by DLVO theory where van 
der Waals attraction and electrostatic repulsion are balanced against each other 
[10, 75]. However, already the evaluation of ζ-potentials during washing reveals 
that the measured potentials are small, determined by specific ligand adsorption 
at the particle surface and not suitable for the explanation of colloidal stability. 
As it becomes clear from the ζ-potentials that were measured during washing of 
ZnO QDs and which are shown in Fig. 9a, the particles after synthesis are stable 
for several hours. In contrast, the particles after three washing cycles with more 
or less the same magnitude of ζ-potentials are highly unstable. They agglomerate 
within a few minutes. Thus, only the consideration of electrostatics is not suffi-
cient to explain colloidal stability [35].

However, as it was shown by Reindl and Peukert, in case of particles in the 
lower nm-range, even a small ligand shell at the particle surface can have a 
remarkable influence on the overall stabilization. This is due to the fact that the 
shell significantly screens attractive van der Waals interactions [52, 53]. As it 
becomes clear from Fig. 9b acetate which is present from particle synthesis and 
which is coordinated to the particle surface [55] is removed with each washing 

Fig. 9  a Evolution of ζ-potentials of ZnO QDs in ethanol during washing; b Corresponding 
thermograms evidencing the ongoing removal of coordinated acetate from the particle surface 
during purification of the QDs (adopted from Marczak et al. [35]) [61]
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step. This was confirmed by 13C NMR (nuclear magnetic resonance) spectroscopy 
in collaboration with the group of Prof. Schmidt (University of Paderborn).

Hence, two influencing factors need to be balanced: the electrostatic contri-
bution that is accessible via the ζ-potential and the surface coverage that can be 
determined from thermogravimetric data. The latter needs to be normalized to the 
surface area of the particles. In case of the three times washed sample the remain-
ing acetate ligand of less than 60 % of a monolayer is unable to maintain stabiliza-
tion of the ZnO QDs [35, 66, 67].

Therefore the question arises if it is also possible to predict colloidal stability 
based on standard measurement techniques like it is shown in Fig. 9. Calculations 
based on DLVO theory using a core-shell model to address the influence of the 
ligand were performed. They revealed that the total interaction potentials of sta-
ble colloids are generally small in the order of ~1 kBT with neither a large energy 
barrier nor with a pronounced primary minimum. Thus, the particles behave simi-
lar to hard spheres. When “removing” the stabilizing shell, a primary minimum of 
several kBT is observed. This minimum is seen to be the explanation for the pro-
nounced instability [35, 61].

However, such calculations are far away from being predictive and thus not 
applicable to quantify colloidal stability. To balance the two influencing factors, 
electrostatics and shell thickness, we performed a subsequent study. Thereby we 
applied the well-known concept of dimensional analysis on the stabilization of 
ZnO QDs [54]. From a set of nine dimensionless numbers we identified five to be 
relevant for ZnO QDs:

 (i) dimensionless repulsion R including the ζ-potential,
(ii) dimensionless attraction FA including the Hamaker constant,
 (iii) dimensionless concentration C which is represented by the volume fraction cv,
 (iv) the Schmidt number Sc taking into account the ratio of mass transfer by vis-

cous transport and molecular diffusion and
 (v) the thickness of the ligand shell related to the mean particle size x1,3, which 

will be denoted as geometry parameter G in the following.

Finally, (i)–(iv) are summarized by a stability parameter

The Reynolds as well as the Peclet number is zero due to the fact that no external 
flow field is applied. The distance between the particles related to the thickness of 
the double layer is similar for all experimental conditions and the dimensionless 
process time which would be related to the time needed to form the first doublet 
is not accessible. However, especially the latter would be the target quantity of all 
studies.

Therefore the dimensional factor “time” needs to be included. We investigated 
various synthesis conditions in terms of reactant ratios, temperatures, mean parti-
cle size and washing history and evaluated each datapoint with respect to G and S.  

(4.1)S =
R

FA

×
Sc

C
.
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Based on the experimental observation if the particles were stable (no scattering) 
for more than 3 h or more than 20 h we established a stability map. Every process 
condition that was stable for less than 3 h was colored red (unstable), every oper-
ating point stable for more than 3 h but less than 20 h was colored orange (met-
astable) and every operating point stable for more than 20 h was colored green 
(stable). Additionally data on Si, Au and ZrO2 nanoparticles was extracted from 
the literature, however, usually only information on stable working points is pro-
vided (light green). The results are summarized in Fig. 10 [61, 67].

The stability map clearly reveals three regions with high, medium and low 
stability and is thus suitable for the prediction of colloidal stability from only a 
few measurements. As expected, with increasing charge of the nanoparticle sur-
face or increasing shell thickness the operating points are shifted more to the sta-
ble region. The exact functional relationship between the original target quantity, 
the dimensionless doublet formation time τP and the influencing factors is still 
unknown. However, the following relation is assumed

Though the stability map might change for different material systems due to the 
fact that the interaction between the ligand and the surrounding medium needs 

(4.2)τP = f

(

R

FA

G2
× Sc× C−1

)

= f (interactions, transport, concentration).

Fig. 10  Geometry factor G against dimensionless interaction S of ZnO QDs for different reac-
tant ratios synthesized at 20 °C (squares) and 35 °C (circles). Additionally, the dimension-
less numbers for quantum dots stabilized with the cationic dendrons CAMOBE (triangles up), 
CADIBE (diamonds), and MOMECA (stars) [13], as well as larger ZnO nanoparticles (trian-
gles down) and other material systems like Si (hexagons), Au (pentagons and triangles right), 
and ZrO2 (triangles left) are shown [23, 24, 33, 53]. Red color indicates unstable suspensions, 
orange color represents metastable regions, and dark as well as light green color indicates sus-
pensions which are stable for more than 20 h. Reprinted with permission from Segets et al. [67]. 
Copyright 2011 American Chemical Society [61]
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to be addressed in more detail, this kind of data representation gives important 
insights into the main contributions on colloidal stability [61, 67].

For a successful processing of small nanoparticles not only colloidal stability 
against agglomeration needs to be considered. Also the stability against any kind 
of shape transformation needs to be taken into account. This will be addressed in 
the following section.

5  Colloidal Stability Against Shape Transformation

Regarding noble metals like e.g. silver or gold, they belong to the most prominent 
examples for the synthesis of anisotropic shapes found in the literature [50, 82]. 
They are frequently used material systems regarding the overall research done on 
shape directing particle synthesis. However, for bringing materials to the market, 
the as-synthesized particle shapes have to be long-term stable within a certain tem-
perature and concentration range in solution but also after drying [61].

Therefore, in the following silver nanorods will be investigated in more detail 
due to the fact that silver is identified within all noble metals as the particle sys-
tem with the strongest tendency to change the shape [61]. To address the important 
aspect of colloidal stability against shape transformation, a study on the ageing of 
silver nanorods was performed [8]. CTAB stabilized Ag nanorods with lengths of 
250 nm ± 60 nm and an average aspect ratio of 14 ± 5 were synthesized in water. 
Then, their spontaneous decay at room temperature (samples were stored in the 
dark, no external energy input) was monitored [8, 61].

Figure 11 exemplarily shows scanning electron micrographs (SEM) after synthe-
sis (A), after 2 h of ageing (B), after 24 h of ageing (C) and after 17 d of ageing (D) 
at 25 °C. It becomes clear that most of the nanorods decay in a comparatively short 
time. Especially after 2 h a certain thickening of dedicated parts of the nanorods is 
observed that could be ascribed to a reorganization of material (arrows in Fig. 11b). 
After 24 h, shorter nanorods are identified that give the impression that a decay of 
formerly ~200 nm long nanorods occurred during drying (highlighted regions in 
Fig. 11c). Finally, mostly spherical structures and so-called “nanobuns” with an 
aspect ratio around 2 (highlighted in Fig. 11d) are found after 17 d of ageing [8, 61].

In addition to SEM that is only applicable to particles deposited onto e.g. 
Si/SiO2 wafers, extinction measurements can be used to follow the shape transfor-
mation in situ. The results are summarized in Fig. 12a. For monitoring the ageing 
process with time, the characteristic longitudinal surface plasmon resonance band 
(SPR) of the silver nanorods at 500 nm is used.

During ageing at 25 °C, the SPR decreases continuously and approaches the 
transverse SPR at 415 nm. After 17 d only one peak around 420 nm is identi-
fied that results from a superposition of the SPR of spherical silver nanoparticles 
(40 ± 10 nm) formed during ageing and the SPR of the nanobuns with different, 
but generally small aspect rations (<5). Extinction measurements and aspect ratio 
distributions derived from SEM data are summarized in Fig. 12b [8, 61].
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Fig. 11  SEM images of silver nanorods a immediately after synthesis; b after ageing at 25 °C 
for 2 h, arrows highlight thicker regions within the nanorods; c after ageing at 25 °C for 24 h, 
squares highlight separated nanorods; d after ageing for 17 d at 25 °C, squares highlight 
nanobuns (adopted from Damm et al. [8]) [61]

Fig. 12  a Extinction spectra of aqueous suspensions of rodlike silver particles as a function of 
ageing time at 25 °C; b density functions of the aspect ratio distribution for freshly prepared 
silver nanorods (black solid line) and for rodlike silver particles aged for 24 h (blue dashed line) 
and 17 d (red dashed-dotted line) at 25 °C (adopted from Damm et al. [8]) [61]
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Additionally, experiments by anodic stripping voltammetry were performed 
that proved the absence of any significant amount of dissolved silver ions in the 
liquid phase (less than 0.006 % of the total amount of silver). Thus, it is assumed 
that all silver present in the suspension is situated in the solid phase and the fol-
lowing equation needs to be fulfilled

where index A refers to the suspension before ageing and index B to the final sus-
pension after 17 d of ageing. Canceling the density of silver ρAg and replacing the 
overall volume by the number density distributions qA0 (x) and qB0 (x) multiplied by 
the absolute number of particles NA and NB and the volume of each particle size 
fraction π

6
x3i , the following equation is derived [8, 61]

Thus, the ratio between the particle number before and after ageing is reciprocal to 
the ratio of the third moment of their number density distributions

which was determined for the present study to be around 1/3 [8, 61].
Therefrom it is concluded that the absolute particle number increases with age-

ing time [8, 61]. To find a mechanistic explanation of the decay, high resolution 
TEM studies were performed in collaboration with the group of Prof. Spiecker 
(CENEM, FAU Erlangen-Nuremberg). From theoretic considerations of Ding 
et al. and Monk et al. a clear criterion for the critical rod length lC in dependence 
of the cross sectional area ACS of multiply twinned nanorods was found [11, 40]

The proposed decay mechanism is illustrated in Fig. 13.
When the dissolution at shallow surface pits proceeds, the dissolved silver has 

to go somewhere. From the fact that no dissolved silver could be found in the liq-
uid phase by anodic stripping voltammetry, we conclude that the silver ions must 
be transient. The released Ag ions have to be reduced back to Ag0 and reintegrated 
immediately into the solid phase in such a way that all the different types of parti-
cles found by HRTEM—buns, defect-free spheres, and defective spheres—can be 
explained.

The expected mechanisms are summarized as follows [8, 66]:

(a) Heterogeneous nucleation of metal dissolved from a surface dimple can occur 
either at other places of the same rod or at the surface of neighboring rods. 

(5.1)mA
solid = VA

solid · ρAg=V
B
solid · ρAg = mB

solid ,

(5.2)

∑

i

(π

6
x3i · q
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Both pathways lead to the formation of nanobuns, which are remarkably 
shorter and thicker than the original nanorods.

(b) Homogeneous nucleation can occur directly in the liquid phase without the 
need of a foreign surface. The small nuclei grow and lead preferentially to 
defect-free spheres.

(c) As (a) and (b) cause ongoing necking of the particles, the nanorods will rap-
idly decay into two or more parts as soon as enough material has been dis-
solved. Therefore small residuals are continuously generated which are still 
characterized by the fivefold twin structure but are short enough to be stable 
against further fragmentation. Growth processes are expected to take place at 
the surface of these defective residuals leading to the formation of spherical 
particles with a fivefold twin structure.

Noteworthy, after 17 days of ageing only nanords that fulfill the stability criterion 
of Eq. 5.4 are found [8, 61]. The in-depth understanding of the decay mechanism 
of those structures also paves the way for an efficient shape stabilization of those 
nanorods. Due to the fact that the dissolution of material starts at the particle sur-
face, a passivation by ligands like cetyltrimethylammoniumbromide (CTAB) or 
polyelectrolytes like PDADMAC that can be introduced during the washing pro-
cedure are able to significantly enhance the shape stability or even to prevent the 
decay of noble metal nanorods [18].

Fig. 13  Proposed model for the shape transformation from nanorods into nanobuns, defect-free 
spheres and defective spheres (adopted from Damm et al. [8]) [61]
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6  Classification of Manganese Doped ZnS Quantum Dots

Within the previous chapters we have addressed characterization, particle synthe-
sis and colloidal stability. However, to cover the whole process chain from Fig. 1, 
post-processing needs to be considered. This will be realized by means of size 
selective precipitation (SSP) of manganese doped ZnS QDs (ZnS:Mn). The study 
was done together with the groups of Prof. Mori (Doshisha University, Kyoto) 
and Prof. Spiecker (CENEM, FAU Erlangen-Nuremberg). SSP was first reported 
by the groups of Murray and Weller [45, 78] and is often applied not only in the 
field of QDs but also for noble metal nanoparticles [58, 59]. It exploits the effect 
that after the gradual addition of a poor solvent into a suspension of QDs, larger 
particles flocculate first [25, 61, 66]. Nevertheless, the underlying mechanism is 
not well-understood and SSP was never characterized quantitatively with com-
mon methods usually applied in the field of particle technology. Here, we use well 
established approaches for the description of SSP and for analyzing if SSP could 
be used as a competitive, scaleable strategy during colloidal processing.

The overall classification procedure is illustrated in Fig. 14. Water is used as a 
good solvent, flocculation is induced by the gradual addition of 2-propanol. After 
centrifugation of the flocs the coarse fraction is dried and weighed whereas the 
supernatant is reused for a subsequent classification step. This is repeated three 
times leading to four samples #1 … #4 that can be analyzed with respect to their 
relative coarse fraction [61, 66]

As already described in Sect. 2.1, PSDs qg,#i are calculated from the redispersed 
coarse material and weighed by their mass fractions gi. This is illustrated in 
Fig. 15. Obviously, the size of the fractionized ZnS:Mn QDs becomes smaller dur-
ing the classification process. Additionally, the mass weighted PSDs were summed 
up (black dotted line in Fig. 15b).

It becomes clear that the overall error of the mass balance is as small 
as ±4.4 %. It could be ascribed to slight Ostwald ripening that occurred during 

(6.1)gi =
mg,i

mtot

=
mg,i

∑

i mg,i

.

Fig. 14  Overview of the procedure used for classification of ZnS:Mn QDs (adopted from Segets 
et al. [66]) [61]

http://dx.doi.org/10.1007/978-3-319-15129-8_2
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the experiments, small weighing errors or a loss of material in the used glass ware. 
However, especially when taking the extremely small particle sizes between 1.5 
and 3.1 nm into account, this is seen to be an excellent validation of the underly-
ing UV/Vis-based size analysis presented in the previous section on characteriza-
tion. Only the first classification step #1 turned out to be efficient. For the second 
#2 and third #3 step mainly a splitting of the feed was observed. Therefore only 
#1 will be analyzed further whereas for #2 and #3 the reader is referred to the lit-
erature [61, 66]. At this point it has to be mentioned that recent studies show that 
the position of the cut—being described by the cut size xt—is adjustable along all 
sizes of the feed PSD by a proper choice of the used good solvent and poor solvent 
and their volume ratio.

Exemplarily, for the first classification step leading to sample #1, the volume 
density distribution of the initial sample q#0 is shown in Fig. 16a together with the 
mass weighted coarse and fines fraction. The classification is analyzed by distin-
guished parameters which are commonly used in the field of particle technology 
[61, 66]:

(i) The cut size xt at the intersection between the mass weighted density dis-
tributions of the fines and the coarse to characterize the mean value of the 
classification.

(ii) The yield of fines ηf  (or coarse ηg). It is a measure for the amount of par-
ticles with x < xt (or x > xt) that went to the fines (or to the coarse) frac-
tion referred to the area below the feed distribution with x < xt (or x > xt, 

Fig. 15  a Absorbance spectra of ZnS:Mn QDs before (#0, black solid line), after the first (#1, 
gray short dashed line), the second (#2, blue dashed-dotted line), the third (#3, red dotted line) 
and the fourth (#4, green dashed line) classification step; all spectra are normalized to the meas-
ured value at 230 nm and subsequently scaled by their relative mass fraction gi; b mass weighted 
PSDs calculated from the measured absorbance spectra of the ZnS:Mn QDs before and during 
the classification (color code is the same as in a) as well as the sum of the coarse fractions (thick 
black dotted line) in comparison to the feed distribution (black solid line); the difference between 
the two latter proves that negligible ripening occurs during the classification procedure (light dot-
ted line with horizontal or vertical shaded areas) (adopted from Segets et al. [66]) [61]
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see Fig. 16a blue and red shaded areas) that are divided by the corresponding 
green and orange shaded areas of the feed distribution

and

(iii) The size-dependent separation efficiency T(x) which relates the mass 
weighted density distribution of the coarse fraction to the density distribution 
of the feed material [29]

 In case of an ideal classification T(x) is expected to be 0 for all x < xt and 1 
for all x > xt.

(iv) The separation sharpness κ which is used to characterize the sharpness of the 
cut [29]

 with x25,t being defined as the particle size for which T(x)  = 0.25 and x75,t 
being defined as the particle size for which T(x)  = 0.75. Thus, κ is a measure 

(6.2)ηf ,i+1 =

∫ xt
xmin

[

fi+1 · qf ,#1+1(x) · dx
]

∫ xt
xmin

[

q#1(x) · dx
] ,

(6.3)ηg,i+1 =

∫ xmax
xt

[

gi+1 · qg,#1+1(x) · dx
]

∫ xmax
xt

[

q#1(x) · dx
] .

(6.4)Ti+1(x) = gi+1 ·
qg,#i+1

q#i
.

(6.5)κi =
x25,t

x75,t
,

Fig. 16  a Volume PSD of the feed (black solid line) together with the mass weighted PSDs of 
the coarse (red dashed line) and the fines fraction (blue dashed-dotted line) obtained for the first 
classification step #1; the cut size at xt,1  = 1.83 nm is indicated by a vertical line; b separation 
efficiency T1(x) and characteristic sizes at T1(x)  = 0.25 and T1(x)  = 0.75 together with the cut 
size at T1(x)  = 0.5 for the first classification step (black arrows). (adopted from Segets et al. 
[66]) [61]
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for the deviation of a technical classification from the ideal case that fulfills 
κ  = 1.

From Fig. 16 it becomes clear that SSP is a highly efficient process to further nar-
row a feed distribution after synthesis on a size scale of only a few nm. The feed 
distribution is cut at 1.83 nm close to the modal value. The yields for both, the 
fines and the coarse fraction, are high with values of 0.64 and 0.67, and the separa-
tion sharpness κ1 indicates a remarkably sharp separation with a value as high as 
0.75 [61, 66]. This study clearly revealed, how concepts from particle technology, 
originally developed for structures larger than 1 µm, are successfully applied to 
QDs situated clearly below 10 nm. Moreover, SSP is seen to be a comparatively 
simple process that has a high potential to be successfully scaled up.

7  Summary

In conclusion, these results are an excellent platform for the further development 
of processing tools for small nanoparticles below 20 nm. We investigated highly 
relevant aspects of the process chain that needs to be considered. After having 
established a comparatively easy and in situ applicable characterization technique 
for quantum confined semiconductor nanoparticles, we analyzed the particle for-
mation mechanism and different aspects of colloidal stability. The latter included 
agglomeration phenomena but also shape transformations and shape stability. 
Finally, post-processing was addressed via classification by size selective precipi-
tation (SSP) (Scheme 1).

Based on the findings described in the previous sections a technical process 
scheme is proposed. The first step of mixing the reactants is of minor importance 
in case of reaction controlled systems like ZnO and of major importance in case of 
mixing controlled systems like BaSO4. For the former, static mixers are sufficient 
whereas for the latter T-mixers operated at high energy inputs are required [15, 60]. 
After the mixer, the product is transferred to a reactor unit. In case of continuous 
processes this could be a laminar flow reactor, in case of a batch or semi-batch pro-
cess a stirred tank could be used. After a defined growth and/or ripening time, pri-
mary particles are flocculated by the addition of a defined relative amount of poor 
solvent. The large flocculates (µm to mm) are isolated by a solid/liquid separation 
step, using e.g. a filtration setup or a hydrocyclone. Redispersion in a good solvent 
is performed for smaller quantities below 1 L by sonication or high-shear mixers. 
In case of larger quantities exceeding ~1 L rotor-stator devices could be an option. 
The flocculation-redispersion procedure is repeated several times depending on the 
required purity of the product and the stability of the particles during washing. At 
this point it has to be mentioned that the only difference between purification and 
classification is the relative amount of poor solvent which is added. Hence, directly 
after synthesis all primary particles will be flocculated (purification mode), later—
if it is necessary with respect to the target dispersity—the amount of poor solvent 
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is reduced and classification by SSP is performed. Due to continuous monitoring 
and quality control by in situ characterization based on the formerly established 
structure-property relationships, a high-quality product with defined electro-optical 
characteristics is obtained.
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Abstract Based on surface/interfacial tension isotherms measured for the homol-
ogous series of alkyl trimethyl ammonium bromides (CnTAB) using the drop 
profile analysis tensiometry the adsorption behavior at three different liquid-fluid 
interfaces is discussed: solution/air, solution/hexane vapor and solution/hexane 
bulk liquid. The adsorption behavior can be described by different models. In 
the presence of hexane molecules (as a bulk liquid or as vapor in the air phase) 
the adsorption of the CnTAB molecules can be best described by a competitive 
adsorption with hexane molecules. This competitive thermodynamic model can be 
applied successfully to all three interfaces.

Keywords Thermodynamics of adsorption · Liquid/liquid interfacial tension ·  
Drop profile analysis tensiometry · Cationic surfactant · Interaction between 
 surfactant and hexane · Competitive adsorption

1  Introduction

Surfactants adsorb at interfaces and thereby modify the interfacial properties. 
The base line for understanding the efficiency of surfactants is the thermodynam-
ics of their adsorption at respective interfaces. For a tailored application the main 
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adsorption characteristics of the surfactants have to be investigated. For liquid-
fluid interfaces, most easily measurable quantities are the surface and interfacial 
tension, respectively.

The adsorption of surfactants at liquid interfaces and their applications were 
described in many publications. Also books have been dedicated to this subject. 
For example in [1] not only the general classification of surfactants and the syn-
thesis and application of the main types of surfactants were discussed but also the 
adsorption characteristics for a large number of homologous series of surfactants 
were summarized. In various technologies the action of surfactants is essential, 
such as in the formation for foams and emulsions [2].

Some specific properties are to be considered when working on the adsorp-
tion of surfactants at interfaces between two immiscible liquids. The main com-
plication for non-ionic surfactants is their solubility not only in water but in 
most organic solvent. Hence, a quantitative description of the adsorption process 
requires knowledge on the partition coefficients [3]. In contrast, ionic surfactants 
are essentially insoluble in organic solvents so that any transfer across the inter-
face can be ignored. However, the electric charge of the surfactants changes the 
corresponding kinetics of adsorption as the surface active ions have to diffuse 
through an electric double layer before adsorbing at the interface [4].

In addition to the thermodynamic characteristics of the adsorption equilibrium 
the dynamic dilational visco-elasticity of the surfactant interfacial layers is a very 
important quantity [5]. This frequency dependent property of a liquid interface is 
a significant quantity in the stabilization of foams and emulsions. Of course, in 
many practical situations mixtures of surfactants with particles, polymers or pro-
teins are used, however, these rather complex systems are not the subject of this 
work.

Before the proposal of Fainerman et al. was published [6], the adsorption of 
surfactants at water/oil interfaces has been described only by theories devel-
oped for the water/air interface. Such a simply adaptation, of course, does not 
allow considering precisely the effect of the oil molecules. Hence, the interaction 
between the surfactant and oil molecules could only be specified indirectly sum-
marizing different effects in so-called interaction parameters, such as when using 
in the Frumkin model [7–9]. In [6] a new thermodynamic picture was proposed 
which assumes that the oil molecules are part of the adsorption layer and compete 
with the adsorbing surfactant molecules.

This manuscript provides an overview of a new thermodynamic platform. It 
can be applied to describe the adsorption of surfactants at water/air, water/alkane 
vapor and water/liquid alkane interfaces in a quantitative way. The capacity of this 
new thermodynamic approach is demonstrated here for members of the homolo-
gous series of the cationic alkyltrimethylammonium bromides CnTAB. This 
homologous series was intensively investigated at different interfaces in various 
ways and with different experimental methods, for example in [7, 10–12] by tensi-
ometry or in [13–16] by neutron reflection. Studies at aqueous surfactant solution/
alkane vapor interfaces with respect to a competitive adsorption of alkane and sur-
factant molecules were made only very recently and only rather few papers exist 
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on this subject [17, 18]. However, we are able to show here that the competitive 
adsorption model is well suited for the description of the adsorption of CnTABs at 
all the three mentioned water/fluid interfaces.

2  Thermodynamic Adsorption Models

A theoretical overview on the modelling of adsorption of ionic surfactants at liq-
uid interfaces was recently given by Fainerman and Lucassen-Reynders [19]. The 
theories are mainly based on the chemical potential of each component in the bulk 
and at the interface. The interrelation between the chemical potentials and the 
surface pressure was established first by Butler [20]. Most of the modern theo-
retical approaches are starting from these relationships. As a peculiarity for ionic 
surfactants the distribution of ions and counterions in the solution bulk has to be 
taken into account.

2.1  Theory Based on the Frumkin Adsorption Model

The most frequently used equations of state of ionic surfactant adsorption layers 
were discussed in [19, 21]. Among these the Frumkin adsorption model describes 
the adsorption behaviour of ionic surfactants very well

where � is the interfacial pressure (Π = γ 0 − γ), γ and γ0 are the interfacial 
tensions in presence and absence of the surfactant, respectively, ω0 is the partial 
molar area of the ionic surfactant at Π = 0, f is the average activity coefficient of 
ions in the solution bulk, c is the ionic surfactant concentration, c2 is the (1:1) con-
centration of inorganic salt, a is the intermolecular interaction constant, and b is 
the adsorption equilibrium constant, and the average activity coefficient f is given 
by the Debye-Hückel theory

with I = c + c2 as the ionic strength expressed in mol/l. The numerical constants 
given in this relationship correspond to a temperature of 25 °C.

(1)� = −
2RT

ω0

[

ln (1− θ)+ aθ2
]

(2)b[c(c+ c2)]
1/ 2f =

θ

1− θ
exp (−2aθ)

(3)log f = −
0.5115

√

I

1+ 1.316
√

I
+ 0.055 I
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In [22] it was assumed that the molar area ω of adsorbed surfactant molecules 
depends linearly on both, the surface pressure Π and surface coverage θ:

The coefficient ε is called two-dimensional relative surface layer compressibility 
coefficient while ω0 is the molar area of a surfactant molecule at a surface pressure 
Π = 0. Values for ε were obtained from measurements for insoluble monolayers 
as presented in [23]. In later work it was shown that the consideration of a certain 
compressibility of adsorbed surfactant molecules improves the agreement between 
the experimental data and theoretical calculations of the surface dilational visco-
elasticity [22, 24]. The theoretical analysis presented here for experimental data 
from literature is based on the set of Eqs. (1)–(4) which is named the Frumkin 
Ionic Compressibility model (FIC model) [24].

It was also shown that at sufficiently high ionic strength (c2 ≫ c with c2 as 
the concentration of added electrolyte) the classical Frumkin model can be applied 
[1], given by the simplified equations

Together with Eq. (4) we get the so-called Frumkin Compressibility model (FC 
model) which can also be used for data analysis supposed the condition c2 ≫ c is 
fulfilled. As it becomes clear from the set of equations discussed above, no spe-
cific consideration of the oil phase was made. Any particular interaction of the oil 
molecules are somehow hidden in the model parameters and a quantitative under-
standing is impossible.

2.2  Co-adsorption of Surfactants with Oil Molecules  
from the Vapor Phase

Let us now consider the co-adsorption of surfactant molecules with alkane mol-
ecules at the solution/alkane vapor interface. This situation can be described by 
a two-component system in which component 1 corresponds to the alkane mol-
ecules adsorbed from the gas phase, while component 2 is the surfactant adsorb-
ing from the aqueous solution bulk. We can assume that a mixed liquid adsorption 
layer is formed without any phase transitions. Using some simplifications dis-
cussed in [25], most of all the assumption ω10 ≅ ω20, we obtain an equation of 
state for the mixed surface layer:

(4)ω = ω0(1− εΠθ)

(5)� = −
RT

ω0

[

ln (1− θ)+ aθ2
]

(6)bc =
θ

1− θ
exp (−2aθ)

(7)−
�ω∗

0

RT
= ln (1− θ1 − θ2)+ a1θ

2
1 + a2θ

2
2 + 2a12θ1θ2
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The equation contains the average molar area ω∗

0 =
ω10θ1+ω20θ2

θ1+θ2
, and the surface 

coverages θi = ωi · Ŵi(Ŵi is the adsorption) of the two components i. In [25] it was 
demonstrated how the respective adsorption isotherm has to be modified in order 
to use the vapor pressure P of the alkane molecules instead of a bulk concentra-
tion. This adsorption isotherm then reads:

where d1 is the adsorption activity coefficient of the alkane. The second term on 
the left hand side of Eq. (8) with the coefficient k1 accounts for the interaction of 
the hydrocarbon chain of surfactant on the adsorption of alkane molecules from 
the vapor phase. For water-soluble surfactants (component 2) the adsorption iso-
therm reads:

The intermolecular interaction coefficient a12 influences the co-adsorption of sur-
factant and alkane molecules, and the coefficient ε in Eq. (4) takes into account the 
surface layer compressibility.

2.3  Co-adsorption of Surfactants with Oil Molecules  
from the Oil Bulk Phase

The set of equations proposed for the water/alkane vapor system is also suitable 
for the description of the co-adsorption at the aqueous solution/liquid alkane inter-
face. In traditional adsorption models, for instance in [26], the decrease in surface 
tension is explained exclusively by the adsorption of surfactant molecules and the 
interaction between surfactant and alkane molecules is not considered specifically. 
The physical picture of the new approach is a competitive adsorption of surfactant 
and alkane molecules at the water/alkane interface [6]. Hence, the alkyl chains of 
the surfactants do not only find a hydrophobic environment at the interface, but the 
alkane molecules also adsorb and compete for the space in the interfacial layer. 
Due to the very high molar concentration of alkane molecules in the alkane bulk 
their adsorption is very fast. The characteristic adsorption time of the alkane mol-
ecules is surely less than 10−4 s.

In contrast to the water/alkane vapor interface, for the alkane adsorption at the 
aqueous solution/liquid alkane interface we have to use the adsorption equation 
from the liquid alkane phase as discussed in [6]:

(8)d1P1 + k1θ2 =
θ1

(1− θ1 − θ2)
exp [−2a1θ1 − 2a12θ2]

(9)b2c2 =
θ2

(1− θ1 − θ2)
exp [−2a2θ2 − 2a12θ1]

(10)b1c1 =
θ1

(1− θ1 − θ2)
exp [−2a1θ1 − 2a12θ2]
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The parameter b1 refers to the surface activity and c1 the concentration of the 
alkane molecules.

To summarise the results obtained for the theoretical background, it was shown 
that essentially the same model can be used to describe the adsorption of ionic 
surfactants at the water/air, water/alkane vapor and water/liquid alkane interfaces. 
For the water/air interface we use the set of Eqs. (1)–(4), for the water/vapor inter-
face Eqs. (7)–(9), and for the water/bulk oil interface Eqs. (7), (9) and (10). In the 
following sections the theoretical models are used to fit experimental surface and 
interfacial tension data obtained in studies of CnTABs at the three mentioned dif-
ferent water/fluid interfaces.

2.4  Comparison of Experimental Data with the Theoretical 
Adsorption Models

Using surface and interfacial tension data for some members of the homologous 
series of cationic surfactants we want to demonstrate to suitability of the thermo-
dynamic approach of competitive adsorption for the formation of adsorption lay-
ers at different water/fluid interfaces, including those to alkane vapor and liquid 
alkane. We will restrict ourselves here to hexane as the oil or vapor phase. The par-
ticular effects of the alkane chain length have been discussed for example in [9].  
For oils different from alkanes less systematic data exist, however, a specific 
impact of the molecular structure can be expected and the molecular characteris-
tics might be rather different from those we obtained for alkanes.

2.5  Surface Tension Isotherms of CnTABs at the Water/Air 
Interface

The most advanced studies on the adsorption of the cationic alkyl trimethyl 
ammonium bromides CnTAB at the water/air interface are summarized in Fig. 1 
in form of the equilibrium surface tension isotherms. Data are given for four alkyl 
trimethyl ammonium bromides CnTAB with n = 10, 12, 14 and 16, respectively, 
plotted as a function of the surfactant mean ionic activity c*. In case no salt is 
added, c* = fc, with f being the activity coefficient calculated from Eq. (3). The 
data in Fig. 1 correspond to measurements at room temperature (around 21 °C) 
and are taken from literature [7, 24, 27]. The agreement between the different ref-
erences is very good. Figure 1 presents calculated isotherms (solid lines) using the 
FIC model given by the set of Eqs. (1)–(4).

As discussed first in [24] and later summarized in a review [21] the optimum 
value for the surface compressibility does not much effect the equilibrium surface 
tension isotherm but leads to a much better agreement with adsorption data for 
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example directly determined by neutron scattering [13–15] and with surface dila-
tional rheology [21]. From the best fit of the experimental data given in Fig. 1a 
value of ε = 0.010–0.012 m/mN was obtained in [22], which leads to an overes-
timation of the molar areas. In [22] for CnTAB a value of ε = 0.007 m/mN was 
obtained which led to lower ω0 values. The values of the other model parameters 
are given in Table 1.

The values for the molar area ω0 for all CnTAB discussed here are essentially 
the same and slightly lower than those presented in [24] which is caused by the 
consideration of the intrinsic compressibility here. A more detailed discussion of 
all model parameters and their dependence on the alkyl chain length and effect of 
added electrolyte was given in [21].

2.6  Co-adsorption of Hexane and CnTAB Molecules  
at the Water/Hexane Vapor Interface

The adsorption of hexane from the vapor phase on C12TAB solution drops was 
studied in [17, 18] using the drop profile analysis tensiometer PAT-1. In these 
experiments a solution drop was formed in a closed cuvette and after a time of 
about 300 s 1 ml of hexane was injected into the cuvette. When the cell is 

Fig. 1  Equilibrium surface 
tension of CnTAB solutions 
as a function of the mean 
ion activity c* measured at 
a temperature of 20–22 °C: 
square box—data taken from 
[7]; circle—data taken from 
[27]; black triangle—data 
taken from [24]; the solid 
curves are calculated with 
the FIC model using the 
parameters summarized in 
Table 1
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Table 1  Best fit parameters of the FIC model, Eqs. (1)–(4) with ε = 0.007 m/mN, used to calcu-
late the dependencies for the CnTAB solutions shown in Fig. 1

Data taken from [21]

n ω0 [105 m2/mol] a [-] b [l/mol]

10 3.68 1.05 7.97 × 101

12 3.60 1.30 2.14 × 102

14 3.66 1.45 8.19 × 102

16 3.54 1.56 2.84 × 103
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sufficiently well closed after about two minutes a saturated hexane vapor atmos-
phere is established. In a second series of experiments, the saturated hexane 
atmosphere was first established and then the solution drop was formed. In both 
ways, isotherms of various surfactants with co-adsorbed hexane molecules from 
the vapor phase were obtained.

The surface tension isotherms measured after 300 s adsorption time of CnTAB 
solutions at the solution/hexane vapor (symbols) and solution/air (dashed lines) 
interfaces are shown in Fig. 2.

From Fig. 2 the significant decrease of interfacial tension due to the co-adsorp-
tion of hexane molecules from the vapor phase at the drop surface is easily visible. 
At the experimental temperature of 25 °C the partial pressure of saturated hexane 
vapor is about 2.000 Pa. The solid lines in Fig. 2 were calculated using the param-
eter values required for Eqs. (7) and (8) were given in Table 2. Note, for very low 
surfactant concentrations, the obtained parameter values describe the adsorp-
tion effect of only the hexane molecules. The values d1 = 6 × 10−5 1/Pa and 
ω10 = 3.5 × 105 m2/mol provide the best fit for the experimental data [17]. From 

Fig. 2  Interfacial tension isotherms for aqueous solutions of CnTAB in 10 mM phosphate buffer 
(pH 7) at the solution/hexane vapor interface: symbols are experimental data taken from [18]; 
bold curves, values calculated from Eqs. (7)–(9) using the parameters summarized in Table 2; 
dashed curves are adsorption data at the solution/air interface re-plotted from Fig. 1
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Table 2  Parameter values obtained for the FC model from best fit of CnTAB solutions in 10 mM 
NaH2PO4/NaHPO4 phosphate buffer at the solution/air (dashed lines calculated using the values 
for the parameter b) and solution/hexane vapor interface (solid lines calculated using the param-
eter b2)

Data taken from [21]

n b [l/mol] a12 b2 [l/mol]

10 2.49 × 102 1.6 7.5 × 102

12 1.95 × 103 2.4 7.0 × 103

14 1.8 × 104 2.4 1.0 × 105

16 1.1 × 105 1.8 7.0 × 105
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the data summarized in Table 2 we see that the b2 values, referring to solution/hex-
ane vapor interface, are essentially higher than the b values obtained for the solu-
tion/air interface. The fact that the mutual interaction parameter a12 has high and 
positive values supports the idea about the co-adsorption of surfactant and hex-
ane. We can conclude that at low CnTAB concentrations the adsorption of hexane 
adsorption is supported while at higher CnTAB concentrations the hexane mole-
cules are more and more replaced by increasingly adsorbing CnTAB molecules.

2.7  Adsorption Characteristics of Selected CnTABs  
at the Water/Hexane Interface

Tin literature there are many studies on the adsorption of ionic surfactants at aque-
ous solution/alkane interface, such as [11, 26, 28–31]. A direct comparison of 
the adsorption behaviour of CnTAB with alkyl chain lengths 10, 12, 14 and 16 at 
the water/air and water/hexane interfaces was presented in [8] and it was shown 
that the FIC model described the experimental data for both interfaces quite well. 
The new model proposed in [6], leading to the set of Eqs. (7), (9) and (10), has 
shown to be superior over the FIC model as it allows to assume that the oil mol-
ecules provide not only a hydrophobic environment for the adsorbing surfactant 
molecules but the adsorb themselves at the interface. The equilibrium interfacial 
tension isotherms presented in Fig. 3 for four CnTABs (n = 10, 12, 14 and 16) 
adsorbed at the aqueous phosphate buffer solution/hexane interfaces allow to 
demonstrate the feasibility of the given physical picture of a co-adsorption of sur-
factant and alkane molecules.

Fig. 3  Interfacial tension isotherms of CnTAB at the interface between the aqueous solution and 
a hexane bulk phase in presence of 10 mM phosphate buffer (pH 7); symbols are experimental 
data taken from [8]; dashed lines are calculated with the FIC model; solid lines are calculated 
from Eqs. (7), (9) and (10) with the parameters summarized in Table 3
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The value of the hexane concentration c1 can be calculated from its molecular 
mass and density. For 100 % hexane we get c1 = 7.58 mol/l. The b1 value can 
then be calculated via the decrease of the surface tension from the water/air at the 
water/hexane interface, i.e. from 72 to 51 mN/m, without any CnTAB adsorption. 
For ω1 = 3.3 × 105 m2/mol and ε1 = 0 this condition yields b1 = 2.6 l/mol.

The dashed theoretical curves in Fig. 3 were calculated in [8] by using the FC 
or FIC models, while the solid curves were obtained using Eqs. (7), (9) and (10) 
and the CnTAB parameters in Table 3. The b2 values presented in Table 3 are about 
two orders of magnitude higher than those obtained for the FC model and more 
than one order of magnitude higher for the FIC model. For example, for C14TAB 
we obtain a value of b = 9.3 × 104 l/mol for the FIC model while for the co-
adsorption model we obtain b2 = 1.2 × 106 l/mol (see Table 3). The b2 values 
in Table 3 fulfil the rules for a homological series of surfactant as expected from 
the Traube rule [32]. The rather large values of the interaction coefficient a12 indi-
cate a significant increase of the adsorption activity of the CnTAB molecules at the 
water/alkane interface.

2.8  Effect of Alkane Chain Length on the Adsorption  
of CnTABs at Water/Liquid Alkane Interfaces

As mentioned further above, the chain length of the oil molecules can influ-
ence the adsorption properties of surfactants at the water/oil interface. It can be 
expected that for systems with matching alkyl chain length the adsorption prop-
erties could be special. This question was discussed recently in [9] for the two 
members of the homologous series C10TAB and C12TAB at seven different water/
alkane interfaces (hexane to tetradecane). In these studies, however, no clear 
dependences of model parameters on the chain length of the alkane phase or of the 
surfactant were detected.

The composition of the adsorption layer by hexane and CnTAB molecules 
at the hexane/solution interface is shown in Fig. 4. At very low surfactant con-
centration the adsorption layer contains essentially hexane and water molecules. 
With increasing surfactant concentration the adsorption layer contains more and 
more CnTAB molecules. The interfacial activities of the CnTAB and of hexane are 
mainly determined by the products bici, respectively.

Table 3  Parameters for Eqs. (7), (9) and (10) used to best fit the data for aqueous CnTAB solu-
tions (component 2) at the water/hexane interface

 ε2 = 0.005 m/mN; data taken from [9] and [21]

n b2 [l/mol] ω20 [105 m2/mol] a2 a12

10 4.3 × 104 3.45 0.8 1.1

12 2.0 × 105 3.5 1.3 1.4

14 1.2 × 106 3.4 1.4 1.6

16 1.2 × 107 3.2 1.6 1.7
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For a more detailed analysis of the effect of different alkane phases on the 
adsorption characteristics of CnTABs and other surfactants at water/alkane inter-
faces, more quantitative experiments are required.

3  Summary and Outlook

In the presented work different ways of describing the adsorption layers of 
the ionic surfactants are considered, assuming an electro-neutral double layer. 
Additionally, the definition of the dividing surface was used as proposed by 
Lucassen-Reynders [33] a specific compressibility of the adsorption layer 
was taken into account [23]. The new theoretical model based on a competitive 

Fig. 4  Dependencies of 
partial surface coverages on 
the surfactant concentration 
c in the aqueous solution 
phase at the water/hexane 
interface for CnTAB (n = 10, 
12, 14, 16, respectively); 
solid lines—coverage by 
hexane molecules; dashed 
lines—coverage by surfactant 
molecules
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adsorption of surfactant and alkane molecules at the interface appears to be supe-
rior over versions of the classical Frumkin model. Its applicability is demonstrated 
by a very good agreement with the experimental results obtained in [21] for the 
homologous series of CnTAB (n = 10, 12, 14 and 16) at the aqueous solution/
hexane vapor and water/hexane bulk interface. The results obtained so far allow 
drawing the following picture shown in Fig. 5. It demonstrates the competition of 
oil and surfactant molecules at the interface, depending on the surfactant concen-
tration in the solution bulk.

Additional experiments with CnTAB solutions at the water/alkane (as vapor as 
well as bulk phase) interface are necessary to further approve and refine the new 
theoretical models. An extension of the model to non-ionic surfactants or to mix-
tures of surfactants would be favourable for this target. Most efficient in this direc-
tion are obviously studies of the interfacial dynamics, such as adsorption kinetics 
or dilational rheology experiments. As the result of such dynamic studies we 
cannot expect a quantification of the alkane (or in general of the oil) molecules’ 
dynamic in the adsorption layer but their impact on the dynamics of the adsorbed 
surfactant molecules. Their characteristic times of adsorption or of diffusional 
transport should be changed due to the co-adsorbed oil molecules. Depending on 
the number of oil molecules in the adsorption layer and the corresponding strength 
of interaction the characteristics of the surfactants will change.
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Abstract Vesicles or liposomes are of great interest as drug delivery system or sim-
ple model for cell membranes. In biological environments vesicles are capable of 
transporting messenger molecules in high concentrations within a cell. For indus-
trial applications, it is necessary to produce vesicles which are unilamellar, mono-
disperse, easy to adjust in size, and which can be filled with various types of active 
compounds. Particularly the defined filling of these tiny compartments has not yet 
been brought to a large scale. Our research project within the DFG-priority program 
1273 (Colloid Process Engineering) was focused on a new method, which can eas-
ily be used for the continuous production of such colloidal particles. Moreover, the 
novel approach allows us to use a large variety of incorporated ingredients. The high 
encapsulation efficiency in addition with the flexible synthesis facilitates the utili-
zation as a drug carrier system. On grounds of the interesting structure, consisting 
of an unilamellar surfactant shell, which is swollen with oil, and an enclosed aque-
ous reservoir (core), the produced colloidal particles may alternatively be denoted 
as a special case of water-in-water-emulsions. The synthesis of these particles 
occurred in three steps. First, a water phase was covered by an oil phase contain-
ing surfactants or lipids. A water-in-oil emulsion or microemulsion was then added 
to the oil phase. In the third step the phase transfer of aqueous droplets from the oil 
phase into the underlying water phase was stimulated by sedimentation, flow, elec-
tric forces or centrifugation processes. During this phase transition a small amount 
of the organic solvent was entrapped in the ultra-thin membranes and influenced 
the properties of the filled, vesicular structures. The thin layer of organic solvents 
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reduced the diffusion processes from the core of the vesicles into the surrounding 
water phase. This might be of special advantage for the encapsulation of water solu-
ble ingredients as drugs or other interesting compounds. It also offers the opportu-
nity, to store oil soluble substances in the swollen membranes of the vesicles. On the 
other hand the thin oil layers surrounding the vesicles induced creaming processes 
and influenced the stability of these aggregates. For all applied experimental tech-
niques we systematically measured the encapsulation capacity, the size of the filled 
vesicles, the amount of entrapped oil within the membranes and the stability of these 
aggregates. It turned out, that the jet-stream and the electrospray technique provided 
the best results concerning long-term stability, vesicle production and encapsula-
tion efficiency. Due to the broad spectrum of different applications, we could use the 
phase-transfer process for the production of tailor-made, filled and swollen vesicles, 
which showed interesting properties.

Keywords Filled vesicles · Encapsulation method · Phase transfer across fluid 
interfaces · Multiple emulsions · Water-in-water emulsions

List of Symbols

A   surface area (nm²)
cf   carboxyfluorescein concentration with intact vesicles (mmol/l)
cν   carboxyfluorescein concentration after destroying vesicles (mmol/l)
d   diameter (nm, µm)
dm   mean diameter (nm, µm)
di   inner diameter (nm, µm)
EE   encapsulation efficiency (%)
Q   flow rate (ml/min)
P   pressure (Pa)
PDI   polydispersity index (-)
T   time (s, min)
γ   interfacial tension (mN/m)
ε′   interfacial dilational storage modulus (mN/m)
ε″   interfacial dilational loss modulus (mN/m)
λ   wavelength (nm)

1  Introduction

In a series of experiments, we produced giant vesicles with dimension of several 
microns up to several millimeters by phase transfer processes [1, 2]. Giant vesicles 
are often used as model membranes for biological cells. Due to their size, it is 
possible to investigate typical effects like budding, fission or membrane fusion by 
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means of optical microscopy [3–5]. The principle of our new approach was based 
on the formation of water droplets in an organic phase which contained surfactants 
or other types of emulsifying compounds. After surrounding the aqueous droplets 
with a stabilizing surfactant film, these particles were transported through the fluid 
oil-water interface (Fig. 1) [6]. The first studies of such phenomena were based on 
experiments, which were recently performed by Pautot et al. [7].

We used extensively studied amphiphiles for the emulsion formation in the first 
step. The oil soluble surfactants Span® 80 and Brij® 72 are well-known to stabilize 
emulsions, and they can also form niosomes [8–10]. Furthermore we utilized the 
natural product lecithine, which is also oil-soluble, and an important component 
of biological membranes [11]. The emulsions were generated with established 
methods like sonication with ultrasound, applying electrosprays or using micro-
emulsion formations [12–14]. In addition, we constructed different microfluidic 
devices to produce small aqueous droplets in oil. Similar techniques were often 
used for the production of double emulsions [15, 16]. During droplet formation in 
the organic phase, a single layer of surfactants adsorbed at the surface of these par-
ticles. This thin film of surface-active compounds stabilized the emulsion droplets 
and lowered the surface tension [17]. A second surfactant film was also formed at 
the plane oil-water interface of the reaction vessel (Fig. 1).

In the presence of a distinct density difference between oil and water or other 
external driving forces like centrifugal or flow fields, the water droplets passed the 
plane interface and vesicle-like structures were thereby formed [18, 19]. Based on 
this phase-transfer process, we produced a large variety of different types of vesi-
cle-like structures. The main advantage of this new technique was the formation of 
defined, filled vesicles with complete control of the inner phase [20].

Fig. 1  Schematic drawing of the single droplet formation using a syringe with a cannula (left) [1]. 
The right hand drawing shows the simplified mechanism of vesicle formation
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2  Experimental Section

2.1  Materials

The following compounds were used without further purification: Sorbitan 
Monooleate (Span® 80, Fluka), Bis(2-ethylhexyl) Sulfosuccinate Sodium Salt 
(AOT, Fluka, >96 %), Sodium Dodecylsulfate (SDS, Sigma, >99 %), L-Alpha-
Phosphatidylcholine (Lecithine, AppliChem, >90 %), Polyoxyethylene-2-
stearylether (Brij® 72, Sigma), 2,2,4-Trimethylpentane (Isooctane, Alpha Aesar 
>99 %), Dodecane (Alpha Aesar, 99 %), Olive Oil (Fluka), Methyl Blue (Sigma, 
>60 % Dye content), Sodium Chloride (NaCl, Sigma, >99,8 %), Sucrose (Sigma, 
>99 %), Triton X-100 (Fluka), Ammoniumheptamolybdate Tetrahydrate (Merck, 
p.a.). Water was deionized using a Millipore system.

2.2  Methods

2.2.1  Images

Images of the large vesicles were taken with a Canon Powershot S5 IS camera 
equipped with a 36–432 mm F2.7-3.5 zoom lens.

2.2.2  Optical Density

The optical density was analyzed with a Cary 1E UV-Visible Spectrophotometer 
(Varian, Palo Alto, USA) and Hellma Analytics QX 10 mm quartz cuvettes.

2.2.3  Drop Shape Analysis

For measurements of the interfacial tension we used a pendant-drop tensiometer 
(OCA 20, Dataphysics). A single drop of the denser aqueous phase was formed in 
the organic phase. The video image was recorded by a CCD camera and analyzed 
using the Laplace-Young equation (Dataphysics SCA20 software version 3.61.6). 
In addition, the interfacial tension and the dilation surface rheology was investi-
gated using a spinning drop tensiometer (SVT 20, Dataphysics). In these experi-
ments a droplet of the organic phase was prepared in the aqueous phase (Fig. 2). 
In order to measure the interfacial tension the droplet contour was, in both cases, 
analyzed using an “Axisymmetric Drop Shape Analysis” (ADSA) with the SVT 
software version 2.2.3. In these applications the Gauss-Laplace equation was used 
to calculate the interfacial tension.

The stationary values of the interfacial tension γ were determined for differ-
ent surfactant concentrations over a time period of at least one hour. We measured 
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the surface dilation rheology by applying a harmonic sinusoidal amplitude to the 
rotational speed of the spinning drop tensiometer. In these experiments, the rheo-
logical data could be calculated by analyzing the changes of the interfacial tension 
γ(t) as a function of the varying surface area A (Fig. 2). The angular frequency in 
our experiments was set to 0.05 Hz, and the deformation was measured at different 
amplitudes between 5 and 10 %. The oscillations were fitted by a Fourier trans-
formation algorithm to obtain the rheological parameters like the surface dilation 
storage modulus (ε′) and the surface dilatation loss modulus (ε″).

2.2.4  Dynamic Light Scattering

Dynamic light scattering experiments were performed using the Zetasizer Nano 
ZS (Malvern) with the Dispersion Technology Software (DTS, version 6.12). 
This instrument measures the velocity distribution of particles by analyzing the 
dynamic fluctuation of light scattering intensity caused by the Brownian motion. 
The monochromatic light is produced by a 4 mW He-Ne Laser (633 nm wave-
length) and detected at a detector angle of 173°. From the intensity fluctuations the 
hydrodynamic diameter can be calculated via the Stokes-Einstein equation. The 
samples were investigated at a temperature of 25 °C and each measurement was 
repeated 5 times.

2.2.5  Preparation of Giant Vesicles

The oil-soluble surfactants were dissolved in the organic phase at a concentration 
of 10 mmol/l (unless indicated otherwise). A glass vessel was partly filled with a 
aqueous buffer solution usually Tris-buffer (5 mmol/l Tris, 100 mmol/l NaCl) or 
PBS-buffer (137 mmol/l NaCl, 2.7 mmol/l KCl, 8 mmol/l Na2HPO4, 1.5 mmol/l 
KH2PO4) and covered with a layer of the organic phase. In some cases, e.g. for 
the formation of floating vesicles, we added a second aqueous buffer solution with 
a higher density containing 30 wt% sucrose with a syringe to the bottom of our 
vessel. For the inner drop phase, a buffer solution was stained with Methylene 

Fig. 2  Schematic illustration of a spinning drop at two different angular velocities in the rotating 
capillary. The interfacial tension was calculated from the droplet deformation
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Blue at a concentration of 2 mmol/l. Emulsion droplets were then produced in the 
organic phase with a syringe. The inner diameter of the needles (Nordson EFD, 
Pforzheim, Germany) was varied from 100 μm to 1.5 mm. For water soluble sub-
stances we used a similar procedure, but we applied higher surfactant concentra-
tions between 1 and 10 wt%.

2.2.6  Transmission Electron Microscopy (TEM)

Negative staining transmission electron microscopy was performed on a hydro-
philic, carbon coated 300-mesh TEM grid. In these experiments a drop of the 
vesicle suspension was transferred on the grid and the bulk of the solution was 
separated with a filter paper after 30 s. The grid was then covered with an aque-
ous solution 2 % Ammoniumheptamolybdate for 60 s. After drying, the grid was 
observed in a transmission electron microscope (Philips CM 200, Germany).

2.2.7  Emulsification

We used ultrasonic sound to reduce the size of emulsion droplets. For this pur-
pose 10 μl of an aqueous solution was added to each ml of the organic solution. 
Sonication was executed using an Elmasonic S30H (Elma, Germany) sound 
source for 15 min at a temperature of 25 °C.

For the preparation of microemulsions 264 μl water was emulsified in 6 ml 
Isoctane containing 140 mmol/l AOT.

2.2.8  Centrifugation

An aqueous buffer solution was covered with an organic emulsion (2 ml) in a 
50 ml centrifugation tube and transferred into the centrifuge (Eppendorf 5702R, 
Germany). The solution was then executed to centrifugal forces (3,000 g) for 
15 min. To avoid contamination with the organic phase, the aqueous vesicle solu-
tion was separated from the bottom of the tube.

2.2.9  Fluorescence Intensity Measurements

A part of the vesicle solution (0.1 ml) from centrifugation was diluted 1:10 and 
the fluorescence from 450 to 650 nm was measured with a Cary 1E UV-Visible 
Spectrophotometer (Varian, Palo Alto, USA). Further dilution steps were per-
formed in order to calculate the Carboxyfluorescein concentration. After the addi-
tion of 50 μl Triton X 100 to the higher concentrated solution, we measured the 
fluorescence and calculated the difference in concentration.
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3  Results

3.1  Properties of the Surfactants and Interfaces

We investigated the properties of the interface between the organic and the aque-
ous phase in order to evaluate the best conditions for the phase transfer process of 
the emulsion droplets.

3.1.1  Interfacial Tension (IFT)

The interfacial tension γ is an important parameter describing the work needed to 
expand the interface. As one would imagine, a high interfacial tension impedes 
the transfer of the droplets across the oil-water interface and therefore raises the 
energy required to pass the interface. In addition, a surfactant film is needed to 
stabilize the droplets and to reduce exchange and diffusion processes between both 
phases (Fig. 1). An increased surface concentration of surfactants after adsorption 
generally tends to lower interfacial tension (Fig. 3).

The kinetics of surfactant adsorption mainly depend on two factors; the diffu-
sion coefficient and the concentration of the surfactant or lipid. It is worth men-
tioning, that the interfacial tension was already significantly lowered at the starting 
point of the measurement. The interfacial tension experiments began 10 s after drop 
formation (Fig. 3). Compared to 53 mN/m, which represents the interfacial tension 
of the pure isooctane/water interface, the adsorption for the Span® 80 concentra-
tions of 1 and 10 mmol/l was almost complete. These results demonstrated that 
it was necessary to work at high surfactant concentrations in order to form stable 
monolayers at short time scales. The interfacial tension of Brij® 72, for example, 
decreased much slower. This might be the main reason for the lower stability of  

Fig. 3  Time dependent 
interfacial tension of 
a pendant water drop 
containing PBS buffer. 
The surrounding oil phase 
Isooctane contained different 
concentrations of the 
surfactant Span® 80
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the produced Brij® 72 vesicles, and confirms our observation, that high surfactant 
concentration are needed to form stable vesicular structures (Fig. 5).

The absolute values of the interfacial tensions varied between different amphi-
philes and solvents (Table 1). AOT, which is well known in the literature for the 
formation of microemulsions, showed the lowest surface tension at the interface 
of both solvents. The other nonionic surfactants mentioned here, Span® 80 and 
Brij® 72 showed slightly higher values. This was also observed for Lecithine, but 
this lipid precipitated partly during the spinning-drop measurements. Due to this 
phenomenon, it was not possible to measure accurate data for this emulsifying 
compound. The interfacial tension had also some influence on the mean size of the 
emulsion droplets and on the stability of the vesicles (Table 3). In addition to the 
stationary values of the surface tension, dynamic processes as the surfactant dif-
fusion represented another important factor for the process of stimulated vesicle 
formation. If an aqueous droplet passed across the fluid interface it carried-over a 
thin layer of emulsifiers and thereby lowered the local surfactant concentration in 
the vicinity of the oil-water interface. In the short time span, before the next water 
droplet approached the interface, the surfactant films should entirely reform; and 
this only occurred, if the surfactant diffusion was fast enough.

3.1.2  Oscillating Spinning-Drop Experiments

We performed oscillating spinning-drop measurement in order to gain insight into 
the rheological properties of the surrounding surfactant films. In these measure-
ments, we induced oscillating interfacial tensions with different amplitudes, and 
we observed the periodic increase of the drop surface. From the time difference 
and the amplitudes of these two parameters we could measure the interfacial dila-
tation storage modulus ε′ and the interfacial dilatation loss modulus ε″. Typical 
results of these measurements are represented in Fig. 4.

The two-dimensional rheological properties of the surfactant films were 
observed by superimposing a sinusoidal oscillation onto the constant rotational 
speed of the glass tube of the spinning-drop tensiometer. This led to periodic oscil-
lations of the surface tension and the drop surface. In general, the viscoelastic film 
response can be described by Gibbs- and Marangoni-effects [21]. Both properties 

Table 1  Typical values of the interfacial tension of different surfactants at a concentration of 
10 mmol/l

The experiments were performed in the spinning-drop tensiometer. In a series of experiments, we 
systematically investigated the Dodecane/water and the Isooctane/water interface

Amphiphile Interfacial tension γ (Dodecane)/mN/m Interfacial tension γ (Isooctane)/mN/m

Lecithine 2.2 ± 0.5 2.7 ± 0.5

Span® 80 2.3 ± 0.5 3.1 ± 0.3

Brij® 72 4.3 ± 1.1 5.7 ± 1.2

AOT 1.2 ± 0.6 1.9 ± 1.0
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are influenced by diffusion processes of the surfactants in the bulk phase and in the 
plane of the oil-water interface. A large elastic film response points to the presence 
of low diffusion processes or to the presence of temporarily cross-linked, network-
like film structures. Figure 4 shows the impact from the tested amphiphiles at a 
concentration of 10 mmol/l. Span® 80, which allowed the production of rather sta-
ble vesicles, exhibited the lowest elasticity. This surfactant can, therefore, compen-
sate concentration differences very fast. In contrast, the surface storage modulus of 
Lecithine reached large values of about 80 mN/m. In this case, the diffusion and 
film reformation was significantly slower compared to Span® 80. The surfactant 
Brij® 72 only showed small elastic properties, and the vesicles, formed from this 
emulsifying compound, were found to be fairly stable.

3.1.3  Torsion Pendulum

A torsion pendulum apparatus was used to get information about the shear rheologi-
cal properties of the surfactants at the interface. This sensitive instrument was not 
capable of detecting significant elastic or viscous properties except for Lecithine. 
The analysis provided data that indicated a low viscous resistance for Lecithine with 
an interfacial shear loss modulus of about 0.03 mN/m. Hence, we can conclude, that 
no network-like superstructures were formed, and that the large dilatational elastic 
response was mainly caused by Gibbs- and Marangoni-effects.

3.2  Vesicle Formation

3.2.1  Phase Transfer of Single Droplets

The phase transfer of a single droplet is visualized in the video images of Fig. 5. 
We used a syringe in order to form water droplets which were colored by the dye 
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Methyl Blue. After transporting the aqueous droplet across the oil-water interface, 
a small thread of the organic phase was pulled, together with the vesicle, into the 
water phase (Fig. 5b). This transfer process led to the incorporation of oil into 
the vesicle membrane (Figs. 1 and 5b). The aqueous droplet contained 15 wt% 
sucrose to gain a sufficient density difference for the phase transfer and to coun-
teract the buoyancy from the incorporated oil. Due to this density difference, the 
formed vesicles were slightly sedimenting in the subjacent buffer solution.

In several experiments we were able to achieve similar results using different 
types of organic phases and amphiphiles. It was even possible to use water solu-
ble surfactants such as SDS to induce the formation of filled vesicles. Depending 
on the conditions and the size of the syringe capillary, we could vary the size, oil 
content and stability of the produced vesicles. However, in all experiments, the 
concentration of the surfactants had to be adjusted above the critical micelle con-
centration (cmc) in order to form stable vesicular structures.

3.2.2  Extrusion of Droplets

In a different approach we used thin brass plates with conical holes to gen-
erate emulsion droplets (Fig. 6). These plates were developed and manufac-
tured in cooperation with Temicon GmbH (Dortmund, Germany). Their small 
pores with an average diameter of 3 μm allowed the pressure driven production 

100 or 500 µm

30 µm

Aqueous solution
(Aniline Blue)

Organic
solvent

α

Fig. 6  Schematic view of the emulsion droplet production using a thin brass disk (left) and 
image of generated droplets from optical microscopy in Isooctane (right)

(a) (b) (c)

Fig. 5  Typical video images of the phase transfer of a single droplet (a, b) and floating droplets 
containing oil in their membrane (c). In this experiment, we used Dodecane as the organic phase 
which contained the surfactant Lecithine at a concentration of 10 mmol/l [1]
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(Δp = 1.0 × 105 Pa) of water in oil emulsions. The objective of these experi-
ments was to generate a large number of droplets simultaneously and to push them 
through the oil-water interface. In theory this should prevent coalescence at the 
interface and a continuous formation of vesicular structures.

As demonstrated in Fig. 6 the brass plates had a thickness of 30 μm and aver-
age distance between the conical pores of 100 or 500 μm. A syringe pump deliv-
ered the pressure at constant flow rates and we reduced the flow resistance using 
a polysiloxane coating at the surface of the brass plates. The obtained droplets 
showed average diameters between 15 and 35 μm (Fig. 7). The emulsion droplet 
size depended on several parameters like the surfactant type, the amphiphile con-
centration and the flow rate. With Dodecane as organic solvent and Lecithine as 
emulsifier the mean droplet diameter reached a minimum of 15 μm.

Independent of the conditions, it was not easy to stimulate the phase transfer 
across the plane oil-water interface. If we applied, however, shear forces by vigor-
ously stirring the water solution underneath the plane oil-water interface, the phase 
transition occurred without problems. In this context, it is interesting to note, 
that the generated vesicular structures exceeded the size of the emulsion droplets 
by the factor of about 10. This can be explained by droplet coalescence which 
occurred during flow. Due to the conical shapes of the pores and the presence of 
shear forces, the small water droplets got in contact with each other and formed 
larger droplets before the phase transition took place. The average diameter of 
the vesicles was 250–350 μm, but the efficiency of the phase-transfer across the 
fluid interface did not exceed 15 %. Compared to the single droplet phase transfer 
described in Sect. 3.2.1, the vesicles contained in their membranes a small amount 
of the organic phase. Due to the coalescence processes during stirring, the size dis-
tribution was broad. A large number of emulsion droplets were destroyed at the 
interface, and their dye content was then released into the lower aqueous phase.
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3.2.3  Continuous Phase Transition

According to the requirements of industrial technologies, a continuous production 
of vesicular structures with high encapsulation efficiency is mandatory. In order to 
meet these demands, we tried to overcome the problems of drop-wise phase tran-
sitions. In an improved apparatus, we therefore used a jet stream containing an 
aqueous buffer solution which was formed in the oil phase. The continuous water 
jet was oriented perpendicular to the oil-water interface (Fig. 8). During the phase 
transfer process, a thin film of the organic phase was drawn into the aqueous sol-
vent just covering the surface of the jet in the water phase (Fig. 8, left image). The 
separation into small droplets in the aqueous phase was driven by turbulences in 
the underlying aqueous phase [22].

The flow rate in this case with an inner capillary diameter of 500 μm was 
adjusted between 75 and 150 ml/min reaching three decades higher values than 
the brass disk method. In a series of experiments, we received similar results 
using different capillary sizes and flow rates. At all investigated conditions, the 
described, new method offered a flexible way to produce filled, vesicle-like struc-
tures with adjustable droplet sizes (Table 2). The smallest capillary with an inner 
diameter di of 80 μm allowed the production of vesicles with a mean diameter dm 
of about 170 μm.

Fig. 8  Video image sequence showing the water jet passing the interface between isooctane 
(top) and an aqueous phase (bottom). After reducing the flow rate from 150 to 75 ml/h the jet 
becomes inhomogeneous. When the flow is stopped, the jet decomposed into single vesicles con-
taining small amounts of Isooctane in their membranes (right-hand image)

Table 2  Comparison of different cannula sizes, the produced emulsion droplet sizes and the 
entrapment efficiencies

Capillary inner  
diameter (di/μm)

Flow rate  
(Q/ml/min)

Mean vesicle  
size (dm/μm)

Entrapment  
efficiency (EE/%)

80 5 170 81

160 20 350 85

500 100 810 88
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The biggest advantage of this flexible jet technique is the high entrapment 
efficiency of more than 80 %. We calculated these special features from UV-Vis 
measurements measuring the Aniline Blue concentration one hour after the vesicle 
production. The absorption of this blue dye after the destruction of the vesicles by 
adding Triton X 100 was taken as the reference and compared to the absorption 
before the destruction of the vesicular structures.

As it can be seen in Fig. 8 the organic phase is, similar to the transition of sin-
gle droplets in Sect. 3.2.1, distributed within the vesicle membrane creating a dif-
fusion barrier between inner and outer aqueous phase. On grounds of the density 
difference between oil and water, the vesicle-like particles rise in the aqueous 
phase and gather at the interface, forming densely packed, foam-like structures. 
The stability was influenced negatively by this process, but after hours most of 
the particles were still intact. The creaming process led to the formation of large, 
foam-like vesicle structures at the interface (Fig. 9).

The densely packed, foam-like structures, formed a continuous network of 
vesicle membranes, which allowed the organic phase to move upwards and join 
the bulk oil phase. This special draining process led to a considerable reduction 
of the organic solvent content within the vesicle membranes. A large portion of 
the formed vesicles (approximately 90 %) stayed intact and did not coalesce to 
form larger particles. After about 5 min we were able to break-up the foam-like 
structures by applying shear forces. After vigorously stirring, we found most of the 
vesicles isolated again. After this special treatment, they contained only a very thin 
film of the organic solvent.

The stability of Span® 80 stabilized vesicular structures was tested with UV-Vis 
spectroscopy measuring the release of Aniline Blue (Fig. 10). The samples were 
taken from a separated chamber excepting the vesicles from the measurements. 
Some of the vesicles (approximately 25 %) were destroyed in the initial process 
(single points in Fig. 10), but the rest was stable until the end of these measure-
ments. We measured the concentration of these stable particles by destroying 
the vesicles after addition of the surfactant Triton X 100. After rupturing, they 

Fig. 9  Foam-like vesicle structures at the interface stained with aniline blue (left) and separated 
droplets after stirring the foam-like structures (right)

http://dx.doi.org/10.1007/978-3-319-15129-8_3
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released dye into the aqueous solutions and the concentration could be meas-
ured by means of UV-Vis spectroscopy. Similar results, describing the presence 
of stable vesicles, were achieved using Dodecane as organic solvent. However, 
other organic solvents like Olive Oil or different amphiphiles like Lecithine and 
Brij® 72 did not show this long-term stability.

3.2.4  Large Vesicles Formed from Emulsions and Microemulsions

In a series of experiments, we also used, besides shear forces, centrifugal fields in 
order to transfer small water droplets across the oil-water interface. In contrast to 
the method above, we used ultrasonic sound to generate emulsion droplets with  
a small diameter (Table 3). In analogy to larger water droplets for the formation 
of giant vesicles, the sole gravitational force appeared to be insufficient for the  
phase transfer.

It could be shown, that the mean diameter of those small droplets depended on 
the surface tension and the amount of energy brought into the system [23]. In our 
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Fig. 10  Absorption of aniline blue at the wavelengths of 576 nm analyzed by UV-Vis spec-
troscopy. 2 ml of an aniline blue solution (2 mmol/l) in PBS buffer was transferred through the 
Isooctane-water interface. The red line indicates the absorption maximum after destroying of the 
vesicles with Triton X 100. Single points represent the fraction of vesicles, which ruptured during 
the formation process and afterwards releasing dye into the aqueous solution

Table 3  Mean diameter of small water in oil emulsion droplets which were formed in Dodecane 
containing different surfactants at a concentration of 10 mmol/l

These dispersions were produced by sonication

Surfactant Diameter (d/nm) Polydispersity index (PDI)

Span® 80 108 ± 12 0.24

Brij® 72 192 ± 43 0.28

AOT 125 ± 18 0.26

Lecithine 124 ± 35 0.41
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experiments the mean diameter varied between 10 and 500 nm. These droplets 
were dispersed by sonication of an aqueous phase in the organic phase. Span® 80 
led to an average droplet size of 108 nm, which could not be resolved using opti-
cal microscopy. But light scattering measurements as well as electron microscopic 
images did show a large amount of these particles. We applied TEM (transmission 
electron microscopy) to visualize AOT stabilized emulsions showing smaller drop-
lets with an average diameter of 130 nm (Fig. 11). In order to avoid coalescence 
processes, we only used relatively low water volume fractions. It turned out that 
a lower average distance between the droplets resulted in a reduced stability and 
a broader size-distribution. The effect of the phase transfer, which influenced the 
size and stability of the formed vesicles, can be observed in Fig. 14.

However, these images were not sufficient to quantify the stability of the vesicles 
after the phase transfer. The inner phase of these particles was analyzed by lumi-
nescence spectroscopy [2]. We used the fluorescent dye Carboxyfluorescein as our 
tracer agent because of its quenching effect at concentrations above 10 mmol/l [24]. 
The entrapment efficiency EE (Table 4) was calculated as follows:

EE =

(

cf − cv

)

· 100

cv

Fig. 11  Typical size distribution of vesicles containing PBS-buffer in Dodecane (left). Negative 
staining TEM-image of the vesicles (right). The organic phase contained the surfactant Span® 80 
at a concentration of 10 mmol/l [2]

Table 4  Comparison of the encapsulation efficiency of vesicles produced by different phase 
transfer methods

Production method Entrapment efficiency (EE/%)

Centrifugation of emulsions 13.1

Phase transfer of microemulsions 7.7

Phase transfer of giant vesicles 85
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The Carboxyfluorescein concentration of the vesicle suspension cv and after 
destroying the vesicles with the surfactant Triton X 100 cf were calculated from 
the fluorescence intensity of the diluted aqueous solutions. The turbidity of the 
vesicle solution declined within seconds after detergent addition (vesicle bust-
ing), and we obtained then a clear, aqueous solution. Typical results of these 
measurements are summarized in Fig. 12. Due to the self-quenching properties 
the destruction of the vesicles with a high inner Carboxyfluorescein concentration 
(0.05–0.2 mol/l) led to an increase of the Fluorophore concentration in the outer 
phase. This occurred if a large amount of emulsion droplets coalesced with the 
lower water phase, thus releasing their Carboxyfluorescein content.

The encapsulation efficiency varied depending on the method implied to gen-
erate the vesicles. Centrifugation of emulsions and microemulsions enabled 
the phase transfer with an efficiency of only 7–13 % [2]. Further measurements 
revealed that only a fraction of all microemulsion droplets were transferred into 
the water phase. Many emulsion droplets were still intact in the organic phase. In 
contrast to this, the efficiency of larger droplets was high regardless of the sur-
factants and their concentration. The gravitational force always depended on the 
size of the aqueous emulsion droplets.

3.2.5  Electrospray

The electrospray method represents another well-known technique to produce 
 emulsions [13]. This process allowed the continuous formation of droplets. The 
apparatus consisted of a thin capillary and an annular counter electrode which were 
connected to a high voltage power supply (Fig. 13). The metal capillary contain-
ing the aqueous buffer solution was highly charged in respect to the annular ground 
electrode. We placed the circular ground electrode directly above the aqueous phase. 
Systematic measurements revealed, that the emulsion drop size mainly depended on 
the flow rate which was regulated with a syringe pump and the applied potential.

Fig. 12  Fluorescence 
emission spectrum of 
AOT-vesicles produced by 
centrifugation before (black) 
and after treating with Triton 
X 100 (red) [20]
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The generated AOT stabilized emulsions showed an average droplet diameter of 
11 μm at flow rates of 1 ml/h. Reducing the flow rate to 0.1 ml/h led to a consider-
able reduction of the droplet size with an average value of about 400 nm but the 
polydispersity increased. One important advance of the electrospray method con-
cerned the proper adjustment of the droplet size which could be performed even 
within a single experiment.

At the present state, it is not clear, how the observed phase transfer occurs in 
the electrospray method. It is well known, that the high potential electric field 
can induce solvent flow. In addition to this, charged droplets are accelerated and 
guided towards the oil-water interface. The electric forces may also influence the 
structures of the surfactant films. Due to the high speed and the combination of 
several processes, we could not study these mechanisms in detail.

Figure 14 describes the influence of the flow rate on the average diameter of 
the vesicles. A flow rate of 1,000 μl/h led to larger droplets and a broader size 
distribution, while a lower flow rate limited the amount of droplets generated. In 

Fig. 13  Schematic illustration of the electrospray experimental setup (left). Size distribution of 
the emulsion droplets generated at 5 kV and a flow rate of 1 ml/h in olive oil with AOT as sur-
factant (right) [20]

Fig. 14  Size distribution of the AOT stabilized vesicles after the phase transition at two different 
flow rates (left). Enhanced phase contrast microscopic image of AOT stabilized vesicles (right) [20]
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addition, the electrical potential could be adjusted for further variation. In sum-
mary, we can state, that the electrospray method delivered a flexible way for the 
droplet and vesicle formation.

It is interesting to note that in the electrospray method the emulsion drop-
lets survived the phase transfer without changing their shape and size. We were 
able to observe the vesicles using enhanced phase contrast microscopy (Fig. 14). 
Compared to the other phase transfer methods they did not show an incorpora-
tion of organic solvent into their membranes, and they were floating inside the 
lower aqueous phase. However, on grounds of the high speed, we were not able 
to resolve the phase transfer in detail. The low amount of generated vesicles, the 
entrapment efficiency of about 8 %, and the high applied electrical potential made 
it difficult to visualize this process.

4  Summary

The production of vesicles and especially the defined filling is a major task that 
has not yet been brought to a large scale. Our new approach utilized phase trans-
fer processes of aqueous droplets from an organic solvent into the water phase to 
generate closed liquid volumes in the nanoliter to microliter scale. We found sev-
eral surfactants and solvents being suitable for the production of filled, vesicle-like 
particles. Nonionic surfactants, as for example Span 80, showed favorable proper-
ties for the phase transfer process. At concentrations above the cmc the film for-
mation at fluid interfaces was very fast and allowed concentration differences to be 
compensated within milliseconds. These special properties could be investigated 
in oscillating spinning-drop experiments.

Based on these results we investigated different methods for the formation of 
water droplets in the organic phase. The emulsions were generated by extrusion 
from syringes through capillaries or a thin brass disk with narrow pores in the 
low micrometer range. In addition, sonication with ultrasound, electrospray and a 
microemulsion system were analyzed in term of droplet size and stability for the 
phase transfer process. In all these experiments, we used different techniques to 
generate water droplets with various sizes and encapsulated compounds.

In order to optimize the transfer process across the oil-water interface we 
developed variable ways for the penetration of emulsion droplets into the aque-
ous phase and investigated the entrapment efficiency. These methods were based 
on sedimentation, centrifugal, electrostatic or flow fields, which forced the drop-
lets to leave the oil phase and to enter into the underlying water phase. During 
this phase transition a significant amount of organic solvent was entrapped into 
the hydrophobic part of the membranes and influenced the properties of the filled, 
vesicular structures. On the one hand, this thin layer of organic solvents reduced 
the diffusion processes from the core of the vesicles into the surrounding water 
phase. This might be of special advantage for the encapsulation of water soluble 
ingredients as drugs or other interesting compounds. It also offers the opportunity 



341Filled Vesicles Formed by Phase Transfer …

to store oil soluble substances in the membranes of the vesicles. On the other hand 
the density difference induced creaming processes and influenced the stability of 
the vesicular structures. In electrospray and water-jet experiments and we were 
able to lower the amount of the incorporated organic phase and keep the incor-
porated compounds inside. These techniques allowed the production of relatively 
stable, vesicle-like particles with the size of several to several hundred microm-
eters. On grounds of the very thin oil layer, which was still present in the mem-
branes, these particles may also be described as multiple water-in-oil-in-water 
(w/o/w) emulsions. The special characteristic of these multiple emulsions lies in 
the fact, that the particle core only consist of one single droplet and is not divided 
into different cavities. Due to this special properties, the produced particles may 
simply be denoted as water-in-water emulsions. In appreciation of their interesting 
properties, the newly produced emulsions or vesicles exhibit a high potential for 
advanced methods of controlled drug storage, transport and release.
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Abstract Composite nanostructured particles can be produced by polymerization 
of monomer miniemulsion droplets loaded with inorganic nanoparticles. The article 
gives an overview on the development of a scalable continuous process for the pro-
duction of such hybrid nanoparticles via miniemulsion polymerization. Different pos-
sibilities for the necessary surface modification of the inorganic material are discussed 
in detail. Furthermore, the influence of the surfactant concentration on the droplet 
size after emulsification as well as on the nucleation mechanisms during polymeri-
zation is highlighted. Possible process routes for the emulsification of the nanopar-
ticle-loaded monomer phase are compared taking into account different process and 
material parameters, such as energy consumption, abrasion, dispersed phase viscosity, 
inorganic particle load and size, and morphology of the resulting hybrid particles. The 
possibility of an industrial implementation via an integrated high pressure homogeni-
zation process and a subsequent continuous polymerization are presented.

Keywords Miniemulsion polymerization ·   Continuous process · Structure control ·  
Emulsification · Droplet breakup

1  Introduction

The incorporation of inorganic particles into polymers has a long history in aca-
demic and industrial research. The use of inorganic filler materials in a polymer 
matrix allows the combination of the properties of both material types. Industrial 
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relevant properties of polymers are, for example, flexibility, optical clarity or low 
weight. In the case of the inorganic filler material, mechanical strength, thermal 
stability, and optical, magnetic or electronic properties are important. Therefore, 
such composite materials are already used in a broad range of applications, such 
as paints, coatings, adhesives, functionalized plastic, and special applications, e.g. 
in biomedicine [1]. Recent research and developments in polymer science and 
engineering facilitate the tailoring of inorganic/polymer particles in the nanome-
ter scale. Those particles do not only combine the properties of both materials but 
also show unique tunable features. The understanding and control of the resulting 
nanostructure of the composite particles is, thus, an ongoing challenge.

Heterophase methods for the production of inorganic/polymer composite nan-
oparticles include dispersion, suspension, seeded emulsion, and miniemulsion 
polymerization. In the case of the first three methods, the morphology control of 
the resulting composite particle is challenging. Due to diffusion processes during 
polymerization, the position of the inorganic material inside the polymer matrix 
is hard to predict. This problem can be overcome by using the miniemulsion 
polymerization technique. This technique allows the adjustment of the final par-
ticle structure in the emulsification step prior to polymerization [1, 2]. In general, 
miniemulsion droplets are kinetically stabilized. By adding an osmotic reagent, 
diffusion between the droplets and therefore a size shift due to Ostwald ripening 
can be suppressed. By adding a surfactant, droplets are stabilized against coales-
cence. Therefore, the droplet size ideally stays constant during the polymerization 
process, which leads to a narrow size distribution.

Inorganic/polymer composite nanoparticles can be produced applying a three-
stage process (see Fig. 1) [3–7]. In a first step, the inorganic material being usually 
hydrophilic has to be functionalized to be compatible with the hydrophobic mono-
mer. The functionalized particles can afterwards be dispersed in the oil phase. This 
nanoparticle-in-monomer suspension is then emulsified in a continuous aqueous-
phase, resulting in particle-loaded submicron-sized monomer droplets. In a last 

Fig. 1  Preparation of composite particles via miniemulsion polymerization
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step, the polymerization is conducted inside these droplets, which act as nanore-
actors. Therefore, not only the functionalization but also the emulsification step 
is essential, as the resulting filled monomer droplets are transformed directly into 
composite particles during the miniemulsion polymerization. By controlling pro-
cess and material parameters, the droplets are copied 1:1 to particles. The droplets 
thus serve as templates for the resulting composite nanoparticles.

Technical processes to disrupt droplets include static mixers [8, 9], rotor-stator 
systems [9–11], ultrasound devices [9, 12, 13], and high pressure homogenizers 
[11, 13, 14]. Depending on the process, the resulting droplet size distribution is 
determined either by the type and concentration of the surfactant, which is needed 
to stabilize the monomer droplets, or by the energy input [13, 15]. At lab scale, 
ultrasonication is widely used to emulsify particle loaded droplets. For an industrial 
application a continuous process would be desirable. High pressure homogeniza-
tion (HPH) is a suitable technique to produce submicron droplets at high through-
put. High pressure homogenizers consist of a high pressure pump, which creates 
a pressure of 100–5000 bar, and a homogenization unit of variable design [16]. 
Most of the homogenization units have in common that the fluid is accelerated up 
to velocities of several hundreds of m/s in a narrow gap, and afterwards injected as 
a free jet in surrounding liquid. Simple shear, elongational shear, turbulent fluctua-
tions, and cavitation produce stresses that are responsible for droplet breakup [17].

The aim of this chapter is to give an overview on the development of a scalable 
continuous process for the production of homogeneous inorganic/polymer com-
posite nanoparticles of target size and morphology via miniemulsion preparation 
and polymerization. First, relevant process steps and parameters are addressed; 
these are the functionalization of the inorganic nanoparticles, the adjustment of the 
surfactant concentration, and the effect of particles inside the dispersed phase dur-
ing emulsification. Subsequently, the possibility of an industrial implementation 
via an integrated HPH-process is presented.

2  Morphology Control by Surface Functionalization  
of the Inorganic Particles

The first challenge that has to be solved to synthesize polymer/inorganic hybrid 
nanoparticles is the difference in polarity between the two materials. Most of the 
inorganic components are hydrophilic, while a large number of polymers are lipo-
philic. To handle this difference, the surface of the inorganic material has to be 
hydrophobized by addition of organic molecules, which can be either low molecu-
lar entities or polymeric chains. In the following part, we will present three dif-
ferent ways to promote the interaction between inorganic material and polymer: 
the application of a surfactant to hydrophobize the inorganic surface, the covalent 
bonding of a copolymerizable functionalization agent, and the covalent attachment 
of an inert hydrophobization agent.
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As the surfaces of most inorganic oxides (e.g., titania, magnetite or silica) are 
negatively charged, the positively charged head group of a cationic surfactant can 
be attached via ionic interaction [18]. Although this adsorption process offers a 
very simple and cheap route to hydrophobize inorganic nanoparticles, hydropho-
bization by surfactants has a significant disadvantage in the preparation of hybrid 
nanoparticles: the surfactant molecules are still able to desorb from the surface of 
the inorganic material, as ionic interaction is reversible. With regard to the applica-
tion in focus, this reversibility leads to two effects critical for morphology control: 
the surface properties of the inorganic particles are no longer well-defined and the 
total amount of free surfactant in the system is not constant [19].

In a system consisting of poly(methyl methacrylate) (PMMA) and silica par-
ticles hydrophobized with cetyltrimethylammonium chloride (CTMA-Cl), des-
orption of the surfactant leads to a decrease of surface hydrophobicity, which 
prohibits the integration of the silica particles into the polymer matrix [19]. To 
overcome this problem, the interaction of polymer and silica has to be enhanced 
by using a polar co-monomer such as 4-vinylpyridin (4-VP) [19]. The increased 
interaction between polymer and silica results in an improved encapsulation of the 
silica [20].

To overcome desorption of the functionalization agent a second hydrophobiza-
tion technique is proposed: the covalent attachment of organic molecules to the 
surface of the inorganic particles. In the above mentioned system, this can be car-
ried out by silanization of silica with alkoxysilanes such as 3-methacryloxypropyl-
trimethoxysilane (MPS) [21–23]. The mechanism of the silanization was described 
by Philipse and Vrij [24] and consists of different equilibria. Under basic condi-
tions, the alkoxysilane hydrolyzes to form a hydroxysilane. These hydroxyl groups 
are able to condensate and form siloxane oligomers. The chain length of these 
oligomers highly depends on the ambient conditions, especially temperature and 
pH [25, 26]. It is also possible to control the chain length of the polycondensates 
by the addition of a surfactant (e.g., sodium dodecyl sulfate), which limits their 
possible size in solution [23]. The oligomers formed can interact with the surface 
of silica nanoparticles in the next step by hydrogen bonding, leading to reversi-
ble adsorption [24]. Hence, the described process consists of three separate steps: 
hydrolysis, condensation, and adsorption. Each of these steps is sensitive towards 
variations in the reaction protocol and it can take up to several days to reach full 
equilibration [27]. Therefore, a precise control of the ambient conditions is manda-
tory to obtain a product with reproducible properties. After equilibration, the bind-
ing between the particles and the adsorbed functionalization agent can be fixed by 
thermal treatment. The free hydroxyl groups of the adsorbed siloxane oligomers 
condensate onto the silica surface and form covalent bonds [24].

Table 1 shows the effect of a stable connection between silica and functionali-
zation agent. While desorption of a surfactant like CTMA-Cl leads to a decrease 
in particle size, the size remains constant for high amounts of MPS-functionalized 
silica particles [20]. A higher amount of free surfactant also supports  secondary 
nucleation, which leads to a broader size distribution of the resulting hybrid 
 particles [13].



349Continuous Preparation of Polymer/Inorganic …

The next effect to be addressed is the connection between functionalization 
agent and polymer. Different functionalization agents offer the possibility to either 
hydrophobize the inorganic surface with inert end groups like alkyl chains [28, 18], 
or to add a polymerizable end group that can copolymerize with the surrounding 
monomer [29, 22]. Two examples offering these possibilities for the considered 
silica system are octadecyltrimethoxysilane (ODTMS) on the one hand, and MPS 
on the other hand. While the MPS-functionalized particles are homogeneously dis-
tributed inside the polymer particle, the ODTMS-functionalized particles form a 
Janus-like structure (see Fig. 2). This structure is caused by aggregation and segre-
gation processes during polymerization [20].

A completely different strategy to synthesize polymer/inorganic hybrid nano-
particles in miniemulsion is the solvent evaporation technique. Instead of a mono-
mer droplet that polymerizes after sonication, a pre-formed polymer is dissolved 
in an organic solvent such as chloroform or toluene [30]. This polymer solution 
forms the dispersed phase of the miniemulsion. Evaporation of the solvent from 
the miniemulsion droplets leads to precipitation of the polymer and the forma-
tion of nanoparticles. This technique could also allow for the synthesis of hybrid 

Table 1  Particle sizes of hybrid nanoparticles with differently functionalized silica particles [20]

Functionalization agent CTMA-Cl MPS ODTMS

Monomer MMA-co-4-VP MMA MMA

Surfactant Lutensol AT50 SDS SDS

Amount of silica [wt%] Diameter [nm]

1 251 ± 25 122 ± 37 125 ± 45

5 212 ± 24 123 ± 38 126 ± 37

10 200 ± 41 124 ± 42 118 ± 47

20 186 ± 56 120 ± 38 120 ± 53

30 173 ± 58 133 ± 43 149 ± 50

40 145 ± 53 148 ± 58 158 ± 58

Fig. 2  Electron micrographs of PMMA/silica hybrid nanoparticles with a MPS-silica and  
b ODTMS-silica. Scale bars are 200 nm [20]
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nanoparticles with different inorganic materials and varying polymers [31]. Due to 
the lack of copolymerization in this case, it should be possible to figure out the role 
of the compatibility between the polymer and the functionalization agent. The sol-
vent evaporation technique is therefore a promising field for further investigations.

3  Influence of the Surfactant Concentration  
on Miniemulsion Polymerization

3.1  Determination of the Ideal Surfactant Concentration

In miniemulsion polymerization, droplets are transformed to polymer particles 
keeping constant particle size and composition during polymerization. However, 
instabilities in droplet structure may occur due to three main mechanisms:

1. Ostwald ripening leads to a growth of bigger droplets combined with a shrinkage 
of smaller ones due to differences in the Laplace pressures of the droplets. This 
can be controlled by adding an osmotic stabilizer (costabilizer, hydrophobe), 
which results in an osmotic pressure that counteracts the Laplace pressure.

2. Coalescence happens when the droplets are not sufficiently stabilized by 
surfactant.

3. Formation of new polymer particles in the continuous phase by droplet nuclea-
tion [32], micellar nucleation [33], and homogeneous nucleation [34]. Droplet 
nucleation should be the predominant nucleation mechanism in miniemulsion 
polymerization, as only here the composition of the droplet stays constant. 
Micellar nucleation and homogeneous nucleation lead to the unwanted forma-
tion of new polymer particles in the continuous phase and are therefore called 
secondary nucleation.

Before the polymerization starts, the initiator molecules can either be located in 
monomer-swollen micelles, in monomer droplets, or in the continuous aqueous 
phase [35]. The distribution depends on several factors, including first of all the 
hydrophilic properties of the initiator. But even when oil-soluble initiators are 
used, radicals are very likely to be present in the aqueous phase [35–37]. Those 
radicals in the aqueous phase either (re)enter a droplet and lead to droplet nuclea-
tion, enter a micelle and lead to micellar nucleation, or start polymerizing mono-
mer molecules dissolved in the aqueous phase. Those oligomers can either enter a 
droplet or precipitate (homogeneous nucleation) [38].

To avoid changes of droplet size and morphology during polymerization, 
micellar nucleation and homogeneous nucleation, as well as coalescence, need to 
be suppressed. The surfactant concentration is essential to achieve that goal and, 
therefore, has to be adjusted according to formulation and droplet size.

Micellar nucleation can be eliminated by working below the critical micelle 
concentration (cmc). Homogeneous nucleation is more difficult to avoid. It 
depends not only on the surfactant concentration, but also on the solubility of the 
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monomer in water [39], the initiator concentration [40], its solubility in water, and 
the droplet size [40–42]. In this book chapter, we focus on the influence of the sur-
factant concentration. A low surfactant concentration leads to decreased polymer 
particle formation by homogeneous nucleation [40, 43], because less surfactant 
molecules are available to stabilize the generated oligomers. If the particles are 
not stabilized, they are either incorporated into a droplet or, as proposed by Ziegler 
et al. [39], they may aggregate with other particles.

In several investigations it was observed that below the cmc droplet nucleation 
is the dominating nucleation mechanism [15, 44, 45]. Therefore, the first step in 
calculating the maximum surfactant concentration cmax, at which no secondary 
nucleation occurs, is the calculation of the cmc in the miniemulsion.

An approximation of the cmc in an emulsion ccmc,emulsion can be calculated 
using Eq. (1) [46, 47] based on the assumption that surfactant molecules build a 
monolayer at the oil/water (o/w) interface and that no micelles are formed before 
the interface is completely covered:

Here, ccmc,water is the cmc of the surfactant in pure water, Γm is the total 
 adsorption, d3,2 is the Sauter mean diameter and ϕ is the dispersed phase content.

However, for monomer/water emulsions, due to the solubilization of monomer 
in micelles, micelles may be formed before the interface is completely covered 
[48–50]. Hence, the equilibrium between adsorbed surfactant molecules at the 
interface and free surfactant molecules in the bulk has to be regarded. This equilib-
rium can be described via the following mass balance [51].

ctotal is the total surfactant concentration in the emulsion, Vw is the volume of 
the continuous water phase, cb the concentration of free surfactant molecules in 
the bulk phase, AT the total interfacial area in the emulsion and Γ the adsorption 
 (surfactant molecules per surface area). Combining Eq. (2) with the Langmuir 
adsorption isotherm Eq. (3) leads to Eq. (4) with b being the adsorption coefficient.

ctotal equals the cmc in the emulsion (ccmc,emulsion) when cb reaches the cmc in the 
water phase ccmc,water. A new equation for the cmc in the emulsion is the result:

The cmc ccmc,water, the total adsorption Γm as well as adsorption coefficient b 
can be determined via the adsorption isotherm measured at the water/monomer 

(1)ccmc,emulsion = ccmc,water + Γm ·
6

d3,2
·

ϕ

1− ϕ

(2)ctotal · Vw = cb · Vw + Γ · AT

(3)Γ = Γm

c

c+ 1/b

(4)ctotal · Vw = cb · Vw + Γ∞ ·
cb

1

b
+ cb

· AT

(5)ccmc,emulsion = ccmc,water + Γm ·
cmc

1/b+ cmc
·

6

d3,2
·

ϕ

1− ϕ
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interface. The adsorption isotherms of sodium dodecyl sulfate (SDS) and Lutensol 
AT50 at the water/MMA interface were measured and fitted with different 
 adsorption models (see [52] for details). The best fit results are shown in Table 2.

To determine the ideal surfactant concentration experimentally, the stability of 
the droplets during polymerization was measured: it can be characterized via the 
change in Sauter mean diameter of the droplet or particle collective. The size dis-
tribution was measured via dynamic light scattering before and after polymeriza-
tion. The change in Sauter mean diameter, corrected by the alteration of density 
during polymerization, is calculated via Eq. (6). At Δd3,2 = 0, a stable miniemul-
sion polymerization process took place. Values of Δd3,2 < 0 indicate the formation 
of new polymeric particles. In the case of the preparation of composite particles 
this would lead to the presence of unfilled polymer particles besides the target 
composite particles. Values of Δd3,2 > 0 indicate droplet-droplet coalescence dur-
ing polymerization, and thus a loss of size control via the miniemulsification step. 
In this chapter, all surfactant concentrations are given in relation to the continuous 
phase.

In Fig. 3 the change of Sauter mean diameter for different surfactant concentra-
tions and droplet sizes is shown for two different surfactants. SDS is a small ani-
onic surfactant (M = 288.4 g mol−1), whereas Lutensol AT50 (a poly(ethylene 
oxide)-hexadecyl ether with an EO block length of about 50 units) is a nonionic 
surfactant with a molecular weight of M = 2460 g mol−1. In Fig. 3a it can be seen 
that for Lutensol AT50 the surfactant concentration at which no change in Δd3,2 
occurs (stable miniemulsion polymerization) is nearly identical to the cmc in the 
emulsion ccmc, emulsion. For SDS, however, a significant variation between the cmc 
in the emulsion and the ideal surfactant concentration can be seen. For all drop-
let sizes observed, the ideal surfactant concentration is significantly smaller than 
ccmc,emulsion.

(6)� d3,2 = d3,2_after − d3,2_before · 3

√

ρmonomer

ρpolymer

Table 2  Results of fitting the interfacial tension measurements

aα dependence of adsorption activity on molecular surfactant area [54]
ε two-dimensional relative surface layer compressibility coefficient [55]
a intermolecular interaction constant

Surfactant cmc  
(measured at 
water/MMA 
interface) 
[mmol l−1]

Model Mean 
squared error 
of fit and 
experiment 
MSE [−]

Total  
adsorption  
Γmax [mol m−2]

Model 
constants
a, α, εa

Adsorption 
coefficient b 
[m3 mol−1]

SDS 5.5 Reorien-
tation [53]

0.07 1.62 × 10−6 α = 2;
ε = 0

1.7

Lutensol 
AT50

2 × 10−3 Frumkin 0.07 1.35 × 10−6 a = 2;
ε = 0

933.8
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In Fig. 4, the same experimental data is plotted versus the surfactant concen-
tration in the bulk phase. It can be seen, that for SDS the concentration at which 
secondary nucleation occurs is changing with droplet size. Especially for bigger 
droplets, the bulk concentration cb is significantly below the cmc (5.5 mmol L−1) 
when secondary nucleation starts. This is a strong indication for homogeneous 
rather than micellar nucleation being the reason for the change in droplet/particle 
size during polymerization. Furthermore, for SDS the ratio r between surfactant 
molecules in the bulk phase and the number of droplets is nearly constant (see 
Table 3). The oligomers formed in the bulk phase can either be stabilized by sur-
factant molecules or incorporated in a droplet. According to the literature pre-
sented earlier [39–43], we propose that the probability for both events changes, 
depending on r. The higher the number of droplets is, the higher the surfactant 

(a) (b)

Fig. 3  Change of Sauter mean diameter for different surfactant concentrations a for Lutensol 
AT50 and b for SDS

surfactant concentration
in bulk phase cb [mmol.L-1]

surfactant concentration
in bulk phase cb [mmol.L-1]
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Fig. 4  Change of Sauter mean diameter depending on the surfactant concentration in the bulk 
phase for a Lutensol AT50 and b SDS. The dispersed phase content was ϕ = 20 %. The solid line 
corresponds to the cmc of the corresponding surfactant in water
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concentration in the bulk phase can be, without secondary nucleation occurring. 
For Lutensol AT50 the ratio between number of surfactant molecules in the bulk 
phase and droplets is not constant, whereas cb is constant and close to the cmc of 
Lutensol AT50.

For Lutensol AT50, secondary nucleation occurs at exactly the same surfactant 
concentration in the bulk phase for all droplet sizes (Table 3). This value is close 
to the cmc of Lutensol AT50 (2 × 10−3 mmol L−1, measured at the MMA/water 
interface). The small deviation observed may be due to micelles or premicellar 
aggregates [56–58] that are already formed at this concentration and, thus, micel-
lar nucleation takes place. Consequently, we conclude that for Lutensol AT50 
micellar nucleation is the reason for the formation of new particles.

Possible explanations for the different nucleation mechanisms depending 
on the type of surfactant are the differences in dynamic adsorption behavior and 
 equilibrium concentration in the bulk phase, as discussed in [52].

For Lutensol AT50, an example for a slow adsorbing surfactant with a low 
 concentration of free molecules in the continuous phase (see Fig. 5), the ideal sur-
factant concentration correlates with the cmc in the miniemulsion [to be calculated 
with Eq. (5)]. Here, homogeneous nucleation is negligible. For SDS, a surfactant 
depicting fast adsorption kinetics and a high amount of free molecules in the con-
tinuous phase (see Fig. 5), homogeneous nucleation occurs and, consequently, 
new polymer particles are formed at concentrations smaller than the cmc in the 
emulsion. In this case, the ideal surfactant concentration in the bulk phase depends 
on various factors, e.g. the droplet size, the initiator concentration, and the dis-
persed phase content. That is why, for SDS the ideal surfactant concentration has 
to be determined experimentally. If a flexible process is needed, the application 
of Lutensol AT50 or other non-ionic polymeric surfactants with corresponding 
 characteristics is recommended for the stabilization of miniemulsions.

Fig. 5  a Dynamic adsorption behavior of SDS and Lutensol AT50 at the MMA/water interface 
(measured via drop profile and capillary pressure tensiometry) b equilibrium concentration of 
SDS and Lutensol AT50 in the bulk phase for a droplet size of 150 nm and different surfactant 
concentrations [calculated via Eq. (4)]
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3.2  Influence of Inorganic Nanoparticles on the Ideal 
Surfactant Concentration

To show the influence of inorganic particles on the surfactant concentration, the 
parameter Asurf, the theoretical interfacial area per surfactant molecule is applied 
[13, 15, 59]. Asurf is calculated by dividing the total interfacial area in the minie-
mulsion by the number of surfactant molecules at the interface, which results in 
the following equation:

Herein are ϕ the dispersed phase content, Msurf the molar mass of the surfactant, 
csurf the concentration of surfactant, d3,2 the Sauter mean diameter of the drop-
let collective, ρmonomer the density of the monomer, NA the Avogadro constant and 
(1-cb/ctotal) is a correction factor which accounts for the surfactant that does not 
adsorb at the interface but resides in the continuous bulk phase. Asurf shows the 
influence of the inorganic particles on the surfactant concentration needed to stabi-
lize a certain amount of interface can be seen directly.

In Fig. 6, the influence of an inorganic particle load on the change of the Sauter 
mean diameter is shown. The intersection with the x-axis is the ideal value for 
Asurf as no change of droplet size is considered ideal in miniemulsion polymeriza-
tion. It can be seen that Asurf,ideal increases significantly if CTMA-silica particles 

(7)Asurf =
6 · ϕ ·Msurf

d3,2 · ρmonomer · csurf · NA · (1−
cb

ctotal
)

Fig. 6  Change in Sauter mean diameter versus interfacial area per Lutensol AT50 molecule Asurf 
for pure monomer droplets and droplets filled with CTMA-silica in different concentrations
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are added to the dispersed phase. As Asurf is inversely proportional to the surfactant 
concentration this means that the ideal surfactant concentration decreased with the 
addition of the inorganic particles. The surfactant concentration can no longer be 
calculated with Eq. (5). At higher particle load, miniemulsions may even not be 
polymerized ed: With the chosen material system, only a maximum of 5 wt% sil-
ica particles could be homogeneously encapsulated. At 10 wt% silica particles or 
more, the change of droplet/particle size during polymerization indicates the pres-
ence of unfilled polymer particles alongside with the target hybrid ones.

In [19] it was shown that the mechanisms for the increase in Asurf,min are:  
(1) The inorganic particles leave the droplet completely and falsify the 
 measurement results. (2) The inorganic particles are localized in the interface, 
replacing the surfactant molecules there and forcing the latter to reside in the 
 continuous phase. (3) The hydrophobizing agent CTMA-Cl desorbs from the silica 
particle surface and acts as additional surfactant.

The first mechanism can be avoided by the addition of 4-vinylpyridine to the 
dispersed phase (see Sect. 2). Mechanism 2 and 3 cannot be avoided when using 
a physical modification agent (see [19] for details), therefore a chemical modifica-
tion of the particle surface is recommended. In order to achieve a chemical modi-
fication, particles were hydrophobized with MPS (see Sect. 2) and thoroughly 
washed to avoid the presence of additional, adsorbed MPS molecules on the parti-
cles. If these particles are added to the monomer phase even at a particle concen-
tration of ω = 30 %, no influence of the particle load on the ideal value for Asurf, 
and therefore the surfactant concentration, could be measured (see Fig. 7). The 

Fig. 7  Influence of MPS-silica particles on the ideal surfactant concentration (surfactant:  
Lutensol AT50, ϕ = 20 %, details for particle preparation as well as the fit can be found in [60])
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influence of the ideal surfactant concentration on the particle morphology is shown 
for MPS-Silica particles in Fig. 8.

For MPS-silica particles it is possible to produce hybrid nanoparticles with a 
high particle load without producing unfilled polymer particles by secondary 
nucleation. The surfactant concentration can be adjusted independently from the 
particle load. Only if the droplet size depends on the particle load (e.g., due to an 
increased viscosity), the surfactant concentration has to be adjusted.

Fig. 8  TEM-pictures of 30 % MPS-silica encapsulated in PMMA. a, b Ideal surfactant concen-
tration (Lutensol AT50, Asurf = 3.0 nm2, ctotal = 4 mmol L−1). c, d surfactant concentration too 
high (Lutensol AT50, Asurf = 1.2 nm2, ctotal = 12 mmol L−1)
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4  Design of a Scalable Continuous Process Route

4.1  Utility of High Pressure Homogenization (HPH)  
in Regard to Miniemulsion Polymerization

For the production of inorganic/polymer composite nanoparticles via miniemul-
sion polymerization, the emulsification step prior to the polymerization of the par-
ticle loaded monomer droplets is of great importance. By adjusting the surfactant 
concentration (see Sect. 3), coalescence as well as secondary nucleation during 
polymerization resulting in additional unfilled polymer particles can be prevented, 
and the composite particle size distribution is determined directly in the emulsifi-
cation step [13, 61].

In general, droplet deformation and breakup is governed by counteracting 
deforming viscous stresses and shape conserving interfacial and viscous stresses 
[62, 63]. In order to characterize different emulsification devices regarding their 
efficiency, a suitable method is to compare the respective applied energy den-
sity EV. EV is defined as the power input P divided by the flow rate of the emul-
sion 

·

V  [64]. Therefore, EV is a value characterizing the mean value of all stresses 
applied to the droplets in the emulsification step. When deforming and breaking 
particle loaded droplets, their rheological properties have to be taken into account. 
Typically, particle suspensions show an increase in viscosity and a shear thinning 
behavior with increasing particle load [65]. At lab scale, batchwise ultrasonication 
is widely used to emulsify particle loaded droplets [66–68], even when not being 
efficient in energy use. For an industrial application, a continuous, energy efficient 
process is required. HPH is a suitable technique to produce submicron droplets at 
a high throughput [17]. However, it has to be mentioned that HPH so far has been 
rarely used to prepare miniemulsions for polymerization [11, 14].

In Fig. 9, ultrasonication and HPH are compared regarding the droplet sizes for 
varied monomer viscosities [21]. The high pressure homogenizer was equipped 
with an orifice valve of spherical cross-section (diameter d = 0.2 mm, length 
l = 0.4 mm). As found in all emulsification processes, on the one hand the drop-
let size increases with increasing dispersed phase viscosity when emulsifying at a 
constant energy input. On the other hand, the droplet size decreases with increas-
ing energy input for a constant dispersed phase viscosity [69]. When comparing 
HPH with ultrasonication for the emulsification of monomers of higher viscosities 
(here η = 600 mPa s), the resulting droplet size is smaller when using HPH despite 
the mean energy input being lower by a factor of 10. This can be explained by 
a broad and inhomogeneous distribution of shear rates and a very short residence 
time of droplets in the spatially confined breakup zone of ultrasonic devices [70]. 
This results in stresses that are mostly too low or applied for a period too short for 
deforming and breaking high viscous droplets.

This signifies that HPH is not only favorable regarding scalability and a contin-
uous process design, but it is also better suited to break up high viscous droplets, 
as found in particle-loaded miniemulsions.
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For a feasibility test, a lab-scale continuous polymerization reactor was built. 
The continuous polymerization of a pure MMA miniemulsion was realized in 
a simple plug flow reactor (material polypropylene, tube length l = 18 m, tube 
diameter d = 8 mm) yielding a stationary conversion around 99 % (see Fig. 10).

Fig. 9  Comparison of mean droplet sizes resulting from HPH or ultrasonication. The dispersed 
phase viscosity was adjusted by dissolving different amounts of PMMA in the monomer. The 
droplet size distribution was measured with dynamic light scattering (DLS); the surfactant con-
centration was 10 mmol L−1 SDS with respect to the continuous phase

Fig. 10  Conversion versus time curve; ϕ = 10 %; without particles; ϑ = 80 °C; volume 
flow = 0.4 ml s−1, ω(SDS) = 0.3 %
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4.2  Influence of Inorganic Particles on Droplet Breakup  
in High Pressure Homogenizers

The influence of silica nanoparticle load and agglomerate size on the drop-
let breakup was investigated [21]. For this, the silica nanoparticle agglomerates, 
formed in their functionalization step followed by phase transfer to the monomer, 
were deagglomerated. Different agglomerate sizes were achieved by applying dif-
ferent wetting times tw of silica agglomerates in monomer (MMA) and additional 
deagglomeration by ultrasonication. Figure 11 shows the influence of agglomerate 
size on the breakup of droplets filled with this agglomerates in a high pressure 
homogenizer equipped with a simple orifice valve (d = 0.2 mm, l = 0.4 mm), and 
the corresponding viscosity of the respective dispersed phase.

If the silica nanoparticles are added to the monomer without prior wetting or 
deagglomeration (tw = 1 h); a significantly increased droplet size in compari-
son to pure monomer droplets (shown in Fig. 9) can be observed. With increas-
ing wetting time, the silica agglomerate size decreased and so does the resulting 
droplet size. However, no difference in viscosity could be observed for different 
wetting times of the suspension (see Fig. 11, right). Consequently, the differences 
in the resulting droplet size between tw = 1 h and tw = 1 d are probably due to 
agglomerates disturbing the droplet breakup. For low energy densities, however, 
the effect of wetting time was more pronounced than for higher energy densi-
ties. A possible explanation is that at higher energy densities not only droplets 
but also the agglomerates inside the droplets are reduced in size. At a short wet-
ting time (tw = 1 d) and a low energy input, the agglomerates may not break up 
and hence disturb the droplet breakup, resulting in bigger droplets. The positive 
effect of pre-wetting on the deagglomeration of several inorganic (nano) particles 
is described in literature [71, 72] and was affirmed for this suspension [21]. To 
investigate the influence of the agglomerate size on the emulsification the silica 

Fig. 11  Left Influence of the wetting time of the silica particles in MMA (and correspondingly 
the Sauter mean diameter of the particle agglomerates xparticle) on the Sauter mean diameter of 
the silica loaded MMA droplets. The droplet size distribution was measured with static light scat-
tering (SLS). Right resulting shear viscosity functions
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particles were deagglomerated to their primary particle size of about 25 nm by 
wetting them for seven days and subsequently exposing them to an energy density 
of EV = 1750 MJ m−3. If this suspension was emulsified via HPH, the size of 
the loaded droplets decreased significantly (e.g., from about 400 nm to less than 
200 nm for a homogenization energy of EV = 50 MJ m−3). The resulting decrease 
in viscosity did surely help in reducing the droplet sizes. It has to be noted that 
even for well dispersed silica primary particles the resulting droplet size increases 
with increasing particle load (see Fig. 12). Droplets with a particle load of 40 and 
50 wt% were broken up to a droplet size below 200 and 300 nm, respectively. By 
increasing the particle load up to 60 wt%, a massive increase in droplet size was 
observed, but still homogeneous composite particles were produced [21]. The 
increase in droplet size can only partially be explained by the increased viscosity 
of the dispersed phase (for details see [60]).

Similar results are found in literature for the emulsification of particle loaded 
droplets by ultrasound [22, 66, 68]. It is questionable if the bulk viscosity increase 
is the only reason for the hindered droplet breakup. The complex rheological 
behavior of suspensions and the possible interactions of the nanoparticles at the 
liquid-liquid-interface have to be taken into consideration in understanding these 
effects. Numerical simulation of the influence of nanoparticles on droplet deforma-
tion yielded a decreased deformation for an increased particle load due to viscous 
and interfacial effects [73]. Depending on particle-particle- and particle-fluid-inter-
actions, suspensions show an increase in shear thinning or viscoelastic behavior 
with increasing particle load [65]. Investigations with non-Newtonian fluids with-
out particles showed that droplet deformation and droplet disruption is reduced by 

Fig. 12  Influence of the silica particle concentration on the size of the particle loaded droplets. 
The silica particles have been deagglomerated down to the primary particle size of x = 25 nm 
prior to homogenization. The droplet size was measured with SLS
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visco-elastic effects [73, 74]. Regarding shear-thinning droplets, the deformation 
and breakup of these droplets is similar [75–77] or reduced [78, 79] compared to 
Newtonian droplets, if the shear rate dependent viscosity during droplet breakup is 
considered. Further investigations focusing on the effect of colloidal particles on 
the droplet deformation and breakup are therefore required.

For nearly all experiments, an increase of energy density from 50 to 
100 MJ m−3 led to a larger droplet size. An increase of droplet size with increasing 
energy input is typically explained by insufficient stabilization of the droplets and 
fortified coalescence [46]. This, however, is astonishing, as smaller droplets without 
nanoparticles could be stabilized at EV = 100 MJ m−3 using the same surfactant 
concentration (Fig. 9). A possible explanation is the increasing coalescence due to 
the so-called “pin-effect” of particles protruding into the continuous phase [80]. 
These particles form bridges between the surfaces of two droplets which leads to 
rapid film rapture and therefore increased coalescence.

4.3  HPPF Homogenization for Reduced Abrasion  
and Process Intensification

Particles in the monomer phase may influence equipment service life. Regarding 
an industrial implementation, this influences production costs. The service life of 
high pressure homogenizers is mainly limited by wear and abrasion in the pumps 
and the disruption unit. Wear also leads to an unwanted product contamination. 
Therefore, a method to quantitatively determine wear in HPH of particle loaded 
miniemulsions was developed [80]. The passage of 1 kg of silica particles through 
an orifice valve at Δp = 900 bar led to a significant increase of the volume flow 
through the orifice valve by more than 35 %. This change in volume flow can be 
cause by erosion of the inlet geometry and/or the orifice diameter. The same nega-
tive effect was observed when the silica particles were encapsulated in a monomer 
phase, making high pressure homogenization of particle-loaded miniemulsions a 
challenge.

Abrasion in the disruption unit of high pressure homogenizers can be avoided 
using the High Pressure Post Feeding (HPPF) valve setting, as proposed by [81]. 
Here, the fluid which contains the abrasive material is added into the jet forming 
directly after the orifice valve (see Fig. 13) [81, 82].

Emulsification in the HPPF geometry is possible due to the forced passage of 
the droplet containing phase through the turbulence field after the orifice valve 
[83, 84]. However, the droplets do not get elongated at the valve inlet, which is 
reported to be essential for the disruption of high-viscous droplets [47, 85, 86].

Figure 14 compares the resulting droplet size for a miniemulsion contain-
ing 50 wt% functionalized silica emulsified with a conventional orifice valve and 
a HPPF valve. For low homogenization pressure, HPPF homogenization yields 
significantly bigger droplets. This phenomenon is also known for Newtonian 
dispersed phases without particles [87]. A possible explanation is the above 
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mentioned missing elongation in the valve inlet. For higher homogenization pres-
sures comparable droplet sizes can be achieved with both valves. Here, the dis-
ruptive stresses in the turbulent zone after the valve outlet are dominating and the 
highly viscous droplets can be broken up. TEM images of polymerized compos-
ite particles (see Fig. 15) which were emulsified with an HPPF valve do also not 
show a difference in the composite particle structure in comparison to particles 
produced with a conventional orifice valve. Additionally less energy density is 
required in the HPPF setup as only a part of the final emulsion phase passes the 
pump, making high-pressure homogenization with a HPPF setup a suitable tech-
nique for miniemulsion polymerization.

If the desired composite nanostructure can be achieved through a fast function-
alization, the HPPF technique offers further possibilities for process intensification 
regarding the miniemulsion polymerization. The main idea is depicted in Fig. 16. 
Instead of time consuming batch-functionalization prior to the emulsification, the 

Fig. 13  Geometry details of a a conventional orifice valve and b a high pressure post feeding 
(HPPF) valve

Fig. 14  Comparison 
of emulsification with a 
conventional orifice valve  
and a HPPF valve. The 
dispersed phase content was 
10 wt% after emulsification. 
The droplet size was 
measured with SLS



365Continuous Preparation of Polymer/Inorganic …

functionalization is incorporated in the emulsification step. Several processes have 
to go on simultaneously. The inorganic particles have to be deagglomerated and 
brought into contact with the functionalization reagent. The functionalized par-
ticles have to collide with broken monomer droplets and pass the liquid-liquid-
interface. The particle loaded droplets have to be stabilized by surfactant. Due to 
the high mixing efficiency and the high disruptive stresses in the turbulent zone 
behind the valve outlet, the HPPF device could be a suitable device for these tasks.

For a proof-of-concept, magnetite particles and ricinoleic acid as function-
alization reagent were used in cooperation with Prof. Peuker (TU Bergakademie 
Freiberg) and Prof. Schmid (Universität Paderborn). The particle system was 

Fig. 15  TEM picture of hybrid particles with 50 wt% silica particles emulsified with an HPPF valve

Fig. 16  Incorporation of the functionalization step into the emulsification step
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chosen as simultaneous modification and phase transfer was already achieved 
at a planar interface. The functionalization of magnetite with ricinoleic acid is 
described in detail in [88, 89].

The high-pressure process implementation is depicted in Fig. 17. The pre-emul-
sion containing the monomer phase and the functionalization reagent was con-
veyed through the high pressure pump and the orifice. In a first mixing chamber 
of the HPPF valve, the magnetite-suspension was added. The surfactant was added 
in a second mixing chamber. In order not to disturb the interaction between ricin-
oleic acid, magnetite particles and the liquid-liquid interface between both mixing 
chamber a residence time of about 0.5 s was realized using a high pressure tube 
with a length of 1 m before adding surfactant.

Without additional surfactant, the emulsion could not be stabilized solely be 
the ricinoleic acid and phase separation occurred. The coalesced monomer phase 
was loaded with magnetite particles, showing that the phase transfer of magnet-
ite was successful (see Fig. 18). With additional surfactant, a stable miniemul-
sion resulted. TEM images of the composite parties after polymerization however 
revealed that the magnetite particles were located at the polymer particle interface 
and inhomogeneously distributed (see Fig. 18). Presumably pickering emulsions 

Fig. 17  HPPF process intensification set up; 1 pre-emulsion (ω(MMA) = 9.8 %, ω(hexadecane)  
= 0.4 %, ω(initator 59) = 0.2 %, ω(ricinoleic acid) = 0.3 %); 2 magnetite suspension (pH = 8, 
ω(magnetite) = 2.7 %); 3 high pressure pump (Δp = 1000 bar); 4 HPPF device  (orifice diameter 
d = 0.2 mm, 2 mixing chambers); 5 surfactant solution (ω(Lutensol AT50) = 1.9 %; 6 fine emulsion 
(ϕ = 13.4 %); all mass fractions are based on the total mass of the fine emulsion
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were formed during droplet breakup and the subsequent phase transfer of the mag-
netite particles during coalescence without the presence of an effective surfactant. 
The formation of pickering emulsions is often favourable due to the high energy of 
attachment of nanoparticles to a liquid-liquid-interfaces according to their hydro-
phobicity [90] making a phase transfer without coalescence procedures difficult. 
Another problem could be that the functionalization reagent chosen can not copo-
lymerize with MMA. Even if the phase transfer was successful, an accumulation 
of the nanoparticles at the interface probably occurs during polymerization (see 
Sect. 2). This hypothesis was confirmed by conducting the phase transfer of the 
magnetite particles into the monomer phase in a stirred vessel prior to the emul-
sification step. All other parameters were kept constant. TEM images of the parti-
cles after polymerization showed that the magnetite accumulated at the interface. 
Therefore, it is still questionable whether a phase transfer can be realized in very 
short residence times in the HPPF device. Further research regarding suitable 
functionalization reagent-monomer combinations is recommended.

5  Concluding Remarks

Polymer/inorganic composite nanoparticles can be produced by miniemulsion 
polymerization. In order to achieve the desired morphology, the interactions 
between functionalization reagent, inorganic nanoparticle, monomer, and sur-
factant have to be controlled. High pressure homogenization proved to be most 
promising for the production of polymer/inorganic composite nanoparticles. 
Highly viscous dispersed phases and monomer phases of a high particle load can 
be broken up efficiently to droplet sizes required for miniemulsion polymeriza-
tion. The process is well suited for an industrial application, it can be scaled up to 
throughputs of several thousand liters per hour. Abrasion on the disruption unit can 
be avoided by using a HPPF setup.

Fig. 18  Left 1 magnetite loaded monomer phase, 2 unstable emulsion; right TEM image of 
hybrid particles with a magnetite load of 2.7 wt%. Scale bar is 500 nm
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Abstract The emphasis of the study presented is on a new process of particle 
extraction to transfer magnetite nanoparticles from an aqueous into an immiscible 
organic phase directly through the liquid-liquid interface. For the production of high-
quality organosols, stabilized colloidal and functionalized particles are required in 
a liquid organic phase. The mechanism of phase transfer is initiated by adsorption 
and chemical binding of surfactants (fatty acids) at the particle surface. The resulting 
physico-chemical dispersion of the hydrophobically modified particles leads to the 
formation of the stabilized organic colloid, or organosol. The aim here is to demon-
strate the entire chain of the transfer process in a continuous miniplant, which com-
prises particle synthesis, conditioning, and transfer, and which uses a drop column 
for extraction and as a transfer device. Based on the investigation of the governing 
principles and the material parameters, the results obtained for the transfer kinetics 
in the individual contact devices (centrifuge, single-drop column, and drop column 
for different operations) are used for the dimensioning of the entire process chain.
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1  Introduction

1.1  Properties and Applications of Colloidal Organosols  
with Nanoscaled Magnetite Particles

Colloidal organosols with nanoscaled magnetite particles are one example of 
a  ferrofluid, which is also termed a magnetic fluid. Such suspensions consist 
of a  dispersed solid phase of magnetic particles (iron, nickel, cobalt, magnet-
ite, or cobalt ferrite) with diameters in the range of ten nm, which are dispersed 
in an organic phase (oil or alkane). The problem, however, is that on an indus-
trial scale, the nanoparticles are synthesized mainly in the aqueous phase, but the 
application takes place in the organic phase. The particle transfer is convention-
ally achieved by strategies based on filtration with subsequent drying and redisper-
sion steps. For technical applications, the particles have to be stabilized against 
 sedimentation, demixing by magnetic field gradients, and attractive van der Waals’ 
forces between the particles. In principle, the method of electrostatic repulsion can 
be used, where the repulsion is created by particle surface charges of the same 
polarity. Furthermore, the method of steric stabilization can be applied, where 
long-chained amphiphile polymers are adsorbed on the particle surface, leading 
to higher  distances between the particles. Moreover, the properties of the nano-
particles are restricted. Due to their increased surface area /volume ratio, they tend 
toward agglomeration and oxidation [1, 2]. Hence, the development of a continu-
ous particle extraction process at the interface of two liquids is of great impor-
tance, and could be realized as an engineering concept in a miniplant using a drop 
column as the transfer device. The first experiments in this area of research took 
place in 1968 [3].

Due to the special magnetic properties of the magnetite nanoparticles used, 
especially in combination with polymers [4–6], the potential for further research 
is quite extensive. Therefore, research areas can be found in the field of functional 
materials and magnetic fluids applied in frictionless dynamic systems, e.g. for 
sealing of fast-rotating shafts, in the semiconductor industry, in vibration dampers, 
and in tweeters [7, 8]. In addition, possible areas of technical application are coat-
ings and composite materials [9, 10] utilized in chemical reactors as magnetically 
separable catalyst materials [11], as well as in the biomedical field [12–14].

1.2  Process Steps for Continuous Production of a Magnetite 
Organosol

Figure 1 shows an overview of the process steps applied in the production of a 
magnetite organosol in an aqueous phase with downstream conditioning and the 
transfer of the particles into the organic phase. Furthermore, basic methods of 
the individual processes and devices used are described. In the 1960s, suitable 
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procedures were developed for the first time for the creation of magnetic fluids 
by “top-down” methods. Ball mills were used to obtain ferromagnetic nanopar-
ticles with diameters in the range of 100 nm. Today, magnetic fluids are mostly 
produced by colloid chemical precipitation [1].

Typically, the nanoparticles are precipitated in the solvent in the presence of a 
surfactant [1]. One problem at this point is often the adsorption of the surfactant 
at the right time, such that, on the one hand, the particles do not agglomerate to 
larger complexes than required, and on the other hand, that the mechanism of 
growth is not too slow as a result of the thick surface coating of the surfactant [1]. 
Because of this problem, the synthesis process used in the present work was 
 performed in a modified way. During synthesis, no surfactant was introduced into 
the system. Therefore, the synthesized nanoparticles initially formed agglomerates 
that were to be disintegrated by the surfactant into primary particles during the 
transfer process, or in the organic suspension after the transfer of the agglomer-
ates [15]. The chemical reaction used for the precipitation of magnetite is given by 
Eq. (1).

The water soluble salts ferrous sulfate and ferric chloride are used for the sup-
ply of iron atoms. The oxidizing agent ammonium hydroxide was introduced in a 
hyperstoichiometric quantity to achieve high nucleation rates, which are required 
for obtaining nanoscaled magnetite crystals. In this work, the reaction was per-
formed in a T-mixer (University Paderborn) or in a stirred tank reactor (TU BAF).

(1)Fe
II
SO4 + 2Fe

III
Cl3 + 8NH4OH↔Fe3O4 + (NH4)2SO4 + 6NH4Cl+ 4H2O.

Fig. 1  Process steps, methods, and devices for continuous production of magnetite organosols
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Because of undesired ionic side products in the form of chlorides, sulfates, 
and ammonia which may disturb the transfer process, at least part of the aqueous 
carrier fluid has to be exchanged for purified water to reduce ion concentration 
in the suspension. Another reason for the reduction of ion concentration is that, 
at high concentrations, hardly any electrical repulsion between the particles can 
be achieved [16]. The process of exchanging the water can be carried out by, for 
example, decantation or filtration of the suspension. Both methods have as their 
aim the retention of particles while the carrier fluid is changed. For decantation, 
the magnetic particles can be fixed at the bottom of the vessel by a permanent 
magnet. With the filtration process, selective membranes are needed which sepa-
rate a particle-free fluid permeated by ionic components from a retentate in which 
the magnetic particles are suspended.

Figure 2 outlines the transfer of magnetite particles, which can be divided into 
a number of fundamental steps [16].

First of all, the particles reach the interphase between the fluid phases. This is 
realized due to the destabilizing conditions within the magnetite suspension (aque-
ous phase). This means that the magnetite nanoparticles have surface charges in 
the aqueous phase, which lead to the formation of an interfacial potential between 
the solid and liquid aqueous phases. Thus, the particle surface is polar or, rather, 
hydrophilic as a result of the attachment of water molecules or hydroxyl ions to 
the iron ions of magnetite. Depending on the pH value of the aqueous phase, the 
dissociation of the hydroxyl groups takes place [17], as shown in Fig. 3.

Following the synthesis process, the aqueous phase has a pH value of approxi-
mately 8.5, which means that the magnetite nanoparticles have a negatively 
charged surface. The positively charged ammonium ions form a counter-ion layer 
around the particles, resulting in an electrochemical double layer. Thus, the sta-
bilizing effect of the surface charge is compensated according to the DLVO the-
ory. As a consequence, mutually attracted particles form agglomerates due to the 

Fig. 2  Scheme of the fundamental steps in the process mechanism of phase transfer

Fig. 3  Scheme of the 
dependency of the surface 
charge of magnetite on pH 
value in the aqueous phase
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dominant interaction forces—such as van der Waals’ forces—and the particles can 
then be transported through sedimentation to the liquid-liquid interface.

At the interface, the surfactants from the organic phase interact with the hydro-
philic particle surface, which leads to a chemical adsorption around a bidendate 
chelate complex [18]. Thus, the partially nonpolar magnetite surface formed 
implies the hydrophobization and functionalization of the particles, leading to 
the preferred wetting of the modified particle surface by the organic liquid. This 
allows the phase transition of the magnetite in the organic phase as the third step 
of the process mechanism. In the last step, stable organic colloids are formed by 
deagglomeration of the particles as well as physicochemical dispersion due to the 
strong repulsive potential of the adsorbed surfactant molecules [15].

Figure 4 outlines the variety of surfactants used. The surfactant molecules are 
fatty acids with different hydrophobic nonpolar carbon chain lengths and a hydro-
philic polar carbon acid group (R-COOH). Caprylic acid (CA), lauric acid (LaA), 
and myristic acid (MA) are counted among the saturated fatty acids, with carbon 
chain lengths of C8 (CA), C12 (LaA), or C14 (MA). In contrast, oleic acid (OA), 
linoleic acid (LiA), and ricinoleic acid (RA) are C9-unsaturated C18 fatty acids. In 
addition, LiA has a second double bond at C12, while RA has a hydroxyl group at 
C12 that acts as an additional functional group.

Owing to the fact that a phase transfer in the absence of surfactant molecules is 
impossible, they have an extraordinarily important function in the process mechanism.

2  Synthesis and Conditioning of an Aqueous Magnetite 
Suspension

In this chapter, the first two preparatory steps of the production chain shown in 
Fig. 1 are discussed. The final target of demonstrating a continuous process for 
manufacturing nanoscale magnetite organosols is examined. The focus here lies on 
the devices found to be appropriate for the miniplant. In Sect. 2.1, the process of 
precipitation in a T-mixer is discussed, while in Sect. 2.2, the filtration process for 
conditioning of the suspension is specified.

Fig. 4  Presentation of the saturated surfactant molecules (at the top) and the unsaturated C18 
surfactants (at the bottom) used for the phase transfer process
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2.1  Precipitation of Nanoscale Magnetite Particles  
in a T-Mixer

The first step was the wet chemical precipitation of the magnetite nanoparticles 
in an aqueous phase with a T-mixer. Figure 5 shows the chemical components 
involved as described in Sect. 1.2, including their amounts and volumetric flows. 
Dissolved in fully demineralized water from the left side, the iron supply media 
FeIISO4 (a) and FeIIICl3 (b) in their hydrated forms were conveyed by a diaphragm 
pump to the mixing zone. These chemicals were acquired from Merck in ana-
lytical quality (≥99.5 %) (a) and AppliChem in purest quality (≥98 %) (b). The 
ammonium hydroxide precipitant was typically introduced in a hyperstoichiomet-
ric manner at a factor of 1.5 (as shown in Eq. 1).

Figure 6 shows the relevant process steps for synthesizing magnetite in an 
aqueous phase. As a result of the chemical reaction, the initial supersaturation of 
iron ions occurred. As a result of supersaturation, the nucleation process started. 
According to the classical nucleation theory, the driving force of nucleation is an 
energy yield as a result of a reduction in Gibbs free energy, which is proportion-
ate to the volume of the seed and, therefore, to the cube of the seed radius. For 
forming a new seed out of a homogenous phase, energy is required to bring out 
its new surface. This work is referred to as nucleation energy, and is proportion-
ate to the surface tension and the size of the surface itself. As a result of competi-
tion between these two forces, a critical seed radius is necessary for creating new 

Fig. 5  Mixing zone of the T-mixer with geometric sizes, educts and products as well as their 
concentrations and flows

Fig. 6  Relevant process steps for the synthesis of magnetite
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stable seeds. Seeds with a size under the critical radius decompose while seeds 
bigger than the critical radius are stable, grow, and can form agglomerates with 
other particles.

Experiments have shown that with an increase in the volumetric flow rate and, 
additionally, the energy input and temperature, smaller particles can be generated. 
Under the conditions shown in Fig. 5, production of sufficiently small particles 
can be ensured [19].

Figure 7 shows that the size of the precipitated primary particles was approxi-
mately 15 nm. The specific surface of the magnetite particles was nearly 65 m2/g, 
which was determined using the BET-method [20]. After synthesis the particles 
were highly agglomerated, which was caused by the high concentration of ionic 
components that suppressed the particle stabilization described in Sect. 1.2. The 
resulting process of conditioning is explained in Sect. 2.2.

2.2  Conditioning of the Aqueous Magnetite Suspension  
by the Filtration Process

The main purpose of the conditioning process is the reduction of ionic components 
in the precipitated suspension without the loss of particles. To this end, membrane 
filters are regarded as suitable devices for separating particle-loaded retentate 
flows from particle-free permeate flows in which ionic components are dissolved. 
Figure 8 shows a simplified flow chart of the cross-flow filtration process used and 
the structure of a filter capillary with in- and outgoing flows.

Initial experiments have been realized for dimensioning of the filter process to be 
used in the miniplant. Therefore, a commercial membrane filter module MF 7 with 
hollow fibers made of polysulfone for the application of hemodialysis from the firm 
Meditechlab with a filter area of 1.6 m2 was tested in batch mode. For measurement 
of the concentration of ions in the suspension, the electrical conductivity of the sus-
pension was determined. Figure 9 shows the behavior of mass in the source tank of 
the suspension and the detected conductivity over the filtration process for a suspen-
sion with a volume of 2.7 l and a particle mass concentration of 2 m%.

Fig. 7  TEM image of 
synthesized magnetite 
particles [20]
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In the first phase of the filtration process, the volume of the suspension was 
reduced to half of the initial volume. In this way, the reduction in volume was a 
direct result of the permeate flow. This flow was forced by the transmembrane 
pressure (TMP) from the inside of the capillaries to the housing of the filter mod-
ule. The pressure in the housing in turn caused a convective flow over the selec-
tive membranes. The retentate was recycled to the surge suspension tank, and the 
ion concentration in this phase was nearly constant. After volume reduction in a 
second phase, fresh rinsing water was pumped from a tank into the filter module 
and was channeled through the retentate pipe to top up the suspension to its initial 
volume. By introducing rinsing water into the filter module, a very important site 
effect also occurred. Figure 10 shows pressures and the permeability [21] of the 
membranes during conditioning of the suspension. In the first phase of the filtra-
tion process, the permeability of the membranes decreased as a result of particle 
deposition on the inside of the hollow fibers. By purging at a pressure of more 

(a) (b)

Fig. 8  Flow chart of filtration process (a), and functional principle of the filter module (b)
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than two bar, the filter was effectively protected against irreversible blockage, 
while deposited particles were returned into suspension. The return to the initial 
situation—with regard to pressures, volume flows and, therefore, permeability 
after the completion of both phases of the batch process—confirmed the efficiency 
of the cleaning strategy. The process was repeated until the desired ion concentra-
tion was reached. For experiments in the single-drop device, a very low concen-
tration in the area of 0.5 g/l had to be achieved to create stable individual drops, 
which corresponded to a conductivity of 0.987 ± 0.2 mS/cm as shown in Sect. 3. 
For transfer in other devices, ion concentrations can be significantly higher.

3  Particle Transfer Process

In this chapter, the transfer devices used for the production of organosols are 
described including their important parameters. With respect to the colloidal sta-
bility of organosols produced in the centrifuge and drop column transfer devices, 
the experimental results are compared with the theoretical model of Hansen [22].

3.1  Laboratory-Scale Centrifuge (Hettich Universal 30F) as 
Transfer Device

Using the laboratory centrifuge as a transfer device, the aqueous phase was placed 
on top of the organic phase, as shown in Fig. 11a Dichloromethane (DCM) was 
used as the organic solvent due to its having a higher density than water. The 
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phase transfer itself was carried out at 1000 rpm (145 g) for 60 min. Figure 11b 
suggests that an ammonia concentration above 10−2 m% in the aqueous phase is 
necessary for a complete phase transfer of the used magnetite particles from the 
aqueous into the organic phase (transfer yield is approximately 100 %), which cor-
responds to a pH value in the range of between slightly less than 8.5–9 and a zeta 
potential ζ of approximately −20 mV. Subsequently, the transfer yield ϕ or, rather, 
the yield of transferred magnetite particles ϕmagn,trans was determined by measur-
ing the iron content of the magnetite mass concentration using atomic emission 
spectroscopy (AES), as shown in Eq. (2).

The zeta potential and the particle sizes were measured in the diluted aqueous 
phase by photon correlation spectroscopy (PCS, Malvern Instruments Zetasizer 
Nano ZS) [2, 23]. Exclusively for the two saturated fatty acids myristic acid and 
lauric acid, a pH value of 8.0 is important to prevent bilayer formation and steric 
stabilization of the particles in the highly ionic aqueous phase [15].

By the identification and quantification of the material process parameters, 
including the surfactant ratio on magnetite particles XS/M as well as the surfactant 
concentration in the solvent xS, the liquid-liquid phase transfer could be performed 
efficiently and with a high reproducibility, with a minimized use of surfactants 
and high transfer rates and yield. Typical values for XS/M and xS were 0.2 g/g and 
2 m% for monolayer coverage on the particles. This result was that secondary 
effects like emulsion and oleate formation as well as water entrapment could be 
excluded [2, 23].

(2)ϕmagn,trans =
βmagn,trans

βmagn,PT,theor

Fig. 11  Scheme of the laboratory-scale centrifuge for the application of the phase transfer in a 
centrifugal field (a), and quantification of the influence of ammonia on the phase transfer with 
ricinoleic acid as surfactant (b)
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The ratio of specific surfactant amount to magnetite particles XS/M and the 
mass fraction of surfactant in the solvent xS are defined by Eqs. (3) and (4).

That the agglomeration process of magnetite nanoparticles is reversible due to the 
unstable conditions in the aqueous phase is shown in Fig. 12. Examining the parti-
cle size volume distributions Q3(L)

1 in (a), it becomes clear that the particle size of 
the agglomerates and aggregates formed in the aqueous phase could already be 
reduced by ultrasonic treatment of the precipitation and, further, through surfactant 
coverage of the particles, which resulted in production of the organosol (RA@
Fe3O4). In addition, the median values of the functionalized magnetite particles in 
the organic phase using the unsaturated surfactants ricinoleic acid (RA), linoleic 
acid (LiA) and oleic acid (OA) with different surfactant concentrations in the sol-
vent xS (Fig. 12b) verified the disintegration of the agglomerates into particles with 
a primary particle size of approximately 15 nm.

However, the increase in primary particle size to nearly 20 nm with ricinoleic 
acid (RA) as the surfactant can be explained using the deagglomeration model 
based on the Alexander de Gennes theory (AdG), and is given by Eq. (5) [24].

(3)XS/M =
msurfactant

mmagnetite

(4)xS =
msurfactant

msurfactant + msolvent

1 The particle size is denoted by L to ensure a clear distinction to the mass fraction of surfactant 
in the solvent xs.

(5)P(D) =
kB · T

s3
·

[

(

2 · δ

D

)
9
4

−

(

D

2 · δ

)
3
4

]

Fig. 12  Particle size volume distributions of the precipitated magnetite particles, the pretreated 
precipitation with ultrasound, and the functionalized particles (a). Median values of the coated 
magnetite nanoparticles with the unsaturated C18 fatty acids according to different surfactant 
concentrations in the solvent (b)
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The deagglomeration model is well established for the repulsive force dem-
onstrated as pressure P between two surfaces at a distance D, covered by grafted 
polymers with a chain length δ, the distance between the chains on the particle sur-
face s, the Boltzmann constant kB, and the temperature T . Indeed, this theory can 
be applied for the deagglomeration and colloidal stability of magnetite particles in 
polymer solutions [15].

Furthermore, the solubility of the surfactant molecules in the solvent (cf. Sect. 
3.2.1) influenced the conformation of the coverage on the particles (coils or 
brushes), which led to the increased median values of the magnetite particles cov-
ered with ricinoleic acid. Although the chain length δ of ricinoleic acid is the same 
as oleic acid at 1.64 nm and similar to linoleic acid (1.69 nm) [15], the ricinoleic 
acid is more soluble in the dichloromethane solvent as a result of the additional 
hydroxyl group in the molecule structure. This led to a more extended brush-like 
conformation towards the solvent for coverage on the particle surface, resulting in 
a higher layer thickness than oleic acid or linoleic acid.

A characteristic feature for the stabilization of primary particles in the organo-
sol was the primary particle concentration wpp, which can be described by the ratio 
in Eq. (6).

Therefore, the complete organosol was centrifuged at 5000 rpm (2800 g) for 
20 min in a 10 ml centrifugal cuvette. As a result, the particle size L in the super-
natant was smaller than 26 nm, and was calculated according to Stokes law of set-
tling particles in a centrifugal field using Eq. (7),

where ρnanoparticle is the density of the nanoparticles (5.2 g/cm3), ρsolvent is the 
density of the solvent (1.33 g/cm3), ηsolvent is the dynamic viscosity of the solvent 
(0.41 mPas), R1 is the distance below the surface of the dispersion (0.01 m), and 
R2 is the rotation radius excluding the rotation axis (0.08 m) [25].

As can be seen in Fig. 13a, the primary particle concentration was plotted 
against the type of surfactant used with the ratio of the specific surfactant amount 
to magnetite particles XS/M of 0.2 g/g and the mass fraction of surfactant in the 
solvent xS of 2 m%. The most efficient ability to disintegrate the agglomerates 
into primary particles for the production of stable colloidal functionalized magnet-
ite nanoparticles is observed for ricinoleic acid, at nearly 65 %. Furthermore, the 
most effective deagglomeration for the phase transfer from water to dichlorometh-
ane can be seen for the C18 unsaturated fatty acids followed by the saturated 
fatty acids according to the decreased carbon chain length. This progression can 
be also observed in the pictures of the centrifuged supernatant for the surfactant 
used (Fig. 13b) due to the changes in color. The darker the color of the centrifuged 

(6)wpp =
mcentrifuged supernatant

mcomplete organosol

(7)L =





t ·
�

ρnanoparticle − ρsolvent
�

· (2π · n)2

18 · ηsolvent · ln
�

R1+R2
R2

�





−
1
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supernatant, the more colloidal particles could be stabilized. Due to the better sol-
ubility of ricinoleic acid in the solvent dichloromethane and the more extended 
brush-type conformation on the particle surface, the steric repulsion force as 
well as the pressure P(D) for the repulsive force caused by the smaller distance 
between the surfactant molecules bonded to the particle surface s was considerably 
higher than for the other fatty acids used.

The thermogravimetric analysis (TGA) (Netzsch STA 449 F3 Jupiter, heat-
ing rate 20 K/min, flow rate of high-purity nitrogen 20 ml/min) of the produced 
organosols and the simultaneous FTIR investigations of the decomposition gases 
(Bruker Tensor 27 FTIR spectrometer) confirmed the assumptions. In general, 
for all organosols produced with different surfactants, three decomposition steps 
exemplified by the 1st derivation of the mass losses depending on temperature 
were obtained. In Fig. 14a, such a relationship is shown exemplarily for ricin-
oleic acid bonded to magnetite (RA@Fe3O4) with different surfactant concentra-
tions in the solvent. In this process, the 1st decomposition step (between slightly 
less than 40 up to 300 °C) demonstrated the release of volatiles as a result of fatty 
acid autoxidation, while the 2nd decomposition step (between approximately 300 
and 600 °C) illustrated the desorption of physisorbed fatty acid with dehydroge-
nation of chemisorbed fatty acid on the magnetite surface. Subsequently, the 3rd 
decomposition step (in the range of 600–900 °C) represented—due exclusively 
to CO- and CO2-signals—, the reduction of magnetite by reaction with the resid-
ual carbon of chemisorbed fatty acid to wustite (FeO), hematite (α-Fe2O3), and 
elementary iron (α-Fe) as shown by the powder diffraction measurements (XRD) 
of the TGA residue in Fig. 14b [26]. At the same time, the last step verified the 
chemical adsorption of the surfactants onto the magnetite surface. Furthermore, 
the highest mass loss of nearly 35 m% in the 3rd decomposition step could be 
achieved with ricinoleic acid as the surfactant, in contrast to the other C18 unsatu-
rated fatty acids, i.e. oleic acid and linoleic acid, with approximately 29 and 26 %, 
respectively. This indicates the impact of the small distance between the ricinoleic 
acid (RA) molecules bonded onto the magnetite surface s as previously mentioned, 
which led to a dense adsorption layer resulting in a higher mass loss as measured 
by the thermogravimetric analysis.

Fig. 13  Primary particle concentration in percent in the organosol (a) and demonstration of the 
resulting centrifuged supernatant (b) as a function of the surfactant used for XS/M = 0.2 g/g and 
xS = 2 m%
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The reason for the detailed investigations with surfactant concentrations in the 
solvent xS of 2 m% for a monolayer coverage XS/M of 0.2 g/g [2, 23] is demon-
strated in Fig. 15a. It can be recognized that from this surfactant concentration, 
the maximum primary particle concentration was reached. Further increase of the 
mass fraction of surfactant in the solvent did not lead to any significant changes in 
the resulting primary particle concentration. As a consequence, the diffusion of the 
fatty acid to the particle was optimal at this concentration, and all available space 
on the particle could be occupied. Furthermore, the primary particle concentration 

Fig. 14  DTG graph of the 1st derivative of the TG signal depending on temperature for the 
decomposition of RA@Fe3O4 for XS/M = 0.2 g/g and xS = 1, 2 and 3 m% (a), and XRD meas-
urements of RA@Fe3O4 as well as the TGA residue (b)

Fig. 15  Primary particle concentration depending on the surfactant concentration in the solvent 
xS for XS/M of 0.2 g/g (a), and primary particle concentration depending on the surfactant ratio on 
magnetite particles XS/M for xS of 2 m% (b)
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was investigated with respect to different surfactant ratios on magnetite particles 
XS/M for xS of 2 m% of ricinoleic acid and oleic acid as the surfactants, as shown 
in Fig. 15b. Using ricinoleic acid, a Langmuir adsorption isotherm from 0.2 g/g 
could be observed, which indicated monolayer coverage of the particles with a pri-
mary particle concentration of about 65 %. It only became apparent at a higher 
ratio between surfactant and magnetite of 2 g/g that the primary particle concen-
tration reached nearly 100 %. As a result, a multilayer coverage of the particles 
took place, and up to this specific surfactant amount of magnetite, ricinoleic acid 
acted as a steric stabilizer particularly well. In contrast, a completely different 
plot was observed with oleic acid as the surfactant. It seems that the adsorption 
equilibrium was shifted to higher XS/M. This means that the adsorption of oleic 
acid on the magnetite particle surface was weaker—caused by the poorer solubil-
ity in the solvent dichloromethane—whereas a higher XS/M was necessary for the 
monolayer coverage. This would have been reached at 0.4 g/g with an increase of 
the primary particle concentration to nearly 60 %. After that, the primary particle 
concentration decreased slowly as XS/M increased further. An explanation for this 
could be that the external layer of oleic acid was adsorbed to other occupied parti-
cles through, e.g. hydrogen bonding, caused by the poorer solubility in the solvent 
dichloromethane. As a result, destabilizing adsorbing or non-adsorbing phenom-
ena can occur in terms of depletion or bridging flocculation [15].

3.2  Drop Column as Transfer Device

As mentioned for the development of a continuous particle extraction process, the 
miniplant—using a drop column as transfer device—was investigated in different 
modes of operation. The aims for the particle extraction process were high effi-
ciency, meaning a high yield of magnetite, low transfer times/process times, and a 
stable product. Furthermore, a stable process was necessary, i.e. stable drop forma-
tion and movement, as well as a sufficient rate of coalescence, whereby particle 
transfer in the column could be achieved. Up to this point, ricinoleic acid and oleic 
acid had been used as surfactants in the experiments. Conditioning of the mag-
netite suspension was now necessary, however: Otherwise, secondary effects—
like emulsion formation in the drop column—could have occurred. For ricinoleic 
acid, a quarter of the original salt concentration was used, while for oleic acid, 
the original salt concentration of 39.4 g/l was utilized. For both surfactants, the 
process pH (pHp) was then adjusted to a value of 8.10 ± 0.05. Moreover, the nec-
essary parameters for stable process behavior, which were the surfactant ratio on 
magnetite particles XS/M of 0.2 g/g and the surfactant concentration in the solvent 
xS of 1.4 m%, were determined using the drop column in a discontinuous mode 
of operation. This meant that the aqueous phase was stationary and the organic 
phase was in circulation, as shown in Fig. 16a. The drop column had a length of 
700 mm and an internal diameter of 25 mm. The magnetite suspension as a con-
tinuous phase with a volume of 300 ml—corresponding to a mass of 6 g magnetite 
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nanoparticles—was already filled into the column. The organic phase acted as a 
dispersed phase, and was pumped from the receiver tank into the column through 
a dispersing system, which was a single metal capillary with an internal diameter 
of 3.2 mm centrally mounted in a perforated plate at the bottom of the transfer 
device. The drops so formed rose through the column and, in this way, the lower-
density solvent iso-octane was applied. Due to the upwelling current of the organic 
phase, almost no sedimentation effects occurred in the column. Both the supply 
and removal systems consisted of a peristaltic pump (Ismatec Reglo Analog) and 
a Tygon tube with an internal diameter of 3.2 mm. In addition, the removal system 
had an automated sampling system (manufactured by Swagelok) with a pneumatic 
three-way valve, which was controlled by measurement software. The transferred 
magnetite concentration of the sample volume of 2.9 ml was determined with 
ICP-OES (inductively coupled plasma optical emission spectroscopy of Fe with 
the ICP spectrometer iCAP 6300 from Thermo Fischer Scientific). The samples 
were chemically digested with concentrated hydrochloric acid, resulting in a rela-
tive standard deviation of <1 %. To keep the volume of the dispersed phase con-
stant, the volume was added to the receiver tank simultaneously with the organic 
phase. The volume flow rate was 29 ml/min. Figure 16b represents the miniplant 
in continuous circulation of both phases, which is discussed below. The length of 
the drop column was 920 mm as a result of additional glass components. For the 
implementation of the operating method, a volume flow rate of 14.5 ml/min was 
used to control the process. Figure 16c outlines the procedures in the drop column 
during the extraction process. Due to the collision of particles and rising drops 
in the column, a phase separation into an organic phase (containing the extracted 

Fig. 16  Experimental setup of the miniplant in a discontinuous mode of operation (a) as well as 
in continuous circulation of both phases (b), and an illustration of the processes occurring during 
the particle extraction process (c) (schematics were created by Leistner, T)
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magnetite particles) and an almost particle-free aqueous phase took place in the 
column. Furthermore, a coalescence area was formed at the surface of the aque-
ous phase as an interface layer. The enrichment at the interface was a Pickering 
emulsion, consisting of droplets of the organic phase in water with only partially 
hydrophobized particles. If such coalescence is prevented due to the particle size, 
the particles cannot be extracted into the organic phase, resulting in a dispersion 
band [27].

For the characterization of the transfer kinetics the validation of the system was 
essential, because the amount of magnetite was reduced after each sample volume 
was removed. For the calculation of the time dependent corrected mass concentra-
tion of transferred particles in the receiver tank βmagn,rt(t), the temporal change of 
the mass concentration dβmagn,rt/dt is defined taking into consideration the input 
and output to the receiver tank in Eq. (8), where V̇disp is the volume flow of the dis-
persed phase, and Vrt is the volume in the receiver tank.

Considering the dwell time distribution, the corrected mass concentration of trans-
ferred magnetite particles in the receiver tank can be determined by integration of 
the Eq. (8) in Eq. (9),

where βmagn,rt,0 is the initial magnetite mass concentration of the system, and t′ is 
the auxiliary variable, which describes the time of entry.

By linear interpolation and numeric integration, the Eq. (10) was applied for 
the evaluation,

where ai as well as bi are formed by linear interpolation between the samples 
removed (28).

For the characterization of the process behavior within the drop column and 
depending on the surfactants used, the method of a particle-free phase transfer was 
applied.

When the dispersed phase rose in the column as drops in the aqueous phase 
and with ricinoleic acid as the surfactant, a multitude of very small droplets could 
be observed along with the development of a degree of turbidity. These were sta-
bilized iso-octane droplets with a median value of 5–10 µm, as measured by laser 
diffraction spectroscopy (HELOS, manufactured by Sympatec). The formation of 
these iso-octane droplets was caused by the dissolution of ricinoleic acid in the 

(8)
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dt
=

V̇disp
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V̇disp
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aqueous phase (which consisted of salts and ammonia), whereby an emulsion was 
formed spontaneously. Thus, ammonium ricinoleates could be formed at the inter-
face, which led to an additional phase interface for the extraction process. In con-
trast, with oleic acid as the surfactant, larger and significantly fewer drops were 
formed, and no turbidity could be observed. Therefore, the phase interface availa-
ble for phase transfer was smaller. This connection was also verified by the execu-
tion of the experiments using a bromothymol blue pH indicator in the continuous 
phase, whereby the formation of the surface-active ammonium ricinoleates was 
observed to result in color changes.

Measurement of the total organic carbon (TOC) content (by analytikjena multi 
N/C 2100 s) at defined sampling intervals in the aqueous phase confirmed these 
observations, as shown in Fig. 17. When using ricinoleic acid as the surfactant, a 
significant increase of the TOC content could be observed. Finally, after a process 
time of 5 min, the aqueous phase reached an average value of 2.0 g/l of dissolved 
ricinoleic acid. When oleic acid was used, however, its poor dissolution within the 
aqueous phase was clearly evident, as the TOC content was 0.02 g/l on average. 
Thus, it is evident that, in contrast to oleic acid, approximately 100 times more 
ricinoleic acid dissolved in the aqueous phase, irrespective of time.

Furthermore, the measurement of the interfacial tension γ on the magnetite 
particles using the pendant-drop method (Fig. 18a) demonstrates that ricinoleic 
acid—with its preferred dissolution in the aqueous phase—has a greater influence 
on interfacial tension than oleic acid. Thus, with ricinoleic acid as the surfactant, 
the interfacial tension is reduced from 31 to 8 mN/m, and a stable drop can only 
be formed for 2 min. After this time the drop disintegrates due to dissolution into 
the aqueous phase, resulting in a rapid mass transport through the phase boundary. 
With oleic acid in the system, an interfacial tension of 11 mN/m is achieved, while 
the dwell time of a stable drop—which is analogous to the equilibrium at the inter-
face—amounts to 30–45 min. Due to reasons of comparability, a dimensionless 
representation of the time was chosen. For this, the measured times referred to the 
maximum possible dwell time tmax for a stable drop according to the surfactant 
used. As a result, the interaction of the processes at the phase boundary could be 

Fig. 17  Total organic carbon (TOC) content in the aqueous phase at defined sampling intervals 
using ricinoleic acid (RA) and oleic acid (OA) as surfactants
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described. Thus, on the one hand, the mass transport of the surfactant from the 
organic phase into the aqueous phase took place and, determined the process 
time for the extraction, while on the other hand, the phase transfer of the magnet-
ite occurred simultaneously. Therefore, the description of the yield of transferred 
magnetite ϕmagn,trans, as described in Eq. (2), plotted against the process time 
(Fig. 18b) confirmed the prediction that shorter transfer times could be achieved 
with ricinoleic acid through dissolution in the aqueous phase. The increase of 
transferred magnetite to around 80 % after 10 min is nearly twice the amount 
compared to using oleic acid as the surfactant. After only 15 min, the maximum 
yield of transferred magnetite (nearly 90 %) with ricinoleic acid is reached, and is 
kept constant over the process time of up to 165 min, whereas with oleic acid, this 
amount is reached after a much longer 130 min processing time.

Consequently, both surfactants used exhibited different process behaviors with 
varying consequences for the particle extraction process. This is also reflected in 
the area of transfer kinetics. Here, a 1st order reaction is assumed. The theoreti-
cal mass concentration can be calculated by determination of the rate constant. As 
outlined by Fig. 19a, b, the comparison of the experimental and theoretical cal-
culated relative changes in mass concentration �βA/βA for both surfactants as a 
function of the process time could only be confirmed for oleic acid. This meant 
that the particle extraction process could be estimated as a 1st order reaction only 
for oleic acid (Fig. 19a). Therefore, the dissolution of oleic acid from the organic 
into the aqueous phase did not influence the process kinetics, since it was quite 
small in its extent. For ricinoleic acid, in contrast (Fig. 19b), another approxima-
tion by a sigmoid function in terms of a dose-response curve had to be applied 
[28]. Therefore, the mass transport of the ricinoleic acid surfactant by dissolution 
in the aqueous phase strongly influenced the kinetics of the particle extraction pro-
cess within the column. This could be described as the dosing rate for the process, 
and was especially prevalent in the first minutes of the extraction process. This 
was the case if the equilibrium of ricinoleic acid concentration in either phase was 
not reached. Furthermore, the response was represented by the functionalization of 
the particles, resulting in their subsequent extraction. Therefore, it can be assumed 

Fig. 18  Depiction of the interfacial tensions depending on the surfactant used with tmax, 

RA = 2.32 min and tmax, OA = 31.03 min (a) and the yield of transferred magnetite as a function 
of the process time for ricinoleic acid (RA) and oleic acid (OA) (b) using the pHp of 8.10 ± 0.05
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that the particle extraction process with ricinoleic acid as surfactant was controlled 
by process imbalances. However, in steady-state operation, the influence of the 
sigmoid function decreased considerably.

For process engineering applications, the particle extraction process is devel-
oped as a continuous operation. This means that both phases are in circulation 
and that within the column a countercurrent flow occurs, such that the prod-
uct (i.e. organosol) and the waste (i.e. the particle-free used aqueous phase) can 
be produced continuously into separate tanks, as already presented in Fig. 16b. 
Therefore, ricinoleic acid is used as a surfactant due to its advantageous process 
behavior and short processing times. As shown in Fig. 20a, transferred magnetite 
yields of about 90 % are achieved with a stable process behavior.

Independent of the operating method, a transferred magnetite yield of 100 % 
cannot be achieved due to the experimental setup of the miniplant, with inefficien-
cies caused by ubiquitous deposition of particles. Such inefficiencies are unavoid-
able and, as evaluation of the yields shows, are relatively acceptable.

Moreover, until now the miniplant was utilized for the selective flotation pro-
cessing of magnetite and quartz particles in a discontinuous operational mode. In 
Fig. 20b, the recovery of transferred magnetite is demonstrated as a function of 
processing time [29]. The so-called recovery R in mineral processing is defined as 
the yield of transferred magnetite ϕmagn,trans [28]. Thus, the recovery of transferred 
magnetite Rmagn,trans is calculated by means of the ratio of the time-dependent cor-
rected magnetite mass concentration in the receiver tank βmagn,rt(t) to the theoreti-
cal applied magnetite mass concentration for the phase transfer βmagn,PT,theor, as 
shown in Eq. (11).

Including the transferred particles of the interfacial layer (IL), a recovery of 
extracted magnetite particles of 76 % as limit value could be achieved (dashed line 
in Fig. 20b).

(11)Rmagn,trans =
βmagn,rt(t)

βmagn,PT,theor

Fig. 19  Depiction of the experimental and theoretical calculated relative changes in mass con-
centration as a function of the process time, with oleic acid (OA) (a) and ricinoleic acid (RA) (b) 
as well as approximations using sigmoid functions
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3.2.1  Comparison of the Experimental Results from the Laboratory 
Centrifuge and Drop Column Transfer Devices with the 
Theoretical Model by Hansen

The colloidal stability of the produced organosols from the laboratory centrifuge 
and drop column transfer devices was investigated using the calculation of the sol-
ubility distances DFA–solvent between the surfactant and the solvent in Eq. (12) by 
determination of the Hildebrandt parameter δt [25] in Eq. (13).

The Hildebrandt parameter δt can be calculated with the three Hansen solubility 
parameters in consideration of the dispersive δd, polar δp, and hydrogen δh bond-
ing components. Thus, the interaction between the fatty acids (FA) used as pure 
substances and bonded onto the magnetite surface (FA@Fe3O4) could be charac-
terized [15, 22]. The calculated values are presented in Table 1 and the following 
correlation applies: The smaller the value, the more soluble is the surfactant in the 
solvent.

Ricinoleic acid (RA) has a lower solubility in iso-octane due to the polar and 
hydrogen bonding parameters and, therefore, exhibits better dissolution into the 
aqueous phase, resulting in a more rapid particle extraction process. In contrast, 
oleic acid (OA) is more soluble in iso-octane, whereby more stable drops are 
formed during the phase transfer process. Therefore, the colloidal stability of the 
organosol (OA@Fe3O4) is increased. Compared with the organosols produced 
in the laboratory centrifuge transfer device using the solvent dichloromethane 
(DCM), the colloidal stability with ricinoleic acid increased (RA@Fe3O4). Due to 

(12)

DFA–solvent =

√

4 · (δd,FA − δd,solvent)
2 + (δp,FA − δp,solvent)

2 + (δh,FA − δh,solvent)
2

(13)δt =

√

δ2d + δ2p + δ2h

Fig. 20  Depiction of the time-dependent process yield of transferred magnetite in continuous 
circulation of both phases using ricinoleic acid (RA) as surfactant (a), and the recovery of trans-
ferred magnetite by the implementation of a separation process using a partial recirculation oper-
ational mode for the miniplant (b)
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the very good solubility of ricinoleic acid in dichloromethane, all surfactant mole-
cules were rapidly available at the phase interface to disintegrate the agglomerates 
into primary particles. Therefore, the result was a stable colloidal organosol.

In addition, for the analysis of the product stability, a dispersion analyzer 
(LUMiSizer) was applied, whereby the integral transmission as a function of time 
could be determined [30]. The smaller the increase in integral transmission, the better 
was the colloidal stability. For dichloromethane as the solvent, as shown in Fig. 21a, 
the organosol produced with ricinoleic acid exhibits no increase in integral transmis-
sion, in contrast to that produced with oleic acid. Therefore, the result is a stable col-
loidal organosol. In contrast to the solvent iso-octane as shown in Fig. 21b, oleic acid 
exhibits no increase in integral transmission, resulting in a stable organosol with oleic 
acid as the surfactant. These experimental observations were confirmed with the cal-
culated solubility distances using the Hansen solubility parameters.

3.2.2  Single-Drop Transfer Column

The primary idea behind the use of a single-drop transfer column was to investi-
gate the dependency of the magnetite transfer from the magnitude of the interfaces 

Table 1  Summary of the calculated Hansen solubility parameters and solubility distances

Substance δt in 
MPa0.5

δd in 
MPa0.5

δp in 
MPa0.5

δh in 
MPa0.5

DFA-iOCT 
in MPa0.5

DFA-DCM  
in MPa0.5

Iso-octane 14.30 14.30 0 0 – –

DCM 20.20 18.20 6.30 6.10 – –

RA 19.68 16.84 8.32 5.89 11.39 3.39

OA 18.31 17.30 5.73 1.78 8.49 4.71

RA@Fe3O4 19.40 17.27 6.89 5.55 10.66 2.03

OA@
Fe3O4

17.90 17.68 2.81 0 7.02 7.11

Fig. 21  Depiction of the product stability of RA@Fe3O4 and OA@Fe3O4 by the integral trans-
mission plotted against time for DCM (a) and iso-octane (b) as the solvents used
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between the two liquids, which is required to obtain a preferred efficient transfer 
of magnetite particles. The transferable mass flow of magnetite particles should 
depend on this size, so it was inferred that there could have been a linear correla-
tion between them. To investigate the available transfer interface, it was necessary 
to produce single drops and to find a way to measure the diameter of the drops, 
along with how fast they rose in the aqueous phase. With this diameter, it was pos-
sible to calculate the interface of one drop (with a simplification based on a perfect 
sphere), while with its velocity, it was possible to calculate how long the inter-
face would exist. The total interface between the aqueous and organic phases was, 
therefore, the sum of the interfaces of the individual drops. At the beginning of the 
experimental investigations, a simple mathematical model was devised which con-
tained all relevant influences for phase transfer, as described in Eq. (14).

In this model, ṁP,transfer is the particle mass transfer, Ieff,aP–oP the effective inter-
face between the aqueous and organic phases as calculated by drop size and veloc-
ity, dcap–oP is the concentration difference of magnetite between both phases, 
while β is a coefficient that describes the dependence of particle mass transfer on 
other parameters of suspension and the organic fluid. This coefficient takes into 
account, for example, the concentration of surfactant in the fresh organic phase, 
the ion concentration and pH value in the aqueous phase, and the frequency and 
size of drops, which influences the Sherwood number2 [31].

Figure 22 shows the design of the single-drop transfer column. The main com-
ponent is the 600 mm-high transfer column. At its bottom there is a capillary 
where drops are generated. Their size depended on the concentration of surfactant 
in organic fluid (which was dosed using a syringe pump), the concentration of spe-
cific ions in the aqueous phase, the diameter of the capillary used, and the volu-
metric flow. Velocity and formation time of the drops about the surface age were 
measured with a physical measurement setup that consisted of a source for X-Ray 
radiation, an X-Ray luminescence film (which emits green light when illuminated 
by X-Rays), and a lens array, which generated a 1:1 image from the luminescence 
film on the CCD-line detector behind the set-up. The intensity measured on the 
detector increased when a drop crossed the optical path.

Research continues on mass transfer and the factors affecting the process. The 
experiments are executed with the solvent iso-octane and the surfactant ricinoleic 
acid. Initial results on the behavior of the size of generated drops are shown in 
Fig. 23. These drops are generated in a clear aqueous phase in the transfer col-
umn. To obtain stable single drops, very low concentrations of ions—in particular 
ammonia—are needed. With more than 0.5 m% of ions resulting from the salts 
ammonium chloride and ammonium sulfate, stable drop generation cannot be 
achieved for concentrations of ricinoleic acid of 3.0 m% with capillary diameters 

(14)ṁP,transfer = β · Ieff,aP−oP · dcap–oP

2 The Sherwood number is a non-dimensional parameter to describe the ratio between diffusive 
and convective mass transport.
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of over 3.0 mm due to the formation of ammonium ricinoleate. If the concen-
tration is higher, the interface where the drop is formed becomes excessively 
deformed, and water enters the capillary.

The Eq. (15) describes the equilibrium of weight force, buoyancy, and interfa-
cial force, as characterized by the surface tension γ [32]. While dosing the drop, 
the diameter dd increases and the drop leaves the capillary when the force equilib-
rium is exceeded.

Table 2 provides an explanation of results, as shown in Fig. 23, with reference 
to the force equilibrium.

(15)γ · π · dcap =
π

6
· d3d ·

(

ρcont − ρdisp
)

· g

Fig. 22  Single-drop transfer column with drop generation in a capillary and measurement of 
drop size and velocity
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With the selection of different capillary diameters, the effects on drop size (as 
described in Table 2) may be compensated for in such a way that, for example, 
with different concentrations of surfactant, the same drop size may be generated. 
In this way, parameters of suspension and organic phase can be changed individu-
ally without changing the drop size and the effective interface between the liquid 
phases.

Initial experiments have shown that a reproducible phase transfer can only be 
guaranteed if the aqueous suspension is continually exchanged to prevent sedi-
mentation of the particle agglomerates in the transfer column and a decrease of 
ammonium concentration in the liquid phase. Agglomerate sedimentation is rec-
ognizable by an increase in the medium signal level at the detector while carrying 
out a phase transfer when the suspension is not circulated. Decreasing ammonium 
concentration is evidenced by an increase in drop diameters with process time, 
which suggests the creation of less ammonium ricinoleate at the drop interfaces 
with increasing time.
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Fig. 23  Behavior of drop sizes as a function of aqueous and organic phase parameters for a 
4.0 mm capillary at a pH value of 9

Table 2  Behavior of drop sizes as a function of different parameters and effects

Parameter dd Explanation

csurfactant,o.P. ↑ ↓ Increase of interfacial tension

cammonia,a.P. ↑ ↓ Formation of ammonium ricinoleate (higher interfacial 
activity)

dcap ↑ ↑ Larger interface at the capillary

tS ↑ ↓ More time for diffusion of surfactant to the interface
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4  Conclusions

This study presents the development of a process for liquid-liquid phase transfer 
of colloidal particles in the production of high-quality organosols. This means that 
the particle extraction process could be performed in different transfer devices 
directly through the liquid-liquid interface. As a result, a deeper understanding 
of the elementary processes was developed to describe the whole process chain, 
which consisted of particle synthesis, conditioning, and transfer in a miniplant to 
produce the organosol continuously.

Thus, the study demonstrated that the magnetite nanoparticles could be synthe-
sized in a continuous precipitation reactor with a primary particle size of 15 nm. 
Furthermore, the capacity of the filtration process for conditioning of the aque-
ous phase could be confirmed. Due to the quantification and identification of the 
material process parameters, the particle extraction process could be performed 
efficiently and in a reproducible manner. Therefore, it was possible to adjust the 
electrolyte and particle concentrations during the conditioning step, allowing sys-
tematic investigations of the filter as well as simulations for the miniplant.

The phase transfer process was performed in a laboratory-scale centrifuge, a 
single-drop transfer column, and a drop column using different operational meth-
ods for the development of a continuous extraction process. The determination 
of drop sizes, formation times of the drops about the surface age, as well as the 
formation process of the drops was verified in the single-drop column transfer 
device. Due to the varying transfer devices, two different solvents were used, and 
the adsorption mechanism at the interface of the two liquids was investigated. For 
the production of stable functionalized colloids, saturated surfactants with dif-
ferent carbon chain lengths as well as unsaturated C18 surfactants with different 
molecule structures were applied. The capacity for the disintegration of agglomer-
ated magnetite particles at the phase boundary was defined by the primary particle 
concentration. It could be verified that the deagglomeration was a function of the 
carbon chain length of the surfactant used. This meant that the stabilizing effect 
of the organosols produced was better with the C18 unsaturated surfactants, and 
decreased with lower carbon chain length. The highest capacity for the production 
of stable colloids in the solvent dichloromethane was achieved with ricinoleic acid 
as a C18 unsaturated surfactant. Due to its additional hydroxyl group in the mol-
ecule structure, the impact of its excellent steric stabilization could be explained 
using the deagglomeration model. The resulting variable repulsive pressures for 
the disjoining force led to variable adsorption equilibriums of the surfactants. As 
a consequence, the resulting differences in transfer behavior could be verified in 
the transfer kinetics of the system. Therefore, the particle extraction process could 
be assumed to be a reaction of the 1st order when using oleic acid as a surfactant. 
In contrast, with ricinoleic acid, another approximation using a sigmoid function 
had to be applied. As a result, the interactions of the surfactants with both phases 
had to be considered with respect to the process behavior and colloidal stability of 
the organosol. In combination with the solubility of the surfactant in the solvent 
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used, the Hansen model could be applied for the determination of the theoretical 
colloidal stability. The comparison with the experimental colloidal stability of the 
organosols produced was confirmed. Moreover, the process engineering applica-
tion of the miniplant for a selective separation process (a two liquid flotation) was 
verified.
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