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Preface

I am glad to introduce Multicomponent and Multiscale Systems: Theory, Methods
and Applications in Engineering.

When I started this book project, I proposed to write a book about my recent
advances in mathematical modelling problems to multicomponent and multiscale
systems. | considered the upcoming areas in material modelling, which include
transport and reaction flow simulations and also electronic applications with elec-
tromagnetic fields.

I organized this book in combining theoretical and also application to practical
problems. While multicomponent and multiscale systems are very new problems,
the early stage of such a field needs such a book to explain in a theoretical and also
a practical manner the tools and methods to solve such problems.

I have tried to fill the gap between numerical methods and the applications to
real problems. I present rigorously the fundamental aspects of the numerical
methods with their underlying analysis and applying such schemes to real-life.

This monograph is in the field of technical and physical simulation problems in
engineering and sciences. Based on the theoretical framework in methods and
structures of applied mathematics, it concludes with numerical approximations of
multi-component and multi-scale problem. A main motivation of the book came
from students and researchers in different lectures and research projects.

In this monograph, we describe the theoretical and practical aspects of solving
complicated and multi-component and multi-scale systems, which are applied in
engineering models and problems.

In the book, we are motivated to describe numerical receipts, based on different
multi-scale and multi-component methods, that allow to apply truly working
multi-scale and multi-component approaches. Nowadays, one of the main problems
in multi-scale and multi-component systems is the gap between several models
based on different time- and spatial-scales. Often the drawback of applying standard
numerical methods, e.g. explicit time-discretization schemes, instead of working
multi-scale approaches, e.g. multi-scale expansion methods, is, that we have a
dramatic limiting factor, e.g. very small time- or spatial steps (due to resolving the
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finest scale). Such limiting factors did not allow to solve engineering complexity
and industrial advancement is impossible to obtain. Here, we fill the gap between
numerical methods and their applications to engineering complexities of real-life
problems.

Such engineering complexities are delicate and need extraordinary treatment
with special solver and tools to overcome the difficulties and restrictions of time-
and spatial steps.

Therefore, we discuss the ideas of solving such multi-component and multi-scale
systems with the help of non-iterative and iterative methods. Often such methods
can be related to splitting multi-scale methods to be taken into account to
decompose such problems to simpler ones. Such decomposition allows to treat the
complex systems in simpler ones and skip the restriction of the finest scale to the
solver methods, while we can apply individual scale to the decomposed system.

We discuss analytical and numerical methods in time and space for evolution
equations and also nonlinear evolution equations with respect to their linearization
and relaxation schemes.

All problems are related to engineering problems and their applications. I have
started from reactive flow and transport models, which are related to bioremedia-
tion, combustion and various CFD applications, to delicate electronic models,
which are related to plasma transport and flow processes in technical apparatus.

The main motivation is to embed novel multiscale approaches to complex
engineering problems such that it is possible to apply a model-reduction. Thus, it is
possible that parts of the model can be reduced or for those based on multiscale or
multicomponent approaches, the data-transfer between fine and coarse grid is done,
in a way that each scale is considered.

The outline of the monograph is given as:

1. Introduction (outline of the book)
2. General principles for multi-component and multiscale systems

a. Multi-component Analysis (separating of components)
b. Multiscale analysis (separating of scales)
c. Mathematical methods

3. Theoretical part: functional splitting:

a. Decomposition of a global multi-component problem
b. Decomposition of a global multiscale problem

4. Algorithmic part

a. Iterative methods
b. Additive methods
c. Parallelization
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5. Models and applications
a. Multicomponent applications

i. Application of multicomponent fluids
ii. Application of multicomponent kinetics
iii. Analytical methods for a multicomponent transport model

b. Multiscale applications

i. Additive splitting method for Maxwell-equations
ii. Nonuniform grids for particle in cell methods

6. Engineering applications (real-life models)
a. Multicomponent applications

i. Application of a multicomponent model in a plasma-mixture problem
ii. Application of a multicomponent model in a biological problem

(glycolysis)
b. Multiscale applications

i. Application of a multiscale model in a stochastic problem

ii. Application of a multiscale model in a code-coupling problem
iii. Application of a multiscale model in a dynamical problem
iv. Application of a multiscale model in a particle transport problem
v. Application of a multiscale model in plasma applications
vi. Application of a multiscale model in complex fluids

7. Conclusion (fields of application and future ideas)

Based on the outline of the book, we hope that we could increase the attention of
both industry and scientists; theoretical and practical aspects are illustrated and
considered in an equal way.

Dallgow-Doeberitz Juergen Geiser
June 2015
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Baker-Campbell-Hausdorff formula

Backward differentiation formula

Computational Fluid Dynamics
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Cloud-in-Cell function (see [1] and [2])

Chemical vapor deposition

Computational Singular Perturbation Method (see [3])
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Equation Free Method (see [5])
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(see [8])
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Molecular dynamics

Method of Invariant Grid (see [11])

Method of Invariant Manifold

Multiscale Iterative Splitting Method (see [12])
Multiquadric bases functions (see [13])
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MULTI-OPERA
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R’T
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Ti3SiC;
SIM
SDE
SODE
SPDE
UG

Symbols

_ M
Unr = 54
/ — du
U ="a
" __ d>
u =G

T=1, =0 -1

Acronyms

Software package based on MATLAB, which solves multiscale
problems with splitting methods

Ordinary differential equation

Object finite element library

Partial differential equation

Plasma-enhanced chemical vapor deposition

Particle in Cell (see [1])

Proportional integral derivative controller

Particle Method (see [1])
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Special material used for thin-layer deposition; see [10]
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Stochastic Differential Equation
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Stochastic Partial differential equation

Unstructured grid (software package; see [16])
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In the following A is a matrix in R” x R™, m € N is the
rank

i-th eigenvalue of A

Spectral radius of A

i-th eigenvector of matrix A

Spectrum of A

i-th real eigenvalue of XA

First-order partial time derivative of ¢

Second-order partial time derivative of ¢
Third-order partial time derivative of u
Fourth-order partial time derivative of u
First-order time derivative of u
Second-order time derivative of u

Time step



Acronyms Xxi

un

a+u — "ty
t

Approximated solution of u at time "
Forward finite difference of u in time

n

Tn

0 u= ufr_u" Backward finite difference of u in time

6?14 — % Central finite difference of u in time

afu = aja; u Second-order finite difference of u in time

Vu Gradient of u

Au(x, 1) Laplace operator of u

V-u Divergence of u (where u is a vector function)

Ny, Outer normal vector to £2,,

Ol u Forward finite difference of u in space dimension x

O, u Backward finite difference of u in space dimension x
6214 Central finite difference of u in space dimension x

6)2(14 Second-order finite difference of u in space dimension x
6y+u Forward finite difference of u in space dimension y

O, u Backward finite difference of u in space dimension y
a(v)u Central finite difference of u in space dimension y

63” Second-order finite difference of u in space dimension y
e;(t) := u(t) — u;(t) Local error function with approximated solution u;(¢)
erfocal Local error

errglobal Global error

[A,B] =AB — BA Commutator of operators A and B
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Introduction

While engineering applications are becoming increasingly complicate, the under-
lying modelling problems are becoming more related with multi-modelling aspects.
Such complexities arise due to multiscale and multicomponent approaches in the
modelling-equations, which need rigorous numerical analysis for the underlying
schemes. The main problems are the disparate time- and spatial scales, which have
to be included into the models and their underlying numerical approaches.

In the next chapters, we like to solve such delicate problems with numerical
schemes, which are improved multi-scale and multi-component methods.

We discuss the following items:

General principles for multi-component and multiscale systems,
Multi-component analysis (separating of components),
Multiscale analysis (separating of scales),

Mathematical and numerical methods.

While we start with classical multicomponent and multiscale methods, e.g.
homogenization and asymptotic matching, we discuss their limits and application
background. Such limits allow us to take into account the design of structure and
algorithmical methods, which overcome the restriction of disparate scales and
modify such methods to apply engineering problems with delicate complexities.

Here the main topic is related to splitting methods, which are nowadays applied
to multi-scale and multi-component problems, while they are flexible in coupling
different spatial and time scales.

We discuss additive and iterative methods, which can be embedded to standard
discretization and solver schemes, such that the multiscales are respected in their
modelling structures. Practical and theoretical tools are extended with scientific
simulations of their underlying models, which allows revealing the deeper struc-
tures, for example multi-component and multi-scale structures, which are coupled
in different time and spatial scales.

XXiii



XXiv Introduction

Based on the upcoming areas of multi-scale approaches for material modelling,
see the framework of Horizon 2020," it is important to link different models, e.g.,

e Multi-scaling: Different time- or spatial scales of the phenomena are modelled in
different entities (e.g., micro- or macro model) and their results are transferred
from one model to another.

e Multi-Modelling: Different physics and chemistry are coupled at the same scale,
which means the models are applied to the same time- and spatial scale.

Such new modelling areas are nowadays important and we take into account the
modification of our proposed multi-scale and multi-component methods to cus-
tomize for practical engineering problems. One of the key motivation is to bridge
the gap between the engineering application and the development of multi-scale
methods for theoretical test applications, such that it is possible to adapt the the-
oretical tested schemes to real problems.

Here in our book, we concentrate on multi-scaling, which means, we can apply
our models and methods to such problems, that different models (microscopic
model or macroscopic model) are coupled via a method and therefore, we transfer
the results from one to the other model.

We consider the following multi-scaling:

e Multi-scaling: Different time- or spatial scales of the phenomena are modelled in
different entities (e.g., micro- or macro model) and their results are transferred
from one model to another.

e Multi-Modelling: Different physics and chemistry is coupled at the same scale,
which means the models are applied to the same time- and spatial scale.

Based on the first interpretation, we have in the book the following examples:

Langevin-like equations (micro- and macro-time scale), see Sect. 5.1,
Levitron Problem (micro- and macro-spatial scale), see Sect. 5.3,
e Glycolysis Problem (micro- and macro-time scale), see Sect. 5.6.

In Fig. 1, we present the first interpretation (same physics model to different
spatial and time scales).

In Fig. 2, we present the second interpretation (linking models with different
physics). Based on the second interpretation, we have in the book the following
examples:

e Code-coupling (fluid dynamical and heat-transfer model), see Sect. 5.2,

e Adaptive Particle in Cell (molecular dynamical model and continuum model),
see Sect. 5.4,

e Multicomponent Plasma (kinetic model and continuum model), see Sect. 5.5.

1European Commission, Research & Innovation-Key Enabling Technologies, Modelling Material,
http://ec.europa.eu/research/industrial_technologies/modelling-materials_en.html.
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Multi—scaling (same physical model with different scales)

Model (e.g., continuum)

Microscopic model computed in the fine grid (e.g., [nm] and
(space [nm] and time [msec]) [msec])

Data—Flow, e.g., multi—level or
multi—scale method

(transfer fine -—— coarse)
Macroscopic model Model (e.g., continuum)
(space [mm] and time [sec]) computed in the fine grid (e.g., [nm] and

[msec])

Fig. 1 First interpretation of multi-scaling (often in classical material engineering applied)

Multi—scaling (linking model with different physics)

. . Model (e.g., molecular dynamics)
Microscopic model computed with Monte—Carlo methods

Data—Flow, e.g., discrete
to continuum
(transfer particles -——— grid)

Model (e.g., continuum model)
Macroscopic model computed with finite elements methods
on a grid

Fig. 2 Second interpretation of multi-scaling (in modern material engineering applied)
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In the book, we try to close the gap between several available models, e.g. in
material modelling, due to disparate time and spatial scales, and the possibility to
apply multi-scale and multi-component methods to couple such scales.

The use of such truly working multi-scale approaches is important in the case of
engineering complexity; in the book, we present such approaches. Nowadays, if
such methods are not considered or well-studied in the applications, it is a dramatic
limiting factor for today’s industrial advancement, see [1].

Reference

1. L. Rosso, A.F. de Baas, Review of Materials Modelling: What makes a material function? Let
me compute the ways ... European Commission, General for Research and Innovation
Directorate, Industrial Technologies, Unit G3 Materials (2014). http://ec.europa.eu/research/
industrial_technologies/modelling-materials_en.html
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Chapter 1
General Principles

Abstract In the general principle, we give an overview of the recently used methods
and schemes to solve multicomponent and multiscale systems. While multicompo-
nent systems are evolution equations based on each single species, which are coupled
with the other species, e.g. with reaction-, diffusion-processes, multiscale systems
are evolution equations based on different scales for each species, e.g. macroscopic-

or microscopic scale. We give the general criteria for practically performing the
different splitting and multiscale methods, such that a modification to practical ap-
plications of the splitting schemes to a real-life problem can be done.

1.1 Multicomponent Systems

In the following, we deal with multicomponent systems. Multicomponent systems
concentrate on disparate components in the underlying multiscale models, while
they can be coupled by linear or nonlinear functions or differential systems, e.g.
reactions or transport phenomena. Often, also different scales are important to resolve
to understand the interactions of the different components. Here, we have to apply
multicomponent schemes that are also related to disparate spatial and timescales to
resolve such complexities, see algorithmic ideas of multicomponent problems in [1].

In the following sections, we concentrate on modelling or algorithmical aspects
of multicomponent systems for the following applications:

e Multicomponent flows, see [2, 3].
e Multicomponent transport, see [1, 4].

We simulate the flow and transport systems based on their interactions with the
different components. Hence, we allow to study weakly or strongly coupled compo-
nents in the underlying modelling equation systems.

1.1.1 Multicomponent Flows

The class of multicomponent flows can be defined as a mixture of different chemical
species on a molecular level, which are flown with the same velocity and temperature,
© Springer International Publishing Switzerland 2016 1
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2 1 General Principles

see [5]. The chemical species are interacting by chemical reactions and such a result
is a multicomponent reactive flow.

The modelling of such behaviours is important in engineering, e.g. reactor de-
sign (Chemical vapour deposition reactors, see [6]) in chemical engineering. Such
processes are very complex, while different physical processes occur, e.g. injection,
heating, mixturing, homogeneous and heterogeneous chemistry and further, see [7].

In the following, we present some typical problems in multicomponent flow prob-
lems:

e Ionized Species, e.g. plasma problems, see [4].
e Combustion of oil, coal or natural gas, see [8].

e Chemical reaction processes in chemical engineering, see [6, 9, 10].
e Atmospheric pollution, see [11].

Remark 1.1 In the different applications, the term multiphase flow is often used.
Here, we define multiphase flows where the phases are immiscible and not chemi-
cally related, see [2, 12]. So each phase has a separately defined volume fraction and
velocity field. Therefore, also the conservation equations for the flow of each species
and their interchange between the phases are different from the multicomponent flow.
Here, one is taken into account to define a common pressure field, while each phase
is related to the gradient of this field and its volume fraction, see [13]. The applica-
tions are two-phase flow problems, Buckley Leverett problems and multiphase heat
transfer, see [2].

1.1.2 Multicomponent Transport

We define the multicomponent transport in the direction of a computational aspect.
If we deal in our description with multicomponent flow model, e.g. multicomponent
plasma, multicomponent fluid, the interest is related in this item to the transport
properties, e.g. of the chemical mixture.

The algorithmical aspect is important to deal with multicomponent systems; here
often the idea of splitting into simpler and faster equation parts is important, e.g.:

e Multicomponent splitting of multicomponent flow problem, e.g. ocean modelling
[14].

e Multicomponent transport algorithms, e.g. fluid modelling [4].

e Multicomponent transport modelling, e.g. plasma modelling [15].

All ideas are related to decompose the multicomponent model into simpler single-
component models and solve them separately.
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1.1.3 Application of Operator Splitting Methods
to Multicomponent Flow and Transport Problems

The general criteria for a practical performing of the operator splitting methods to
multicomponent systems are motivated by decomposing into simpler systems, which
can be solved independently or with less computational amount, see [16, 17].

One of the main advantages of decoupling operators in multicomponent systems
is the computational efficiency, while we decompose the operators in their different
temporal and spatial scales. Such a decomposition allows to apply the most accurate
discretization and solver methods.

A classical receipt of such a decomposition for multicomponent systems is given
in Fig. 1.1.

Example 1.1 As an example, we deal with a multicomponent transport problem, a
multi-diffusion-reaction equation. Such a multi-diffusion operator is decomposed
into simpler diffusion operators. Each operator part can be solved with its accurate
method (e.g. implicit time discretization for the fastest diffusion part to allow large
time steps and higher order explicit Runge—Kutta methods for slowest diffusion part
to obtain accurate results), see [18].

Multicomponent Transport or Flow System

Decomposing
into n different operators

Operator Ay Operator A2 Operator Ay
simpler and partial transport simpler and partial transport simpler and partial transport
or flow system or flow system or flow system
Time-scale A t Al Time-scale A € 5 ) Time-scale A U o N
Spatial—scale A X A | Spatial-scale A X 5 Spatial-scale A X A ,
Solved with discretization Solved with discretization Solved with discretization
scheme and solver method ~ A | scheme and solver method A, scheme and solver method = A

Coupling the results of the
n Operators, with

additive, multiplicative or
iterative splitting methods

Solution of Multicomponent Transport or Flow System
with a error of the applied splitting scheme

Fig. 1.1 Multicomponent systems and an operator splitting approach
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1.2 Multiscale Systems

Multiscale systems deal with modelling equations of different time- and spatial be-
haviours. While different scale lengths, e.g. microscopic or macroscopic scales, in
time and space are important, also the different models of the problem, e.g. micro-
scopic or macroscopic model, are important to understand the complexity of the
underlying system. Different hierarchies of models are important to see in each dif-
ferent time- or spatial scale the influence to the model problem or the influence to a
lower or upper hierarchical model, see [19, 20].

We have to understand the related multiscale models, e.g. different scales or
different models, and also the application of different multiscale methods, e.g. top—
down or bottom—up methods, see [21].

In the following, we deal with multiscale systems and their modelling and algo-
rithmical aspects.

We discuss the following topics:

e Multiscale Modelling, see [2, 3].
e Multiscale Methods, see [1, 4].

We take into account the different modelling types, type A and type B, and the
practical implementation to adequate multiscale methods to close the gap between
the influence of disparate time- and spatial schemes. We can accelerate the com-
putational time while we solve upscaled microscopic equation into fast perform-
ing macroscopic equations or concentrate on embedding microscopic performance
to important time- or spatial windows of the macroscopic equations, e.g. updating
macroscopic parameters with microscopic computations.

1.2.1 Multiscale Modelling

In the past years, in many engineering applications, multiscale systems are important
tools for solving engineering models which have multiple scales, e.g. spatial and/or
temporal scales of different, see [22].

The modelling aspects concentrate on resolving the properties or system behaviour
on each important level (e.g. microscale, mesoscale, macroscale) by using additional
information from the other levels or scales (e.g. lower or higher levels).

While each level has its own specific behaviour, e.g. conservation or constraints,
such a behaviour is important for a detailed description of the full system with all
the levels.

Multiscale modelling is therefore important to understand the detailed information
of an engineering model, e.g. the material and system behaviours. Such a detailed
analysis allows to forecast the material or system behaviours.
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1.2.2 Multiscale Methods

There are several different methods to solve multiscale problems.

Often, it is sufficient to deal with analytical methods, e.g. method of multiple-
timescales (MMTS) see [23]. The next larger group is numerical methods, where we
distinguish between different types of algorithms:

e Top—down.
e Bottom—up.

Further, we distinguish between classical and modern numerical schemes, while
the classical schemes, e.g. multiscale methods, multiresolution methods, have linear
scaling and modern schemes, e.g. heterogeneous multiscale method (HMM), equa-
tion free method (EFM), iterative multiscale methods (IMSM) have sublinear scaling
of the computational time, see [22].

1.2.3 Application of Different Multiscale Methods
to Multiscale Problems

In the following, we discuss three recipes of practical application of the following
multiscale methods:

e HMM (Heterogeneous Multiscale Method), see [24].
e EFM (Equation free method), see [25].
e MISM (Multiscale Iterative Splitting Method), see [26].

For multiscale problems, a main motivation is also to reduce the computational
amount, see [22].

To have a general criteria to apply to a real model, we can classify a multiscale
problem into two types and apply each type to the appropriate method, see [20, 26].

e Multiscale Problem of Type A (top—down)
The micro-model is only used for the regions where the microscopic laws are
important, e.g. local defects or singularities, boundary-layers or interfaces. For
all other regions it is sufficient to apply the macro-model (i.e. the macroscopic
equations). Here, the examples are fluid—solid models or plasma-boundary models.
e Multiscale Problem of Type B (bottom—up)
The microscale model is necessary for all the regions (e.g. globally) to derive the
parameters for the macroscopic laws. The macroscopic model is extrapolated by
the microscopic model, i.e. we reconstruct the macroscopic equations.
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The methods for the different types are given in the following:
HMM: Top—down-method

Here, we have the HMM (Heterogeneous Multiscale Method), which embeds the
microscale model into the macroscopic model. That is, the macroscopic model is
extended by the information of the microscopic model.

We have the following steps of the HMM algorithm, see Algorithm1.1.

We deal with the following multiscale equation:

d_ 1. _
d
== f). (12)

where y is the fast and x is the slow variable. Further, we assume ¢ < 1 and f, ¢
are nonlinear functions and ¢ € [0, T'], where T is the end-time point.

Algorithm 1.1 e We solve the microscopic equation:

ot
yn,m—i—l — yn,m _ ?(yn,m _ ¢(xn))’ (13)

withm =0,1,..., M — 1, e.g. §t < At/M as microscopic time-steps.
e We reconstruct or equilibrate the microscale operator:

1 M
F'= 2 3 fa . (1.4)

m=1

e We solve the macroscopic equation, with respect to the improved operator F”:
X" = X" — ArF™. (1.5)

with the macroscopic time-step At.

Remark 1.2 'We solve only a few microscopic time-steps around a macroscopic time-
point, such that we do not resolve the full macroscopic time-step, therefore we can
reduce the microscopic computations.

MISM: Top—down-method

Here, we have a next top—down method, which deals with an underlying macroscopic
equation with A as the macroscopic operator and the coarse timescale t. Further, we
assume a microscopic equation (e.g. material law) with the microscopic operator B
and the fine timescale §7.

The different scales and the method is illustrated in Fig. 1.2.
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Multiscale Iterative Splitting Scheme

| | At | | | Macroscale equation
t macro

Restriction Interpolation

Microscale equation

! t micro

ot
(black microsteps are needed to reconstruct the macrostep
and red microsteps are not necessary for the reconstruction.)

Fig. 1.2 Tllustration of the MISM method

The idea is to embed the results of the microscopic equations around the macro-
scopic time-points, i.e. smaller time frame of microscopic steps as the full macro-
scopic time-step, such that we can save computational time. The finer scale is em-
bedded into the coarser scale and it is sufficient to update a smaller time interval
around the coarser time-steps to concentrate on the macroscopic equations, which
can be solved much more efficiently than the microscopic equation.

The Algorithm 1.2 is given in the following.

Algorithm 1.2 We have the following parameters:

e The coarse time-step is 7.

e The fine time-step is §t < t/M, where M is the number of small time-steps
around the coarse time-step.

The macroscopic time interval is given as [, " +1].

The algorithm is given in the next steps:

e Initialization: co(¢"") = ¢", I is the number of iteration steps and we have N time
intervals.

e We solve the macroscopic equation with one time-step t:
aci(t)
5t = A(ci(1)) + R(B(ci-1(1)). (1.6)

e Then we apply the interpolation, i.e. operator A is resolved in the finer scale, so
we couple into the microscopic equation

0A(c) c¢i(t) —c(@™)
dc ¢ty — ()’

I(A(ci) (1) = A(c(t™)) + tet, " (1.7)

I(A(ci) (@) = A(c(t"))
Alei (1"h)) — A(c(t™))
ci (") — ()

(ci(t) —c(t™)), t € [", "], (1.8)
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e We apply M small time-steps (67) in the microscopic equation:

dci41(7)

o = [(Ali®)) + Blcin1 (1), (1.9)

e Then we apply the restriction, i.e. the operator B is coupled to the macroscopic
equation.

1 M
R(B(ep)@"™ ) = - > Blejx"™h). (1.10)
k=1

e We apply the next macroscopic step.

Remark 1.3 Such a method can be applied by the model where we can distinguish
the different operators (e.g. coarse timescale of operator A and fine time scales of
operator B). While the method is very near to a standard operator splitting scheme, the
modifications are only to embed the different interpolation and restriction operators,
see [26]. The benefit is in reducing the computational amount, which is from the
microscopic equation (e.g. molecular dynamical computations for large time frames)
to shift the model via embedding of the microscopic results to the macroscopic
equation, e.g. updated macroscopic parameters (diffusion or stress tensors), see [24].

EFM: Bottom—up-method

Here, we have the EFM (equation free method), which extrapolates the macroscale
model. Vice versa, we have given the microscopic model and resolve the unknown
macroscopic model.

We have the following steps of the HMM algorithm, see Algorithm 1.3.

Algorithm 1.3 e We initialize the microscopic equation (Lifting):
ulx,t) = u(U(x,1)). (1.11)
e We solve the microscopic equation (Evolving):
u(x,t + Ar) = sM@u(x, 1), 8t), (1.12)

where At = M §t is the macroscopic time-step.
e We extrapolate the macroscopic equation (Restriction):

U, t) = (u(x,1)). (1.13)
e We reconstruct via the operators the macroscopic equation:

Ux,t + At) = S(U(x, 1), At) = A (sM(u(U (x, 1)), 81).  (1.14)
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Remark 1.4 The EFM has the advantage to model ab initio problems, e.g. in material
modelling, it is important to start from a very fine scale and reconstruct the higher
macroscopic models, see [27]. Here, we have the benefit that we can reconstruct the
macroscopic behaviour, while for example a macroscopic equation is not a priori
known. Based on extrapolation ideas we extend the microscopic scales and construct
larger time- and spatial scales to transfer the model into the macroscopic scales,
see [25, 28]. Such a reconstruction is important to understand ab initio material
processes, see [29].

1.3 Multicomponent Analysis

In the following section, we deal with the multicomponent analysis, which is in our
case related to the ideas of separating the components.

Therefore, we deal with multicomponent methods to separate and decouple the
components, where we deal with the following ideas:

e Additive and multiplicative splitting methods.
e Iterative splitting methods.

The different splitting schemes are used as kernel methods and we can extend and
modify such basic methods to the underlying engineering complexities, see [26].

1.3.1 Additive and Multiplicative Splitting Methods

For the decomposition of partial differential equations, there exists different splitting
techniques, e.g. splitting in different dimensions, splitting in different operators, etc.
We briefly introduce the most common ideas to decompose a multicomponent
equation into different components or operators.
We deal with a linear ordinary differential equation with constant coefficients
given as

du(t)
7 A u(t), t €(0,T), (1.15)
du(t
d(t) =A1+---+Ay)u@), t€0,7), (1.16)
where Agr, Aq, ..., Ay @ R™ — R™ are matrices, u = (uy,...,uy)! is the

solution vector, and m is a given positive number, where M is the number of operators.
The initial conditions are given as u(t = 0) = ug, while u¢ is a given constant vector.
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1.3.1.1 Additive Splitting Scheme

The idea of additive splitting schemes are to decompose into a additive series of
operators.

We solve M subproblems sequentially on subintervals [¢”, t”“], where n =
0,1,....N—1,1=0and ¥ =T.

So if we deal with a first-order scheme, we can decompose Eq. (3.71) into a series
of explicit schemes:

M
u(@" :(1+IZA,~)M(I”), (1.17)
i=l1

or for the implicit scheme, it is simpler if we choose the approximation:

-1

M
u(@th =([—‘L’ZAI') u(t", (1.18)

i=1
where we modify the implicit additive scheme as follows:

1 M
n+1ly _ _ A1 n
u(") = i:EI(I MtA;)" u(t”). (1.19)

The local splitting error of the simple explicit additive splitting method can be

derived as
M M
eITlocal (Tn) = (eXp (Tn z Ai) — (I + T Z A,’)) u;’p
i=1 i=1
1 2 2 . n Vi 3
= Efn”(Al +-H AT ugll + 0(7), (1.20)
where the operators Ay, ..., Ay are assumed to be bounded operators.

1.3.1.2 Multiplicative Splitting Scheme

The idea of multiplicative splitting schemes are to decompose into a multiplicative
series of operators.

So if we deal with a first-order scheme, we can decompose Eq.(3.71) into a
series of

u(t) = MY exp(tApu(0), t € (0, T), (1.21)

1
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or simpler, if we choose the approximation:
u(t) = Hilzl(l +tA)u0), t € (0, T). (1.22)
Algorithmically, we can describe the simplest splitting scheme as follows:

duy (1)

3 = Aui(r), te @, ™, withu (") = gy, (1.23)
(1.24)
up (1) n n+l : n n+1
ryamiie Apyupm (), te€ @, 07), withuy (") =upy—1(77), (1.25)
forn =0,1,..., N — 1, where ugp = ug is given from (5.454). The approximate

split solution at the point r = t"*! is defined as ug’g‘l = uy ("h).
The local splitting error of the simple multiplicative splitting method can
be derived as

M
€ITiocal (Tn) = (eXP (Tn Z Ai) - Hinil eXP(TnAi)) u':p,

1
< -7 max max  ||[[Ai, Aj]ulyll+ O(z).  (1.26)
J=1 i=1,....M
i#]
where the operators Ay, ..., Ay are assumed to be bounded operators. The splitting

time step is defined as 7, = Mt — 1 We define [A;, Ajl:=A;A; — AjA; asthe
commutator.

1.3.2 Iterative Splitting Methods

Iterative splitting method underlies the iterative methods used to solve coupled op-
erators using a fixed-point iteration. These algorithms integrate each underlying
equation with respect to the last iterated solution. Therefore, the starting solution in
each iterative equation is important in order to guarantee fast convergence or a higher
order method. The last iterative solution should at least have a local error of & (r};)
(ith order in time), where 7 is the number of iteration steps to obtain the next higher
order.

One of the main motivations to apply iterative splitting method is to reach higher
accuracy based on the iterated solutions, see [30]. Further, such scheme can relax
nonlinearities based on the smoothing behaviour of fix-point approaches or succes-
sive approximation schemes, see [31, 32].
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In the following sections, we concentrate on a basic so-called iterative splitting
method, which is discussed in [30].

The algorithm is based on the iteration of a fixed sequential splitting discretization
with step size 7,,. On the time interval [¢”, £"+1], we solve the following subproblems
consecutively fori =1,3,5,---2m + 1.

du; (1)
o = Auwi®) & Buia(),
te @, ", with ui(1") = ul, (1.27)
duj1(t)
% = Au;(t) + Bui+1(t),

te " ", with wii (") = ul, (1.28)

where u(¢) is any fixed function for each iteration. The initial solution can be given
as

e ug(t) = 0 (we initialize with zero),
e ug(t) = u(#™) (we initialize with the old solution at time ).

The iteration (1.27) and (1.28) fori = 1,3,...,2m + 1 is consistent with an
order of consistency & (t,%m"’l), see [30].

1.3.3 Application of the Operator Splitting Methods
to Multiscale Problems

For the practical performing of the operator splitting methods, we have different
criteria for a real problem.

In the following, we discuss two recipes of a practical application of different
operator splitting methods, based on different assumptions to our real problems.

1. Physical Decomposition, see [16]: The real problem is derived and given as a
model-equation based on a system of PDEs. Here, we consider only the model
equations and are known of the physical background, e.g. transport parts of the
model equations, etc.

2. Mathematical Decomposition, see [16]: The real problem is only given as a system
of ODEs and we do not have the background, neither, e.g. semi-discretized PDEs,
nor the physical background, e.g. equations based on reaction mechanics, etc.

Physical decomposition

In the physical decomposition, we decompose the multiscale problems based on
the knowledge and information about the physical contributions (e.g. material laws,
conservation laws, different physical behaviours of the equation operators), see [16].
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Here, we can deal with two possibilities:

1. Direct Decoupling of the Multiscale equation:
Here, we assume that we have a good overview and a good knowledge of all the
parameters of the multiscale equation. That is, we assume directly the splitting
into different operators, e.g. transport and reaction operators, strong anisotropy
operator and isotropy operator, etc. Typical examples are of course the parabolic
transport equations where we have the different operators of the transport part
and the different operators of the reaction parts. We decompose with respect to
these operators, see [33].

2. Indirect Decoupling of the Multiscale equation with respect to the underlying
numerical methods:
Here, the multiscale equations with their operators are not so obviously related
to the physical behaviours, e.g. the coupling of each operator is strong and it is
not obvious how to decompose them. In that case, we apply the discretization in
time and space. Based on the underlying discretization methods, we are restricted
to stability conditions, which are important to obtain stable solutions, see [34].
These additional conditions based on the schemes allow to couple the discretized
operators to their physical parameters and we have a possible decomposition idea
for the splitting schemes. One such important condition is the Courant-Friedrichs-
Lewy [CFL] condition, see [35], which is important for all finite schemes to couple
the time- and spatial-step with the underlying physical parameters. For explicit
time-discretization schemes, we have an estimation of the next time step for
stable numerical results. For implicit time-discretizations, we can limit ourselves
to such a restriction to reduce numerical artefacts, which occur if we apply to
large time-steps for implicit schemes, see [36].

Example 1.2 For example, we deal with the transport-reaction equation:

dc dc

=v—+Aic, forx € 2, t €[0,T], (1.29)
at ox
c(x,0) = co(x), forx € £2, (1.30)
c(x,t) =g(x,t), forx € 082, t € [0, T], (1.31)

where the velocity parameter is given as v € IR™, the reaction parameter is given as
, € RT. After the space and time discretization with finite difference methods in
time and space, we obtain the CFL conditions:

CFL = |v Cfiow

| <1,CFL = |A Treqer| < 1, (1.32)
where 14, is the time step for the flow and 7,4, is the time step for the reaction.
If we assume, for example,

Tfow > Treacts (1.33)
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we decompose the flow and the reaction part into different operators and can apply
the splitting schemes, see [37].

Mathematical decomposition

In the mathematical decomposition method, we have only the information about the
ODEs, i.e. we concentrate on the underlying operator.

Here, an indicator for a decomposition is the different eigenvalues of the operator.

Based on the different eigenvalues we can decompose the full operator in different
operators with the same spectrum of the eigenvalues, see [33].

Here we can deal with different ideas:

1. Decomposition with respect to the maximal eigenvalues
In this method, we assume an ordinary differential equation with different oper-
ators that are given by matrices.
For each matrix A;, i = 1, ..., n, we can estimate the spectral radius of a matrix
p(Ap).
Based on the spectrum of the matrices, we derive the different operators for the
splitting scheme.

Example 1.3 Forexample, we assume to derive two operators where we define a o
and can separate the stiff and non-stiff parts of the operators to the new operators:

Al = ZAZ-, where i € I} with p(A;) < P, (1.34)
iel

Ay = ZAi’ where i € I with p(A;) > Py, (1.35)
iel

where Iy U, = {1, ...,n}.

Remark 1.5 Often, it is important to decompose into stiff and non-stiff operators,
while the stiff scales are finer than the non-stiff scales. The decomposition allows to
have more appropriate time-steps for each operator and therefore saves computational
time with respect to larger time steps.

2. Decomposition based on different norms of the operators
Often, it makes sense to deal with different norms, e.g. maximum norm, Ly-norm
of the operators and therefore give a classification of the underlying operators.
Here, the idea is to select the operators with the same norm-behaviours and derive
new operators for the splitting scheme, see [33].

Remark 1.6 The mathematical decomposition can also be applied to one operator.
Here, we split the full operator into sub-operators based on their different spectrums
or norms, see [38].
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1.4 Multiscale Analysis

In the following section, we deal with the multiscale analysis, which is in our case
related to the ideas of separating the scales.

Therefore, we deal with multiscale methods to separate and decouple the scales,
where we deal with the following ideas:

e Averaging (first-order perturbation theory, see [39]).
e Homogenization (second-order perturbation theory, see [39]).

Averaging and homogenization methods are often used with respect to oscillatory
problems, while we could average or homogenize the high oscillations with respect
to the slow scale.

Example 1.4 We deal with the following modified example, see also the ideas
in [20]:

d 1
= = —fi0)+ falx. ). (1.36)
1 £
dy _
o =g(x, ), (1.37)

where x is the fast and y is the slow variable. Further, we assume f> and g are periodic
with respect to y, with period [—r, 7].
The approximated solutions are given as

y() = yo(v) + eyi(z, 1), (1.38)
x(t) ~ xo(t) + ex1(z, 1), (1.39)

where 7 = L.
The leading terms are xo and yo and we have to assume that if 7 — 0o, we have

n@n g (1.40)
T

n@wn g (1.41)
T

We apply the approximated solutions to our differential equations and obtain the first
leading-order equations & (%) and O(1):

d
%(r) — fio() =0, (1.42)
T

dy,

ay1 _
E(f)-i-g(f, 1) — g(xo(7), yo(r)) =0, (1.43)

where we have for Eq. (1.45):
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x0(t) =1 fi(yo) + %o, (1.44)

where X is an initial condition. The second Eq. (1.43) is averaged over a large time
interval [0, t], with T — 00

T

d T
%(t)=tlggo/0 g(xo(t"), yo(1)) dr/=/ g(xo(t"), yo(1)) dt’, (1.45)

-7
and we have the averaged system of the slow variable yj.

Remark 1.7 The multiscale analysis in our consideration is based on averaging and
homogenizing the disparate scales and upscale microscopic behaviours to the macro-
scopic model. Here are multiple timescale techniques, see [39, 40], important to
recover a macroscopic model.

1.4.1 Analytical Methods

One of the analytical methods is the method of multiple timescales, which is impor-
tant to solve simultaneously different scales, see [23, 41].
The single time variable ¢ is replaced by a sequence of independent timescales
et, €2t, - - - and allows freedom degrees to solve multiscale problems.
We assume to have two different timescaled operators A and B, while ||A|| >
[|B]] ~ & — 0.
aU (1)

a7 = AU(t) + BU(r), with U(¢") = U", (1.46)

We derive a solution U (z, ¢) and apply:
Ut,e) = Uo(t) +eU1(t) + €*Ua(t) + - + &' Us (1), (1.47)

with the initial conditions U (0, ¢) = U (0) and J € N7 is a fixed iteration number.
Then the hierarchical equations are given as

aUaot(t) — AU (1), (1.48)
aUalt(t) = AU\ (t) + BUy(1), (1.49)
8Ua’t(t) — AU, (1) + BU,_1, (1.50)

and we have also to expand the initial conditions to Uy(0) = U(0) and U;(0) = O,
Vi=1,...,J.
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1.4.2 Multiscale Averaging

The multiscale averaging idea is based on the assumption that we can decouple the
full model into two sub-models:

e Microscopic model (fast scales).
e Macroscopic model (slow scales).

The averaging method concentrates on two different scales:

e a set of fast variables (microscopic model),
e a set of slow variables (macroscopic model);

such separations allow to construct a more effective model for the slower scales by
averaging the original or full model over the fast scales (or apply statistics for the
fast variables).

Remark 1.8 Here, we apply different techniques to average small time- or spatial
scale and to embed into a model with larger time- or spatial scales, see [39].

1.4.3 Perturbation Methods

In the following, we discuss some ideas of perturbation problems that can also applied
to multiscale problems.

e Homotopy perturbation method (HPM),
e Computational singular perturbation (CSP) method.

1.4.3.1 Homotopy Perturbation Method

Perturbation methods are widely applied to solve nonlinear problems. The idea is
to apply a homotopy technique, which means we could deform in a topology two
continuous functions from one topological space to another. The deformation is
called a homotopy between the two functions. Here, we apply a homotopy with an
embedding of a small parameter p € [0, 1] and the method is called a homotopy
perturbation method, see [42—44].

We deal with the following nonlinear differential, which can be decoupled into a
linear and nonlinear part:

L)+ Nu)— fx)=0, xe £2, (1.51)
G(u, a—M) =0, x €082, (1.52)
on

where L is the linear operator (e.g. differential operator) and N is the nonlinear
operator, f is a right-hand side, G is a boundary operator.
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In the following, we briefly introduce the homotopy technique proposed by Liao in

[45], we can construct the following homotopy of Eq. (1.51) v(x, p) : £2 x [0, 1] —
IR which satisfies:

JCW, p) =1 —p)(L©») = Lug)) + p(LM+NW) — f(x)) =0,
(x,p) € 2 x[0,1], (1.53)

or

A (v, p) = L(v) — L(ug) + pL(uo) + p(N(v) — f(x)) =0,

(x, p) € £2 x [0, 1], (1.54)
where p is the embedded parameter and u¢ is an initial approximation that satisfies
the boundary conditions.

Further we have the results:

A (v,0) = L(v) — L(uy), (1.55)
AW, 1)=Lv)+N@V) — f(x) =0, (1.56)

that result in a multiscale solution, see [46], if we apply p = ¢, and we have
v=v0+pvi+pvatoe, (1.57)
where the approximation of the solution of (1.51) is given as
M:;LIIIIVZV()+V1+V2+"'. (1.58)
We have the following first examples:
Example 1.5 We deal with
Yy 4+y"=0 x>0,xe 2 CR, y0) =1, (1.59)
we apply the homotopy:
Y =g+ pyg + pY" =0, (x.p) € 2 x[0,1], (1.60)

and we have the solution
Y=Yo+pYi+p’Yot---, (1.61)

we derive the hierarchical equations as
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P Yy =y, (1.62)
pliY Y Y =0, Y1(0) =0, (1.63)
pr Y+ Y7y =0, Y2(0) =0, (1.64)
and we have Yy = yp = 1. Then we obtain Y| = —x and ¥, = %xz. The second-

order approximation is given as

_ 2y _ 2 o
y=Yo+pYi1+pYo=1—px+p 2x, (1.65)

and for p = 1, we obtain
n
y=Yo+pYi+p’Ya=1 —x+§x2. (1.66)

The next example is related to a fast-slow dynamics.

Example 1.6 We deal with
Y —y+y2=0x>0,xe 2 CR, y0) =2, (1.67)
we apply the homotopy:
Y'Y = yo+y0+ pyo—pyo+pY? =0, (x.p) € 2 x [0, 1], (1.68)

and we have the solution
Y =Yo+pY1+p Yo+, (1.69)

we derive the hierarchical equations as

PP Yy —Yo—yy+y =0, (1.70)
P Y[+ ¥ —yo+ Y5 =0, Y1(0) =0, (1.71)
P Yy +2YeY =0, Y2(0) =0, (1.72)

and for simplicity we have Yy = yo = 2 exp(—x) (solution of y; — yo = 0). Then we
obtain Y| = 2exp(—2x) and Y> = % exp(—3x). The second-order approximation is
given as

8
y =Yy + pY1 + p2Ys = 2exp(—x) + pZexp(—2x) + ng exp(=3x), (1.73)

and for p = 1, we obtain the approximation of the nonlinear differential equa-
tion (1.67).

Remark 1.9 If we apply the perturbation of a fast-slow dynamics and we assume

Y —y+ey?=0, x>0,xe R CR, y0) =2, (1.74)
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for 0 < ¢ < 1, we obtain the solution based on the homotopy perturbation method
(1.73) and we apply p = &. Here the nonlinearity y? is the slow part of the equation.

1.4.4 Computational Singular Perturbation Method

The computational singular perturbation (CSP) method developed by Lam and Gous-
sis [47] is an iterative method to reduce the dimensionality of differential equations
with multiple timescales, see [48].

The idea is to decouple slow and fast scales and relax the fast scales to the slow
scales, see [48].

We deal with a reaction system with N species and R reactions. The chemical
kinetics equation is given as

dy
A , 1.75
I gy ( )
where g is the global reaction rate, y = [yy, ..., yN]T is the vector of the concen-

trations and the elementary reactions are given as

R
gy => S F, (1.76)
r=1

where S, is the stochiometric vector and F" is the reaction rate of the rth reactions.
The idea of the CSP method is to derive an ideal set of basis vectors for the
derivation of the simplified models, e.g. decomposition into a slow and fast part of
the reaction equations for example g = (g, gﬂm)T.
One has to find a fixed basis A € RY with the relation:

g=Af, (1.77)

and
f = Bg, (1.78)

with BA = I € RV*V,
Then we can focus on the dynamics of

a _

=M (1.79)

where A is a linear operator which is givenas A = B(Dg)A — B(DA)g = B[A, g]
and Dg is the Jacobian of g.



1.4 Multiscale Analysis 21

Based on the decomposition into slow and fast parts, we have:

Al,l Al,z

_ (B'[A1, g1 B'[A2, g]

= (Bz[Al,g] BZ[Az,g])’ (1.81)

and due to CSP algorithm, we compute a block-orthogonalization and we obtain the
decomposed matrix:

_ ( BS1[Ay, g] BSH[A, g

A= (vaL[Af,g] Bf’L[As,g]) (1.82)
_ [ B’[Ay, gl 0
— ( 0 Bf[AS,g])' (1.83)

Now we have a decomposition into a slow and fast regime:

df,

o 22 = A o (1.84)
df 1,
% = A" f s (1.85)

the detailed ideas of the algorithm are given in [47].

Remark 1.10 We can compare the perturbation method with the averaging and ho-
mogenization method. While the averaging method is a first-order perturbation and
the homogenization method is a second-order perturbation, see [39], the singular per-
turbation method is constructed to take into account the different oscillatory scales
and separate them into different operators (matrices). Such different matrices can be
applied or skipped in the computations, see [47].

Remark 1.11 1In general, the CSP method is only one method for automatic model
reduction (slow-fast decomposition) of dynamical systems. We have also other alter-
native model reduction methods of multiscale systems. In the following, we present
some of the recent publications of such methods.

1.4.5 Alternative Modern Systematic Model Reduction
Methods of Multiscale Systems

In the past years, many modern systematic model reduction methods of multiscale
systems were developed.

In the following, we give a small overview of such alternative methods with respect
to the discussed CSP method:
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The Intrinsic Low-Dimensional Manifold (ILDM) (see the seminal paper [49]);
here the idea is based on simplifying chemical kinetics based on the dynamical
systems approach. The variables to the procedure are the detailed kinetics mech-
anism and the number of degrees of freedom required in the simplified scheme.
The dynamical system approach is used to develop a scheme that reduces the
state space of a reaction system globally in such a way that it can be tabulated for
subsequent use in turbulent combustion calculations.

The Reaction—Diffusion Manifolds (REDIMs) approach, see the ideas Bykov
and Maas [50] and more details are discussed in the papers [51-54]. The idea
of the method is based on the decomposition of timescales. They assume an
existence of invariant slow manifolds in the thermo-chemical composition space
(state space) of a reacting flow, such that they can predict a detailed dynamical
system. A manifold of the reduced model can be approximated by applying an
invariance condition together with repeated integrations of the reduced model in
an iterative way. At the end, they can derive a full stationary system dynamics
governed by detailed chemical kinetics and the molecular transport in the case of
a one-dimensional reduced model, which is also the limiting case, see [50].

The relaxation redistribution method (RRM), which is discussed in the papers and
books of Chiavazzo et al., see [55-59], is based on the construction of accurate
discrete approximations of slow invariant manifolds.

The ideas are based on two steps:

e Method of Invariant Manifold (MIM), see [60], where we have given a

autonomous system:

d¢

= , 1.86

r f (@) (1.86)
where ¢ € U is the state, U is the phase space and f is the reaction mecha-
nism. The MIM is based on the idea to reconstruct a slow invariant manifold
£2, which is embedded in U and we have a function F(§), which maps the
macroscopic state into the microscopic state. The SIM (slow invariant mani-
fold) is seen as a stable fixpoint of the film equation:

dF ()
7 FF (&) — P(f(F(§)), (1.87)
where P is the projection onto the tangent space of the manifold 2.

e Relaxation method based on the RRM (Relaxation Redistribution Method):
The reconstruction of a macro-state £ into a micro-state F (£), i.e. the practical
application of Eq. (1.87), is based on a grid-refinement of two steps:

a. Relaxation: The grid nodes are relaxed to the slow invariant manifold.

b. Redistribution: The relaxed states are redistributed on a grid related to the
parameter &.

The idea of the algorithm is presented in Fig. 1.3.
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Fig. 1.3 Grid approximation of the relaxation redistribution method

4. The G-scheme, which is discussed in [61], the main idea is based on resolving
only a range of active time scales and neglect very-slow and very-fast timescales.
Therefore, a general idea of the numerical solution is obtained using practical error
tolerances, by which a numerical solution is approximating an exact solution. The
algorithm is based on applying an adaptive coordinate transformation, such that
it is possible to consider the modes (eigenvalues) of the solutions which, within a
threshold criterion, can be frozen or are given in an equilibrium. The G-scheme
applies such a transformation and deals only with the extracted reduced active
system.

5. The method of Invariant Grid (MIG), which is discussed in [62, 63], is based
on the model reduction concept of slow manifolds (SIM). The MIG algorithm is
based on the idea to approximate the SIM by a set of grid nodes in the invariant
grid (concentration space). The MIG can be used as a computational realization
of the method of Invariant Manifolds (MIM), given in Eq. (1.87) for the SIM.

6. The Invariant Constrained-equilibrium Edge Pre-Image Curve (ICE-PIC)
approach is discussed by S. Pope et al., see [64]. It is a method to simplify
chemical kinetics based on dimension-reduction ideas. The dimension-reduction
method is based on the idea to construct a low-dimensional manifold (explicitly
or implicitly) in the full composition space. Here, the ICE-PIC method employed
the low-dimensional manifold an invariant, trajectory-generated manifold. In ad-
dition, the ICE-PIC method applies the species reconstruction locally on the
low-dimensional invariant manifold. Such a technique allows a more detailed
reconstruction and the invariant manifold exists and is continuous.

7. The various variational approaches by D. Lebiedz, see [65], are also automatic
procedures to replace higher dimensional dynamics by lower dimensional ap-
proximation with given error estimates to the original solution. The variational
approach applies the idea to minimalize the entropy production. That is, one can
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concentrate on a remaining system dynamics, while the other species concen-
trations of the system are close to the attractor and are maximally relaxed. This
relaxation can be given as a minimal entropy production for the single reaction
steps along their phase space trajectories.

1.4.6 Multiscale Expansion (Embedding of the Fast Scales)

Here the motivation arose to modify and reduce a multiscale equation with respect
to its fast scale to an averaged or homogenized equation, see [39]. These techniques
allow to embed the fast scale, while for long times such fast scales are averaged
or homogenized and can be embedded to the slow scales. That is, we can reduce
the delicate multiscale equations to simpler scale equations, taking into account
averaging and centering ideas.

In the following, we start with a simple example to show the ideas of such schemes
and at the end we present some recipes to apply such schemes to parabolic PDE:s.

Example 1.7 We deal with a advection-diffusion equation, given as

3
M aVu+ DAu, for (x.1) € RY x R, (1.88)

ot
u(x,0) = f(ex), (1.89)

with 0 < & < 1, where a(x) is assumed to be smooth and periodic in space with
period 1. We assume to see only a slow behaviour in the solution related to the
convection or diffusion term and we therefore embed the fast solutions to a simplified
equation.

e We deal first with diffusion-dominant scaling (diffusion scaling) and assume to
skip the advection term by a centering condition.
We apply the rescaling: x — ¢~ 'x and t — ¢~z
Hence, we have the multiscale expansion given as u. (x) = ug+eug(x, ’;“) +0(eh),
and we obtain

8”8 1 d +
5 = —a,Vus + DAu,, for (x,1) € R x R™, (1.90)
&

ug(x,0) = f(ex). (1.91)

Further we assume that the fast scale a, = a(;—‘).
We define the operator as

Lo=a(y)-V,+DA,, (1.92)

with the periodic boundary conditions [0, 1] and can refer to the characteristics
of the equation where the operator L is the generator of the Markov process y(¢)
and we have
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= = 2D—, 1.93
7 a(y) + o (1.93)
with periodic boundary conditions and W (¢) is a standard Brownian motion and
solved on the unit torus T,

Here, we can define the invariant distribution £ (y), see [39], as a stationary solution
to the adjoint equation:

Lig =0, (1.94)

We assume that the vector field a (y) satisfies the centering condition to the invariant
distribution:

/ a(y)§(y) dy =0, (1.93)
’]I‘d

such that it is averaged out. At least, we only see the diffusive behaviour.

The simplified equation in a first order is given as

du d +
M DV, V,u, for (x,1) € RY x RY, (1.96)

ot
u(x,0) = f. (1.97)

Here, we have assumed that we can average out the advection term.

e Next, we deal with the advection-dominant scaling (diffusion scaling) and assume
to deal with a pure advection equation, while we can neglect the influence of the
diffusion term, e.g. for the divergence-free flows, see [39].

We apply the rescaling: x — ¢ 'x andr — &7 !¢.
Hence, we have the multiscale expansion given as u, (x) = uo+euj(x, ’g‘) +0(g?),
and we obtain

aa’is = 4V +eDAug, for (x,1) € RY x RY, (1.98)

us(x,0) = f(ex). (1.99)

Further we assume that the fast scale a, = a(fg—c).
We define the operator as for the previous diffusion dominant scaling

Lo=a(y)-Vy + DA,, (1.100)

with the periodic boundary conditions.
Further, we can define the invariant distribution £(y) to the adjoint equation as

Lig =0, (1.101)

and we assume that the vector field a(y) is not averaged out and we have
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i— / a(VEQ) dy. (1.102)
']I‘d

The simplified equation in a first order is given as

u
m V.u, (1.103)

u(x,0) = f. (1.104)

ISY

Here, we deal with a dominant advection part and we have a linear transport
equation.

We apply a next problem given in the impact oscillator problem, see [66].

Example 1.8 The Fokker-Planck equations are given as

CUBINC PN U -1,
8t+v8x E(x)av_8v< yvf+pB yav), (1.105)

where we could decouple such an FP equation into the PIC (particle in cell) part and
the SDE part.

e PIC part
of of of
- — —E(Xx)=— =0 1.106
or T Vox EM, =0 (1.106)
e SDE part
af o 1 of
AL -, 1.107
o7 av( yvf+8 J/av) ( )
where we solve the characteristics:
e PIC part
& (1.108)
— =, .
dt
dv U
— =—E(kx)= —, 1.109
di =35 (1.109)
where U is the potential.
e SDE part
dx
= =0, 1.110
r ( )

dv = —yvdt + /2B~ LydW, (1.111)

where we assume y = % and B~y = const.
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When we apply the rescaling: v — v/e and t — 1 /g2,
then the SDE part is

1
dv = ——vdt + V2DdW, (1.112)
&
and our Eq.(1.111) has at least a diffusive behaviour:

dv = v2Daw. (1.113)

Remark 1.12 The benefit of multiscale expansion is to decompose the full equa-
tions into simpler equations, while for the rescaling, we can neglect some parts of
the equations. Such a rescaling or multiscale expansion allows to derive simpler equa-
tions, which fulfil for the assumption (e.g. splitting, averaging or homogenization)
the dominant behaviour of the full equations.

In Figs. 1.4 and 1.5, we present some methods to apply such multi-expansion
methods.

Multiscale equation

Physical Modelling Assumptions
Splitting into different parts
with the physical motivation

Solving equation with
operator A 1

related to the special
scales of
Ay

Solving equation with
operator Az

related to the special
scales of A 5

Solving equation with
operator A n

related to the special
scales of A n

Coupling the results of the
n—Operators, based on the
scales related to the
multiscale—expansion

Solution of dominant parts of the
Multiscale equation

Fig. 1.4 Application of splitting methods
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Multiscale equation

Modelling Assumptions
Special microscopic behaviour
of the Parabolic PDE

Averaging of the
scaled cell problem
with periodic BC
on a unit torus
(averaging is not
Zero)

Centering of the

scaled cell problem
with periodic BC

on a unit torus
(averaging of some parts
are zero)

Advection dominant
behaviour

Diffusion dominant behaviour

Solution of dominant parts of the
Multiscale equation

Fig. 1.5 Application of averaging and homogenization methods

Remark 1.13 For all methods it is important to extract some dominances of the mul-
tiscale equations, while the multiscale expansion can give some hints to these parts.
While in splitting methods often the physical background motivates to decompose
the parts of the multiscale equations, the averaging and homogenization methods are
motivated to deal with the underlying microscopic problem and embed that part into
the upscaled equations. Both methods have at least some neglections and we derive
a reduced multiscale equation which extracts the dominant solutions of the slower

scales.
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Chapter 2
Theoretical Part: Functional Splitting

Abstract We describe a general method, which is based on a splitting approach and
the knowledge of the exact solutions of some sub-problems. Such additional informa-
tion is taken into account and has an important role in accelerating the computations.
We apply a functional splitting idea to decompose the initial problem into several
sub-problems where some of them are known with the analytical solutions. The
sub-problems with unknown solutions are solved numerically by standard numerical
methods, e.g. finite volume methods. This paper can be divided into four parts. In
the first part, we introduce the model and its application. In the second part, we dis-
cuss the analytical solutions of coupled systems of convection-reaction equations.
Functional splitting methods are developed in the third part.

2.1 Ideas of the Functional Splitting

The ideas of functional splitting are applied in different areas of decomposing mul-
ticomponent flow problems, see [1, 2].

The motivation is to reduce the problems of solving reacting flows whose com-
plexity comes from the fact of a wide range of timescales.

Such complexity leads to numerical difficulties related, e.g. to stiffness of the
reaction terms.

Here, the idea is to split the model equations additively into flow terms (e.g. advec-
tive transport, diffusive transport) and reaction terms (e.g. chemical transformations).

In the following, we discuss the different splitting techniques, that are applied in
multi-component flow problem, see [3].

2.1.1 Flow Equations

We deal with a system of flow equations, which are coupled by the different flow
operators, e.g. advection, diffusion, dispersion, etc. Here the main ideas are to decom-
pose such delicate multi-operator equation into simpler one-operator equations.

© Springer International Publishing Switzerland 2016 33
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Therefore, we can treat each simpler one-operator equation with more adequate
solver and discretization schemes and optimize their computational time. Splitting
techniques allow to decompose the operators and couple the results of each simpler
operator equation together to the full result, e.g. with overlaps in the initialization of
each simpler operator equation (initial condition coupling).

2.1.1.1 Splitting of Physical Processes

So one splitting technique is based on the idea to decompose the discretized operator

d
a—l:—l—Au:f, t €0, T], 2.1)
where A = Z§=1 Aj, Aj > 0 (A; is positive definite) and f = Z§=1 fi and
i=1,2,...,1
The solution of the simpler equations are given as:

At
Wi T2/ _ i1/l

At

+ AT (1 —aul)) = f1, t €10, T, (2.2)
+ A P (1 —au TV = £, 1 €0, T, (2.3)
(2.4)

witl _ i+a=njI

At

+ Ay ™ 4 (1 — auTIDITyy = £ 1 € [0, T, (2.5)

where for « = 1 is an implicit scheme of first order, « = 0 is an explicit scheme
of first order and for « = 1/2 we have a Crank—Nicolson scheme of second order,
see [4].

2.1.1.2 Splitting of Physical Processes and Solution Components

Another splitting idea is based on splitting the components of the solutions with
respect to their different scales, e.g. vertical and horizontal velocity in ocean circu-
lation or decompose the velocity field into a time average motion and a turbulent
fluctuation (Reynolds-averaging idea, see [5]).

The idea is based on two different velocity scales, i.e. a fast scale (turbulent
fluctuation) and a slow scale (averaged motion), see Fig.2.1.

We decompose the velocity into:

u=u—u, (2.6)

n+1
where u = Alt fttn u(s) ds and At = "1 — ",
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Fig. 2.1 Splitting approach to convection-diffusion-reaction equations
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Example 2.1 Decomposition of a turbulent flow into an averaged flow and fluctuation
flow. Such an application is known in the Navier—Stokes simulations, see [6].
We apply a flow-equation given with two flow variables u, v and have:

Uu=u-+u,
v=v+7V,
SLlZS_M—l_S;’

and we decompose into

o +u') 0 _ _ — ,
5 T @t W)@ +V)) = 0u+ 0,
and we have:
o(u+u')

o) -
+—(@+uw' +uv+uv)) = Qu+ Q).
ot 0x

we apply the averaging operator and have:

o(u+u’ d
ACRTOM

T a—x((u:erWJrﬁJrW)):EJrQ;,

2.7)

2.8)
(2.9)
(2.10)

@2.11)

(2.12)

(2.13)



36 2 Theoretical Part: Functional Splitting

then, we skip the fast perturbations means u’ = 0, S/, and obtain:

ou
a—l:+—((uv+uv +u'v +uV)) = Q,, (2.14)
then based on the continuity equation we have 2 57 = 0and g—z = 0 such that we can
skip the mixed terms and we obtain:
ou
E—F_(MV‘FMV/)— Qu’ (2.15)

and by applying the operator parts of the equations, which splits the flow-field and
the source-term (reaction part), we have:

ou =0 (2.16)
ar ’
and
u
E—i——(uv—l—uv’)—o 2.17)

Example 2.2 A next example in ocean modelling, here we have also different scales
(horizontal and vertical velocities).

We assume the following linearized model, see [7], while we choose the adjust-
ment equation given in a linearized form:

u_ e p, i P (2.18)
— —fv==P, — + fu=-"Py, .
ot 9t Y

where f is a function depending on time and space, p = (Px, Py)" is the pressure
vector. We first decompose into the different physical processes (reaction and pressure
part) and we have:

du av
— =—P,,— =—P,, 2.19
at * ot y 19
and the second part:
ou av
— — fv=0, — =0, 2.20
o Y o T /U (2.20)

is further decomposed into:
+u', (2.21)
+V, (2.22)

S
Il
<|

<
I
<I
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and we get
%—:u/) —fE+v) =0, (2.23)
MVB_J;W + fu+u)=0, (2.24)
and we apply the averaging and obtain:
% — fv=0, (2.25)
Tim=0 (2.26)

Further, we can also solve the fluctuations or so-called inertia adjustments:

a /
a—i — =0, (2.27)
a /
a_vt + fu' =0. (2.28)

Here, we have decoupled the fast and slow velocities and also taken into account
the different physical behaviours of the equation parts.

2.1.2 Decomposition of Convection-Diffusion-Reaction
Problems

The motivation of decomposing convection-diffusion-reaction (CDR) problems are
important, while time-consuming standard numerical approaches, e.g. Runge—Kutta
methods for the the whole equation parts, have their drawbacks in resolving the
finest scales. More and more complexities of coupling all the equations parts need to
apply novel methods, that can overcome the restriction to time- and spatial steps, see
[8]. Nowadays CDR problems are used to simulate delicate transport and reaction
processes in engineering applications, e.g. chemical reactors [9], combustion flames
[10], and bioremediation [11, 12].

Because of the drawback of losing accuracy or dealing with numerical artefacts
with large time-steps to classical discretization and splitting schemes, we propose
the following splitting strategies for global multiphase convection-diffusion-reaction
equation, see [13].

e Time Splitting: Decoupling of convection-reaction and diffusion equation to solve
them separately
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e Dimensional Splitting: Exact solving of the 1D time-dependent systems of the
convection-reaction equations

e Functional Splitting: Laplace transformation of the 1D time-dependent systems
of convection-reaction equations and solving analytically the resulting systems of
ordinary differential equations

e Iterative Splitting: Fix-point schemes, which couple the sub-problems of the global
problem, which are then solved in advance independently using an analytical
approach.

The technique called functional splitting has been tried as a means of solving decom-
posable problems, see [2]. Functional splitting is implemented in a splitting approach,
where the knowledge of the exact solutions of some sub-problems has an impor-
tant role in obtaining a-priori test-functions for solving the systems of differential
equations. The solutions can be used as test-functions to improve the discretization
schemes, e.g. finite volume schemes, or to solve analytically sub-problems which
are coupled in the splitting approach, see [3].
Here are the Assumptions 2.1 of Functional Splitting approaches.

Assumption 2.1 In the following, we assume that our underlying problem has the
following characteristics:

e Each sub-problem can be solved analytical or semi-analytical.

The sub-problems can be coupled via splitting approaches, e.g. additive, multi-
plicative or iterative splitting methods.

The underlying spatial discretization scheme, e.g. finite difference or finite volume
method, can embed the one-dimensional analytical or semi-analytical solutions
with a small splitting error, see Godunov’s method [14, 15].

Multiscale methods, e.g. multiscale expansion methods, can be applied and decom-
pose to fine and coarse parts of the full model and apply multiscale splitting
approaches, see [16].

In the following Fig.2.2, we present the ideas of the this functional splitting
approach to a coupled multiphase convection-diffusion-reaction (MCDR) equation.
We start from the MCDR equation, while each parts, means the convection-, reaction-,
diffusion- and multiphase- part (mobile and immobile parts) have their different
spatial and time scales. In the step of the decomposition, we collect the different
scales of equal or nearly equal part, so here in the Fig.2.2, we can combine the
convection and reaction part, immobile part. Now, we can concentrate on the four
different model problems, e.g. convection-reaction equation, diffusion equation and
mobile-immobile equations. In the next step, we apply the so-called Functional Split-
ting approach, see the Assumptions2.1. Means, we can reconstruct one-dimensional
solutions of each sub-problem, that has a highly accuracy, e.g., analytical or semi-
analytical solution, and that the underlying spatial discretization scheme can embed
such dimensional-splitted solutions. Further, we can concentrate on each simpler
equation and apply multiscale approaches. In the final step, we couple the results of
each sub-problem and apply the coupling approaches of the different splitting meth-
ods, see [17]. The errors of the applied methods, e.g. dimensional splitting error, time
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Splitting Approach for Global Problem

Multiphase Convection—Diffusion
Reaction equations
(Mobil and immobile parts)

[T

Decomposition to the simpler
subproblems

Convection—Reaction Diffusion equation Mobile and
equation immobile equation
Functional Splitting
(Decomposing to 1D Testproblems)
Laplace—Transformed Embedding Lapace*Trapsformed
equations and solving 1D testfunction of solved syslelns f’f tlmed§pendent
1D differential equations convection part differential equatioons

Iterative Splitting schemes to
couple the subproblems

Solution of the coupled PDE, based on the
functional splitting approach of solved
1D subproblems

Fig. 2.2 Splitting approach to convection-diffusion-reaction equations

splitting error, can be reduced by applying higher order schemes of each underlying
method.

Such splitting approaches allow of accelerating the solver process, so one can
employ larger time-steps. Taking into account the different scales of these multiscale
problems, one solves each singlescale problem with its optimal accuracy, see [8].

Our contribution is to derive the framework of a splitting approach to solve time-
dependent coupled transport and reaction equations with different splitting schemes
producing analytically solvable one-dimensional equations, whose solutions are then
used as test-function. This framework is more economical since it uses only standard
approaches such as finite volume schemes.

Remark 2.1 Furthermore, one could, hence, use more delicate chemical reaction
terms and embed the semi-analytical solutions of their coupled convection-reaction
systems into the schemes, or use iterative approaches to couple mixed mobile and
immobile sub-models, which are delicate, to say the least, to solve only semi-
analytical, see [17].

2.1.3 Functional Splitting with Respect to the Multiscale
Approach

Oftenitis necessary to deal with a multiscale model with different underlying models,
e.g., microscopic and macroscopic model.
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Numerically, we deal with a multiscale method, that solves each individual model
and couple the datatransfer between the different models, see [18].

Then, we deal with a hierarchical Decomposition of the underlying different
models, means in each hierarchy, e.g. microscopic part or macroscopic part, we deal
with different decomposition methods.

In the following Fig. 2.3, we present some recipes to apply a hierarchical splitting
approach. Here, we apply in the different model hierarchies the optimal splitting
approaches. Such that we can minimize the underlying splitting error and reduce
optimal the computational time.

In the following example, we deal with a multi-flow problem based on a macro-
scopic and microscopic convection-diffusion-reaction equation, see Example 2.3.

Multiscale model Hierarchical Splitting

Solving equation with
micro—operator .
P Am1,l

\ Solving equation with

micro—operator A

Microscopic

Microscopic model Splitting Approach

mi,N ;i

Multiscale method
(coupling the
models)

Solving equation with
macro—operator
P Ama,l

Macroscopic

Splitting Approach

Macroscopic model \

Solving equation with

macro—operator Aman
> ma

Solution of dominant parts of the
Multiscale equation

Fig. 2.3 Hierarchical splitting approach (Coupling of micro—macro and macro—micro)
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Example 2.3 We have the following multi-flow problem, which is a coupled problem
of fine- and coarse-scale CDR equations.

1. Macroscopic Equation:

du
r;ttzcro = F1(Umacro> Umicro) + F2(macros Umicro)- (2.29)

where F] is the convection-reaction operator and F> is diffusion operator.
2. Microscopic Equation:

duy,i 1 . ~
:;;cro = _E(Fl (Umicro) + F2(Umicro) — @ (Umacro))- (2.30)

where F| is the convection-reaction operator and F> is diffusion operator. Further
Umacro 18 the slow time-dependent and u,,; ., is the fast time-dependent variable.

In the following, we apply the HMM and the splitting of the different scale-
dependent-equations in Algorithm?2.2.

Algorithm 2.2 We first apply the HMM algorithm.

e We solve the microscopic equation:

ulht =l ((Flum,m + Rl ) — (o) (2.31)
wherem =0,1,..., M —1,z.B. 8t < At/M is applied as microscopic time-step.

e We apply the operator splitting method with respect to the microscopic equation:

nm+1 _  n.m ot ~ . n _..nm
Upicrol = Ymicro1 — ?(Flu’mcm - 0'5¢(umacr0)) with Mmzcro 1= Yicro
(2.32)
n,m+1 _  n,m+l ot n,m _ n,m+1
umicra,Z - umicro,l (qumzcro 0. 5¢ (umacm)) with umzcro 2= umicra,] ’
(2.33)
wherem =0,1,..., M —1,z.B. 5t < At/M is applied as microscopic time-step
n,m+1 n,m+1
and next mtermedlate solution is given as u, .., = U, i.roo-

e Equilibration of the Microscopic operators (reconstruction):

M
- 1
F" = M Z(Fl (uma”(” mlcr()) + Fz(umacro’ M:Zirzro))~ (234)

m=1
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e Solving of the Macroscopic Equation:

Wit = U e — AL(ET 4 FY). (2.35)

macro macro

with Ar as macroscopic time-step.
e We apply the operator splitting method with respect to the macroscopic equation:

n+1 _,h N : n _..n
umacro,] = Wacro — AtFl » with umacro,l = Unacro (236)
n+1 __ n+l n . n _n+l
Uacro,2 = Ymacro,1 — AtFZ , with Uicro,2 = Ymacro, 17 (2.37)

n+1 un+1

where the next intermediate solution is given as u},,} .., = .. .
e We apply the next microscopic step, till we have resolved the full time interval.

Remark 2.2 Here, we can apply the discrete macroscopic time-steps with respect
to a fast splitting approach. Further also with the microscopic equation. The benefit
is also to resolve only parts of the microscopic time interval such that we can also
accelerate the multiscale computation.
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Chapter 3
Algorithmic Part

Abstract In this chapter, we discuss the algorithmic parts with respect to the
different methods we applied in the application part.

3.1 Introduction

In the following, we discuss different methods based on iterative and additive ideas
to decompose scale-dependent equations.

Based on the different scale-dependent operators of the equations, we deal with
the ideas of decomposing into simpler and faster computable equations.

Basic idea is that to decompose the operator with respect to their spatial and time
scales into different scale-dependent operators, e.g. we decompose the operator

A= Amacro + Amicro» (31)

where the operators are given as

e A,ucro (macroscopic operator) has larger in order entries, and then
e Aicro (microscopic operator) has smaller in order entries,

while [Apicro,ijl < € |Amacro,ijl, Vi, j € 1,0 < & < 1, i.e. we decompose the
different scales of two operators.
To solve the evolution equation,

dc
E = Anacro(€)Cc + Apicro(c)c, (3.2)
where ¢(0) = c¢q is the initial condition and we assume that the semi-discretized
operator A has included the boundary conditions.

Two different solver ideas are discussed:

e Iterative Scheme: Based on iterative cycles, we solve the underlying decomposed
equations based on the successive approximation or fixpoint scheme.

e Additive Scheme: Based on decomposing into tridiagonal matrices, we solve
sequentially simpler equations.

© Springer International Publishing Switzerland 2016 45
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3.2 Iterative Methods

This model is reformulated by the semi-discretization of the spatial operators to the
following Cauchy problem, while ¢ is now in the following vectorial function:

de(t)
at

= Ac(t) + f(t) (3.3)
= Arc(t) + Ase(t) + f@t), witht € [0, T], c(0) =co,  (3.4)

where the initial function ¢ is given. A and A; are assumed to be bounded, constant,
linear operators in an appropriate Banach space X with Ay, A : X — X with an
appropriate vector and matrix norm || - ||.

In the following, we deal with the following definition of the stiff operators, see
also [1, 2].

Definition 3.1 We consider the stiffness in the following sense: A is supposed to
be stiff and A, non-stiff. Stiffness means that T A; is huge in norm for the range of
step size 7, see [3]. Here, the step size represents a splitting step size. So we assume
[ltALll > 1, [[tAz|[ = O(7). (3.5)
For the notation of the eigenvalues, we have
Re(th) < =1, |tu|l = 0(7), (3.6)
where A is a stiff eigenvalue of A; and p a non-stiff eigenvalue of Aj.

In the next subsection, we present the iterative schemes.

3.2.1 Iterative Schemes

We then consider the following forms of the iterative splitting schemes to solve the
linear model equation:
1. Iterative splitting with respect to a diagonal matrix part (Jacobi Scheme):

acait(t) =Aic;(t) + Axci1(t) + f(), with ¢;(t") =" a7
% = Ajci—2(t) + Azciy1(t) + f(r), with Ci+l(tn) =", (38)

i=13....2m+1,

co(t) = 0and c_1(t) = 0, after each iterative step we update i =i + 1.
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2. Iterative splitting with respect to a full matrix part (Gauss—Seidel Scheme):

ac(;'t(f) = Aici(t) + Axcio1(t) + f(0), with ¢;(1") =" 3.9)
% = Aici(t) + Asxcip1(t) + f(), with ¢i11(t") =", (3.10)

i=1,3....2m+1,

3. Unsymmetrical weighted iterative splitting (JOR, Jacobian Overrelaxation
Scheme):

ac; (1) 1 1

— = —Aici(t) +Axci—1 + |1 ——)Aici2(t) + f(2), (3.11)
ot w w

with ¢;(t") ="

dcit1(1)

at w
with ¢ 1(t") =",
i=1,3,...,2m+1,

1 1
= Aici2(t) + = Ascini (1) + (1 - ) Azci—1(t) + f(0), (3.12)

where w € (0, 1].

4. Symmetrical weighted iterative splitting (SOR: Successive Overrelaxation
Scheme):

290 _ L avci) +Aserr + (1 - 1) Arer o) + F@, with @ =c" (3.13)
ot w w

Ban®) _ Arci(t) + ! Azcip1(t) + (1 - l) Asci_1(t) + f(1), with ¢;p1(t") =",
at w w

P= 1.3 aml, (3.14)

where w € (0, 1].

Remark 3.1 For all schemes, we assume that the operator A has a large time scale
and Aj has a small time scale. In addition, the initialization is given as co(t) = 0,
c—1(t) = 0, while ¢" is the known split approximation at the time level ¢ = ¢". The
split approximation at the time level r = ¢"*! is defined as ¢"*! = o, 41 ("),
withn = 1,..., N — 1 and the final time is givenas 7 = N 7.

3.2.2 Reformulation to Waveform Relaxation Scheme

In the following, we reformulate in the notation of the waveform relaxation scheme.
We obtain the following schemes, see also [4, 5]:
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dU:
= PU; + 2U;_| +F, (3.15)
U:(t") = U@t"), (3.16)
i=1,2,...,m, (3.17)

where U;_| = (ci—2,¢i—1)", Uy = (¢;, ciy1)" and the initialization Uy (1) = (0, 0)’
is given with the zero vectors. Furthermore, we define that &7 and 2 are the diagonal
and outerdiagonal matrices of the underlying splitting methods given in Sect.3.2.1
and & = & 4 2 is the full matrix.

We embed the iterative splitting schemes in the following waveform relaxation

schemes:
(A1 O (0 A (T
’@_(OAZ)’Q_(AI 0)’F_(f)' (3.18)

(1) Jacobian:
(2) Gauss—Seidel:

(A1 0 (0 A (f
@—(AIAZ),Q—(OO),F—(f). (3.19)
(3) JOR:
_1 A O _ 1 A O 0 Ay (f
(32D 8 () oo
(4) SOR:
. 1 (A O 00
9—;(0 A2)+(A] 0), (3.21)

_ 1 A1 O 0 A (]
2= (=) (52)-(6%) = (7)
Remark 3.2 'We have also extended the application to non-autonomous differential
equations, by adding the right-hand side term.
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3.3 Additive Methods

The idea of the additive methods is to decompose in an additive manner the
different operators of the differential equation. We concentrate on solving such
semi-discretized linear evolution equations and the notation for such a differential
equation is

Bo, u = Au, u(0) = uo, (3.22)
where A and B can be unbounded operators. We obtain large-scale differential equa-
tion, which are delicate to solve with standard solvers.

The evolution equation (3.22) is solved with the following underlying splitting
schemes:

e Additive Splitting schemes and
e Iterative Splitting schemes.

3.3.1 Additive Splitting Schemes

We deal with the following equation:

P 14

D Bupdiup =D Agpup+ far ¢ =1.2.....p. (3.23)
B=1 p=1

U (0) = ugo, a=1,2,..., p. (3.24)

Furthermore, we assume that A and B are self-adjoint.
We apply the discretization with the schemes of weights and obtain

un—i—l —u"

B———— -4 (au"“ . U)u") —f (at"'H . G)I”), (3.25)

By the transition to a new time level, we require
(B — Aot )u"t! = ¢", (3.26)
while ¢" = (1 — o)t Au” + Bu" + f(ot™ + (1 — o)t™).

With the idea of splitting this into two problems, the original problem can be
transformed to

14
Z(Baﬂ — Aaﬁar)u%H =¢la=12,...,p, (3.27)
p=1
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where (B — Aot) = (B — Ajot)B (B — Ayot) and o € (0, 1).
We have to solve the following pair of linear equations:

(B— Ajo)y" = ¢", (3.28)
(B — Ayor)u" ! = y". (3.29)

By a change to a sequence of simpler problems, we have

1 5
(Bm - EA(WOI) Wyt =gl e =12, p, (3.30)
1 .
(BW - EAmm) u;;“ =yl a=12,...,p. (3.31)

Here, we have the benefit of needing to invert only the diagonal parts of the
matrices and use the idea of solving the triangular splitting of the operator A =
A1+ Aj.

The second-order algorithm is given as a two-step method, see Algorithm 3.1.

Algorithm 3.1 (1) Compute

Pt = LT with gt = @ gt
1 1
Yt = (1 SANBY or) o} (3.32)
-1
i+l l 7n+1
v I- 2A11B11 ot) (¢4 +AnorB 'Y (3.33)
(3.34)
—1 p—1
Tn+1 _ _ l —1 n . —1 7n+1
U =1 - JAm B0t Pp+ D ApiotB Yt (3.35)
i=1
while ¢" = (1 — o)t Au" + Bu"™ + f(ot"! + (1 — o)1™). )
(2) Compute w1 = (', DT with g = (gt L g T
1 -
111)+1 (Bpp 2AppO"L') w; (3.36)

1 -
uZ_ll = (Bp_lp_l - EAp_lp_lar) (xb;,l + Ap_lparugﬂ) (3.37)

(3.38)

1 -1/ p
with = (B“ — EA“ar) (M + Z;Aliarufﬂ). (3.39)
iI=
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Theorem 3.2 If we choose o > 1 then the splitting scheme (3.30) and (3.31) is

2 ’
absolutely stable in an appropriate Hilbert space.

Proof The outline of the proof is given in [6].

Example 3.1 We have 2n x 2n matrices.
The algorithm is as follows:

(1) Compute "+ = (1//"'H W"H)T with ¢" = (g7, ¢
1 1
wn-ﬁ-l ([ — EA]]B” O"L') ¢’11
1 -1
I/I'H_l (I — §A22322 O"L') ((]52 + A210TBy; WH),

while ¢" = (1 — o)t Au" + Bu"™ + f (ot + (1 — o)1™).

(2) Compute utl = (u’l'“ "+1)T with 1/,n+1 (]/fn-i-l wn-{-l)]‘
-1
n+1 By — lA =0
Uy 22 ) 20T vy

1 -
Wit = (311 - EAnaf) (1/f +A126w"+1),

3.3.2 Higher Order Additive Splitting Method

(3.40)

(3.41)

(3.42)

(3.43)

The drawback of the standard additive splitting method is the restriction to a second-

order scheme.

To overcome this limitation, an extension can be made in the direction of the

higher order Crank—Nicolson scheme, see [7].

The higher order Crank—Nicolson method can be derived as follows (see also [7]):

u("y = u(" )+h (t )
h2 d%u h3 d3u h* d*u
2' dt2( D+ 31 dt3( R 41 dt

M(tn) — u(tn+l) _ hE(ZJ’l-Fl)

L.

h? d*u it
+§F( ) —

h3 d3u
3143

h* d*u

)

(n+])+

(3.44)

.., (345
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subtractmg the two equations and applying it to Eq.(5.534) in the form do;,u =
-1
Au = Au,

w(@™tYy —u@") = (Au(r"+1)+Au(r ))
2
o

3

h 3 n+l 13
+55 (A w(@ Y + A" )) (3.46)

( A2u(y + A%u(" ))

we obtain

h h 2 n+1 h - h A2 n
(1 2A+22'A)u(t ) = I+2A+22'A u(t™y,  (3.47)

which is a third-order scheme.
The same can be obtained by the fractional step scheme

2
(1 —ohA + %Az) u(@"t
VA2
= (1+(1 —o)hA + %Az) u(t™), (3.48)

which is a third-order scheme for o = %

There is a decomposition idea based on a splitting into tridiagonal matrices.
The higher order additive splitting algorithm is given in the following scheme:

- h? -,
(I—O’hA—i—O’EA)
h 12
I—ahAl—i-UZA
h 12
I—ahA2+<72—A +U [Az,A1]+0(h) (3.49)

where A= B~!Aand A = A; + A, where A = Al
The commutator is [A>, A1] = A2A] — A1 A».
By the transition to a new time level, we require

- h? - h% .
(1 —ohA; + GEA%) (1 —ohAy + oaAg) u(@"™ =¢", (3.50)

where ¢/ = (1 +(—0) hA+ (1 —0) i A2 — o[ Ay, Al]) (.


http://dx.doi.org/10.1007/978-3-319-15117-5_5

3.3 Additive Methods 53

We have to solve the following pair of linear equations:

. h? .
(I—UhA] +O’2—A%) wn+1 =¢n, (351)
h A2 n+l
I_UhA2+U§A = Iﬂ . (352)

where the "+ are the intermediate solutions of the scheme.
The third-order algorithm is given as a three-step method, presented in the fol-
lowing Algorithm 3.3.

Algorithm 3.3 (1) Compute y"+! = (y+!, ..., YT with ¢ = @
¢n+])T
14

2 2 -1
e (1——A110h+ — A ) aj)

-1

2 42 2
(I — 7A220h + A ) o%) (¢'J + (Azldh —{A1A1}2 U%) W{'H) (3.54)
(3.55)

2 /12 - =1 /’12
Yot (If—Ap,,oth A,,,,) 62—!) ¢p+Z(AI,,~ah7{A1A1}pi02—!) vy, (3.56)

o7 (3.53)

+1
vy

while ¢ = (1 +(l—0) hA+ (1 — o) A2 — g1y, A]]) u(1") and the matrix

multiplication {A1A1};; = Z,le ALikAlkjs where p is the rank of the matrix A
and Ay ;; is the 7, jth element of the matrix Aj.
(2) Compute w1 = (™, . wt DT with y = (gt Lyt

—1
n+1 1 1 g h2 n
u," = I—2 ppOh + 3 App oo v, (3.57)
—1
1 1 2 2
1
u;_l = (] — EAp—lp—lah + (EAP_IP_I) 05)
h2
(1//,, 1+(A 1p0h—{A2A2}p_1p05)u7,+1) (3.58)
(3.59)
-1
1 h 1 2 op?
n+1
=|71--A A =
“ ( 2 “02+(2 “) 02!)

P 2
-(wi’+Z(Auoh {AzAz}uoh—) ”“), (3.60)
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and the matrix multiplication {A2Az};; = Z,f:l A3 ik Az kj, where p is the rank of
the matrix A and Aj ;; is the i, jth element of the matrix A,.

Theorem 3.4 If we choose o > %, then the splitting scheme (3.51) and (3.52) is

absolutely stable in an appropriate Hilbert space.

Proof The outline of the proof is given in [6].

3.3.3 Iterative Splitting Method

The following algorithm is based on an iteration with a fixed splitting discretization
step size 7, namely, on the time interval [¢", t"+1], we solve the following sub-
problems consecutively fori = 0, 2, ...2m (cf. [8, 9]):

dei (1
C;;,() = A1ci(t) + Asci1(1), with ¢;(t") = " 3.61)

and co(t") =", c_1 =0.0,

deii(t

%() = Aici(D) + Ascip1(0), (3.62)

with ¢;11(t") =",

where ¢” is the known split approximation at the time level t = ¢". The split approx-
imation at the time level = "*! is defined as "' = ¢, 1(t"1). (Clearly, the
function ¢; 41 () depends on the interval [¢”, et ], too, but, for the sake of simplicity,
in our notation, we omit the dependence on r.)

In the following, we will analyse the convergence and the rate of convergence of
the method (3.61) and (3.62) as m tends to infinity for the linear operators Ay, A :
X — X, where we assume that these operators and their sum are generators of Cy
semi-groups. We emphasize that these operators are not necessarily bounded, so the
convergence is examined in a general Banach space setting.

The novelty of the convergence results are the reformulation in integral notation.
Based on this, we can assume that we have bounded integral operators which can be
estimated and given in a recursive form. Such formulations are known in the work
of [10, 11], and estimations of the kernel part with the exponential operators are
sufficient to estimate the recursive formulations.
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3.4 Parallelization

The parallelization is important to accelerate the solver methods.
We distinguish between three different parallelization areas:

Parallelization in Time, e.g. Parareal method: Decomposition of large time inter-
vals to smaller time intervals

e Parallelization in Operators, e.g. Parallel operator splitting method

e Parallelization in Space, e.g. Schwartz waveform relaxation, Domain decomposi-
tion algorithms

The application of the different parallel methods are discussed in the following:

e Time parallelization: The large time interval is decomposed into smaller time
intervals (time decomposition). The full equations can be handled in one processor,
such that the memory effect is not too important. But the duration of the full time
interval is very large such that it will take too long for one processor. Therefore,
we decompose it to smaller time intervals and parallelize the large time interval,
i.e. each time slot can be handled independently by one processor, see [12].

e Operator splitting methods or parallelization of the different operators: The prob-
lem is based on storing the full operator of the differential equation in one proces-
sor (this was the motivation of the earliest splitting schemes [13]). Therefore, we
decompose the full operator into simpler operators and distribute the simpler oper-
ators, which can be stored into one processor, to various processors. The operators
are coupled via the operator splitting scheme and can be computed in parallel.
Such ideas allow to deal with modular coupling of program codes, e.g. different
specialized codes for an E- and B-field (e.g. Maxwell equation) and a transport
field (e.g. particle code), which can be computed on different PC clusters.

Example 3.2 Reduction of the computational time via time parallelization.
We assume to have an effective parallel algorithm with about 20-50 %, see [12].
Therefore, we reduce the computational time for one processor, for example, of
48 [h], with 128 processors and an efficiency of about 20 % to 2-3 [h].

3.4.1 Time Parallelization: Parareal Algorithm as an Iterative
Solver

The original algorithm was introduced by [14]. The idea is to partition the time
domain £2) = [0, T], which is large, into N time subdomains:

2, [Th—1, T,l,n=1,...,N, (3.63)
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furthermore, we define the following solvers:
e coarse solver (coarse propagator): G(7,, T,—1, x) and

e fine solver (fine propagator): F(T,, T,,—1, x)

with both, we can approximate the underlying differential equation:
U'(ty= f@t,U), U(Ty—1) = x. (3.64)

Here, we assume the following:

1. The coarse integrator is computationally much faster, i.e. a lower order scheme,
than the fine integrator.

2. The fine integrator is much more accurate, i.e. a higher order scheme, and much
more time consuming, and therefore we need the benefit of parallelization.

We have the following steps:

e In the first iteration, we use the coarse integrator in a serial fashion to provide
initial conditions to each time slice £2,,:

U'=GT,, T,-1, UL ), n=1,2,...,N.

e In the second step, we use the fine propagator and integrate independently (i.e. in
parallel) N initial value problems F (T, T;,—1, U,]ffl) (n=1,2,..., N),yielding
new approximations for the initial conditions on the following time slices.

e In each iteration k, the corrections are then again quickly propagated using the
coarse integrator:

Ut = F(Ty, Th—1, US_) + G(Ty, Tyt Uy) — G(Ty, Tyt Ur_y). (3.65)
Example 3.3 We deal with a differential equation,
U = AU + BU, U(0) = u(0), (3.66)

with two operators A and B.

We assume to have F as a fine integrator and choose the iterative splitting method
as a more accurate propagator. Further, we assume to have G as a coarse integrator
and choose the A-B splitting scheme as a lower order accurate propagator, see the
example in [15].

The method can be compared be the so-called Multiple Shooting Method, see [16].
While we repeat each time slot with an improved approximation and if the error is
small enough, we go on to the next time intervals, see also Fig.3.1.
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Processor 1 Processor 2  Processor 3 .
Window: 2
Window 1
| | | | | | [ R | | | [ R R
T T T T T T T T T T T T T T T T T 1
[ thea the7 ths11 tht1s tht19

Fig. 3.1 Parallelization with Parareal, windowing of the parallel process

TO T1 T2 T3 T4

Fig. 3.2 First initialization step in the algorithm

In the following, we discuss the different steps.

Step 1:

Coarse computation of one processor of the full interval with a fast-and low-order
solver method, e.g. forward Euler scheme, see Fig.3.2.

We propagate in the coarse method with

U'=GT,, T,-1,U! ),n=1,...,N. (3.68)

Step 2:

The next step is a fine propagator with n-processors, for each smaller time interval.
The methods for the smaller time intervals are of higher order and expensive in time,
see Fig.3.3.

We propagate with the fine propagator, while the initial conditions are given for
each subdomain £2,:

Ubinen = F (Tn, Too. U,}_l) n=1,....N. (3.69)
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Fig. 3.3 Second step of a
fine propagator step done in
parallel

Fig. 3.4 The third step is the
corrector step, which coupled

the coarse and fine step and ~ /\

go on with the initialization
of the next timeframe

Step 3:

The next step is the corrector step to couple the coarse and fine steps together (cou-
pling process). One processor computes the corrections between each time interval.
Such time intervals which fit of the accuracy are finished and we step forward. The

other intervals are computed via the first step and so on, see Fig.3.4.
We apply the improved initial guess and propagate coarsely in a correction:

Ukt = p (Tn, Tt U,’Ll) +G (T,,, Too1, U,fjll) e (Tn, o1, U,f,]) . (3.70)

If the error in the time slot is sufficient small, we shift the window to the next time

slot and start with the step 1, till we are done. Otherwise, we go on with the next
iterative step k = k + 1.

3.4.2 Operator Parallelization: Operator Splitting Method

We deal with large operators in a differential equation, which is given as

de(t

;(t) = Apuic(t), fort e (", T), (3.71)
de(t) <=

- = ;Ai c(t), forte (", T), (3.72)
c(0) = cp, Initial-conditions, (3.73)

where we have the time intervals t;, 1, ..., fy.
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We assume that the full operator A 7, is partitioned into different smaller oper-
ators A;, j =1,..., m. Furthermore, we have an appropriate Banach space with a
vector and induced matrix norm || - ||, where ¢ € X and also the operators are given
inA; eXzforj =1,...,m.

We also assume that the operators include the boundary conditions and are derived
of semi-discretizations, e.g. Finite Difference or Finite Element Methods. Based
on their problems, they might have different physical behaviours, e.g. diffusion,
convection or reaction operators, if we deal with a fluid flow problem, see [17].

We deal with the following problems:

e The full operator A 7,;; cannot be stored into one processor, and therefore we have
to partition the problem to A, j =1, ..., m smaller operators.

e The physical problem allows to deal with different program codes, e.g. we have
a code for the diffusion problem, a code for the reaction problem and so on. We
only like to couple such problems via the splitting approach.

3.4.3 Sequential Operator Splitting Method

Such a scheme can be applied to couple the different operators to the full operator
equations (3.71). We deal with a successive computation of each operator in each
time slot and couple via the initial conditions of each step, see [18].

We solve m subproblem sequentially on the subintervals [¢", t**1], where n =
0,1,.... N—1,1=0andtV =T.

The subproblems are given in the following and coupled via the initial conditions:

acgt(t) = Ajci(t), withci(t") = c(t"), (3.74)
ac;t(t) = Ayca(r), with ca(t") = ¢ ("), (3.75)
: (3.76)
86;:” = Apen(D), With on (i) = emt ("1, -
forn =0,1,...,N —land t = "t! — " where c(:"!) = ¢,, (/") is the

approximated solution at the time point "1,

The local splitting error of the sequential scheme is ¢/(z2) and the global splitting
error of the sequential scheme is & (7), if we assume non-commutable operators.
Otherwise, we are exact.

Here, we have to wait for the next initial condition, while we are dependent on the
result of the previous step, such that the scheme is only interested to couple different
codes, see [18].
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3.4.4 Parallel Operator Splitting Method: Version 1

The following first parallel operator splitting method is also called splitting-up
method, see [19, 20].

We also deal with m sub-problems, which can be solved independently, i.e. par-
allel, while the initial conditions are given at time point " for each sub-problem and
independent of other sub-problems, see [21].

We have the subintervals [t", t”“], where n = 0,1,...,N — 1,12 = 0 and
tN = T. We deal with m parallel sub-problem given as follows:

8Calt(t ) — Aje1(n). with e (") = (™), (3.78)
ac;t(t) = Aser(r).  with ex(t") = (&™), (3.79)
: (3.80)
@ = Ayen (D). with o (1) = (™). 3.81)

and result in one additive step that couples the independent sub-steps:

m

™y = e + D (et = e™),
i=1

n=1,2,...,N, where c(0) = cp.

The local splitting error of the parallel scheme is &'(t) if we deal with non-
commutable operators. Otherwise, we are exact.

Based on the low-order scheme, we introduce in the following a second-order
scheme, which can also be applied in parallel, see [21].

3.4.5 Parallel Operator-Splitting Method: Version 2

The following second parallel operator-splitting method is also weighted sequential
splitting method, see [21].

We obtain a second-order scheme, like the Strang splitting scheme, see [13], while
we apply sequential splitting in both directions, i.e., Ay - A — ---,— A, and
Apn—> Ap_1 — -+ ,— Aj.

We also deal with two sequential splitting problems, which can be handled parallel,
while each splitting problem has m sub-problems. These sub-problems are dependent
and are done sequentially, see [21].

We have the two independent m sequential problems in the subintervals [¢", " +1],
wheren =0,1,...,N—1,1=0and N = T.
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We deal with the first m sequential sub-problem given as

dc1 (1)

PP Aici(t), with 1 (") = c(t"), (3.82)
8C§:t) = Asca(t),  with c2(£") = ¢ ("), (3.83)
: (3.84)
acgt(t) = Apmen(t),  with ¢, (t") = Cmfl(fn—H), (3.85)

and the second m sequential sub-problem given as

avalt(t) — Ay (). with v (") = c(t). (3.86)
avazt(t) = Ap_1»(1),  with vy(t") = v ("), (3.87)
: (3.88)
w — Ay (1), with vy (") = vy (D). (3.89)

We result in one additive step that couples the independent sub-problems:
1 1
(") = Sem (" + Svn (.

The local splitting error of the parallel scheme is ¢(z2), and the global splitting
error of the parallel scheme is &(7), if we deal with non-commutable operators.
Otherwise, we are exact.

In the next subsection, we present an iterative splitting scheme, which deals with
a parallelization of the exp-operators.

3.4.6 Iterative Splitting Scheme

The iterative splitting scheme is based on a relaxation idea, see [18].

Here, we deal with exp-operators, which can also be applied independently. Based
on the idea to relax only to the so-called dominant operators, see [18], we only apply
multiplications via the non-dominant operators, see [22].

We assume that we are partitioned into two operators and deal with the following
algorithm. The time interval is given as [#", "] and we solve the following sub-

problems with the iterative stepsi = 1,2, ..., I:
dci(t) : n 0
BT Aci(t) + Bei—1(1), with ¢; (1) = cg, (3.90)

where co(t) is an initialization for the iterative scheme, e.g. co(t) = 0.
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The iterative schemes are solved in the following manner:
c1(t) = exp(At)c(t"), (3.91)

!
co(t) =c1(t) +c1(t) / [B,exp(sA)lds, (3.92)
0

where [-, -] is the commutator.

Based on the exp(At) operators, we can decouple into A and B dependent terms,
see [22].

Remark 3.3 The iterative splitting schemes have the benefit of their modularization,
i.e. we could add relaxed operators to the scheme. A drawback is the strong cou-
pling in each iterative step, which means that the parallelization is more delicate,
and compare also the waveform relaxation methods with Jacobian or Gauss—Seidel
Schemes, see [4].

3.4.7 Spatial Parallelization Techniques

Domain Decomposition

Traditional domain decomposition schemes, e.g. Schwarz waveform relaxation
schemes, motivate with a different idea to decompose the domains into subdomains,
such that the operator is only defined in subdomains.

Example 3.4 We start to decompose the operator A into operators defined at each
subdomain. We have 2 = §2; U £2: here, we obtain an artificial boundary with
£21 N §£27, which is not considered in an iterative operator splitting scheme.

The main advantage of such decomposition is the two decoupled independent
equations on each domain:

Algule, = flo (3.93)
Algule, = flo, (3.94)

where we assume that the boundary condition at the boundary 92 N £2; is included
in A1 and the boundary condition 32 N £2, is included in Aj.

To couple the two separate equations, we have to apply waveform relaxation
methods with the artificial boundary condition, which can be given as

Alguile, = fle (3.95)
Blono,uileine, = Blane ti-1leine, (3.96)
Alg,uile, = fla, (3.97)
Blo,ne liile,ne, = Blaina,tileine, . (3.98)

wherei = 1,2, ..., I and we start from an initial guess of ug|g,.
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Here, we iterate via the two decoupled equations and achieve u;|one, =
ii|2,ns, for i sufficient large.
At least we have to double the variables at the artificial boundary.

3.4.7.1 Domain Decomposition Methods: Discussion

The motivation of domain decomposition methods arose to the fact of decomposing
into smaller and simpler calculatable domains. We want to apply a standard solver
code for each domain, based on the same model equations, see [23].

We can classify the following techniques:

e Non-iterative methods, e.g. FETI methods, Mortar element methods, [24, 25],
e Iterative methods, e.g. Schwarz waveform relaxation methods, see [26].

3.4.7.2 Iterative Method: Schwarz Waveform Relaxation Method

The Schwarz waveform relaxation method deals with the idea to iterate over the
decoupled domains. The model equation, the decomposition methods and the under-
lying software codes are discussed in the manuscript [27].

We deal with the following equations as

9%u .
8 2 + rlu - f1 m Q = [01 1]9 (3'99)

and then separate them into the following equations and apply the iterative steps:

82 n+1
—— it = f in @ =10, ], (3.101)
W (0) = gq.

WL (B) = uy (B,

82 n+1
—— 5+t = in @ =[e, 1], (3.102)
"“(0) = 8.

We can deal with the different ideas to partition the domains, e.g. overlapping or
non-overlapping, see Fig.3.5.
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Fig. 3.5 Domain Domain-Decomposition
decomposition with respect
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non-overlapping domains
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1 } 1 1
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Q Qf’
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Further, we discretize our decomposed equation and we deal with the following
discretized equations as

_Ujt1 —2uj+uj_1
h2

+ouj=fi, 1<j=1J, (3.103)
and then decompose into

(ul’l+1) il — 2(ul’l+]) 3 + (un+l) i1

L=j=b—1 @y = W, (3.104)

@™ =28 4+ @Ath
_ 2 J 22 J 2 J +Tl(“g+l)j — fj,

a+1<j<J, we=wa (3.105)
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Fig. 3.6 We start with the initialization (Oth iteration, upper left figure), then we have the first
iteration (upper right figure), then we conclude with the second iteration (lower left figure) and at
least the third iteration (lower right figure) of the Schwartz waveform relaxation method

Then, we have the following Schwartz waveform iterative steps, where the exact
solution of the decomposed equation is also in the different iterative solutions. The
iterative steps are given in Fig.3.6.

Remark 3.4 Some ideas and motivations for using non-iterative or iterative domain
decomposition methods are discussed below:

1. Tterative Method:

a. Benefit: Simple to implement, and an inversion of a matrix is not necessary,
b. Drawback: We deal with an iteration method, i.e. we need relaxation-steps
to obtain the correct solution (additional time).

2. Non-iterative Method:

a. Benefit: We obtain a direct solution, we have only one step.

b. Drawback: Often delicate solver methods for the solutions are needed, e.g.,
Schur-complement methods for the coupled matrices (to solve such systems,
it is necessary to apply iterative solvers).
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Remark 3.5 The benefits and drawbacks of the overlapping or non-overlapping
decomposition methods are discussed below. Here are some ideas:

1. Overlapping Domain Decomposition:

a. Benefit: Stronger coupling of the equation-parts, i.e. we achieve more stable
methods, which converge faster.
b. Drawback: Higher computational amount and more delicate to parallelize.

2. Non-overlapping Domain Decomposition:

a. Benefit: Simpler to parallelize (it is stronger decoupled).

b. Drawback: Solver amount is higher, while we need additional iterative steps
to couple the equation parts. Often, we have a slower convergence of the
method.

In the following Example 3.5, we explain an application of the Schwarz waveform
relaxation method.

Example 3.5 Application to Convection-Diffusion-Reaction Equations

The example is given in the author’s paper [28]. Here, we conclude with some
ideas and aspects of the decomposition method.

We consider the convection-diffusion-reaction equation, given by

Uy = Duyy — vu, — Au, (3.106)

defined on the domain §2 x T, where 2 = [0, L] and T = [T, Ty], with the
following boundary and initial conditions:

u(0,1) = fi(®), u(L,1) = f2(t), ulx,To) = uo.

To solve the model problem using overlapping Schwarz waveform relaxation
method, we subdivide the domain 2 into two overlapping subdomains £2; = [0, L]
and §£2p = [Ly, L], where L < L, and §2; () £22 = [L1, L] are the overlapping
regions for £21 and £2,, respectively.

To start the waveform relaxation algorithm, we consider first the solution of the
model problem (3.106) over £2; and §2; as follows:

Vs = Dvyy —vvy — Avover §21, 1€ [Tp, Ty]

v(0,1) = fi(0), te€l[To, Tyl

W(La, 1) = w(La, 1), 1 € [Ty, Tf] (3.107)
v(x,To) =ug x € £21,

\ = Dwyx — vwy — Aw over §2», t € [Top, Ty]

w(Ly, 1) =v(Li,1), t€l[To, Tr] (3.108)

w(L,t) = fo(t), tel[ly Tyl
w(x, To) =ug x € §22,

where v(x, t) = u(x, t)|o, and w(x, t) = u(x, t)|o,.
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Then the Schwarz waveform relaxation is given by

vi‘“ = DVEFL — ALk over 24, 1 € [T, Ty]
k+1
viT(0, 1) fi@®), telTy, Tyl

3.109
VH (Lyo 1) = wh(La. 1), 1 € [Ty, Ty (3.109)
VL, To) = uop x € $21,

wf“ = DwKEL — oWkt —awkHl over 25, 1 € [T, T¢]
WALy 1) =K (L, o), 1 e [Ty, Ty

WL ) = f0), 1 elTo, Tyl

Wkt (x, To) = ug x € §2».

(3.110)

We are interested in estimating the decay of the error of the solution over the
overlapping subdomains obtained with the overlapping Schwarz waveform relaxation
method over long time interval.

Let us assume that et (x, 1) = u(x, 1) — vt (x, 1) and & (x, 1) = u(x, 1) —
wkt1(x, 1) are the errors of (3.109) and (3.110) over £2; and £2,, respectively. The
corresponding differential equations satisfied by e¥*1(x, r) and d¥*1(x, 1) are

ekl = Dkt — vkt — wektlover 21, 1t € [To, Ty]
0,0 =0, 1elT, Ty 3111
ULy, 1) = dM(La, 1), t € [Ty, Tyl '
cl(x, T)) =0 x e 2y,
dkt! = DAk — vak ! — ad"over 25, t € [Ty, Tyl

k+1 _ Lk
d*T(Ly, 1) = e"(Ly, 1), t€[To, Tyl 3.112)

d (L, 1) =0, telT, Tyl
"t (x, To) =0, x € §2,.

We define for bounded functions h(x, t) : £2 x [Ty, Tr] — R the norm

[AC, Moo = sup |A(x, 1)].
xe82,t€[Ty,Tr]

The theory behind our error estimates is based on the positivity lemma by Pao (or
the maximum principle theorem), which is introduced as follows.

Lemma 3.1 Letu € C(27) N CL2(27), where 27 = 2 x (0, T] and 921 =
082 x (0, T, be such that

U — Duyy +vuy+cu>0, in2r (3.113)
ag dudv + Bou >0, ondf2r (3.114)
u(x,0)>0, in$2 (3.115)
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where ag > 0, Bo > 0, g + Bo > 0 0on 9827, and ¢ = c(x, t) is a bounded function
in 271, Thenu(x,t) > 0in £27.

The convergence and error estimates of ¢¥*! and d**! given by (3.111) and

(3.112), respectively, are presented in the following theorem.

Theorem 3.5 Let ¢! and d*+' be the errors from the solution of the sub-problems
(3.107) and (3.108) by Schwarz waveform relaxation over §21 and §2», respectively,

then

1€+ 2 (L1, Dlloo < pIleF (L1, D)]loo,
and

1d**2(La, )]l < Y I1d* (L1, D)]loo,
where

_sinh(BLy) sinh(B(Ly — L)) -1
~ sinh(BL,) sinh(B(L1 — L))

) /5T AD0
with B = %‘Lm‘.

Proof The proof is given in [28].
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Chapter 4
Models and Applications

Abstract In this section, we discuss the different multicomponent and multiscale
models, which are later applied in simulations. We focus on the coupling of micro-
scopic and macroscopic models, while the microscopic model is related on finer
spatial and time scales and the macroscopic model is related to the coarser spatial
and time scales. We discuss exemplary engineering problems in the field of electronic
application and transport reaction applications in Plasma models. Here, the models
and their underlying multiscale and multicomponent methods are discussed. Based
on the aligned methods, we see the data flow between the disparate scales and can
estimate the accuracy in each micro- and macroscopic model, such that we obtained
truly working multiscale and multicomponent approaches.

We deal with the following characterization based on the different spatial and time
scales of the models, where we decompose the models into the following, see [1]:

e Microscopic Models: Multicomponent Kinetics (discrete treatment) and
e Macroscopic Models: Multicomponent Fluids (continuous treatment).

Further, we deal with multiscale models, which covered the different microscopic
and macroscopic scales and applied methods to overcome the large-scale differences,
see [2].

Remark 4.1 We concentrate on multiscale models, which describes different models
—e.g. a microscopic and macroscopic model—and also only macroscopic models
but with embedded microscopic scales to resolve material properties—e.g. electro-
magnetic behaviour of a magnetizable fluid, see [3, 4].

4.1 Multicomponent Fluids

Abstract In this section, we discuss the models and applications based on the different
multicomponent fluid models. Here, we assume to have a macroscopic scale, i.e. we
can upscale the microscopic behaviour into the macroscopic scales. We deal with
a continuum description and discuss some models based on the multicomponent

© Springer International Publishing Switzerland 2016 71
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fluid problems. Here, standard splitting and multiscale methods are modified with
respect to the requirements of the applications. Then, we can close the gap between
pure theoretical treatment of numerical methods and their numerical analysis and the
necessary adaptation of such standard numerical schemes to engineering applications
with the relation to the model problems.

4.1.1 Multicomponent Transport Model for Atmospheric
Plasma: Modelling, Simulation and Application

4.1.1.1 Introduction

In the following, we discuss a multicomponent transport model for atmospheric
(normal pressure) plasma applications.

In such models, it is important to take into account the mixture of the plasma
species.

We are motivated to understand atmospheric plasmas within non-thermal equi-
librium, which are applied in etching, deposition and sterilization applications, see
[5, 6]), and further in emission filtering processes.

We deal with weakly ionized gas mixtures and chemical reactions in room tem-
perature. Each behaviour of a single species and the mixture is complex and needs
additional mixture terms that extend the standard models, see [7—10].

Furthermore, the motivation arose of different applications in the so-called jet
stream plasma apparatus, for example [11-13]. In such applications, the understand-
ing of the flow and reaction of the species are important.

We assume to deal with a modelling in a time- and spatial- scale, which we
can decompose into heavy particles (molecules, atoms, ions) and light particles
(electrons)—i.e. we have Kn <« 1.0 where Kn, Knudsen number, is the ratio of
the molecular mean free path length to a representative physical length scale—e.g.
length of the apparatus, and therefore, we can apply a macroscopic model.

In the following, we discuss the so-called macroscopic models, also called fluid
models, for the plasma model, which is discussed in [14, 15].

We present the special models with respect to their benefits, starting from a two-
component fluid model till a multicomponent fluid model with Stefan—-Maxwell
equation for the mixture of the species. With such a complex model, we achieve an
optimal mixture model, which represents the individual single heavy particle.

The underlying conservation laws result in the equations of mass, momentum and
energy and additional with conditions related to the Stefan—-Maxwell equation, e.g.
summation of the mass rates is 1 (3_,_; w; = 1) and summation of the mass fluxes
is 0 (3, ji = 0).

Such equations with additional conditions are quasilinear, strong coupled par-
abolic differential equations, see [16].
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Such equations need a larger computational amount based on the nonlinearities
in the diffusion part. Standard models, based on the Fickian’s approach, compared
the ideas in [17], are much more simpler to solve and the extended model has taken
into account singularities and nonlinear behaviours, see [16, 18, 19].

In the following, we discuss step-by-step approach of the novel models and the
development of the underlying solver methods.

4.1.1.2 Introduction and Overview

Since recent years, the application in normal pressure plasmas arose important and
therefore the understanding of the reactive chemical species in the plasma and during
its mixture is necessary. For such delicate problems, the standard models which are
known in the literature have to be extended by the reactive parts of the mixture.
Such an important detail can be modelled by the diffusion operator, and the Stefan—
Maxwell equation is a possibility to take into account such mixture behaviours,
see [16].

In such reactive plasmas, we obtain due to the typical known processes, as ion-
ization and collision, and additional processes, the so-called chemical reactions.

Such chemical processes are dominant for normal pressure plasmas and they are
used in the plasma medicine technology.

While they applied air as a plasma background, we have the highly reactive ele-
ments oxygen O2 and nitrogen N2 in the complex gas mixtures.

Therefore, it is important to extend the standard modelling and simulation tech-
niques, see [20, 21], and embed the nonlinear structures of the Stefan—-Maxwell
approach.

The diffusive processes are modelled by the so-called multicomponent diffu-
sion, which are more and more studied in the Stefan—-Maxwell approaches in fluid-
dynamical models, see [22].

We obtain an improvement of the so-called binary diffusion processes in the
transport reaction models, if we have no dominant species, e.g. only minor at species,
which means we do not have a dominant background matrix. Such observations made
it necessary to deal with a more detailed modelling, see [17, 23-25].

In comparison to pure fluid-dynamical models, see porous media models [26]
or elementary modelling [27], or so-called neutral fluids, in macroscopical plasma
models, we have additional terms, for example electric fields. We assume additional
to deal with weak-ionized particles that such weak-ionized heavy particles can be
modelled by a multicomponent fluid model, vgl. [14].

In modelling plasmas, we deal with a so-called scaling, which allows to distin-
guish between macroscopic plasma models and microscopic plasma models, confer
Table4.1 and Fig.4.1.
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Table 4.1 Parameters for the macro- and microplasma and their applications

Mean free path length electrons Pressure Temperature | Length of the reactor

Plasma ‘ Neutral gas

MacroPlasma (CCP, ICP: Etching and Deposition)

0.01-1 (cm) |1-100(Pa) | 300-500(K) |~10(cm)  |~100 (cm)
MicroPlasma (Plasmajets, DBD: Deposition and Sterilization)
1(jum) (10°(Pa)  |300-500(K) |0.1-1(mm) | 1-10(cm)

Both plasmas have the same characteristics in the Knudsen number, i.e. Kn < 1 and can be treated
and simulated as macroscopic models

Multicomponent—transport—model

(Fluid—model)

Macroplasma H Microplasma

free path length: [ cm | 3 3 free path length : [ wm]

apparatur length: [m] i Apparatus length: [cm]
Low—Pressure (1.0E-3 [mbar]) 11 Normal-Pressure (1.0 [bar])
thermical (500 [K]) i non—thermical (room—temperature)

free path length

- =Kn<<1
apparatur length

Macroscopic Model:
Multi—component—Transport—Model with Stefan—-Maxwell Approach

Fig. 4.1 Macroscopic plasma models

We discuss the following steps in the next sections:

e InSect.4.1.1.3, we discuss the derivation of the multicomponent transport models.
We begin with a simple model (two-component fluid model) and end up with a
delicate multicomponent transport model (multifluid flow model).

e In Sect.4.1.1.4, we discuss the mathematical classification and the numerical treat-
ment of such delicate transport models with embedded Stefan—-Maxwell approxi-
mations.

e The conclusions are discussed in Sect.4.1.1.5.
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4.1.1.3 Discussion of the Multicomponent Transport Models
for Normal Pressure Plasmas

We deal in the following with the so-called hierarchical model equations, see
[28, 29], which approximate the behaviour of the normal pressure plasmas.

For the first start, we can simply deal with a two-fluid formulation, where we
decouple heavy particles (ions, molecules, atoms) into light particles (electrons).
Furthermore, a more appropriate model is done with the multifluid formulation,
where we can apply for each heavy particle species (e.g. we distinguish between the
different ions and atoms of O, N, ...) and apply an individual distribution function.

Furthermore, we extend the transport equations with the Stefan—Maxwell equa-
tion, see the ideas in [25].

As a start point to derive the hierarchical equations with heavy and light particles
in the plasma bulk, we use the Boltzmann equation:

if+v~VXf+i(E+VxB)'va=(f)a 4.1)
ot m

f: Density function of the a general particle species;
v: General velocity in the bulk;

q: Particle charge in general;

m: Mass of the species;

(f): Collision term in general;

E: Electrical field vector; and

B: Magnetical field vector.

For the heavy particle in general and electrons, we derive the fluid model with the
help of the velocity moments to obtain the macroscopic quantities, see [30].

Two-Component Fluid Model
In the following, we assume a simple description of the all heavy particles i (i.e. all
ions and neutrons) and all electrons e.

We have the following Assumption 4.1:

Assumption 4.1 e We concentrate on the density function of the heavy particles
(we neglect the electrons, based on their relative small mass compared to the ions
and neutrons).

e We assume that we do not have mixture of the different species and we only have
to model the pure transport of one particle species.

e An exact distribution function is not necessary for such regimes, while we do not
consider a kinetic behaviour.

e The extension between electrons and heavy particles (e.g. scattering) is sufficient
by a approximated collision term, see also [15].

By applying the velocity momentums, we obtain the conservation equations of the
heavy particles i and the electrons e, in the following equation with o« = {i, e}, see
also [14]:
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ap

a—:‘ + Vy - (pg) = mq O, (4.2)
9
7 Pata + Vx - (palatiy + 1T —17)

= qano(E+uy x B) — 0, 4.3)
%Et*otal + Vs (Efpqu+q" +nTu—1"-u)

= ganoE — 0%, (4.4)

po: Mass density of the species «;
u,: Averaged velocity of the species «;
©, Q¢,, 0¢: Collision integral based on the mass, momentum and energy con-
servation;
q«: Heat flow of the species o;
ny: Density of species «;
E: Electrical field vector;
B: Magnetical field vector; and
E Total energy of all species.

t*otal :
Furthermore, we have to add the Maxwell equations for the electro-magnetic field,
see [15].

Multicomponent Fluid Model with Fickian’s Approach without Stefan—-Maxwell
Approach)
In the following, we apply a first multicomponent model based on the work of [9,
14], where all the heavy particles are described. The Fickian’s approach is used and
we assume to have dominant species, e.g. majorant species, which can be applied as
a matrix background such that binary diffusion is sufficient, see [25].

We have therefore the following Assumption 4.2.

Assumption 4.2 The assumptions for the Fickian’s approach are given as follows:

e Each heavy particle species is described with an individual density function.

e We apply only a simple summation of the transport parameters, which results in a
phenomenological result (not the derivation with Stefan—-Maxwell equations).
The electrons are modelled in the same manner as in the two-component fluid
model, see [15].

We have the following notation and constraints of the heavy particle.
The notation for the multicomponent formulation is given as follows:

N: Number of species;

ng: Particle density of species s, s = 1, ..., N;

n =N n: Total particle density;

T': Particle energy of all heavy particles, e.g. T = kpTyqs;

p = Z?’:] ps: Mass density of all particles with pg as the mass particle density of
species s;
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ps = Mgy, Ng, mg: Mass of species s;

cs = ug — u, cg: Difference or diffusion velocity of species s;

uy: Drift velocity of species s; and

u: Drift velocity of the total system and given as u = % zgvzl Psls.

The model equation with the binary diffusion coefficients, see in the paper of
Senega/Brinkmann [14], is given for the heavy particles s € {1,..., N}:

)
7 Vx - (nsug Fnsey) = oy, (4.5)
9
5P + Vx- (puu+nTI —1*) = quns(E), (4.6)
a *
a1 Etotal +V (Etotalu+q +nTu—1 -ll)
= quns(u +e) - (E) = Q) o, 4.7)
s=1
where
1 3
* ol = Z psc? + 2,0u + 30T+ ZpsAhfs, (4.8)

s=1

see also in paper [14].

An improvement of the standard derivation of such models is obtained with the
individual density functions for all different heavy particle species, such that we
obtain the following representation for the values ¢,, q* and * with

N
1
¢ = —dy VT — > D,(f‘»s)avxna, 4.9)
a=1
Q" = Ap (E) — AVxT — ZZW Ok o Vaa (4.10)
s=1 a=1
= (vxu+ (Vxw) — g(vx ~u)£) . @.11)

The production terms (e.g. collision terms, reaction terms) are approximated in
the following operators:
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0i" = [ R = B asinkanans @“12)
QEIS) :/ (fs>d3vs = Zasign,rka,rnanrs (4.13)
Vs -

where k- is the parameter of the averaged collision rates, see [14] and ag; gy, is the
signum function, ag;gn,» = 1 is a source term and dayjg, » = —1 is a sink term.

Multicomponent Fluid Model with Stefan-Maxwell Equation
In the following, we discuss the extended multicomponent description, which is
generalized via the Stefan—-Maxwell approach.

The Stefan-Maxwell equation allows a systematical derivation of the diffusion
processes, where the mixture of the different species is considered, such that we can
also discuss counter diffusion, which is possible in ternary diffusion processes. Also,
the thermodynamical behaviour is discussed accurately without heuristic assump-
tions as in the Fickian’s approach.

We discuss in the following the extension of the transport parameters with respect
to the Stefan-Maxwell equation, see [16].

We assume the following:

e Each heavy particle species can be described with an individual density function.

Our notations are used as in the section “Multicomponent Fluid model with
Stefan—-Maxwell Equation”.
We apply the transport equation:

d
s Vao (nsug +nsey) = 09, (4.14)

with the diffusion velocity:

N
1
¢ = —d VT = D) —Visna, (4.15)

a=1 $

which is extended in the following with the Stefan-Maxwell equation.
We decompose into two fluxes:

C; = Cs,1 + Cs,2, (416)
where c; 1 is the thermal flux and c; 7 is the diffusive flux

1 = —dY VT, 4.17)
Cs2 = jSa (418)

where js is the so-called driving force of the species s.
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In our case, we restrict us to the chemical potential as driving force:
Js = nsVxids, 4.19)

where g = log(ysns) and y; is the so-called activation constant (y; > 0) and we
obtain

Js = Vxng, (4.20)

where Zf,vzl Js = 0, i.e. the sum of all fluxes is equal to 0 and the also the sum of
the mass rates is zero

> =0, “.21)

where y, = £,

The Stefan—-Maxwell equation is given as

N

. 1 . .
Js =D =0sij—yiio) |- (4.22)
— Dy,
j=1"75
We can compute the flux matrix j = (ji, ..., jy)! € R¥*N, where j is the

column vector of j with M = diag(my), e = [1, ..., 117, Py)=1—-yQe =
I — (-, |e)y (where ® is the dyadic product), and we obtain the equation

B(y)j*=Py)M 'ayy, a=1,...,n,
B(y) = [bij(0)]), bij(y) = fijyi, (4.23)
furi # j, bii(y) = — >0y fuvi, i,j=1,..., N,

furthermore, D,- i = fij, i,j = 1,..., N is the multidiffusion coefficient and n is
the number of spatial dimensions, e.g. n = 2 or n = 3, see [19].

4.1.1.4 Solver Ideas for the Multicomponent System
with the Stefan—Maxwell Equation

We can apply different numerical schemes to solve the multicomponent system with
Stefan—-Maxwell equation. Some are discussed in the following:

e Implicit Ideas: Solve the coupled nonlinear transport equation with relaxation
methods.

e Explicit Ideas: Direct solving of Stefan—-Maxwell equations, where we apply the
overdetermined equation system and solve analytically the parameters (such a
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analytical method is very delicate and only applicable to binary or ternary diffusion
operators, see [31]).

e Variational formulations: We apply an additional Poisson’s equation to solve the
constraint of the Stefan—-Maxwell equation. We obtain a saddle point problem,
which can be solved by standard mixed finite element methods.

Implicit Method

We apply an implicit method with iteration scheme and rewrite the full equation
system into a quasilinear, strong coupled parabolic differential equation, where we
consider for simplicity only the mass conservation:

piy +Divi (A POMM ' [Viyl") = Qu, in2, 1>0, (424

ot
0
a—y =0, auf 082, t > 0, 4.25)
n
y(0) = yo, in £2, (4.26)
y = (bt,...,yn) and Q, = p(my, Q,ll, ...,my, Qf,\]). Furthermore, we have

A(y) = (B(y)|Ext), where the matrix B is extended to an invertable matrix. We

have Vyy = [d,y;] € R™ N and Divy is the divergence in each row of the matrix.
We can show, under some conditions, that we have a existing solution, see [19].
Based on the existing solution, we can apply the following iterative scheme, for

the time intervals n = 0, ..., N and iterative stepsi =0, ..., I:
Ul = AtUpDUip + A2(UpU;, t € 1", ), (4.27)
Ut =u@", (4.28)

where U (") is the approximated solution of the last iterative cycle and Uy(z) is
an estimated initial or starting solution for the next cycle, e.g. Up(t) = U (¢"). The
stopping criterion is given as ||Uj;1 (t"t!) — U;(t"T1)|| < err or the limit of the
number of iterative steps i = /. Furthermore, the operator A is the convection part
and A is the diffusion part of the transport equation.

The iterative method is convergent with the assumption of the existence of the
solution and boundedness of the operators, see [20, 21].

Explicit Method

Here, we have the benefit of a fast and direct solver for small systems, e.g. binary or
ternary systems.

A main drawback is the application to larger systems of quarternary or higher
mixtures, while it is hard to find the explicit equations.
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We show the method based on a three-component system, given as

95 +V-N; =0, 1<i=<3, (4.29)
3
> Nj=0, (4.30)
j=1
&N — &Ny &N —&1N3
n — _VE,, 4.31)
D1 D3 s
E\N2 — &Ny &Ny —&N3
+ = —Vé&, (4.32)
D12 D3
where we have 2 € R, d € NT mit & e C2.
We can simplify to
1
D_BNI +aNi& — aN§ = —VE, (4.34)
1
— Ny — BN1& + BN2&| = — V&, (4.35)
Dy3
_ (1 1 _ (1 1
where o = (D_IZ_D_IS)"B_ (D—U—D—B .

We obtain the explicit solvable Stefan-Maxwell equation with the multidiffusion
coefficients:

(4.36)

. WDy~ D) sy -
D12=D12|:1+ M M > 2|,

p-D2s + 5 D13 D;

where D; ; are the binary diffusion coefficients, M; is the molar mass of the species i
and w; is the mass rate of the species i, see also the derivation in the paper [18, 32].

Variational Formulation

Here, we can apply standard software codes, which are done in the direction of the
Poisson’s equation.

A drawback of the method is that we have to solve a saddle point problem, which
needs iterative solver methods, which are expensive and apply special solver schemes,
e.g. Lagrangian multipliers.

Formulation with respect to the Poisson’s equation is

—Au =vr, in 2, 4.37)
u=f, auf 042, (4.38)

where 042 is the boundary of the domain £2.
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A solution of the problem equation is given via a mixed formulation as a saddle
point problem:

p—Vu=0, in £2, (4.39)
V.-p=r, in £, (4.40)

which means that we find a solution for the mixed formulation of (p,u) € Q x V:

/(pq+uV~q):/ fq - nds, 4.41)
Q 982

/ vV . pdx = —/ rvdx, (4.42)
2 2

where n is the outer normal vector of 952.
The variational formulation of the Stefan—-Maxwell equation is given as

—Véiq)dx = ij&iJiqi — iqi 4.43
| v /qu(Za,(s i~ & q)) @43)

/ viV - Jidx :/ rividx, 4.44)
Q Q

where r; is the reaction rate (e.g. collision term), J; is the flux, and &; is the molar
rate of species i. ¢y is the total concentration of the mixture.

Regularization Method: Regularization of the Transport Model with Stefan—
Maxwell Equation

There exist several more methods; a well-known idea is the regularization method.
We start with the macroscopic model and extend the Stefan—-Maxwell equation to
a regular and solvable system.
The flux term is given as

1
cs = —Vjs, (4.45)

S
where j; are the mass flux densities with the following constraints:
o >V | js =0 (i.e. all fluxes are zero), and

. 2?1—1 ws = 1 (i.e. all mass rates are 1),

where x; = wy - M and x; are the molar rates, M, is the molar mass of species s, M
is the molar mass of the mixture and further the density of the mixture is given as

p=(1- ZS: ws) PN + Zs:l Ws s -
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The Stefan—-Maxwell approach is the equibalance of the molar rates for each
individual diffusive flux:

—Vx =@ iL(x]—j—xJ—s) (4.46)
S = Dy M M) ) ‘
and we obtain the equation system
FV = —d, (4.47)
where d = (Vxy,...,Vxu)', V = (ji1,..., ju)" and F is a singular matrix of the

equation system (4.46).
The next step is the regularization of the singular equation system and we obtain
the novel diffusion matrix:

F=F+ayQ®y, (4.48)

where y = (n1, ..., npy)", o is a parameter for the solver method and ® is the dyadic
product.

Based on this regularisation, we can apply a standard iterative method and solve
the Stefan-Maxwell equation and also the heavy-particle equations together in a
large linear equation system. Such a combination allows to apply fast linear equation
solvers, e.g. SuperILU solvers.

4.1.1.5 Conclusion

The extension of the known standard heavy particle model with an improved diffusion
part can be done with the Stefan-Maxwell equation.

The former summation approach is replaced by the balance approach, see [16,
18, 19], which is done with the Stefan—Maxwell equation.

The former modelling approaches are extended and the solver methods can be
applied. But we have to extend also the analytical or numerical methods for the
singular perturbed novel equation system.

Therefore, we have to modify the simulation packages with respect to the novel
diffusion part.

While explicit methods to solve the Stefan—Maxwell equations are fast and sim-
ple to implement, they lack with larger systems and larger species in the mixture.
Implicit methods are more flexible and also resolve higher mixtures but are more
time-consuming in the computations, while we apply iterative schemes.

Atthe end, it is an approach how large the systems and the mixtures are, while for
small systems, we apply an explicit method and for large systems we have to apply
an implicit approach.
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4.1.2 Multicomponent Fluid Transport Model
Jor Groundwater Flow

We concentrate on such models, which deal with the transport behaviour of fluids in
the porous media, see [26].

Such models arose of the background to understand flow of water in aquifers,
transport of pollutants in aquifers or underlying rocks and propagation of stresses,
see [26, 33].

We concentrate on introducing the mathematical models, see also [34-36] and
discuss possible solver methods to simulate such models.

4.1.2.1 Introduction and Mathematical Model

We consider a steady-state groundwater flow that is described by a given velocity
field v = v(x) for x € 2 C R? ford = 2 or d = 3. In the groundwater, several
radionuclides (or some other chemical species) are dissolved.

We suppose that these nuclides take part in irreversible, first-order chemical reac-
tions. Particularly, each nuclide (a “mother”) can decay only to a single component
(to a “daughter”), but each nuclide can be produced by several reactions, i.e. each
daughter can have several mothers, see [34].

Moreover, the radionuclides can be adsorbed to the soil matrix. If equilibrium
linear sorption is assumed with different sorption constants for each component,
the advective—dispersive transport of each component is slowed down by a different
retardation factor.

Summarizing, the mathematical model can be written in the form [33, 34]

RO (alc“) i AW)c(")) 1V, (ch _ DmvC(i)) = > RW$ e  (4.49)
k

where i = 1, ..., I.. The integer /. denotes the total number of involved radionu-
clides. A stationary groundwater is supposed by considering only divergence-free
velocity field, i.e.

V.v(x) =0, xe€8f. (4.50)

The unknown functions ¢) = c(i)(t, x) denote the concentrations of radionu-
clides, where the space and time variables (¢, x) are considered as t > 0 and x € 2.
The constant reaction rate /) > 0 determines the decay (sink) term 2D @ for
the concentration ¢ and the production (source) term for the concentration cD.
In general, the jth radionuclide need not to be included in the system (4.49), i.e.
Jj > I.. The indices k in the right- hand side of (4.49) run through all mothers of the
ith radionuclide.
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The remaining parameters in (4.49) include the diffusion—dispersion tensors
D® = DO (x, v) [33], the retardation factors R) = R® (x) > 1 and the porosity
of medium ¢ = ¢(x) > 0.

For the modelling of processes on the boundary 92 of the domain 2, we
apply standard inflow and outflow boundary conditions. Particularly, we neglect
the diffusive—dispersive flux at the outflow (and “noflow”) boundary 3/ 2 := {x €
082, n-v >0},

n-DOVD(t,y)=0, t>0, yed, (4.51)

where n is the normal unit vector with respect to 9 £2. For the case of inflow boundary
0" :={x € 082, n-v < 0}, we assume that the concentrations are prescribed by
Dirichlet boundary conditions:

D, y)y=cV,y), >0, yed". (4.52)

The functions C%) can describe decay reactions in a waste site (e.g. a nuclear waste
repository), and, in such a way, they shall be related to each other, see, e.g. [37].
The initial conditions are considered in a general form:

¢, x)=Cc?0,x), xeR. (4.53)

4.1.2.2 Solver Ideas for the Multicomponent Fluid Transport Model

If we assume simple domains, e.g. one-dimensional problems and special boundary
and initial conditions, for the problem (4.49), we could derive analytical solutions,
see for example [37].

Such analytical solutions solve the multicomponent behaviour analytically in an
explicit equation.

For more general applications, e.g. multidimensions and general boundary and
initial conditions, it is necessary to deal with a discretized equation.

Here, we have the following methods to discretize the spatial operators, for
example:

e Finite element methods, see [38] and
e Finite-volume methods, see [39].

‘We concentrate on the finite-volume scheme, which allow to deal with the con-
servation equation and apply geometrically the derivation of the convection and
diffusion term, see [40].

The finite-volume discretization method, see [42], allows to deal with a general
velocity v = v(x) and general boundary and initial conditions (4.51)—(4.53).
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We have the following ideas:

e We apply analytical solutions for locally one-dimensional advection-reaction prob-
lems on boundaries between two finite volumes, see also Godunov algorithm [40];
and

e We split the diffusion part of (4.49) using operator splitting procedure and apply
finite-volume method, see [41].

If we have nonlinearities, we apply a linearization method, e.g. fixpoint scheme
or Newton’s method. Based on the linearized equations in (4.49), linear splitting
schemes can be applied and decoupled to several simpler problems. Applying after-
wards the principle of superposition, one can obtain the solution of (4.49) by summing
the solutions of such simpler problems.

4.1.2.3 Splitting Method for the Multicomponent Fluid Transport Model

We decompose the multicomponent fluid transport equation into a convection-
reaction part and a diffusion part.

While the convection-reaction part is solved exactly with one-dimensional solu-
tions and Godunov’s scheme is applied, the diffusion part is solved in the spatial
operators with finite-volume discretization scheme and in the time operator with
implicit time discretization.

Convection-Reaction Part

We apply the following convection-reaction equation:
3, (R(’)qsu(”) V. (vu(l)) F DO RD G D — 3 @=D RU=D g, (=D (4 54)

We apply the Godunov’s method which means the solution of the one-dimensional
convection-reaction equations, which are embedded as mass transfer to the finite-
volume scheme, see [42].

So we solve for each underlying one-dimensional §2; and the mass concentration
to the out-flowing cell j € out (i), a one-dimensional convection-reaction equations
for each species/ =1, ..., I:

/ ) ! / 1 — -1 -1
RO ¢i0,u® +vij 9. + 2 ORV g = 20-VRIV gD (4.55)

We transform to a directly solvable convection-reaction system, with the follow-
ing as

l I D - Vij
Cl() = Ri( )¢iuf ), Vij = (;)] s (4‘56)
Ri ‘Pi

and we obtain

e 45 9, 420D = 50D, (4.57)

i
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For each cell, we compute the total outflow fluxes

V; RO . .
Ui=To V=V, )= out(i).
1

Based on the restriction of the local time, we have the minimum over all possible
cell time steps:

< lmin i,

1,..., m

and we obtain a velocity of the finite-volume cell:

1
Vl,,' = —.
i

Then, we can calculate the mass, which is important to embed into the FV discretiza-
tion:
1), D),
mgj?r’:zsz = m§ ) "a, b, T Vi VL R . RV D /\(l)),
D), I
mfj?o'l'” = mé)(a, b, T Vi Viis RW .. RO D a0y,
where a = V,-R(l)(ci(;)’n — cfj.),‘"), b= V,-R(l)cs.z’" and mgl)’" = ViR(l)cl@‘" are the
parameters and j = out (i), j = in(i).
The discretization with the embedded analytical mass is given by

m(l),n—&-l — m(l),n + ),n

i ijrest j'i,out’

0),n _mgl),n_ 0),n

where mij,rest - " mij,aut

outflown mass, see [42].

is rest mass coming from the total mass and the

Diffusion Part

We discretize the diffusion part with the finite-volume methods. We can concentrate
on the following equation:

&Rc—V-(DVe) =0, (4.58)

where ¢ = c(x, t) with x € £2 and ¢ > 0. The diffusion is given as D € R™ and the
retardation factor is R > 0.0.

The equation is integrated over time and space (implicit time and mass averaging
in space):
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l”+l tn+l
/ / &R(c)dt dx = / / V . (DVc) dt dx. (4.59)
2; Jm 2; Jm

After applying Green’s formula and the approximation in the finite cells (i.e. I'; is
the boundary of the finite-volume cell §2;), we have for one finite cell

ViR(H) = ViR =1" D D" T InS, - Djch;’k"H, (4.60)
eEAj kEAi-

where |Fjek| is the length of the boundary element Fjek.
We calculate the gradients via piecewise finite element function ¢; and obtain

ch}(”“ = > Ve, (4.61)
leA¢

Then, we obtain the finite-volume discretization for the diffusion part:
ij(cy“) — ViR(c)
>y ( > me, - D;kvd)l(xj.k))(c;*‘ — ol (4.62)

eehj leANj} kel

where the finite cells are givenas j = 1,...,m.
For such a discretization, we can embed the convection-reaction part via a splitting
approach, which is given in the following.

Coupling Part

The different parts of the full equations are coupled via a operator splitting method.
We apply the following splitting approach:

Y = e(t™) 4+ 1 Ac(t™) (4.63)
C**(tn-‘rl) — C*([n+1) + TnBC**(tn+l), (464)
where the time step is 7" = "t ¢ andn = 1,..., N are the number of time

steps. The operator A is the convection-reaction operator, which can be resolved in
the equation analytically. The operator B is the diffusion operator, which is solved
via FV methods and implicit Euler method.

Based on the analytical resolution of the convection-reaction part, we have the
following splitting approach:

Y = =1, B) (Y, (4.65)

where ¢*(t"*1) is the analytical solution of the convection-reaction part.
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The splitting error is of the first order based on the non-commuting operators,
see [42].

Remark 4.2 Based on the analytical embedding of the convection-reaction equation,
we can speed up the solver scheme and concentrate on solving the diffusion part.
Here, based on the first-order splitting scheme, we can see the method as following:
The diffusion equation is only perturbed by a convection-reaction part, see [43].

4.1.3 Conclusion

For the multicomponent fluid transport model, it is important to decompose into sim-
pler and faster solvable equation-parts. Each equation-part, e.g. convection-reaction
part or diffusion part, can be solved with more adequate schemes, which are more
effective and faster as a full equation solver. We have applied fast solver methods for
the convection-reaction part, e.g. modified Godunov’s method embedded to finite
volume schemes, and for the diffusion part, e.g. finite volume schemes to discretize
the spatial operators. The parts are coupled with fast operator splitting schemes,
which allow to concentrate on the diffusion solver, while the convection-reaction
part can be embedded as on explicit solved part. Such effective methods allow to
solve the multicomponent fluid transport model with high accuracy and accelera-
tion. In future, an extension of multicomponent fluid transport models with respect
to additional equation-parts, e.g. multiphase parts or growth parts, are possible and
the splitting schemes can be modified to such additional parts.

4.2 Multicomponent Kinetics

Abstract In this section, we discuss the models and applications based on the different
multicomponent kinetic models. Here, we assume to have a microscopic scale, i.e.
we deal with the fine resolution in the atomic scale. So we have a discrete description
and discuss some models based on the multicomponent kinetics problems.

4.2.1 Multicomponent Langevin-Like Equations

The idea is to apply an alternative model based on the Coulomb collision in plasma
to reduce the computational in particle simulations.

The alternative models are based on Langevin equations, which are coupled non-
linear stochastic differential equations, see [44].

Historically, we have two ideas for algorithms for Coulomb collisions in particle
simulations:
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Fig. 4.2 Screen Coulomb
collision in the
Fokker—Planck limit

Collision Algorithm

Screen Coulomb collision
in Fokker—Planck limits

Corresponding
equations

Ito—Langevin equation
with collision operator

Corresponding
discretized equations

Euler schemes
splitting schemes
of higher order

e Binary algorithm: Particles in a finite cell, see particle in cell, are organized into
discrete pairs (therefore binary algorithm) of interacting particles. The collision is
based on oulomb collision of two particles, see [45].

e Test particle algorithm: The collisions are modelled by defining a dual particles
(test particles) and primary particles (field particles). The velocity of the test parti-
cle is modelled by Langevin equation, which is deposited on the space mesh [46].

The idea of the alternative approach is given in Fig.4.2.
The main contribution to deal with the stochastic model is based on the following
Remark 4.3 of the Coulomb collision approach:

Remark 4.3 Coulomb collisions can be approximated via defining test and field
particles. The test particle velocity is subjected to drag and diffusion in three velocity
dimensions using Langevin equations, see [47].
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4.2.2 Introduction to the Model Equations

We are motivated to develop fast algorithms to solve Fokker—Planck equation with
Coulomb collisions in plasma simulations.
The Fokker—Planck equations are given as

2f+  _ g E(0)—> f 88 (—yvf—i—ﬁ_l)/y), (4.66)
v av

where we could decouple such a FP equation into the PIC (particle in cell) part and
the SDE part.

e PIC part
) 0
L g )_f= 0, (4.67)
at ox
e SDE part
of @ 1 0f
—=—- -, 4.68
” 8v(wf+ﬁ Y3, (4.68)
where we solve the characteristics.
e PIC part
dx
= —y, 4.69
dt Y ( )
dv iU
—=—-Ex)=—, 4.70
T (x) o (4.70)
where U is the potential.
e SDE part
dx
— =0, 4.71
7 4.71)

dv = —yvdt + /287 1ydWw. 4.72)

We apply the following nonlinear SDE problem:

dx _ 4.73)
dt '
0
_ /ng—1
dv(t) = 8—xU(x) —yvdt + /28 ydW, 4.74)

where W is a Wiener process, y is the thermostat parameter and § is the inverse
temperature.

A long solution to the SDE is distributed according to a probability measure with
density 7 satisfying
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7(x,v) = C~lexp (—ﬁ (% n U(x))), (4.75)

where x > 0.0, v € R.

4.2.3 Analytical Methods for Mixed Deterministic—Stochastic
Ordinary Differential Equations

In the following, we present an algorithm, which is based on solving the mixture of
deterministic and stochastic ordinary differential equations.

The idea is based on the deterministic variation of constants to embed perturbed
right-hand sides.

We deal with the following equations:

ax _ Vv (4.76)
e’ '
dV = —E(x)dt — AVdt + BdW,
with X (0) = Xo, V(0) = Vo, (4.77)
where W is a Wiener process with the N (0, \/Z) distributed.
‘We rewrite to a linear operator and a nonlinear and stochastic function.
dX . A
— = AX+EX) + —,
T +EX) + T
with Xo = (Xo, Vo)', (4.78)

where X = (X, V) is the solution vector, Xg = (Xg, Vp)' is the initial vector,

L 0 1 . . 0
the matrix is A = ( 0— A)’ the nonlinear function is E = (_ E( X)) and the

. AW 0
stochastic function is <7+ = ( B dd—W )
t
The analytical solution is given with the exact integration of the exp(As) (variation
of constants):

tn+1
X("H) = exp(AADXo + / exp(A(™H — ) E(X(s)) ds
lVl
tn+]

+ / exp(At"T! = 5)) dW, (4.79)
ll

n

Xt = exp(AAl)Xo +EXo) + W(Xo),

where is the electric field integral is computed with a higher order exponential Runge—
Kutta method.
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Integration of the E-field function with fourth-order Runge—Kutta method is as
follows:

ki = ArE(X"), (4.80)
ky = At (E(exp(AAr/2)X" + %exp(AAt/Z)kl)), (4.81)
k3 = At (E(exp(AAr/2)X" + %k2)), (4.82)
ky = Ar(E(exp(AANX" + exp(AAt/2)ky)), (4.83)
EX") = é(exp(AAt)kl +2exp(AA1/2) (ks + k3) + k4)), (4.84)

and the stochastic integral is computed as

i+l

WX") = / exp(A(" ! — 5)dW
t

n

Nl (g gt 4 ,
= Z exp (A (f)) (W@ —wW@™ly),  (4.85)
j=0
At = " — "N, " = Ar 4 ¢ 0 =, (4.86)

Remark 4.4 Based on the perturbation and finer time scales, the stochastic integral is
resolved with finer time steps as the non-stochastic parts. Therefore, we have applied
an adaptive numerical integration method that allows to apply additional smaller time
intervals with more integration points. We obtained more accurate numerical results
of the stochastic integral and reduce the numerical error of the full scheme.

4.2.4 Conclusion

For the multicomponent kinetics, we have additional stochastic equation-parts.
Therefore, it is important to resolve such stochastic parts with high accurate stochas-
tic solvers. We have highly perturbed and finer time scale to resolve such multiscale
parts. In our case, we proposed analytical methods, which solved the stoachstic part
with semi-analytical methods and embedded directly the results to the deterministic
(non-stochastic) part. Here, we obtain high accurate results, while we could concen-
trate on the deterministic solver parts. In the future, an extension of multicomponent
kinetics to many particle applications, e.g. plasma dynamics, is important and we can
apply the idea of the analytical embedding of the stochastic part to the deterministic
parts to reduce the computational time.
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4.3 Additive Operator Splitting with Finite-Difference
Time-Domain Method: Multiscale Algorithms

Abstract We discuss numerical methods based on additive operator splitting schemes,
which are used to solve Maxwell equations, see [48]. The discretization schemes are
given with Finite-Difference Time-Domain (FDTD) methods, which apply finite
differences in time and space and allow to conserve the physical behaviour of the
equations, see [49]. Because of the 3D Maxwell equations, we result into large semi-
discretized equation systems, i.e. we have to deal with large systems of ordinary
differential equations. Therefore, we are motivated to optimize 3D computations of
electro-magnetic fields with decomposition methods, which decompose into differ-
ent time and spatial scales. Here, we discuss additive operator splitting schemes,
which allow to decompose into several independent solvable smaller equation sys-
tems, see [2]. We embed the FDTD schemes into the additive splitting and result into
a multiscale approach into each spatial dimension.

4.3.1 Introduction

We are motivated to split large semi-discretized equation systems, e.g. resulted from
FDTD schemes, see [3], with additive operator splitting schemes, which allow to
concentrate on each individual dimension and each time and spatial scale of the
underlying reduced equation systems, see [2].

In Fig.4.3, we present the multiscale splitting with the FDTD discretization
scheme and the AOS (additive operator splitting scheme) as a multiscale splitting
approach.

While explicit time-discretization schemes have restriction with respect to their
CFL (Courant—Friedrichs—Lewy) condition, we also discuss implicit time-discreti-
zation schemes based on modified FDTD and AOS schemes, which overcome such
restrictions, see [50, 51].

4.3.2 Introduction FDTD Schemes

One of the simplest FDTD schemes is the Yee’s algorithm, see [49]. The ideas are
given in the following:

e We combine time and space discretization on a time—space grid. Using central
difference schemes for both time and space, we obtain second-order methods with
respect to the CFL condition of the discretization schemes.

e A staggered grid is necessary to obtain for both time and space second-order
schemes and obtain a stable discretization scheme, see [49].
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Fig. 4.3 Splitting approach
based on an FDTD
discretized Maxwell
equation
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step of the 3D Maxwell equation

In the following, we present the so-called Yee’s cells in 2D and 3D, see Figs. 4.5
and 4.4.

Such cells are applied with respect to the time and spatial discretization and their
staggered behaviours allow to achieve a second-order scheme.

In the following example, we discuss a first-order FDTD method, see Example 4.1.

Example 4.1 We have the following preparations to achieve the higher order scheme:

e We discretize both time and spackle with a central difference, which is a second-
order scheme.

e We decompose into a primary and dual grid, i.e. we apply a staggered grid for the
magnetic and electric field equations.

e We step forward in time.

We start with the following 1D equations:

0B, _ 1938, (4.87)
at g0 9z '
OH, _ _ 1 9B (4.88)
at nwo 0z ’ ’

where we have an initial condition of the impulse and adsorbing boundary conditions.
We deal with a wave-front solution in the z direction.
We apply the 1D FDTD method as follows:
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Fig. 4.4 Staggered grid: 2D G.j+1) —
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e The simplest 1D FDTD Schema is the Yee’s method.
e We stagger E, and H, in time and space with a half-time and half-spatial step.
e We apply the central difference scheme for the time and space coordinates.

We obtain the 1D equation as

BN - P 1 HIG 1) — G = 1)

,  (4.89)
At £0 Az
HP e+ 1/2) - Hie—1/2) 1 BV P+ D - BV Pa (4.90)
At ) Az ’ ’
where we have a so-called leap-frog algorithm, i.e. first we apply E;'H/ % for all

spatial points and then we apply H;’“ for all spatial points. We step forward in time.
For the discretization points of a 1D Yee’s algorithm, see Fig.4.6.

Based on the explicit method, i.e. we step forward in time, we have restrictions for
the stability in the time step. The CFL condition for the simple 1D Maxwell equation
is given as
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Fig. 4.6 Staggered grid: 1D . Time: (a-1/2)41
2 b ¥ I 5
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Az
At < — 4.91)
0

where ¢ is the light speed.

Remark 4.5 For the explicit higher dimensional FDTD methods, we have also the
same restriction as for the 1D methods. We have also to restrict our time step in 2D
and 3D, as follows, see also [49, 52]:

- min?:1 {Ax;}
- covd

where Ax;, i = 1,...,d are the spatial steps, and co is the light speed and
d=2,3.

(4.92)

4.3.3 Additive Operator Splitting Schemes

The additive operator splitting scheme can be applied with respect to the different
spatial dimensions. Based on their different scales, we can also apply the AOS scheme
as a multiscale approach, see [2].
In the following, we discuss additive operator splitting schemes, see also [3].
We describe traditional operator splitting methods and focus our attention to the
case of two linear operators, i.e. we consider the Cauchy problem,

m
dic(t) =D An(c) t€(0,T); c(0)=co (4.93)
i=1
whereby the initial function ¢ is given, and Ay, ..., A,, are assumed to be bounded

nonlinear operators. (In many applications, they denote the spatially discretized oper-
ators, e.g. they correspond to the discretized in space convection and diffusion oper-
ators (matrices). Hence, they can be considered as bounded operators.)

We discuss the following schemes:
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e AOS (explicit):
m
I = (1 +ty Ai(c")) ", (4.94)
i=1

while the method is closely related to the idea of the multiplicative splitting (A-B
Splitting) in the explicit form:

exp((A1(c") + -+ + A (c"N1) = exp(A1(c™)t) - - -+ - exp(Ap (™)), (4.95)

if one apply the explicit Euler to Eq.(4.93) and scheme, you neglect the second-
order term O'(¢2).
The scheme can be additively applied as

C{H_l = Bi(cn)cn, i=1,...,m, (4.96)

1

m
M= et 4.97)
i=1

with the operators B;(c") :=1t A;(c")).
e AOS (semi-implicit):

m —1
Cn+1 — (I —t Z A,’(Cn)) ", (4.98)
i=1

and further

m —1
n+l _ l _ R n
= — (2(1 mt Aj(c )) ), (4.99)

i=1

with the operators B;(c") := ”ll(l —mt A;(c"))
The scheme can be additively applied as

=B, i=1,...,m, (4.100)

1

m
=" (4.101)
i=1
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4.3.4 Application to the Maxwell Equations

‘We have the following Maxwell equation:

E 1 1
— =-VxH--0oF, (4.102)
ot £ e
oH 1
A _LyxE, (4.103)
at w

where the operators are c = E, v = H and we have the abstract formulation:

0
3: = o+ dje, (4.104)
0 1la _o
withe = (¢, V), & = A + 9 + o = Lax € ,mz( 513><303><3)’
A" 0 03x3 033

where we have o7, o), o, o3, s € RO Cand A, A}, Az, A3, 3x3, 0353 € R33
with /3,3 as the identity matrix and 0343 as the zero matrix.

The decomposition is given in the following steps. Each full A = A1 + A> + A3
is divided into a single dimension as

00 o ooaiy 0-20

Z
Air=100 — 8 , A = 0 00 |,A3= B% 0 0],
0L 0 -200 0 00

Here, we have to apply an AOS scheme with four operators.
The full version is given as

0 d
-5 00 0 -5 g
10 10
0 - 0 5 0 —g5
19 190
de 0 0 -% —g5 e O
el B TS TSRO [ (4.105)
wdz  wpay
10 10
L2 o L2 0 0 o
1 0 1 0
1o 12 0 0 0 0

based on the equations, and when we apply AOS, we split into the following six
matrices:
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00-1200 (4.106)

A =

I
dy
0
| = 00054 0| (4.107)
0
0
0

oty =|00-500 , (4.108)

oy = 00000 |- (4.109)

Ay = 2 0000 |- (4.110)

S o o oo o
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00 0 000

00 0 000

00 0 000
oy = 1 : 4.111
32 00-+2000 (4.11D)

1 0
00 22 000
00 0 000

The splitting is based as follows:

3 2
1
el = c ZZ([ —6 At o )7 ] e, (4.112)
i=1 j=1

for example, the first operator is given as
1
ot = 6(1—6At42f/11)_1 . (4.113)

If we apply the finite difference discretization of a structured grid, we obtain the
following matrices:

e We assume to have N x N x N grid points, i.e. Hy, Hy, H;, Ex, Ey, E; € 2 €
RY x RY x RN = RV,

e The matrices are given as JZ{l"j € 6IRN3 X 6]RN3, wherei =1,2,3and j =1, 2.

e For the discretization, we apply the following submatrices: I € RY x IR¥ is the
identity matrix, 0 € RY x IR¥ is the zero matrix and M € RY x R" which is
needed for the difference matrices and given as

0o 0 ...... 0
-1 0 0 ...0
M= 0 —-10 0 ,
0 ... 0-10
o The difference matrices for My, My, M, € RY ’ x RY ’ are given as
I+M O ... ... 0
o I+M 0 ... O
szﬁ 0 0O I+M... O ,

0 0 0/714+M
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I 0 ...... 0
M I 0...0
1 .
My = 0 M I 97
0 0 M1
I 0 ..... 0
MIT 0...0
M, =L oM I..0]
0...0MI

=~ . . . . ~ 2 2. .
where I € RY> x RV is the identity matrix and M € RV’ x RV is given as
y g

MO ... .. 0
0MO0..0
a=|loom. .. 0
0...0 0 M

Then for example the first operator is discretized as
n+1 1 -1 cn
Cl = E(IDisc —6 At eQfll,Dz’sc) C s (4114)

3 3, . . . 3 3, .
where I, € RY” x RV is the identity matrix, 0, € IRY" x R"" is the zero matrix
and we have

I704, 0404 0,0,
0y Iy 0y 07 0y 07
0o/ 07 Loy 07 Oy O
0/ 07 Oy Loy Oy Oy (4.115)
07 07 07 Oy Loy 07
0o/ 0y 00y 0oy Oy Iy

IDisc =

217050y Oy Oy Oy
0y 0y 0y M. 0y Oy
0 O 0y —IMy 04 0y
O 0707 O Oy Oy
0y 0y 0y Oy 0Oy O
0y 0y 0y Oy Oy O

1, Disc = , (4.116)

1 T
furthermore, we have crtl = (Ex,diso Ey,discs Ez,disc, Hx‘disw Hy,disw Hz,disc)
N3
and all E; gisc, Ey,diSCa E; dgisc, Hy gisc, Hy,disc» H; gisc € R™.
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Remark 4.6 Here, we have an application of a semi-implicit AOS scheme, while the
nonlinearity in Eq.(4.93), i.e. A; ("), is approximated via A; (c"), which means
that we restrict us to the linearization of the previous time point " and therefore, we
embed also a CFL condition.

4.3.5 Practical Formulation of the 3D-FDTD Method

For more practical reasons, we consider on a simpler scheme based on the staggered
time step method, such that we apply semi-implicit schemes.
Maxwell’s equations in lossy and frequency independent materials are given as

oH

oD
VxH=—, (4.118)
ot
oD E + oF 4.119)
— =0 E0Er — .
ot 0% 1

where o is the conductivity, u is the permeability, &g is the vacuum permittivity, &,
is the relative permittivity, E is the electric field, D is the electric flux density and
H is the magnetic field. Equation (4.118) is Maxwell-Ampere equation without free
currents.

We apply the operator V x to the equations

JoE oFE 0FE 0E 0E, OFE
VxE=|— )i, +(— )iy + (= -—)i.
ay 9z 0z ox ox dy
8(Hxix + Hyiy + HZiZ)
124 ar )

oH, 0H oH dH. oH oH
VxH= o )i+ - — )iy + (=2 - — )i
ay 0z 0z ox dax ay

_ 8(Dxix + Dyiy + DZiZ)

(4.120)

: 4.121
” ( )
3D 3(Dyix + Dyiy + Diiz)
ar ot
d(Exix + Eyiy+ E;i
= 0 (Exiy + Eyiy + Ei;) + &0&, (Exix + Byly + Balo), (4.122)

at

where i, iy, and i, are the unit vectors in x, y and z directions. Then Eqgs. (4.120),
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(4.121) and (4.122) are expressed in a scalar manner as

IE, JE, dH,
= —p—, (4.123)
ay 9z at
dE, OE. dH,
o ———1L7£—, (4.124)
0Ey, 9E, _  0H; (4.125)
dax ay ot ’ '
0H. _9H, _ 3Dy 4.126)
dy oz at’ '
0H, 9H; _ 9Dy (4.127)
9z dx ar '
0Hy _9Hy _ 3D: 4128)
ax ay ot ’ '
%?:U&+m&§?, (4.129)
%zoE +88& (4.130)
ot yRE T '
8DZ=aE-+as@§ (4.131)
ot SR T '

In the following, we apply the semi-implicit version of an additive splitting
approach to our equation.

4.3.6 Explicit Discretization

Here, the time and space derivatives are discretized by centred differences and the
fields affected by the curl operators and staggered in time.

First, we discretize the conductivity term:

n+1/2 £ 172

2 ,. . -1/2 ,. . .
MH/@L@—MI/@LM_UnHﬂOJM+%S (. j.k) = (. j.k)
At - r E)
(4.132)
n+]/2 D2 n+|/2 EV2 G
k ik k Jok
@, J, )At @, j, k) . n+l/2 G . K) + eoér @, j. k) — @, Jj )’
(4.133)
n+3/2 X n+l/2 ik n+1/2 &) — E"12 k
@, J, )At @ J ):U /2 k)+eoar @, j, k) — @ J ).

(4.134)
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Then we discretize the magnetic part:
H! G, j.k)—H!'G, j— Lk HGJjk—-HGj k=1
Ay Az
n+1/2 n 1/2 .
, k L Jok
_ (i, Jj. k) = (i J ), 4.135)
At
H!'(i,j, k)—H!'(i,j,k—1) H!'G, j,k)—H!'(G—1,jk)
Az Ax
n+1/2 DI~ 1/2
i, J, k i,j, k
- @70 @ 0 (4.136)
At
Hy G, ), k) —Hy (=1, ).k H G, j.k)—H (G, j— 1k
Ax Ay
n+1/2 k D 1/2 ik
_ (i, J, k) — (@, J, ). 4.137)
At
The last step is to discretize the electric part of the equation:
Y RN i e TN SN A P N S el S AR PN
Ay Az
n+l .. . _ogn o
_ _MHx @i, j. k) — H (l,J,k)’ (4.138)
At
EVNP k) - BV PG BN G410 - EXT Gk
Az Ax
Hn+l i i k) — H' (i, j. k
__ BTGk Hy G )’ 4.139)
At
EV a0 - BTG BT - BV G
Ax Ay
HI G j k) — HE Gk
L SRR il ST (4.140)

At
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Remark 4.7 We follow forward stepping H* — E"t1/2 — H"*! Based on the
staggered grid, we can follow such a forward staggering in time and space.

Furthermore, the spatial parts of the equations can be splitted by applying the
explicit AOS scheme.

4.3.7 Combination: Discretization and Splitting

In the following, we discuss the combination of discretization and splitting. For
example, (4.138) is split into the y direction part and the z direction part.
Therefore, we can apply the additive operator splitting scheme, where we decom-
pose the electric field into a z- and y-part.
We have

0H, OE. OE,

= , H' = H.(t"), At =" -, 4.141
ot dy oz x(5) ( )

— U
and split into the two steps

1
LIy
at dy
oH 0E
/,L atx — azy’ H;Z — H)IC1+1,1 — Hxl(tn-l—l)’ At — tn+1 _[n’ (4143)

= H, ("), At ="t — ", (4.142)

where the initial condition of the second equation is coupled by the solution of the
first equation, see also A-B splitting, see [53].
The discretized version of the two steps is given as

n+1/2 n+1/2

i, J+1,K)— @ j, k)
Ay
n+11 nl
@ j, k) — ((AN9]
=— 4.144
u 7 ( )

where H,’Z’l (i, j, k) = H} (i, j, k), and the z direction part is

Bk BTGk,
Az
H”+1 G, j k) — HET G 7,k

= — . 4.145
Y ( )
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Remark 4.8 Here, we have an explicit AOS splitting scheme combined with a FDTD
method. The discretization scheme is based on the staggered grid idea, while the
splitting method is an explicit version.

4.3.8 Practical Formulation of the 3D-AOS-FDTD Method

For more practical reasons, we formulate Eq. (4.99) as
B¢ =" i =1, m, (4.146)

m
=" (4.147)

The Maxwell’s equation is given as in Egs.(4.117)-(4.119). Furthermore, the
operator Vx is applied to the equations and we obtain Eqs. (4.120)—(4.122). The
equations can be presented in the scalar notation, which is given as in Egs. (4.123)—
(4.131).

In the following, we apply the additive splitting approach to our magnetic field
equation, which are derived in the AOS scheme as follows:

e For the scalar field H,, we have

0E, OE, 0H,
- =—u , (4.148)
ay 0z at
and the AOS scheme is given as
OH™ 1 oE, .
= , H*@") = H (1), (4.149)
at M 8
0H,** 1 0E
= — Y H") = H ", (4.150)
ot Y
where H, (¢" T = H ("),
e For the scalar field Hy, we have
0E, OE, d0H,
— - = — =, 4.151
9z ox ” ot ( )

and the AOS scheme is given as
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OHy*  10E;

B = gy I =, (4.152)
oH,** 10E
B}I = a;, Hy™ (") = Hy* ("), (4.153)
where Hy (t"t1) = H,** ("),
e For the scalar field H, we have
oE 0FE oH.
T = (4.154)
ox ay ot
and the AOS scheme is given as
oH,* 10E
8; = —;8—;, H*(t") = H,(t"), (4.155)
dH,™* 10E
S = BT = HI T, (4.156)

where H,(1"t1) = H ("),

4.3.9 Discretization of the Equations with the AOS

Here, the time and space derivatives are discretized by centred differences and the
fields affected by the curl operators are averaged in time. We apply 0-schemes, i.e.
the combination of an explicit and implicit time discretization, and can apply such a
scheme to the AOS.

For example, we apply AOS Egs. (4.149)—(4.150) and we have

9E;+‘ G,j+1,k)—EM G, jk La _Q)E? G,j+1,k)—E'G, j.k)

Ay Ay
H" NG, j k) — HE G j k)
At ’

(4.157)

JE Gk ) — BTG K (1 gy BG4 D ~ EY G b
AZ AZ
H" G, joky — HE" G k)
At ’

(4.158)

where the results are given as H'*! (i, j, k) = H" G G k).
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For all Egs. (4.123)—(4.131) applied to the AOS and the 0-scheme, we have the
discretized equations as

1 . . l . . +l . . _ +1 . .
G[E?-F (i,j+1,k)—EMLG, j, k) 3 EVT (@, j,k+ 1) — EY (l,],k)]

Ay Az
+(1_9)[E?(i,j+l,k)—E;’(i,j,k)_E;(i,j,k+1)—E;’(i,j,k)]
Ay Az
H™ G, j k) — H' G, j, k
— @ J )At xR (4.159)

G[E;‘“ (i, jok+1)— EMV G, j k) EMYG+1, j, k) — EMLG, j, k)]

Az Ax
+(1-0) EX(, j.k+D—EVG, j. k) EIG+]T, ). k)= EYG J,k)
Az Ax
H'™ (@, j. k) — HI (i, j. k)
e A T o Al (4.160)

O[E;’“ G+ Lk =B Gk B G+ 1Lk — B G, k)]

Ax Ay
+(1_9)[E;l(i+1’j’k)_E;(i’j’k)_E,'C’(i,j—l-l,k)—E;‘(i,j,k)]
Ax Ay
H'PV G, jok) — HE G ok
S AU )At SURILIY (4.161)

| B G g — B G j = k) HYT G R — HYT G k=
Ay Az
Ay Az
DI, j.k) = DG, j. k)
o At ’

(4.162)
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e| HYUGL k) — H' VG ok — 1) HPTUG, k) — HP =1, k) ]

Az Ax
(g B ZH Gk = ) HIG k- H G- 1)k
Az Ax
_ Dyt j k) = DY G, k)

) 4.163
7 ( )

9[ HIM g — HPP G =1k H PG k) = HEPYLGL - 1,k)]

Ax Ay
+(1_e)[H>"("’f”‘)—H§’<i—Mk)_H;(i,j,k>—H;<i,j—1,k>}
Ax Ay
DG, k) — DG, ok
_ DTGk -D G )7 4.164)

At
where 6 = [0, 1].

Remark 4.9 1If we apply the conductivity as an operator, we have taken into account
the averaging of the electric field E term. Such an idea is done by 6 method and
afterwards, we can apply the additive operator splitting.

Further, we discretize Eqgs. (4.129), (4.130) and (4.131), while the conductivity
term and E term are averaged in time.

We apply then
DG j. k) = DY G g k)
At

EMVG, j k) — EM G, j, k)

=GOEM (i, j,k) + (1 — 0)E! (i, j, k) + €oer o . (4.165)
Dyt G, j, k) = Dy G, j, k)
At
En+l i, j. k) —E" (i, j, k
=0 OB (G, k) + (1= 0)E} (i, ], k) + eoer — ¢ )At 2GR0 4 166)
DY, j k) — D! (i, j. k)
At
En+l i ik)—E"(@G. ik
=G @EM G k) + (1 — O G, j, )+ ege, o PO ZELGT0 iy 67,

At

where 6 € [0, 1],i.e.6 = lisimplicit, = Qisexplicitand 8 = 1/2 is semi-implicit
Then, (4.159)—(4.170) were split into the three direction parts.
For the pure implicit version, which conform with the AOS method, we have
6 = 1 and obtain
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DG, j, k) — DG, j. k) EX G, j k) — EY G, j k)

= _ O‘E;hq G, j, k) + eoe, AP N (4168)
DL j k) — D" (i, j k EMUG j k) — ENG, jk
y @, J )At }( J ):O'E;+l(l.,j,k)+€()€r Y @, J )At y( J ), (4.169)
Dn+1 .’ .,k _p" .’ ',k Efl+l " ',k _ E’f .’ ~’k
SO ZPECID e kg 4 ege, PRI g 479

Also this part can be splitted by applying the AOS scheme for the two operators.

Remark 4.10 Atleast, the AOS scheme is flexible and we could extend to the implicit
version, i.e. & = 1. Here, we have to deal additional with inversion of the underlying
equation system, which is more delicate, but we can skip the CFL conditions as time
step conditions. Further additional steps are necessary and are computed implicitly.

4.3.10 Transport Equation Coupled with an Electro-magnetic
Field Equations

The following example is discussed in [3], and concluded some of the important
multiscale results.

We deal with the two-dimensional advection—diffusion equation and electric field
equation:

d Eur oy 2, 2 pu 4.171)

u=— ,Y)— —vy— — —, .

! B Yy Y ay 9x2 9y?

(x,y,1) € 2 x(0,T),

u(x,y,to) =uopx,y), (4.172)

IH, (x. IE

0y 9B e x 0.1, 4.173)
ot ay

IH, (x. IE

O y) _OE: o eax 0.1, (4.174)
ot 0x

IE. (x. | (0H, oH

9B y) LMy OH) e oyt € 2 x (0.T), (4.175)
at e\ Jdx dy

where we have the initial function:

_ x— Vl‘())z)

1
) b = ) b = -
u(x, 1) = uq(X, to) P eXP( 4D1

where x = (x, y)! and v = (vy, vy)t, and we have
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[vx(Ez(x, ) =1, =10, fort & (0, 10), (4.176)

vi(Ez(x,y)) = aE(x,y),vy = 0.0, fort > 1o,

with @ = 0.001, tp = 10.0. The spatial domain is given as £2 = [0, 1] x [0, 1].
The electric field E, (x, y) has the following line source:
Jsource(x, ¥) = sin(¢t) where x = 0, y € (0, 100).
The control of the particle transport is given by the electric field shown in Fig. 4.7.
In the following, we have the line sources with the results given in Fig.4.8:

Fig. 4.7 Electric field in the Line source for the
apparatus electric field Particle concentration in the
/ gas— chamber

[ —

Transport direction
to the source

]
Target or source to be deposited

Fig. 4.8 Line source of the t=10.980
electric field in the apparatus 1

0.8
0.8
0.7
06
> 0.5
0.4
03
02

0.1
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Numerically, we solve the equation, as in the following explicit AOS Algo-
rithm4.3:

Algorithm 4.3 We have coupled the equations by the following algorithm:

(1) Initialize convection—diffusion equation, till 7.

(2) Solve the electric field equation with #;,,; and obtain E,(x, y) for fy

(3) Solve convection—diffusion equation with #y + Ar and use E,(x, y) for fy4y+
for the unknown.

(4) Do tg = t9 + At and go to (2) till ty = tena

The following Figs.4.9 and 4.10 show the developing concentration under the
influence of the electric field, where @ = 0.07, 314, = 0.5 and vy = Oforz > #4/4.

Remark 4.11 For spatial and time discretization, it is important to balance such
schemes. If we apply an explicit AOS method and assume to have finite difference
schemes in time and space, we have taken into account the CFL (Courant-Friedrichs-
Levy) condition.

The condition for the explicit scheme is given as

JeAx > At, 4.177)

where Ax and At are the spatial and time steps.

t=1.483

0 0.2 0.4 0.6 0.8 1
b3

Fig. 4.9 Concentration density of the plasma specie, influenced by the electromagnetic field, in
the apparatus at time ¢ = 1.483 (the concentration flows from the left lower corner to the center)
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Fig. 4.10 Electric field in t=1.483
the apparatus at time 1

t =1.483 0.9

0.8
0.7
0.6
> 0.5
0.4
0.3
0.2

0.1

Remark 4.12 Another idea is based on the following implicit AOS Algorithm4.4,
while Eqs. (4.171)—(4.175) are discretized as

uG, ) = u" G, )

ulm)( + 1, j) —u" G, ) v '@, j+1H—u"G,j)
Ax 7 Ay

+ At (—vx(E?“(i, i)

+Du"(i + 1,0 —2u"G, j)+u"G —1,)) +Du"(i,j+ D —=2u"(, j)+u"G,j—1) ,

Ax? Ay?
(4.178)
n+le: o _ ogne Ertl 1 — ErLG
HYVG ) - HYG ) BTG+ D - B (l,J)’ (4.179)
At Ay
HIYYG, j) — HY G, ) _ EMLG+ 1, j) — Eg“(i,j)’ (4.180)
At Ax
En+1,* i Y — En(i. i gl i+ 1, _ gntl i,
< B AL D A D) st (18D)
At £ Ax
Entl iy — grtlrg o n+lc; _gntlg i
z (t,j)A Y _ L CETGTHD - B (l"]))_o-s\]source(iaj)s
t £ Ay

(4.182)

where i, j = 1,..., I are the spatial discretization points with Ax, and Ay are
the spatial steps. Furthermore, At is the time step withn = 0, 1, ..., N, which are
the time points.
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Then the equation system is given as

" =1 - Ay wn, (4.183)
U™ = U" + AtB(v (8", vy, D)U", (4.184)
where U"T! = "1 (1, 1), ..., " (1, ) is the discretized solution of the trans-

port system, %"+ = (], %@,"“, 5;“)’ is the discretized solution of the
electro-magnetic field, with 7"+ = (HPH'(1, 1), ..., H}TN (U, D), 0+ =
(HPPN(LL D, L HPPN L D) and £ = (EXTIAL D), L EZTNIL D). Fur-
thermore, the matrices A € R’*! and B € IR3/>3/ are given and have embedded
the boundary conditions.

The algorithmic idea4.4 is given as follows.

Algorithm 4.4 We have coupled the equations by the following algorithm:

(1) Initialize convection—diffusion equation, till zp and n = 0.

(2) Solve implicitly the electro-magnetic field equation with the time step At and
obtain &1 for #,41.

(3) Solve explicitly the convection—diffusion equation with At and use éoz"“ for
ty+1 for the unknown and obtain U nt+l

(4) Do t,41 =ty + At and go to (2) till t;,41 = tena-

Here, we have the benefit that we are not restricted to the time step of the electro-
magnetic field and we could apply the large time step, which is also applied for the
convection—diffusion equation.

4.4 Extensions of Particle in Cell Methods for Nonuniform
Grids: Multiscale Ideas and Algorithms

Abstract In this section, we discuss ideas to extend uniform particle in cell (PIC)
method to nonuniform PIC methods. The ideas are based to modify the so-called PIC
cycle parts, which decouple grid-free (particle methods), grid-based (field methods)
and couple the parts with interpolation methods. The methodological idea of the PIC
method can be seen as a multiscale method, while we deal with different underlying
modelling scales, e.g. micro- and macroscopic scale. The different parts of the PIC
method can be applied in different scales, e.g. a microscale (particle solver) and
a macroscale (field solver). So we have a multiscale behaviour, while the transfer
between the micro- and macro-model is done via interpolation or restriction, which is
applied in the PIC method as spline approximations, see [54]. Another aspect results
of the physical constraints mean that we have to fulfil the mass, momentum and
energy conservation of the problem, see [54]. Such a problem can only be fulfilled
for a uniform grid steps, while we deal with a primary grid. A modification to an
adaptive or nonuniform grid needs to extend the freedom degrees of the underlying
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grid, and therefore we have to deal with an additional so-called dual grid. On dual grid
or in the logical space, we can extend the uniform grid into an adaptive grid and such a
modification allows us to conserve the constraints, e.g. mass, momentum and energy
conservation, see also [55, 56]. Both interpolation schemes (particle to grid and grid
to particle) and solver methods (macrosolver: Poisson solver and microsolver: time
integrator) have to be combined such that the physical constraints are fulfilled and
the numerical errors are at least second order, see [57]. Here, we discuss the ideas to
develop step-by-step multiscale extension of the PIC cycle. We modify shape function
to adaptive shape functions and fit them to the adaptive discretization schemes such
that the interpolations are of the same order as in the uniform case. Furthermore, we
present some extensions to 2D and deal with simple 1D examples.

4.4.1 Introduction of the Problem

The motivation of the modification arose of a practical application in a propulsion
problem. While in the inner or ion thruster part we deal with high density of particle
and the outer or plume region, it has only a very low density of particles, see [58].
If we apply uniform PIC methods, we have taken into one spatial step for the full
region, i.e. the very small spatial step of the inner region, and we have the problem
of very long computational times.
In Fig.4.11, we present the different spatial scales of the motivation.

Remark 4.13 The multiscale problem is given by the restriction of the time and
spatial steps for a fine resolution of the inner part (restriction by the Debye length A p,
where Ax < Ap and Ax is the spatial step size of the uniform grid. The Debye length
is the distance scale over which significant charge densities can spontaneously exist,

Density p
Inner Region Outer Region
(high density) (low density)
;
cm] .... [m] region m] .... [km] region .
lem] ... m] = [m] ... (km] © Spatial—scale
[nsec]....[msec] region [sec]....[h] region

Time—scale

Fig. 4.11 The model problem with inner and outer region of different spatial and time scales
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see [30]. It is therefore the largest scale, which can be resolved by the PIC method,
see [54]. Moreover, if we deal with the multiscale problem of the test problem, we
have to obtain very small spatial step sizes.

4.4.2 Introduction of the Extended Particle in Cell Method

The Particle in Cell (PIC) method is the well-known method over the last decades. The
concept of coupling grid and grid-free methods are applied to accelerate the solver
process. While parts of the equations are solved on a grid, e.g. Poisson equation, the
transport of particles is done grid-free by computing the trajectories with fast time
integrators, see [54, 59].

In recent applications, the flexibility of PIC schemes, with respect to higher order
schemes and nonuniform grids, is important (Fig.4.12).

In the following, we discussed a possible flexibilization of the PIC cycles based
on improving all parts of the cycle, see Fig.4.2.

The following three parts of the PIC can be improved:

e Shape function (higher order spline functions, which fulfil the constraints, e.g.
TSC or higher, see [54]).

Extended PIC scheme for adaptive Problems

Pusher:
symplectic time—
integrator of
higher order

Interpolation (grid —> particle): Interpolation (particle —> grid):
higher order higher order
splines splines
(fulfilled the constraints) (fulfilled the constraints)
Solver:
FD or FV
methods of
higher order

Fig. 4.12 Improved PIC cycles for adaptive PIC
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e Solver (higher order discretization schemes, e.g. fourth-order finite difference
schemes, see [60]).

e Pusher (higher order symplectic time integrators, e.g. fourth-order symplectic
schemes, see [61]).

Remark 4.14 Before improving one part of the PIC cycle, we have to be careful to
fulfil the physical constraints of the problem, such that it might be possible, which we
have to update all the parts of the PIC cycle for such an extension, see the discussion
of an adaptive PIC code in [62].

4.4.3 Mathematical Model

In the following, we discuss the mathematical model, which is based on the Vlasov—
Poisson equation, which describe an ideal plasma model.
The Vlasov equation describes the electron distribution f

af of F of
Iy L2y, 4.185
ar Y ox T oy (4.185)

and the Poisson equation describes the potential to the electrons in the electric field E:

V2= -2, (4.186)
&
F=gE=—qV, (4.187)

The positive ions are used as a fixed, neutralizing, background charge density pg
and the total charge density p is given as

p(X) =Q/fdv+,0(), (4.188)

We apply the following assumption to the model in the linear case:

2
e Plasma frequency: wp = ;:)‘fn .
e

e Debye length: Ap = /s‘Z{TBT .

These lengths are important for the explicit numerical schemes, i.e. we have
restrictions of the time and spatial step sizes:

e Time step size Ar K ﬁ .
e Spatial step size: Ax < Ap .
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Furthermore, we have some more conditions:

e Restriction to the length of apparatus L: Ap < L .
e Number of particle: NpAp > L,

such that we have a sufficient large length of the test apparatus and also to fulfil the
number of particle per Debye length which is sufficiently large, where we have from
the statistical point of view sufficient dates for the methods, see [54].

4.4.4 Discretization of the Model

To compute the model, we have to apply the idea of a super particle, which allows
to decouple into an equation of motion (transport of the particles) and the potential
equation (forces to the particles).

We assume that the x —v phase space is divided into a regular array of infinitesimal
cells of volume dt = dxdv, where dt is sufficiently small so that only one electron
isin it. Then f(x, v, t)dt gives the probability that the cell at (x, v) is occupied at
time t. We assume that the electron is then shifted to time ¢’ to the cell (x’, V). Due
to this assumption, it is also used in the characteristics schemes, see [63].

We have to solve the equation of motions:

dx
= =, 4.189
7 = ( )
dv_4E (4.190)
dt — m’ ’
and in the time integral form
t/
x’ =x+/ vdt, (4.191)
t
/ "qE
Vi=v+ —dt, (4.192)
; om

and we can show in general for such a shift: f(x’,V', ") = f(x, v, ).
To speed up the computations, we take a sample of points (super particle)
{xi,vi,i =1,..., Ny} and an element i of the phase fluid is corresponding to

M:/fmm, (4.193)
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The characteristics to the phase space of the super particle points are given by

dx;

d—t’ =v;, (4.194)
dy _ FG) (4.195)
dt ~ M’ '

M = Ng;m, and m, is the electron mass.
In the following, we discuss the different extensions to the adaptive PIC methods.

4.4.4.1 1D Adaptive PIC

To understand the parts of the adaptive PIC method, we discuss in the first steps the
one-dimensional case. In the following, we describe the different tools for the 1D
adaptive PIC:

e 1 D adaptive finite difference (FD) method,
e 1 D adaptive Shape function, and
e Fitting scheme at the interface.

While the 1D FD methods are applied to the micro- and macro-model, we apply
also adaptive interpolation/restriction methods, i.e. shape functions, to apply the
data transfer between the different scales. Furthermore, we have to deal with a fitting
scheme at the interface to fulfil the constraints of the scheme, e.g. conserve the first
moments of the shape functions, see [62].

1D Adaptive Finite Difference Discretization for the Poisson Equation

In the following, we have the adaptive scheme, which are based on weighting the
central difference scheme for the underlying model problem, i.e. here the Poisson’s
equation.

We discuss the adaptive grid of finite difference schemes, see [64], for the Poisson
equation in one dimension:

d*¢ 1
—— = ——p;), x; €10, L], (4.196)
dx? €0

$0) =0,¢(L) =0, (4.197)
where x; give the coordinates of a super particle .

The finite difference scheme after Shortly and Weller [65], which is given with a
three-point stencil, see also [66], and the difference quotient are given as



4.4 Extensions of Particle in Cell Methods for Nonuniform Grids ... 121

2 1 1
¢(x + 5, Ax) + ———p(x — 51 Ax) —

D2 = |—
Ax¢ Ax? |:sr(sr + 1) si(sy =+ 1) SrS1

¢(X)] ,
(4.198)

where Ax is the mesh size of the grid and s,, s; € (0, 1] are the scaled factors of the

finer grid. Furthermore, Di = 8;; Ax 05,4 18 the difference quotient with

() — p(x — 5A%)

+

A vy , (4.199)
-, P+ sAx) —9(x)

Oy AxP = 5 Ax : (4.200)

The consistency error is given for the boundary points also as a second-order
method, see [66]:

1 2
16(x) — pax (] < Ax? (Edznqbncg,l(m + §||¢||Cz.l(m) . @200

where d < Ax.

Remark 4.15 For a different notation, we apply

DaxDas¢p = ¢(x + Ax) + ¢(x)

CAx(Ax + AX) Ax A%

2

while Ax is the grid size on the left-hand side and Ax is the grid size on the right-
hand side.

Adaptive Shape Functions

In the following, we derive adaptive higher order shape functions.
We have the following underlying steps for the construction:

. 1D Interpolation and Shape functions.

. 1D uniform shape functions.

. Adaptive Linear Splines (adaptive CIC).
. Construction of higher order Splines.

AWM —

The steps are discussed in the following outlined points.

1. 1D Interpolation and Shape functions:

In the following, we discuss the shape functions that are need to map the charge
densities on a grid.
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We deal with CIC (Cloud in Cell) shape functions, see [54], which are the linear
shape functions S(x; — X j), where X ; implements the grid point and x; is the position
of the particle i.

The density at the grid point of the particles is weighted by the weighting function:

N
pj =D qiSki — X;), (4.203)
i=1

where g; is the ith charge.

In standard application, this function is symmetry and fulfils the isotropy of space,
charge conservation and condition to avoid self forces, see [54, 67].

For the consistency of the uniform and nonuniform shape functions, we have the
following restriction:

N
> Sx-x)=1, (4.204)
i=1
where all the weights are g; = 1 and x is the position of the particle and X; the grid
point at position i.
In the following, we see the construction on a non-symmetric mesh, see Fig.4.13.
2. 1D uniform shape function

We deal with the following uniform shape functions:

e NGP: nearest grid point and
e CIC: Cloud in Cell.

The NGP uniform shape functions is given as

v _ | 1, when |x — X| < 4,
Sx—-X) = [0, else. (4.205)
where we have a uniform grid size of Ax in the domain £2 = [0, L].
The CIC uniform shape functions is given as
_ =X _
S(xr — X) = 1 1 When |x — X| < Ax, (4.206)
0, else,

where we have a uniform grid size of Ax in the domain £2 = [0, L].
For the uniform mesh function, we have to fulfil the consistency (mass conserva-
tion) (4.204).

Theorem 4.5 For the uniform shape function (4.206), we fulfil the consistency
(4.204).
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Uniform Shape Function

Adaptive Shape Function

shift

AX 0 AX AX

Fig. 4.13 Adaptive shape function

Proof 1t is sufficient to proof the function for the following situation for one particle
x and the two grid points X and X — Ax, based on the symmetry, and one can do it
for all particles:

—(X-A X —
Tl €, S ) BN €. Sk O B
Ax Ax

X X
PN S B ST | (4.208)
X

1 1, (4.207)

this is fulfilled.
3. Adaptive Linear Splines (adaptive CIC)

In the following, we discuss the adaptive shape functions.

We assume the domain §2 = [0, L] and Ax is operating in the domain [0, L1],
while Ax is operating in the domain [L{, L].

The grid point X is not at the boundary Ly, i.e.x < L1 — Ax orx > L + Ax:
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1 — X when |x — X| < Ax, and x € [0, L],

S —X) = 11— when |x — X| < A%, and x € [L1, L], (4.209)

0, else,

where we assume to have a nonuniform grid size, while of Ax is the domain 2 =
[0, L1] and AX is the domain 2 = [Lq, L].

For the nonuniform mesh function, we have to fulfil the consistency (mass con-
servation) (4.204).

Theorem 4.6 For the nonuniform shape function (4.285), we fulfil the consistency
(4.204).

Proof 1tis sufficient to prove that the shape functions based on each different domain
fulfil the condition.
For domain £2; = [0, L], we have

—-(X-A X —
Cr-(X-An K-
Ax Ax

1 1, (4.210)

and when it is fulfilled also for domain 2, = [L, L], we have

_rmX A (X -w

1 p
AX AX

1. 4.211)

Remark 4.16 The idea of the adaptive shape functions can also be extended to higher
order shape functions, e.g. [54]. An example is given in the appendix.

4. Construction of the higher order Spline

We have the following situation of the shape functions, see in Fig.4.14.
Following [54], we have the following constraints to derive the higher shape
functions:

Nonuniform Fractions

| AX =H, | Ax=H, ‘
1 \ o \
X1 X5 X X3

Fig. 4.14 Nonuniform fractions for the shape functions (nonuniform TSC function)
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> W) =1, 4.212)
p=1
Z W, (x)(x — x,)" = const. (4.213)

p=1

The additional obtained freedom degrees can be used to approximate to the correct
potential ¢..
We improve the interpolation by the fact that

+0(A%), (4.214)

2 r_
$() =G —x) + gw

dx?

where G is the Greens function and ¢ (x”) is the correct potential at x’.

Later, we could apply the freedom degree with C to the spline fitting of the adaptive
grids.

Due to the fact that ¢ and G are even functions, we have the following restriction
of our constraint:

m
0 nodd
—_ n _
Z‘T Wp ) (x —xp)" = [const, n even’ @.215)
p:

where
W,=0,p#L12,...,n (4.216)
Furthermore, the displacement invariance property is given as

Wp(x) = W(x — xp). “4.217)

Example 4.2 In the following, we derive the uniform and nonuniform shape
functions.

1. Uniform Case

We derive the case of n = 2 and n = 3.
For n = 2, we have three constraint equations:

Wi+ Wa+ W; = 1, (4.218)
Wix1 + Woxa + Wix3 = x, 4.219)

Wix} + Waxi + Wsx3 = C + 12, (4.220)
W, =0for p #1,2,3, (4.221)

additional, we have to apply to derive the constant C:
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Cd*G(x' —x)

S to@), (4.222)

P(x) =G —x) +
where G is the Greens function and ¢ (x”) is the correct potential at x’.
For solving the linear equation system, we applied program-code Maxima [68] and
we obtain
_ C+ (x3—x) x3—xxp + x2

- , 4223
T T —x) m—xxm ( )
Wo — C+(x1—x)X3—xx1+x2 (4.224)
T T ) -l A '
C _ _ 2
Wy = CT MmO o (4.225)

x32 + (—x2 — x1) X3+ x1 X2

Using the displacement invariance property (4.217) and Eq. (4.216), we obtain

243 H x42 H>4C 3 1
%’ —3H <x < —3H,
1— (x24C) 1 1
W (x) = o 2 =x <A, (4.226)
2 2
X 3H2);.1—|—22H+C, %<x<3TH’
| O, else.
2. For n = 3, we have three constraint equations:
Wi+ Wo+ W34+ Wy =1, (4.227)
Wix1 + Waxy + Wax3 + Wyxg = x, (4.228)
Wix? + Wax3 + Wix? 4+ Wax] = C + x?, (4.229)
Wix3 + Wax3 + Wax3 + Wyx3 = 3xC + x°, (4.230)
W, =0for p #1,2,3,4, (4.231)
additionally, we have to apply to derive the constant C:
Cd*G(x' —
PG =G —x) + 5% +0(aAY), (4.232)
X

where G is the Greens function and ¢ (x”) is the correct potential at x’.
For solving the linear equation system, we applied program-code Maxima [68]
and we obtain
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X4 (C+(xz—x) x3—xxz+x2)+xg (C—xxz-i—xz)-i-xg (C-i-xz) —3xC—x3

W= (G2 —x1) x3 —x1 224+ x12) x4+ (012 —x102) x3 +x200 —x)3 '
W2=7X4 (C+(x1 —X) X3—)CX1+)C2)+X3 (C—xx1+x2)+x1 (C—|—xz)—3xC—x3
((xz —x1) x3 —x22 + x4 xz) x4 + (x| Xy — xzz) X3+ x23 — x1 %2 '
Ws — X4 (C+(x1 —X) xz—xx1+x2)+x2 (C—xx1+x2)+x1 (C+x2)—3xC—x3’
(132 + (—x2 — x1) x3 +x1x2) x4 — x3% + (x2 + x1) 132 — X1 X243
W4:_X3 (C—i—(xl —X) X2 —XX] +x2)+x2 (C—xxl +x2)+x1 (C+x2)—3xC—x3.

x43 4 (—=x3 — x2 — x1) x42 + ((x2 + x1) X3 + X1 X2) X4 — X X2 X3

Using the displacement invariance property (4.217) and Eq. (4.216), we obtain

43 2 _ 2, 3

x°+6 H(x +C)6Hl31Hx 3Cx+6H . _2H <x < —H,
x32H(x%4+C)—H*x4+3Cx+2H3

VE , —H <x <0,
W) = 3 2 2 3 (4.233)

—x°—2H(x +C2);§1 x—3Cx+2H , 0<x<H,

3 2 2 3
x°4+6 H(x +C)—g}_]13H x+3Cx+6H , H<x< 2H,
0, else.

A simpler notation because of the symmetry is given as

—|x]?—2H (x%*+C)+H?|x|-3C|x|+2H>
2H3 ) |'x| < H5
Wx) = 3 2 2 3 (4.234)
|x1>4+6 H(x +C)+61le§1 |x|+3C|x|+6H CH < |x| < 2H,
0, else.

Such shape function can be applied for the higher order interpolations between
grid-free (pusher) and grid parts (solver).
2. Nonuniform Case

We derive the cases for n = 2, and the same idea is also applied for n = 3.
For n = 2, we have three constraint equations:
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Wi+Wy+ W3 =1, (4.235)

Wix1 + Waxa + Wix3 = x, (4.236)

Wix} + Waxi + Wax3 = C + x2, (4.237)
W, =0forp #1,2,3, (4.238)

additionally, we have to apply to derive the constant C:

, , Cd*G(x' —x) 3
PN =G —x)+ ————— 4+ 0(4A°), (4.239)
2 dxdx

where G is the Greens function and ¢ (x”) is the correct potential at x’. The adaptive
Laplacian is given as %, as given in Eq. (4.202).

We deal with the discussion of the smoothness constraint, which we have as an
upper bound of our C. For the uniform grid, the discussion is done in [54].

The effects of the charge assignment are given as

bp= 2 Gt Gy +
p_8H1+H2 P 4"

1 2H,

———Gp_p, 4.240
8 H + H p=H ( )

and we obtain

H H, 2H> 2 2H,
¢p=G1)+— —G G +—Gp7H] ’

8 \Hi+H " mH " H +H
Ccd d
=G,+———G,, 4241
r Pt axdil? ( )
and we obtain C = %.

Next, we solve the linear equation system that we applied program-code Maxima
[68] and we obtain

_ CH+ (xp —x) X3 —x X3 + x2

- , 4242

! (x2 —x1) X3 — x1 X2 + x1° ( )
CH+ (x1 —x) x3 —xXx1 + x2

Wy, = — , 4.243

2 (X2 — x1) X3 — x22 + x1 X2 ( )
C _ _ 2

Wy = CF @m0 o A (4.244)

x32 + (—x2 — x1) X3+ x1 X2

Using the displacement invariance property (4.217) and Eq. (4.216), we obtain
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2 2Hix+H(Hi—0)+HI+C  3H _H
Hy (i H) : 7 <t =77
—x2+Hy(x+H)—Hyx—C _H o
W(x) = HiH> ’ 2 2 (4.245)
x2+2Hyx+Hi (Ho+x)+H3+C Hy _ . _ 3
H(Hi+H>) ’ 2
0, else,

where Hy = xp — x1, H) = x3 —xp, Hi + Hy = x3 — x1 and C € [0, %]. So we
deal with an adaptive interface with grid lengths Hj and H,.

4.4.4.2 Correction of the Shape Function

For the physical constraints, it has to be fulfilled in the shape functions, and therefore
we have additional algorithms to correct the derived shape functions:

Algorithm 1 (Multigrid idea) for corrected shape function,
Algorithm 2 (Fixpoint idea) for corrected shape function,
Improved Pusher: Velocity Verlet,

Momentum conserved constraint, and

Spline fitting to fulfil the momentum conservation.

Algorithm 1 (Multigrid Idea) for Corrected Shape Function

In the following, we present the algorithm of the corrected shape function. This is
an initialization process, which we have to do first one and afterwards we have at the
interface such a corrected shape function.

Algorithm 4.7 (1) Compute the corrected potential at the interface with the fine
grid:
(;bfine(x/) = W2,fine(x)G(x/ —Xx), (4.246)

where G is the Greens function (which is given locally in 2D or 3D) and p(x) = 1,
i.e. we assume W2 fine(x) = 1.

(2) Compute the uncorrelated potential at the interface with the coarse-grid local
(quadratic spline with an assumed C = Cypcorreiateds ©-&- Cuncorrelated = (Ax/ 2)2)

¢coarse,uncorrelated(x/) = W2,c0arse(x)G(x/ —Xx), (4.247)

where G is the Greens function (which is given locally in 2D or 3D) and p(x) = 1,
but we have a different shape function based on the adaptation W3 coarse(x) #
W2,fine(x) =1.
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(3) Compute the corrected adaptive shape function (compute the parameter C):

C Jd 0
(bcoarse,correlated == W2,coarse (x) a g G+ W2,coarse x)G

2
= 5 2,coarse(x)£ ﬁG + ¢coarse,uncorrelated ()C/)
= ¢ fine(x"), (4.248)

and we have

-9 ¢fine(x/) - ¢coarse,uncorrelated ()C/)

C (4.249)

d 0
WZ,coarse (x) x 9%

For the initialization of the interface, we have first computed this corrected shape
function, and if we do not change the interface afterwards, we could use the fitted
spline for all the particles.

In the following, we describe the spline fitting algorithm in Fig.4.15.

Spline—Fitting

1.) Computation at Interface with fine shape function (red: correct Potential)

Interface
m 1
Xy X=X X X3

2.) Computation at Interface with coarse shape function (blue: uncorrelated Potential)

Interface
/‘F/}X:\F
X X=X X X3

3.) Computation at Interface with corrected coarse shape function (green: correlated Potential)

Interface
Ah‘j
I [ b . !
X X=X X’ X3

Fig. 4.15 Spline fitting: fine-coarse interface at interface point x
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Correlation shape function and discretization

SZ,uncorr.
‘ A \ ~ |
X X
Xp-1 X A Xp+1
S2,corr
\ A \ ~ |
X AX
Xp-1 Xp Xp+1

Correlation shape function with respect to
the adaptive grid

Fig. 4.16 Correlated shape functions to the adaptive discretization scheme (adapted TSC function)

In Fig. 4.16, we present the correlated shape function with respect to the adaptive
discretization scheme.

Algorithm 2 (Fixpoint Idea) for Corrected Shape function

In the following, we present an alternative algorithm of the corrected shape func-
tion based on forward and backward computations at the interface, which can be
formulated to a fixpoint scheme.

The algorithm is given as follows.

Algorithm 4.8 We start with known x”', x,, v;'_l/ Zand Cy =0
(1) Forward PIC algorithm starting with x;" and +¢ (positive charge)

x' — p;’, — ¢;’) — E;’) — F' — V?+1/2 — xi"‘H (4.250)

n+1
i

(2) Backward PIC algorithm starting with x and —q (negative charge)

12 -
)cl."Jrl — —pZ“ — —¢ZH — —EZH — —Fl."Jrl — —vl'.'+ EREN i (4.251)
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Iterative PIC scheme at Interface
Forward PIC (+q)

i X
Xp-1 p XM Xpe

AX

Backward PIC (—q)

Fig. 4.17 Iterative PIC (forward and backward computations with PIC at the interface)

(3) Difference Forward PIC and Backward PIC algorithm
Ax; = x]' — X7, (4.252)

(4) Adaptation of parameter C;
‘We compute the error of the schemes (forward, backward)

Wl —x,,Cjo1) — WE —x,, Cj_1)| = 8W, (4.253)

if AW < error, we are done and C;_ is our novel parameter for the shape function
else we compute C; with

W' —x,,Cj) — WG —xp,Cj—1) =0, (4.254)
and go to step (1)

In Fig.4.17, we see the idea of the iterative forward and backward PIC scheme.

Improved Pusher: Velocity Verlet

For the backward PIC, we have a problem in computing the backward velocity ﬁ;’H/ 2 ,
with the simple leap-frog algorithm, see [69, 70], and we have to apply v:.1+3/ 2 which
is not given.

Here, an improved second-order scheme to compute also backward a PIC

algorithm.
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We have to apply the velocity Verlet, which is given as a forward scheme x,, —
Xn41 (Xn, vy 1s known)

1
Wﬂﬂ=m+§mFu@ (4.255)
Xp+1 = Xp + At vpt1/2, (4.256)
1
Vntl = Vat1/2 + EAt F(xp41), (4.257)

or a backward scheme X, | — X, (Xy+1, Vu41 is known):

- - 1 -
Vnt1/2 = Vnt1 — EAI F(Xnt1), (4.258)
Xn = Tugt — Al Ty, (4.259)
- - 1 -
Vn = Vny1/2 — EAt F(xp). (4.260)

Remark 4.17 Higher order schemes with respect to magnetic and electric field can
be obtained by extrapolation schemes [71] or cyclotronic integrators [61].

Momentum Conserved Constraint

Idea of spline fitting, see [54], reduces the spatially localized errors based on the
adaption at the interface.

We are motivated to embed higher order shape and discretization functions to
reduce the local error at the interface of the adaptation.

In book of Hockney [54], the higher order shape functions are introduced to fit at
the long-range constraints, and we apply them as a freedom degree to the adaptive
grids, see Fig.4.18.

The full PIC cycle is given as follows (discrete model):

(1) Charge assignment (Method: Spline functions):

NP
q
%:EEWW—W (4.261)

Adaptive Interface in grid point

|
| AX

Xp-1

Fig. 4.18 Adaptive interface
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(2) Field equation (Method: Solver)
We have to solve

V2, = —’;—ﬁ (4.262)

‘We obtain the notation with the Greens function:

bp =D PpuGnu(p. p) (4.263)
J

while we have a discrete Greens function, see the idea of the composite grids, [54].
The discrete analogue of the Greens function to the adaptive finite difference
scheme is given as

-1
Gnu(, eph*) = Ah’HE['h* (4.264)
where I = I" — h.
If we have not a translation invariant matrix, we have also a non-translation invari-
ant inverse matrix, and therefore also the discrete Greens function is not translation

invariant.
The we discretize the electric field with

Epn=2_ as@pish = bpsi) (4.265)

where ay is the coefficient for the finite difference discretization.
(3) Force interpolation (Method: Spline functions)

Fxi) =) Wi —xp)F, (4.266)
p

(4) Equation of motion (Method: Pusher)

ot
Vitl/2 =Vi—12 + > F(x;), (4.267)
Xig1 = X; + 8t viq1)2, (4.268)
St
Vil =Vit12 + > F(xiy1). (4.269)

Based on the PIC cycle, we fulfil the following constraints and conserve the
momentum.
Based on the ideas of [54, 57], the conditions

e Identical charge assignment, and
e Correctly space-centred finite difference approximations, while we have the con-
dition
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d(xp; xp) = —d(x,, Xxp) (4.270)

are sufficient to fulfil the self-force and inter-particle force, and therefore the momen-
tum constraint.

While we deal with adaptive grids, the constraint 2 (4.270) is only fulfilled with
uniform grids.

We propose the following constraint, which is a combination of constraints 1 and 2,
while we balance between the freedom degree of the shape functions:

d(xp —xp )W (xp — xpr, Copr) = —d(xpy — xp)W(xpy — xp, Copr) 4.271)

Copr € [0, H?/4].
Then the momentum conservation is given with respect to the self-force and inter-
particle force.

Spline Fitting to Fulfil the Momentum Conservation

We obtain the following approach to the Greens function:

ng,q = G([; + Cl,exactAG(I;(p(x/)

fedhl

—ed —e?
Toan F Creraa AGY L = GE e (4272)

qg—edh; = “ex,q—edhy’

=GP
q

where Ci exact = |p — q1/2, Ca.exact = |(p — €@ hy) — (g — e¥hy)| /2.

_d
To obtain the translation invariant G, , == G” ¢ M we have to fit
) ex,q—e‘hy
G + CIAGP (x') = GP~“M 4 Cy AGP ™ (4.273)
q 1 q - q—edh[ 2 q—edhl 5 .
—edh —edn
Gl iy =G + CLAGIp () = CAG) ! (4.274)

and we can fit C; and C, to have a translation invariant function G,’; . Furthermore,
C1 and C; have fulfilled the adaptive higher order discretization scheme.

Remark 4.18 Here, we apply the similar ideas as in [72] for AMR (adaptive mesh
refinement). While we are only approaching to one interface and we deal with higher
order shape functions, we are more flexible to derive the constants Cy and C».

4.4.5 2D Adaptive PIC

In the following, we discuss the extension to the two-dimensional particle in cell
method based on adaptive schemes. Here, we have the influence of the higher dimen-
sions to the discretization and shape functions.
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In the following, we describe the different tools for the 2d adaptive PIC:

e 2D discretization scheme based on finite difference methods for the different equa-
tions (e.g. Maxwell and Newton equation),
e Shape functions:

—2D Shape functions (general introduction),
—2D adaptive Shape function (linear functions), and
—2D adaptive Shape function (quadratic functions).

Remark 4.19 The discretization and solver schemes are similar to the 1D problem.
Based on the FD method, we have only to increase the standard method to a two-
dimensional scheme, see [64], and apply the linear equation systems to the solver
methods, see [54]. More important are the modifications related to the shape func-
tions, which connect the different models (microscopic and macroscopic model).

In the following, we concentrate on the 2D shape functions.

2D Shape Functions (General Introduction)

In the following, we describe higher order shape function for 2D problems.

We can extend the idea of the derivation of the shape function to higher dimensions,
in the following, we discuss the 2D shape functions.

Constraints for the two-dimensional shape functions nth order

For nth order, we have n + 1 constraint equations:

Z Wp = 1, charge conservation, 4.275)
P
Z WpA; =0, first order, 4.276)
P
Z WpA;Aj = C18;;, second order, (4.277)
P

> WpAiAjA; =0, third order, (4.278)

P
D Wedi Ay Aiy Aiy = C28i, iy is iy fourthorder,  (4.279)
P
; (4.280)
> WeAi A, ... A, =0, nthorder (nodd),  (4.281)
P
> WediAiy ... Ai, = Cupbiyiy....i,» nthorder (neven),  (4.282)

P
where p = (p1, p2) is a pair labelling the mesh point p at position xp. The expansion
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of the additional constant C is given as
— ATAS 3G
o rls! x" 9y’

P(x) =D Wp(x) (4.283)
| r,s=

where G is the Greens function and ¢ (x') is the correct potential at x’.

2D Adaptive Shape Function (Linear Function), Linear Spline n = 1, CIC

Adaptive for 2D

In the following, we discuss the two ideas to create 2D shape functions for the
two-dimensional case:

e Local one-dimensional (splitting in the locally dimensions).
e Full two-dimensional (non-splitting of the locally dimensions).

We discuss the different approximations.

e One-dimensional Local
In the following, we discuss the adaptive shape functions.

Assumption 4.9 We assume that the dimensions can be separated and the shape
functions can be constructed as locally one-dimensional problems:

Wi(x,y)=Px)P(y) (4.284)

We assume a four-point stencil for the adaptive finite difference scheme.

We assume the domain 2 = [0, L1] x [0, L»]. In the adaptive grid, we assume
that Ax is operating in the domain [0, L 1] x [0, L], while Ax is operating in the
domain [Ly,1, L1] x [0, L2]. Furthermore, we assume that Ay is operating in the
domain [0, L1] x [0, L2 1], while Ay is operating in the domain [0, L1] X< [L2,1, L2].
We have the following shape function:

(1= L520) (1= 252)  when Jx — X| < Ax, Iy = Y] < Ay
and (x, y) € [0, L1,1] x [0, L2 1],

(1 _ \x—_X\) (1 - %) when [x — X| < A%, |y — Y| < Ay
and (x, y) € [L1,1, L1] x [0, L2 1],

Sx—X) = (1 — ‘xA_f‘) (1 — %) , when |x — X| < Ax, |y = Y| < Ay ,(4.285)
and (x, y) € [0, Ly 1] x [L2,1, L2],

(1 - ‘)“3“) (1 - 'yiy‘), when |x — X| < A%, |y — Y| < Ay
and (x,y) € [L1,1, L1] x [L2,1, L2],

0, else,
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where we have x = (x, y)'.
For the nonuniform mesh function, we have to fulfil the consistency (mass con-
servation) (4.204).

Theorem 4.10 For the nonuniform shape function (4.285), we fulfil the consistency
(4.204).

Proof 1ltis sufficient to prove that the shape functions based on each different domain
fulfil the condition.

While we can separate to local one-dimensional problem and each dimension is
fulfil, see Sect.4.4.4.1 and we are done.

e Two-dimensional

For n = 1, we have three constraint equations:
Z Wp = 1, (4.286)

P
Z WpA; =0, (4.287)
P

where p = (p1, p2) is a pair labelling the mesh point p at position x.
We have the following equations:

Wi+ Wr+ W3 =1, (4.288)
Wixi + Waxy + W3x3 = x, (4.289)
Wiyt + Ways + W3y3 = y. (4.290)

By solving Eqs. (4.317)—(4.320), we obtain (using program-code Maxima [68])

X (y3—y2)+x2 (y—y3)+x3 02—y

W = , (4.291)
x1 (y3—y2) +x2 (y1 —y3) +x3 (y2 — y1)

_ X Os—yD+x (y—y)+x (1 —y) ’ (4.292)
x1 (y3—y2)+x2 (y1 —y3) +x3 (y2—y1)

. X —yD+txt (y—y2)+x2(O1—y) 7 (4.203)
x1 (y3—=y2) +x2 (y1 —y3) +x3 (2 —y1)

H
for — 72 <x <Hj. (4.294)

where x = (x, y)', Hy = (H11, H12)" and Hp = (Ha1, H)'
Using the displacement invariance property (4.217) and Eq. (4.216), we obtain
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I—HL” I%},O<x<%,0<y<%,
1 g+ 1 0<x<fu _Hn o,
L+ =~ 0 o cx <0, 0<y < B
1+HL12+HL22, —%<x<0, —%<y<0,
I—HL“, %<x<3HT”,O<y<%,
I—HL“, %<x<3g“,—%<y<0,
W(x) = 1+HL12, _3Hle <x<—%, 0<y<%, (4.295)
1+HL12, —3Hle<x<—%,—%<y<O,
1_Hy21’ 0<x<%,%<y<3HTz‘,
I—HLZI, —%<x<0,%<y<3g2',
1+HL22’ 0<x<—%, 3H22<y<—%,
1+%, —%<x<0,—3HTzz<y<—%,
0, else,

where Hy = (H11, Ho1)" and Hy = (Ha1, Hap)'. We deal with an adaptive interface
with grid lengths Hy and Hj, given in Fig.4.19.

2D Adaptive Shape Function (Quadratic Function), Quadratic Splines n = 2,
CIC Adaptive for 2D

In the following, we discuss the adaptive shape functions.

Assumption 4.11 We assume that the dimensions can be separated and the shape
functions can be constructed as locally one-dimensional problems:

Wx,y)=Px)P(y). (4.296)

We assume the domain £2 = [0, L] x [0, L»]. In the adaptive grid, we assume
that Ax is operating in the domain [0, L 1] x [0, L], while Ax is operating in the
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Fig. 4.19 Two-dimensional
adaptive five-point
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Adaptive 2D Charge—Sharing Scheme
for Finite Difference Methods

Hy,/2 H;, /2

charge-sharing scheme
assigns charge to the nearest
grid point (labelled 1) and
the next-nearest grid points

in the east—west direction 1,2

(labelled 3 and 3')

3
) L
(labelled 2 and 2') and in the [
north—south direction Hyyl2 / \ /
3

domain [L 1, L1] x [0, L3]. Furthermore, we assume that Ay is operating in the
domain [0, L1] x [0, L2,1], while Ay is operating in the domain [0, L1] x [L2,1, L2].

We have the following pair of equation for the shape functions.
We have the following equations:

Pl,x + P2,x + P3,x =1, (4297)
Pixx1 4+ Pyyxo + P3cx3 = x, (4.298)
Piyx? + Pyox3 4 Py xi = x2 4 Cy, (4.299)
and
Piy+Pyy+ Py =1, (4.300)
Piyyi+ Pryys + P3yy3 =, (4.301)
Piyy} + Payyi + Psyyi = y* +Cy. (4.302)
The locally one-dimensional shape functions are given as
2_2Hppx+H (Hip—x)+H%+Cy
Py (x) = : lszlz(lll'Ilz-ll-zHl)j) = ’ _3[-2112 <X < _%’
_ —x?4H (x+Hp)—Hipx—C, H H
Pi(x) = Pra() = N H|211121| = ’ 212 <X < _%’
x2+2Hy 1 x+Hpp (Hyy +x)+HY +Cy H
Pr3(x) = Hy1(H2+Hir) " ’ % <X <
| Pr,a(x) =0, else

(4.303)
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where Hjp = xo — x1, Hi1 = x3 — xp, H1 + Hip = x3 —x;and C, € [0,
So we deal with an adaptive interface in x direction with grid length Hy; and Hj,
see also Fig.4.20. Furthermore, we have

H12H11]
7 .

2 2
Yy —=2Hpny+Hy (Hpn—y)+Hjp+Cy 3H» Hy»
Pyi(y) = Hyy (Hn+Hai) T2 SY ST
_ =Y+ Hy (y+Hp)—Hpy— C) _Hp _Hy
Py(y) = j Pya(y) = Ho Ho 2 =Y=""
y +2H21y+H22(H21+y)+H21+C\ H>y 3Hy;
v3(y) = Hy (Hp+Hap) oSy =T
Pya(y) =0, clse
(4.304)

where Hy =y — ys, Ho1 = ys — y2, Ho1 + Hyy = y4 — ys and C,, € [0, 22227,

So we deal with an adaptive interface in y direction with grid length Hj and Hy,
see also Fig.4.20.

Adaptive 2D Charge—Sharing Scheme
for quadratic splines and Finite Difference Methods

Hy, Hy,
4
H
21 2
1 3
Hy,
5

Fig.4.20 Two-dimensional adaptive five-point charge-sharing scheme assigns charge to the nearest
and the next-nearest grid points
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Finally, we obtain the 2D shape function with locally one-dimensional shape
functions:

Pr1(x)Py,1(y),
Py 2(x) Py, 1(y),
Px,3(x)Py,1(y)y
Py a(x) Py 1(y),
Py 1(x) Py 2(y),
Py 2(x) Py 2(y),
Py 3(x) Py 2(y),
W(x,y) =1 Prax)Py2(y), (4.305)
Py 1 (X)Py,3()’)7
PX,Z(X)PyS(y),
Py 3(x) Py 3(y),
Py a(x) Py 3(y),
Px,l(x)PyA(y)y
Py 2(x) Py 4(y),
Py 3(x) Py a(y),
Py 4(x) Py 4(y).

For the nonuniform mesh function, we have to fulfil the consistency (mass con-
servation) (4.204).

Theorem 4.12 For the nonuniform shape function (4.285), we fulfil the consistency
(4.204).

Proof 1tis sufficient to prove that the shape functions based on each different domain
fulfil the condition.

While we can separate to local one-dimensional problem and each dimension is
fulfil, see Sect.4.4.4.1 and we are done.

4.4.6 Application: Multidimensional Finite Difference Method

In the following, we discuss the multidimensional discretization of the Poisson and
electric field equation.
The Poisson equations is given as

AP(Xij ) = —a=p(Xijn), Xijx €0, L] =2, (4.306)
¢ Xijx) =0, X;jr €082, (4.307)
where X; i = (xi,y;, zx)! is the three-dimensional coordinate of the particle

(i, j, k).
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The electric field is given as
Eijk ==V (Xijn, (4.308)

where E; ; i is the electric field in grid point X; ; .
The multidimensional finite difference equations are given as

Givt,jk —2Pi jxk + @itk | Pijrik — 20k + Pi i1k

Ax? + Ay?
. —2d: ; - 1
+ ¢l,],k+1 ¢z,]2,k + ¢1,],k 1 =——pijk c [0’ L], (4309)
Az £0
¢(0,0,0) =0, ¢(L,0,0)=0, ¢(0,L,0), ..., ¢(L,L,L) =0, (4.310)

where ¢ (x;, yj, zk) = ¢i jk
The electric fields are given as

ik — Dit1,j.k

Eiti2,jk=— A , 4.311)
i jk — i j+1k

Eijy12k = —# (4.312)
i jk — i jk+1

Eijk+12 = -l R Azl lhuas s (4.313)

where we called such a discretization “staggered grids”, see [64].

4.4.7 Application: Shape Functions for the Multidimensional
Finite Difference Method

In the following subsection, we modify the shape functions to the previous introduced
multidimensional finite difference method.

For n = 1, we have three constraint equations (additional we need one constraint
for the second momentum):

> we =1, (4.314)
P
Z WpA; =0, (4.315)
P
> Wex,y, = xy, (4.316)

P

where p = (p1, p2) is a pair labelling the mesh point p at position x.
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We have the following equations:

Wi+ Wo+ W3+ Wg=1, “4.317)

Wixi + Woxp + Waxsz + Wyxy = x, (4.318)

Wiyt + Woyr + Ways + Ways =y, (4.319)

Wixiyr + Waxayz + Waxzys + Waxays = xy. (4.320)

By solving Egs. (4.317)—(4.320), we obtain (using program-code Maxima [68])

Wi
W = W712 (4.321)
Wit=x3 (02 (33— y2) ya—yy3+yy2) +x (y —¥3) y4+y2y3 —yy2)
+ x4 x (3= va—yy3+yy2)+x2((y—y3) ya+y2y3—y¥)
+x3 (2 =) ya+ G —y2) y3)+xx2 (2 =) ya+ & —y) y3). (4.322)
Wi2 =x3 (x2 (33 —¥2) ya—y1y3 +y1y2) +x1 (y1 —¥3) Y4+ y2¥3 — y1y2))
+ x4 (x1 (b3 —y2) ya—y1y3+y1y2) +x2 (1 —¥3) ya+y2¥3 — 1 y2)

+x3 (2 —yD) Y4+ Q1 —y2) ¥3) +x1x2 (02 —y1) Y4+ 1 — y2) ¥3),
(4.323)

Wai
e
War=x3 (1 (B3 =YD ya—yy3+yy) +x (y —¥3) Y4+ y1y3 —yy1)
+x4 x ((3—yDya—yy»3+yyD)+x1 (—y3) ya+y1y3 —yy)
+x3 (1= ya+ G —yD y3)+xx1 (31 —y) ya+ G —y)y) (4325
Woo =x3 (x2 ((y3 —¥2) ya—y1¥3 +y1y2) +x1 (y1 —¥3) Y4+ y2¥3 — y1y2))
+ x4 (x1 (b3 —y2) ya—y1y3+y1y2) +x2 (b1 —¥3) ya+y2¥3 —y1y2)

+x3 (2 —yD) Y4+ Q1 —y2) ¥3) +x1x2 (02 —y1) y4+ 1 —y2) ¥3),
(4.326)

Wy = (4.324)

_Wa

S W3

Wit =x2 (1 (2 =YD ya—yy2+yyD) +x (y —¥2) y4a+y1y2—yy1)
+xa x ((2—yDya—yy2+yyD)+x1 (—y2) ya+y1y2—yy1)
+x2 (1= ya+ G —yD y2)+xx1 (31 =) ya+ O —y) y) (4.328)

W32 =x3 (x2 (33 —¥2) ya—y1y3 +y1y2) +x1 (b1 —¥3) Y4+ y2¥3 — y132))

+ xq (x1 (b3 —y2) ya—y1y3+y1y2) +x2 (b1 —¥3) ya+y2¥3 —y1y2)

+x3 (2 —yD) Y4+ Q1 —y2) ¥3) +x1x2 (02 —y1) Y4+ 1 — ¥y2) ¥3),
(4.329)

A (4.327)

_Wa

Wap'
War=x2 xp (2 —yD) y3—yy»2+yyD)+x ((y—y2) y3+y1y2—yy1)
+x3(x (2—yD)y3—yy»2+yy)+x1 (¢ —y2) y3+y1y2—yy1)
+x (=M y3+0—yD)y2)+xx (1 —y) 3+ -—y)y) (4331

Wy = (4.330)
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Wap = x3 (x2 (33 —¥2) Y4 —y1y3+y1y2) +x1 (y1 —¥3) Y4 +y2¥3 —y1y2))
+ x4 (x1 (3= ¥2) ya—=y1y3+y1¥2) +x2 (V1 —¥3) Y4+ y2y3 — Y1 )2)
F+x3 (2 =y ¥4+ Q1 —y2) ¥3)) +x1x2 (2 —y1) y4+ (1 — ¥y2) ¥3),
(4.332)

for — <x< (4.333)

S
ol

where x = (x, y)', H = (Hy, Hy)".
Using the displacement invariance property (4.217) and Eq. (4.216), we obtain

G Hc43|x]) Hy=3|y| Hx—8 |x| || H H
3H H,y T2 <X<7
=3 Hy [yl +21x| ly+@ He—2|x]) Hy Hy H, Hy 3 Hy
30, 1, LT Sx< G g <<
6Hx |)'H'x (2 Hy_4 ‘yl)_3 HX H)’ Hx 3Hx HY H)
- 3H H, 2 SXS< T T <Y <7
Wx) =
6 Hy y+x (2Hy—4y)—3 Hy Hy H 3H, Hy 3H,
- 3H H, c D SXY< T <Y<
Hy (x+Hy)—2|y|x—=2|y| Hy 3H. H, Hy Hy
m, H, . T <X<-Gh, T3 <y<7,
0, else,
(4.334)

where yo—y; = Hy,x3—x1 = %HX,X4—x1 =—H,, y3—y1 = %Hy,yz—yl = H,.
We deal with an adaptive interface with grid length H = (H,, Hy)" and Heogrse =
2H = (2H,, 2H,)", given in Fig.4.21.

4.4.8 Simple Test Example: Plume Computation of Ion
Thruster with 1D PIC Code

In the following, we present a real-life experiment of an ion thruster with plume
computations in 1D, see also the work in [55, 56].

In the following, we present a many particle experiment, which is closer to real
numerical applications. The experiment is a simplified thruster model in one space
dimension and three velocity dimensions, including the channel and the plume region.
Referred to [73], we took the following physics parameters:
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Adaptive 2D Charge—Sharing Scheme
for Finite Volume Methods

Hx i 2Hx

,,,,,,,,,,,,,,,,,,,,

3 2H

Fig.4.21 Two-dimensional adaptive five-point charge-sharing scheme assigns charge to the nearest
grid point (labelled 1) and the next-nearest grid points in the east-west direction (labelled 2 and 2')
and the further north—south direction (labelled 3 and 4)

Potential at the thruster anode was ®A = 400V , while the potential at the simu-

lated plume end was taken as zero.

e A static neutral background (here Argon), exponentially decaying in space, was
taken for the channel region, with a total density of n,, = 5.0 x 10'%m3.

e An electron gun was placed in front of the channel exit (x € [300Ap,; 320\ p.])

with an injection flux of f, =2.82 x 10'!s!. The injected particles had an

Gaussian-distributed velocity, due to the thermal velocity vy, , = 1.03 x 1079 m/s.

The initial electron temperature was taken as 7, = 6eV.

The implemented reactions are as follows: ionization of Ar with Ar + e —

Ar™T + 2e and elastic collisions of electrons and neutrals.

In the 1D model as well as in the real-life thruster, the emitted electrons are getting
accelerated by the potential of the anode. These electrons are ionizing the Argon
neutrals in the channel, and a plasma is building up, as can be seen in Fig.4.22.
In the real thruster, a configuration of the magnetic field over the whole domain,
as well as the resulting in particle-wall interaction, is keeping the plasma in the
channel and producing a flat potential, which has a steep decrease at the thruster
exit, which accelerates the ions and gives the thrust. While our model is only one
dimension, we adapted the magnetic field to the simplified model and took a weak
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ANISOTROPIC GRID  averaged over PIC cycles [4400005; 4495005]  tyuq= 1.56e-055

500 T T T T T T
> 400 -
= 300 -
g 200 -
g 100 -
0 L 1 L 1 I I
0 100 200 300 400 500 600 700
13 T T T T T
0.5
: 3
2 1
& a3
s -2
23 1 1 1 1 L 1
0 100 200 300 400 500 600 700
£ 45e+25 T T T T T T
-~ de+35 -
o 35e+25 ~
@ 3e+35 B
" 2.5e+25 —
c e+25 -
§ 15e+25 e
£ 1e+35 -
N Se+24 L I L | I y
E 0
0 100 200 300 400 500 600 700
4oe+it !Féclrun ——
2e+18 Aré —t—
15e+18 Af ——

nim?

le+l8
S5e+17
0

0 100 200 300 400 500 600 700
40 ' . J ! ! elelz(tron —
. 30
Z 20 Ar —t— ]
£ w .
o 1 1 1 1 1
] 100 200 300 400 500 600 700

% [ lambdap,.

Fig. 4.22 Stable situation in the plume region with potential, electrical field, particle density and
particle velocity plotted over the spatial grid length L

magnetic field in the thruster exit region, perpendicular to our space axis x. In this
region (x € [150Ap,; 20X p.]), the electron velocity in x direction gets weakened,
so that electrons can only pass via collisions. With this configuration, we were able
to simulate a simple 1D thruster model, which gets steady state after about 1.5 x
10% PICsteps = 5.3 x 10°s, as can be seen in Fig.4.23.

More computation parameters and the steady-state particle parameters are given
in Table4.2.

Remark 4.20 The test results are produced with uniform and nonuniform grids. In
both results, we could achieve the same one-dimensional behaviours. At least, the
numerical results validate the behaviour of the steep gradient on the potential, see
Fig.4.22, that decouples the inner and outer part of the ion thruster.
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All values averaged over whole domain
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Fig. 4.23 Averaged species in the domain over the computed time

Table 4.2 Parameters for the plume computation

Electrons T, = 6.00eV (69627 K)

Superparticles (electrons, PIC) Nap x Ngp = 100 x 6.04 x 10! = 6.038 x 10
ne =1.0x102cm=3(1.0 x 10'¥ m—3)
Vihe = 1.027274e 4 06 m/s

Scaling factors Wpe = 5.64146 x 10'9Hz
Ape = 1.820937 x 10> m

Tons (Ar+) Ve, ar = 8.474025 x 102 m/s

Neutrals (Ar) 1, = 5.000000e + 18 m—3

Output of the computations

Time step dr =3.545181 x 10712

Averaging time 3.545 x 10~3ns—0.0ns

Spatial length Lgysiem = 1.274656 x 10" mm
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4.4.9 Conclusion

‘We have derived an extension of uniform particle in cell method to nonuniform grids
for 1D and 2D equations. The multiscale method, which is given with the parts
pusher (microscopic level), solver (macroscopic level) and interpolation/Restriction
(complying microscopic and macroscopic level), can be extended with respect to an
adaptive scheme. The extensions have been done for the solver, pusher and interpo-
lation functions, which coupled the microscopic and macroscopic model equations.
The problem is to modify all parts of the cycle to achieve an extension of the adaptive
or nonuniform grids. At least, we can accelerate a simple real-life problem, which has
a gap between the high-density (apparatus) and low-density (plume) area, such that
adaptive schemes can overcome the uniform step sizes and modify to each disparate
spatial and time scales, see [56, 74].
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Chapter 5
Engineering Applications

Abstract In this chapter, we discuss the different engineering applications related
to multicomponent and multiscale models, that occur in different categories (micro-
scopic, mesoscopic and macroscopic). As we have described in the Introduction on
p- xxv. That such models can be used as basic model to couple to more complicate
models, describing materials, interfaces, etc., see Rosso and de Baas (Review of
materials modelling: what makes a material function? Let me compute the ways,
2014, [1]).

We deal with the following engineering applications with the two classified multi-
scaling approaches, see also the Introduction on p. xxv and in Fig.5.1:

e Different time- or spatial scales of same model (mono model or basic model).
e Linking of different models (different models or multimodel).

One of the main contributions to link the different scales and models together
are the coupling techniques. In our motivation, such coupling of different time- and
spatial scales or coupling of different models, need the suggested methods, e.g. mul-
tiscale methods, multicomponent methods, that allow a data transfer between the
different scales and models. Such methods, we have introduced in the previous sec-
tions and now, we will close the gap between the theoretical discussions of methods
and their applications to engineering problems. In such a stage, we have to adapt
the numerical schemes with respect to the real-life properties and we obtain truly
working multiscale approaches, that we solve the engineering complexities, see [1].

Based on the real-life applications, we could study such helpful coupling of differ-
ent scales or different models. Therefore, we overcome the gap of the recent problem
in linking different scales of complicated engineering models in the industrial appli-
cations.

5.1 Multiscale Methods for Langevin-Like Equations

Abstract In this section, we discuss multiscale methods, that solve Langevin-like
equations, see [2]. The underlying ideas are to split into a deterministic and sto-
chastic part of the Langevin equation, see [3]. The splitting methods are based on
© Springer International Publishing Switzerland 2016 153
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Multiscaling (Engineeing Models)

Different model
(e.g., microscopic and
macroscopic model)

Basic model
(e.g., macroscopic model)

Coarse

time— and Basic model related to Macroscopic model related to

spatial scale the coarse scales the coarse scales
Linking Linking
of the scales of the models
(Data—transfer (Data—transfer
via Interpolation via interface,
and Restrictions) boundary condtions,

potentials, etc.)
Fine . . .
time— and Basic model related to Microscopic model related to
R the fine scales the fine scales
spatial scale

Fig. 5.1 Engineering models of multiscaling with one model and different models

additive and iterative schemes, which are discussed with respect of their benefits and
drawbacks, see [4]. We are motivated to reduce computational time for Coulomb col-
lisions in plasma done in particle simulations. We extend splitting schemes, which
are well-known in deterministic applications, to stochastic applications and modify
the methods with respect to the stochastic terms. Such an idea allows to solve the
multiscale behaviour of the coarse deterministic and fine stochastic timescales in an
adequate computational time.

5.1.1 Introduction of the Problem

In the underlying problem, we are motivated to develop fast algorithms to solve the
Coulomb collisions in plasma simulations, see [5].

Recently in the literature, we can find two main ideas to deal with the Coulomb
collisions in particle simulations. Here we have the following two ideas:

e Binary algorithm: Particles in a finite cell selected into binary pairs. The collision
is computed by the scattered velocities by an underlying angle whose statistical
variance is modelled by the theory of Coulomb collisions, see [6, 7].

e Test particle algorithm: We deal with a dual idea to present the collisions by
defining test and field particles. The velocity in the dual space of the test particle
is computed by a Langevin equations with the drag and the diffusion coefficients.
This dual space is influenced by the moments of the primary space the field-particle
velocity distribution, which are deposited on the primary space mesh [8—12].

The second idea is scratched in the following Fig.5.2.
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We have the following contributions based on the multiscale approximation, which
is done by splitting methods:

e Reduction of the numerical error: Each splitting method has a numerical error
(splitting error). To reduce the error, we apply adaptivity or higher order splitting
schemes for the deterministic and also stochastic part.

e Conservation of the underlying physics: for example, particle transport problems
need long-term evolutions, means conservation of the dynamics, e.g. symplecticity
of the schemes.

The following characterization is given to the underlying model problem:

e Microscopic model (each particle is treated via an individual equation (transport
and collision operators)).

e Plasma simulations are done with particle transport models, where ionized particles
are transported via an electromagnetic field and particles can be collide.

Another classification is given to the solver process of the plasma simulation, here
we distinguish to two different solver processes and different problems to solve such
an equation:

e Forward problem: All parameters of the model equation (e.g. stochastic differential
equation) are known, e.g. physical laws, heuristics etc.

Multiscale—-Model (Transport + Collision)

Coarse time—scale (Transport) Fine time—scale (Collision)
Full-equations Fokker—Planck—equation + Collision—equation
Characteristics Newton’s—equation + Langevin—equation
of the full
equation
Solver—Methods PIC-Solver - SDE-Solver
Coupled via

Splitting approach

Fig. 5.2 Fokker—Planck and collision equation solved with their characteristics as Newton’s and
Langevin equations
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e Backward problem: An experimental data set of the particles are given and we
reconstruct the parameters, e.g. drag, diffusion, potential, etc., of the underlying
model equation (e.g. ambit stochastics, inverse modelling).

For our contribution, we deal with the first-model approach, means we assume to
have all underlying parameters of the stochastic differential equation (SDE).

We have the following Assumption 5.1 to our model problem for which we can
apply the underlying Langevin equations.

Assumption 5.1 Coulomb collisions can be approximated via defining test and
field particles. The test particle velocity is subjected to drag and diffusion and can
be derived as a stochastic differential equations for the three velocity dimensions
(v, i, ¢) by using Langevin equations, see [8].

A first example of the underlying results are given in Fig. 5.3, we see the particle
velocities in a 2D and 3D presentation.
From Fokker-Planck to Langevin Equations

In the following, we discuss the modification from Fokker—Planck to Langevin equa-
tion. We deal with the Fokker—Planck equation with collision operator given as

o s of O
+y. Yo + e EryvxB)- 2L = : 5.1
E)t 8 ( ) 9y a1 |wll ( )

where fy (X, v) is the phase-space distribution function (density) of a charged plasma

species « submitted to electromagnetic field (E, B).
Further the Landau’s collision term is given as

0fa " f 2r —
f ‘u}ll . (71 9o }”Zqﬁ/( f‘g 3]; ) 4 3 uu) d3V/, (52)

where the sum is over the index § of the plasma charged particle species, gg is the
charge of species B, fg(x, V'), u = v—V', u = |u| and A is the Coulomb logarithm.

From Langevin Equation to the Coulomb Scattering Test Particle Problem

We apply Eq.(5.2) with respect to a consistent test particle, isotropic Maxwellian

background reduction, see [13].
We obtain the following test particle equation:

9 9 92
8*]2 lcoti = —*(FD(V)ft) + 7(DV(V)fr)

52 92 Dg(v)
4 —(zDa(vmfz) + 5,2 Lo = 1)) + 7 ( — )

i) 63

where v is the speed, u = cos(6), with 6 is the angle of the axial direction and ¢ is
the azimuthal angle.
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3 T T T T

Fig. 5.3 Velocity v of a particle and 3D presentation of the velocity components for one underlying
particle, see [3]

The SDE system of the Coulomb scattering test particle problem is given in the
following form:

dv(t) = Fp()dt + /2D, (v)dW, (1), (5.4)
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du(t) = 2D,V dt + /2D (v) (1 — u2)dW,, (0), (5.5)

a0 = |22 aw, ) (5.6)
Va—AT '

Remark 5.1 The SDE system is strongly coupled and also nonlinear, therefore, we
have taken into account linearization techniques, e.g. fixpoint or Newton’s schemes,
see also [14, 15], or derive higher order methods, e.g. Mitstein schemes, as discussed
in [13].

For a detailed understanding, we discuss in the following 1D problem.

5.1.2 Introduction of the 1D Model Equations

We are motivated to develop fast algorithms to solve Fokker—Planck equation with
Coulomb collisions in plasma simulations.
The Fokker—Planck equations are given as

%—Fv%—E(x)g—];:i(

g
ot ox av yuf +p y&v)’ 7

where we could decouple such a FP equation into the PIC (particle in cell) part and
the SDE part.

e PIC-part
af | of af
hc ~ —E(x)= =0, 5.8
or TVox T EWy, 5
e SDE part
of 0 _1 of
= -, 5.9
o1 8v< yuf + b Vav) (>9)
where we solve the characteristics:
e PIC-part
d (5.10)
— =, .
dt
dv U
— =—E(x) = —, 5.11
dt ) ox ( )

where U is the potential.
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e SDE part

“_y (5.12)
dr ’

dv = —yvdt + /28" LydW, (5.13)

We apply the following nonlinear SDE problem:

dx

— =, 5.14

7= (5.14)
d

dv(z)zauoc)—yvdw,/zﬂ lydw, (5.15)

where W is a Wiener process, y is the thermostat parameter, 8 the inverse Temper-
ature.

A long solution to the SDE is distributed according to a probability measure with
density & satisfying:

2
7, v) = Clexp (—ﬁ (VE + U(x))), (5.16)

where x > 0.0, v € R.

5.1.3 Analytical Methods for Mixed Deterministic—Stochastic
Ordinary Differential Equations

The following, we present an algorithm, which is based on solving the mixture of
deterministic and stochastic ordinary differential equations.

The idea is based on the deterministic variation of constants to embed perturbed
right-hand sides.

We deal with the following equations:

ax =V (5.17)
dr ’
dV = —E(x)dt — AVdt + BdW,

with X(0) = Xo, V(0) = Vo, (5.18)

where W is a Wiener process with the N (0, +/ A) distributed.
We rewrite to a linear operator and a nonlinear and stochastic function.

ax =AX +EX) + aw
dr dr’
with Xo = (X0, Vo), (5.19)
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where X = (X, V) is the solution vector, Xo = (Xp, Vo)’ is the initial vector, the

matrix isA = (g _] A ) the nonlinear functionis E = 0 and the stochastic

—EX)
L 0
function is ‘% = aw |-
B

The analytical solution is given with the exact integration of the exp (As)(variation
of constants):

tn+l

X" = exp(AAnXo + / expA(™ — 5)) E(X(5)) ds

m

t"'H
+ / expA(" T — 5)) dW,
t"
X" = exp(AanXy + EXo) + W(Xo), (5.20)

where the electric field integral is computed with a higher order exponential Runge—
Kutta method, see:
Integration of the E-field function with fourth-order Runge—Kutta method:

k; = ArE(X"), (5.21)
k, = At (E (exp(AAt/z)X" + %exp(;\At/Z)kl)) , (5.22)
k; = At (E (exp(AAr/z)x" + %kz)) , (5.23)
ks = At(E(exp(AAz)X" + exp(AAr/2)k))), (5.24)

ExX") = (exp(AAt)/q 1 2exp(AAr/2) (ks +K3) + k4)), (5.25)

and the stochastic integral is computed as

l”+]

W(X") = / expA" T — $)dW;
l”

n, n,j+1
- Z exp ( (”"L—”)) Wt Z Wiy, (5.26)

At = (t"Jrl —t")/N, "™ = At + "L 0 =4, (5.27)

where we can decide the accuracy based on the number of intermediate time steps
At = ("t — ") /N and N is the number of the finer time points in the coarse time
step Atoarse = t"1 — 1.
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5.1.4 A-B Splitting with Analytical Methods for Mixed
Deterministic—Stochastic Ordinary Differential
Equations

We deal with the following equations:

ax

—=V. (5.28)
dV = —E(x)dt — AVdt + BdW,
with X(0) = Xo, V(0) = Vo, (5.29)

where W is a Wiener process with the N (0, «/ At) distributed.
We propose the following A-B splitting scheme of Eq. (5.29):

ax
o= V, X" = X, t € [", "], (5.30)
dVy = —AVdt + BdW, Vi) = V,, t € [t", "], (5.31)

dVa = —EX)dt, Va(t") = Vi(t"th), X(t") = X, t € [1", "], (5.32)

where W is a Wiener process with N (0, «/ At) distributed.
We apply the analytical solutions in the different A-B splitting steps and they are
given as:

1

X =x@" +/ V (s) ds, (5.33)
' tn+1
Vit = £ove) + E@" — 5)B dW, (5.34)
Zn
ln-H
Vot = vt + / (—E(X(s))) ds, (5.35)
l}‘l
where the operator &(¢) is given as
&(1) = exp(—Ar). (5.36)

Remark 5.2 The simple A-B splitting scheme did not preserve the symplectic behav-
iour and cannot be applied for large-scale computations. Such a problem can be solved
by adding more steps and correct the previous solutions of the A—B splitting method.
Therefore we discuss in the next subsection the modification to a predictor—corrector
A-B splitting scheme.
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5.1.5 Improved A-B Splitting Scheme:
Predictor-Correction Idea

In the following, we present an implicit AB scheme, which is related to symplectic
Stormer—Verlet methods, see [16].
We deal with the following approach:

tn+1

X =x@) + / V(s) ds, (5.37)

t)l
[n+1

Vit =&ovet) + / EE" T — 5B dW; (5.38)

Vo™t = Vl(t”+1)+/ (—E(X1(5))) ds, (5.39)
tn+t1

XK@ =X + / Va(s) ds, (5.40)
t)l

where the fourth step of the algorithm is of the idea to add to semi-implicit Euler
schemes together and obtain a symplectic A—B splitting scheme or also known in
the context of the Strormer—Verlet method.

Remark 5.3 We deal with a weak first-order scheme which has a symplectic behav-
iour.

Originally the idea to develop such schemes was based on the midpoint scheme,
which is an implicit scheme. Then, we have the freedom degree to transform the
numerical scheme to a symplectic scheme.

The midpoint rule is given as

n n+1
V" = y(t") + b 'VH (%) , (5.41)
which can be approximated as a simple A—B splitting:
yl‘l
" =y@") +hJ7'VH (7) : (5.42)
Sn+1
y@"t =yt + n'VH (yT) , (5.43)

for sufficient small Az and large n, we achieve |[y(:"t!) — 5(*+1)|| — 0.

Proof As a first-order approximation the improved A—B splitting can be written as
an improved Euler—-Mayurama scheme. Therefore we have a sympectic scheme of
first order.
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5.1.6 Improved Explicit Scheme Based
on the Predictor-Correction Idea

The ideas are based on the Predictor—Corrector methods, first predict a solution of X
and later correct the solution of X, like the staggered grid idea in the Verlet algorithm.

As for the A-B splitting scheme, we can also modify the Euler—Maruyama and
the Milstein scheme as shown in the following.

Predictor-Corrector Euler-Maruyama and Milstein Schemes

With an additional time step, we could improve the explicit schemes to symplectic
preserving schemes.

e The Euler-Maruyama scheme is given as

XY = X" + At V", (5.44)
V"t = V(") — At E(X(t"Y)) — At AV (") + BAW, (5.45)
X(Zn-l-l) — X([n) 4+ At V(tn+1), (546)

where AW = W ("1 — W (")) = rand~/At and rand is the Gaussian normal
distribution N (0, 1).
e The Milstein scheme is given as

X" = X" + At V(Eh, (5.47)
V"t = V(") — At EX(tY)) — At AV (i)

+ BAW + %BB’((AW)Z — Ab), (5.48)

X" = X" + Ar v (e, (5.49)

where AW = W™t — W) = rand+/ At and rand is the Gaussian normal
distribution N (0, 1).

Theorem 5.2 The predictor—corrector Euler—Maruyama scheme is symplectic,
which means

dxps1 A dypy1 = dxy A dyy. (5.50)
Proof The predictor—corrector Euler—Maruyama scheme is given as

x(tn+1) — x(tn) + At y(tn), (551)
y(l”+1) — y([”) — At x(t") + o0 AW, (5.52)
)C([n+l) — )C(l‘n) + At y(t”+l)’ (553)
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and we have

X"y = (1 = (ADHx(") + At y(i") + Ato AW,
YA = (") = At x(t") + o AW,

and the algorithm is given as

x(t™HY (A=A At [(x(™) Tn
() = ("2 1) ) + () o

where a, = (1 — Ar?), b, = At, ¢, = —At,d, = 1 and r,, = Ato, s, = 0.

Based on the symplecticity, we have

dxpi1 ANdypp1 = (andn — bpcy)dx, A dyp,
dxp1 Adypit = (1= (AD%) = (AD ) A dyn,
dxpi1 N dynt1 = Xn A dyp,

and it is independent based on the time step At.

Remark 5.4 The same proof idea can be applied to the Milstein scheme.

5.1.7 CFL Condition for the Explicit Schemes

(5.54)
(5.55)

(5.56)

(5.57)
(5.58)
(5.59)

We apply explicit schemes and also our semi-analytical scheme is embedded to
explicit schemes, therefore we have CFL conditions, which restrict our time steps.

We deal with the following equations:

dX

= v,

dt

dV = —E(x)dt — AVdt + BdW,
with X(0) = Xy, V(0) = V),

or
X _ Ee) — A% 4 Baw
iz T P Ty ’
. dXx(0)
with X(0) = Xo, 7 = V.

In Eq. (5.62), we have the CFL condition for the term A% as

1

At < —,
1Al

(5.60)

(5.61)

(5.62)

(5.63)
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where we assume || - || is an appropriate norm for the matrices, e.g. maximum norm.
Further for the second part —E (x) of the Eq. (5.62), we have the CFL condition:

2 _ X"
= Eam)”

(5.64)

where X" = X (¢") is the solution of X to the old time point /" and | - | is the equivalent
norm for the vectors, e.g. maximum vector norm.

Example 5.1 1f we apply the delicate singular electric field E(X) = )% —2X, we
have the following CFL condition:

I
Py —— (5.65)
o Tl

where for small | X"| < 1, we have

At < X7 (5.66)

Remark 5.5 For the scheme, we have prepared the additional conditions, here the
CFL condition and the symplecticity. Now, we fulfil the criterion of a stable and
long-term preserving method, which can be applied to our engineering problems.

5.1.8 Numerical Examples

We deal with the Coulomb test particle problem with the following 1D Langevin
equations, which is given in the following nonlinear SDE problem:

x (5.67)
i % .
dt ’
0 [y
dv(t) = a—xU(x) —yvdt + /28" LydW, (5.68)

where W is a Wiener process, y is the thermostat parameter, 8 the inverse tempera-
ture.

A long solution to the SDE is distributed according to a probability measure with
density 7 satisfying:

2
2(x,v) = Clexp (—,3 (% + U(x))) , (5.69)

where x > 0.0, v € R.
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We test the following methods:

e Verlet Integrator,

Analytical Solution as discussed in Sect.5.1.4,

A-B Splitting method,

Predictor—Corrector A—B Splitting method as discussed in Sect.5.1.5,

Improved Explicit schemes (Euler-Maruyama and Milstein scheme) as discussed
in Sect.5.1.5.

We test the following oscillators:

1. The harmonic oscillator U (x) = %xz, E(x) = —x.

2. The unharmonic oscillator U (x) = %x3, E(x) = —x2.

3. The trigonometric oscillator U(x) = — cos(x), E(x) = — sin(x).
4. The impact oscillator U(x) = é +x2,E(x) = 2)% — 2x.

We discuss in the following paragraphs the different oscillators solved with our
proposed methods:

1. The harmonic oscillator U (x) = %xz, E(x) = —x is presented in Fig.5.4.

anahytical

velocity
=
welocity

0.1 5 01
05 0 05
position
15 1.5
analytical
Euler-Maruyama|
1 1 Verlet
/“\ Milstein
, ——AB
05 05 f
>
5 3
= <]
3 0 © 0
o >
Q
-0.5 -0.5
analytical
Euler-Maruyama|
-1 Verlet -1
Milstein
——AB
-15 -15
0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
time time

Fig. 5.4 We apply U(x) = %xz, E(x) = —x. The upper figures present the contours of the Hamil-
tonian with the Verlet algorithm (left figure) and the analytical algorithm (right figure), the lower
figures presents the x and v solutions of the Verlet algorithm
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Fig.5.5 The distribution of the harmonic oscillator U (x) = %xz with 8 = 3.2, whereA = 0.1, B =
0.25
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Fig. 5.6 We apply U(x) = %x3, E(x) = —x2. The upper figures present the contours of the
Hamiltonian with the Verlet algorithm (left figure) and the analytical algorithm (right figure), the
lower figures presents the x (left) and v (right) solutions of the Verlet algorithm

The distribution of the harmonic oscillator is given in Fig.5.5.

The unharmonic oscillator U(x) = %x3, E(x) = —x? is presented in Fig.5.6.

The distribution of the unharmonic oscillator is given in Fig.5.7.

3. The trigonometric oscillator U(x) = — cos(x), E(x) = — sin(x) is presented in
Fig.5.8.
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Fig. 5.7 The distribution of the unharmonic oscillator U(x) = %x3 with § = 3.2, where A =

0.1,B=0.25
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Fig. 5.8 We apply U(x) = — cos(x), E(x) = — sin(x). The upper figures present the contours of
the Hamiltonian with the Verlet algorithm (left figure) and the analytical algorithm (right figure),
the lower figures presents the x (left) and v (right) solutions of the Verlet algorithm, where A =

0.1,B=0.25

The distribution of the trigonometric oscillator is given in Fig.5.9.
4. The impact oscillator U (x) = é +x%, E(x) = 2)% — 2x is presented in Fig. 5.10.

We discuss the equilibrium distribution of the impact oscillator, which is given

with
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Fig. 5.9 The distribution of the trigonometric oscillator U(x) = — cos(x) with § = 3.2, where
A=0.1,B=0.25
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Fig.5.10 We apply U(x) = % 42, E(x) = 25 — 2x and the starting points (x,v)' = (1.0, 1.0)".
The upper figures present the contours of the Hamiltonian with the Verlet algorithm (left figure) and
the analytical algorithm (right figure), the lower figures present the x (left) and v (right) solutions
of the Verlet algorithm, where A = 0.1, B = 0.25



170 5 Engineering Applications

%e(3.2*(x2+1/x2+v2/2)) %e(3.2* (x4%+1/x4%+v2[2))

Ao iAo =noe s
o
o
=]
R

Fig. 5.11 The distribution of the impact oscillator U(x) = ;17 +x? with § = 3.2, where A =
0.1,B=0.25

Fig. 5.12 The graph of the 150000 4
fine resolution of the impact
oscillator U(x) = % +x2
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-1 05 0 05 i
X
-50000}{
—100000}
V2
7 (B, x,v) = exp (—/3 (7) + U(x)), (5.70)

where 8 = 3.2 and U(x) = é +x2.
The distribution of the impact oscillator is given in Fig.5.11.
In the following, we see the blow up around 0.1 < x < 0.1 in Fig.5.12.

Critical Points of the Impact Oscillator

Based on the blow up in (x, v)! = (0.5, 0.5)" we compare the different integrators:
The impact oscillator U (x) = % +x%, E(x) = 2% — 2x is presented in Fig.5.13.
We apply the CFL conditions:
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Fig.5.13 We apply U(x) = % 42, E(x) = 25 — 2x and the starting points (x,v)' = (0.5,0.5)".
The upper figures present the contours of the Hamiltonian with the Verlet algorithm (left figure),
the analytical algorithm (middle figure) and the improved A-B splitting (left figure), the middle
figures presents the improved EM scheme (right figure) and the improved Milstein scheme (left
figure), the lower figures present the x (left) and v (right) solutions of the Verlet algorithm, where
A=0.1,B=0.25

1
At < [———, 5.71)
L+
(xmp*
where for small | X"| < 1, we have
At < /1X". (5.72)

Remark 5.6 The Verlet algorithm is only stable for dominant symplectic equations,
means in our case for dominant deterministic parts. The analytical algorithm is stable
also for the stochastic dominant parts.
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Remark 5.7 We see that the semi-analytical scheme resolves optimal the contours,
while the Verlet algorithm could not resolve the problem. Here, we have to apply
higher order schemes to take into account the singularity.

Symplectic or Non-symplectic A-B Splitting
We present the influence of the symplecticity with respect to the harmonic oscillator
at (x,v)' = (1.0, 1.0)".
2
We have U (x) = %, E(x) = —x is presented in Fig.5.14.

Remark 5.8 For a symplectic problem, it is important to improve the integrators
with respect to their conservation of the symplecticity. We see the improvement of
the symplectic A-B splitting scheme.

position 2-norm
velocity 2-norm

time
14 20
—— symplectic —— symplectic
12+ ——non-symplectic| B 15| ——non-symplectic.
10+
8 L
c >
Sof g
@ o
gal 2
2 L
0 L
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~40 2 4 6 8 10 0 2 4 6 8 10

time time

Fig. 5.14 We apply U(x) = "72, E(x) = —x and the starting points (x, v)’ = (1.0, 1.0) with the
parameters A = 0.1, B = 0.25. The upper figures present the logarithmic L,-error contours of
the symplectic and non-symplectic A-B splitting scheme where x (left figure) and v (right figure)
The lower figures present the solutions of the symplectic and non-symplectic A-B splitting scheme
where x (left figure) and v (right figure)
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Accuracy of the Symplectic Splitting Schemes

We present the influence of the symplecticity with respect to the harmonic oscillator
at (x, v)! = (1.0, 1.0)".
3
We have U (x) = %, E(x) = —x%is presented in Figs.5.15 and 5.16.

Remark 5.9 For the accuracy of the schemes, here we tested the unharmonic oscil-
lator (symplecticity), we achieve the best results with the higher order schemes. That
means the Verlet algorithm which is of a second-order scheme is optimal for such
problems.

Remark 5.10 For all the schemes, we see the problems based on the different
timescales in the impact oscillator, while the other oscillators have nearly uniform
time steps. Here, we see the benefits of restricting to an adaptive version, which taken
into account the CFL condition to each scheme.
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Fig. 5.15 We apply U(x) = %3, E(x) = —x? and the starting points (x, v)' = (1.0, 1.0)" with the
parameters A = 0.1, B = 0.25. The upper figures present the Ly-error of the position (reference
is the analytical solution) where the A-B splitting scheme (left figure) and Verlet algorithm (right
figure). The lower figures present the Ly-error of the position (reference is the analytical solution)
where the EM scheme (left figure) and Milstein scheme (right figure)



174 5 Engineering Applications

S ' " " " U U 1 T
45 At 0.9 At
4 — AY2 c 08 — AY2
E =
5 38 2 07 oA
& 3 ‘; 0.6
2 25 3 05
8 o S
$ 0 04
o 15 T 03 A
< 202 A
0.5 0.1t AN =
0 0 5 10 15 20 25 30 35 40
time time
3
At
25 A2
At/4
A8

Milstein velocity 2-norm

Euler-Maruyama velocity 2-norm

0 5 10 15 20 25 30 35 40 0 5 10 15 20 25 30 35 40
time time

Fig. 5.16 We apply U(x) = % E(x) = —x? and the starting points (x, v)’ = (1.0, 1.0) with the
parameters A = 0.1, B = 0.25. The upper figures present the Ly-error of the velocity (reference
is the analytical solution) where the A-B splitting scheme (left figure) and Verlet algorithm (right
figure). The lower figures present the Ly-error of the velocity (reference is the analytical solution)
where the EM scheme (left figure) and Milstein scheme (right figure)

5.1.9 Conclusion

We discuss the multiscale problems of the Langevin equation, which can be solved
by splitting of the deterministic and stochastic part. Here, the numerical stability
of explicit integrators for stochastic differential equations (SDEs) are important
to obtain long-time behaviours. Such problems arose of the stochastic part of the
Langevin-like equations.

We can modify the explicit integrators by adding additional step of corrections
and fulfil a long-time behaviour. We also taken into account the special potential
energy functions, which has an impact and is more delicate to solve.

Real-life problems in the plasma flusion applications have such behaviours and
can be studied with such modifications of the solvers.
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5.2 Multiscale Problem in Code Coupling: Coupling
Methods for the Aura Fluid Package

Abstract In this section, we discuss a real-life problem arose from coupling to differ-
ent codes, while each code is responsible of solving a partial differential equation and
we have different spatial and timescale to couple. Such a problem can also be seen
as multiscale or multicomponent problem, while different scales (time and space) or
different components are coupled to one large equation system and we have to be
careful to resolve all the different scale or embed finer scale to the coarser scales, see
[17, 18]. We deal with the following problem:

e Decoupled partial differential equations are solved with different codes, e.g. Aura-
Solver: radiation, Fluid-solver: heat transfer.

e Each software package has their independent spatial and timescales, while the
different physical problems have various scales (multiscale problem).

e A rewriting of a full coupled code is too expensive, a novel idea based on coupling
the different codes, e.g. via splitting methods is important.

e We have taken into account the coupling of the boundary conditions and coupling
via the initial problems, see [19, 20].

5.2.1 Introduction

The Aura Fluid software package is known as a heat transfer and radiation software
for large-scale computations of heat and radiation problems, see [21]. The model
problem is to simulate the influence of solar heat in car bodies, while radiation and
heat flow transfer is important.

So we deal with two software packages and two physical problems:

e Aura Software: Heat transfer and Radiation Model (modelling the heat transfer:
fine scales),
e Fluid Software: Flow field (modelling the flow field of the problem: coarse scales).

Based on that huge amount of computational time, if we directly couple such
codes, we have taken into account a fine and coarse scale computation.

Here, we deal with a splitting idea in the following manner, see Fig.5.17:

Such a coupling can be done by operator splitting methods and also with parallel
interfaces. We discuss the idea of applying splitting methods with Parareal, see [22]
and [21], which is a parallel method for time-parallelization problems. We can apply
such ideas for parabolic problems and as a speedup for such problems. We combine
the splitting schemes as a time-splitting method and accelerate the large time intervals
with Parareal as a time-parallelization method.
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Fig. 5.17 Multiscale A-B Multiscale Splitting Scheme
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(black microsteps are necessary for the fine—resolution and
optional red microsteps can be added to improve results,
where A—step >> B—step)

5.2.2 Mathematical Model

In the following, we have delicate models of coupled heat transfer and radiation mod-
els. While the heat transfer and radiation is solved with the Aura software package,
the flow field of the temperature is done with a flow-field solver, e.g. Openfoam or
Vectis, see [23, 24]. The idea is to obtain a speedup with fast coupling schemes and
parallel time schemes.

We deal with the following equations, which are simulated with the different
software packages:

1. Heat equation:

& T(x,t) = (T (x,1))
= AT, 1)+ BT, 1), (x,t)eRx[0,T], (573)
T(x,0) = Ty(x), x € £2, (5.74)

where the unknown temperature is 7, <7 is the heat transfer operator and %
the nonlinear boundary operator and we assume that the full operator .5 can be
decoupled into the two operators. Ty (x) is the initial temperature.

2. Flow-field equation:

0 o = Cap), (x,1) € 2 x[0,T], (5.75)
ag(x, 0) = ago(x), x € 2, (5.76)

where ¢ is the nonlinear flow operator and oy the unknown flow field. ag o (x) is
the initial flux.

3. Coupling of the fluid- and heat transfer equation is done by the boundary condition
to the heat radiation equation:

BT (x,1)) = —k%T(x, N =ag(x, 1) (T(x, 1) = Ta(x, 1)) + graa(T', X),
(5.77)
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for all x € 082, grad (T, x) is the heat transfer of the radiation.

Further T (x, t) is a given temperature of the heat transfer, e.g. temperature of the

initialization.
Remark 5.11 The modelling problem was motivated by a realistic engineering prob-
lem in simulating warming in the vehicle interior, when we have a worst-case sce-
nario, that the cooling system is malfunctioned, see [25] and [2]. Here, we deal with
different scales, based on the flow and radiation model, that have to be coupled via
a boundary condition, between the radiation and flow domains, see [21].

5.2.3 Splitting Methods

The different codes are coupled by splitting methods that are discussed in the fol-
lowing:

We assume that the boundary conditions are embedded into the spatial discretized
matrices and that we deal with ordinary differential equations, see [26].

1. Lie-Trotter or A-B Splitting method
The standard implemented scheme is the well-known A-B splitting method.
A-B splitting:

PO —Herw.n
8t - b 9
with /" <t <", T(@t,) = ", (5.78)
dap(r)
=C 1)),
o7 (aa(1))
with " <t <" aq(t,) = T, (5.79)

where ¢" is the known initial value of the previous solution and c(r"t!) =
ag (#"*1) is the approximated solution of the full equation.
We have a global splitting error of O(At), where At is the time step.
2. Strang Splitting method
The standard Strang Splitting is given in the following 3-step algorithm:

TO _ beray.n

81‘ - k) 9
with /" <t < "2 T, =", (5.80)
30éﬂ(t)
2 = Clapt)),

o7 (ap(?))
with " <t < " aq(r,) = T2, (5.81)
AT (1)

= H(T (1), 1),
” (T@),1)

with 1"FV2 <t <" T(ty110) = ap(e™™h), (5.82)
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where ¢" is the known initial value of the previous solution and c("t!) =
ag (#"*1) is the approximated solution of the full equation.

Here we achieve a coupling method, which is one order higher than the previous
one. We obtain O(Ar2).

Remark 5.12 With such improved methods, we obtain higher accuracy and faster
computations.

3. Non-iterative splitting method: Richardson Extrapolation
We deal with the following semi-discretized method. Our operators are derived
by space-discretization methods.
The considered systems of ordinary differential equations are given as:

ur + (A1 +A2)u =0,
u(0) = ug, (initial condition). (5.83)

The fourth-order splitting method based on the Richardson extrapolation, as dis-
cussed in [27, 28], is given as

Di(At) = 4/3 S2(At/2) S2(At/2) — 1/3 Sa(At), (5.84)

where S>(At) = exp(Ax At) exp(A12At) exp(Ax At) is the Strang splitting oper-
ator [29].

The higher order is reached after applying three times the Strang splitting method
in a proper way.

The fifth-order splitting method based on the Richardson extrapolation, as dis-
cussed in [27, 28], is given as:

Ds(At) = 16/15 S4(At/2) Sa(At)2) — 1/15 S4(At),  (5.85)

4. Iterative splitting method
The following algorithm is based on the iteration with fixed splitting discretization
step size 7. On the time interval [¢", 1"+1] we solve the following sub-problems
consecutively fori =0, 2, ...2m.
The iterative method is given as, see also [30],

dci(t)
Jat
with ¢;(t") = ", co(t") =", c_; = 0.0,
and ¢;(t) = c¢;—1(t) = c¢1, on (0, T), (5.86)

= Aci(t) + Bci—1(1),

dcir1(F)
ot

with ¢;1(t") = "

and ¢;(t) = cj—1(t) =c1, on (0, T), (5.87)

= Aci(t) + Beit1(),
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where ¢” is the known split approximation at time level t = ¢" [1].
The higher order is obtained by applying recursively the fixed-point iteration to
reconstruct the analytical solution of the coupled operators, see [31].

Remark 5.13 1f we do not iterative over the several operators, means we have only
i = 1, we define a O-iterative scheme. Such a scheme is highly parallel, but is not
stable, while the iteration process is not finished. We obtain only a 0 order scheme.
The improved iterative schemes deal with i = 2, 3, 4 steps and we stop after we

reach a final criterion:
llei(®) — cim1ll < err, (5.88)

err € IRY is a given error tolerance e.g. 1074,

In the real-life application, the computation of the operator B is delicate and
the exchange is only forward. Means, we could only apply initial and boundary
conditions to the software code and the results of the computations. An intermediate
exchange like in the Strang Splitting ABA is impossible only ideas like ABB or AAB
are possible. Therefore, we have to develop some new modified splitting schemes.

Such one-step ideas are discussed in the next subsection.

5.2.4 Modified A-B Splitting Method: Only One Exchange
to Operator B

We assume to be restricted by the operator B, means we can only change one time
in a cycle to operator B, but we cannot change back to operator A.

That means, we have to deal with splitting ideas of the form: AB, AAB, ABB,
etc., means we are restricted to one-sided splitting schemes and assume that also the
commutator deal with such a behaviour, see idea of a fourth-order scheme, which
assume some special behaviour of the commutators [32].

The idea is to apply #/2 time steps with respect to operator A and B, to start with
operator A, but restricted to change only one time to operator B.

The idea of the algorithm with the restriction of the evaluation of operator B is
given in Fig.5.18:

The following algorithm is based on the modified A—B Splitting:

¢1(t) = exp(At/2) exp(Bt/2) exp(Bt/2)c(t"), (5.89)
C2(t) = exp(At/2) exp(At/2) exp(Bt/2)c(t"), (5.90)
c(t) =2/3¢1(t) +2/3¢2(t) — 1/3c(t"), (5.91)
e ", (5.92)

where c(¢") = ¢" is the known split approximation at time level + = " and ¢(¢) is
the next approximated solution to time ¢.
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Fig. 5.18 Modified A-B Modified A-B Splitting with t/2 Timesteps
splitting scheme, means AAB
and ABB evaluations

‘ Operator B

Operator A

0 t/2 t

Theorem 5.3 The modified A-B splitting scheme, given in Fig.5.18, has the order
O(7).

Proof We have

¢(t) = acy(t) + bea(t) + ce(d™), (5.93)

where ¢ (¢) is given in (5.89) and ¢, (¢) is given in (5.90), a, b, ¢ are real numbers
and t = "T! — " is the time step, with the time-discretization t", n =0, ..., N
and YVt = T.

The exact solution of the ODE is given as

c(t) = exp((A + B)t)c(t"). (5.94)
We deal with the following error:

llc(@) — &@0)|] < 1+ (A + B)t 4+ 12/2(A + B)?
—a(l+A/2t+A%/41%/2)(1 +B/2t + B*/4 */2)(1 + B/2 t + B*/4 1%/2)
—b(1+ A2t +A%/412)2) (1 +A/2t +A%/4 12/2)(1 + B/2 t + B> /4 12)2)
—c+0((t/2)%). (5.95)

Further by comparison of the coefficients we obtain for the first order, while the
reconstruction of higher terms is not possible:

a=2/3,b=2/3,c=-—1/3.

We have a second-order term given as 1 ||A2 +2(AB + BA) + B?||, while the A-B
splitting has an term belonging to the commutator ||[A, B]|| = ||AB — BA||. So, we
benefit of the idea ||(A 4+ B)?|| < 5[A, B], means if the commutator is dominant in
the scheme, we might have some reduction of the local error.

For higher orders it is impossible to skip the terms and without stepping again to
A as, for example with Strang- or Iterative-splitting it is impossible to obtain a higher
order.
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Remark 5.14 With the modified A-B splitting, we gain locally benefits and could
reduce locally the error for the scheme. At least, we have an A-B splitting of a
global order 1. The benefit is given with the reduction, if we deal with a very large
commutator error, then it might sense and the modified version is of lower local error.

5.2.5 Coupling of Initial Dates and Multiscale Approach

The initialization is very important for the splitting schemes and also the connection
via the boundary conditions.

While we deal with separate software code, which compute the different model
equations, an update in the starting procedure is important to synchronize the
processes. On the one hand, we have a macroscopic model (heat transfer model),
where we can apply large time and spatial steps, while on the other hand, we have
a microscopic model (radiation model), where we have taken into account the small
time and spatial steps. A efficient coupling, while each code can be applied inde-
pendently, is done via the Strang splitting, where we couple the models via their
initial conditions, means the solution, that is necessary for the next time step. Here
we apply the macroscopic step, while the synchronization step (embedding of the
microsteps) is done with the small time steps and we couple via an iterative scheme
(e.g. successive approximation or fixpoint scheme) the two models.

In the following, we explain the coupling of the Aura and Foam code. At the
beginning, we have to exchange their initial values at + = 0. Such that the starting
step is important and synchronize via iterative steps the starting conditions of the
codes, see Fig.5.19. The next steps is based on the macroscopic time step and we
apply the next time frame of the simulation, e.g. from # = 0 to ¢t = 1.0 (where the
time step At = 1.0 [min]). Then we apply the synchronization or microscopic time
step to embed the microscopic model (where the time step Aicro = 1.0 [s]) and we
apply, for example Ny, = 10-15 microscopic time steps and iterate the models
via a fixpoint scheme, see Fig.5.19.

Remark 5.15 The benefit of such an initial value coupling is independent codes,
while the microscopic solver is based on an iterative solver, that couples the models
only between the intermediate solutions. Such a weakly coupling allows to speed up
the codes and only interfaces are needed to couple the codes.

In the next subsection, we deal with the error estimates.

5.2.6 Error Estimates

For the coupling of such micro- and macroscopic models by a splitting scheme,
we have to be sure about the underlying splitting error and control them in the
simulations.
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Aura—Software
(Radiation Model)

Twan (0) q(0)

Open—Foam
(Heat—transfer Model)

{ ,,,,,,, % ,,,,,,,,

Initialisation Macroscopic solver Microscopic solver
of the models with Strang—splitting as synchronisation step
and synchronizing  step done with an iterative scheme

via iterations

Fig. 5.19 Initialization, solver-steps, coupling and synchronization of the codes

Here, we deal with the two error estimates of the weakly coupled models:

e A priori error estimate (An assumed error, which can be estimated before the
computations),

e A posteriori error estimate (a corrected error, which can be computed after the
computations or compared with a grid resolution).

While the a priori error estimates give a time step before the computation, the a
posteriori error estimates give an optimal time step after the computation.

5.2.7 A Priori Error Estimates for the Splitting Scheme

We deal with the two software codes that are coupled via the ODE.
We have the following operators (related to the program codes)

e A: Aura Program,
e B: Openfoam.

The A-B Splitting error estimates is given as

1

= — 5.96
1A, B]|| (90

Ty =

We compute the commutator [A, B]. In practice, we compute one time step with
Aura-Openfoam and one time step with Openfoam-Aura, based on this we con opti-
mize the time step.

We assume we have the result previously.
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The Strang Splitting error estimates is given as

1

= , (5.97)
52 11([B, [B, All — 2[A, [A, BIDII

Tn =

we compute the commutator [A, [A, B]] and [B, [B, A]]. In practice, we compute one
time step with 1/2 Aura—Openfoam—1/2 Aura and with 1/2 Openfoam-Aura—1/2
Openfoam. The inverse of the differences are the optimal time step.

5.2.8 A Posteriori Error Estimates for the Splitting Scheme

We define a next error estimator to compare and reduce the given error in one cycle
of the computation.

To have an a posteriori error estimates, means an error after the computation, we
deal with splitting methods of different orders and compare their results.

Based on the relative error between the methods, we could define a next error
bound to decide, if we should reduce the time step for our computations.

While the A-B splitting method, has a time step of At, the Strang splitting halfen
the time step to Az/2, so we have one order of accuracy more with the Strang
Splitting.

We define the following a posteriori error:

The maximal error at time ¢ is given as

p
errmax, At = |CStrang — CA—Blmax = S [eStrang (Xj»> Yj» 1) — ca—B (X5, ¥j, DI,
]:

the numerical convergence rate is given as

Pmax = IOg(errmax,At/Z/errmax,At)/ log(0.5).
The L; error at time ¢ is given as
p
errL;, At = |CStrang — CA—BIL, = Z At |CStrang (%), i, 1) — ca—B(xj, ¥j, D],
Jj=1
the numerical convergence rate is given as

pr, = log(erry, at2/errL; ac)/10g(0.5),

where At and A /2 are time steps.
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Fig. 5.20 Error estimates n
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The L, error at time ¢ is given as

p
errL, At = |CStrang — CA-BlL, = Z At (Ustrang (%, yj, 1) — ua—B(xj, yj, 1))2,
J=1

the numerical convergence rate is given as

oL, = log(erry, at2/errL,, ac)/10g(0.5),

where Af and A /2 are time steps.
Figure 5.20 presents error estimates of the different splitting schemes in one cycle.

Remark 5.16 Here, we can control the error of the different methods and if the error
bound is not fulfilled, we redo the computations with a smaller time step. So, we also
obtain with different time steps At, At/2, At/4, ... the numerical errors between
the scheme and the resulting convergence rate. Here, we could switch on and off the
higher order scheme, if the error bound and convergence rates are given. At least, we
should have one order more, when comparing the two methods.

5.2.9 Optimization for the Heat- and Radiation Equation:
Newton’s Method for Solving the Fixpoint Problem

We could optimize the solver process of the multiscale problem by including more
accurate solvers with respect to the underling nonlinear problem of the equations.
A nonlinear solver reduce the approximation error of the previous applied simpler
linear methods, see [33].
The Heat- and radiation equation is given as

pcd, T = Vi VT, (5.98)
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oT
Tp & =T = T)s + Graa; (5.99)

where graqg = (I — pK Y~ T4(s) is the radiation term.
The spatial discretized equations are given as

& T =AgT + By (TH), (5.100)

then we apply implicit Euler time-discretization and we obtain a nonlinear ODE
system

(M — At A)Tpi1 = fo + By (D(T) Thy1) (5.10D)

where for the D(T) = T3, while we can choose and explicit or implicit version:

1. D(T,)) = T,? and we obtain a quasi Newton’s method (explicit version),
2. D(Ty41) = Tn3 1 and we obtain a Newton’s method (implicit version).

In the following we discuss the iterative splitting scheme with embedded New-
ton’s method, that couples the micro- and macroscopic model in our multiscale
approximation.

5.2.10 The Modified Jacobian Newton Methods and Fixpoint
Iteration Methods

In this section we describe the modified Jacobian Newton methods and fixpoint
iteration methods. We propose for weak nonlinearities, e.g. quadratic nonlinearity,
the fixpoint iteration method. We apply the iterative operator splitting method as
an example for a fixpoint method, see [34]. For stronger nonlinearities, e.g. cubic or
higher order polynomial nonlinearities, the iterative splitting methods with embedded
modified Jacobian Newton method can be adopted. The benefit from embedding
Newton’s method into the splitting methods is to decouple the equation system into
simpler equations, which can be solved with the scalar Newton methods.

The Sequential Splitting Method with Embedded Altered Jacobian Newton
Iterative Method

We restrict our attention to time-dependent operator differential equations of the
form

g =A(c())c(t) + B(c(t))c(t), with c(t™) =", (5.102)

where A(c), B(c) are matrices, whose entries are dependent on the solution ¢ =
(c1,...,cm)', and m is the number of spatial discretization points. We assume the
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operators to be linear and densely defined in the real Banach space X and that they
are obtained only from spatial derivatives of c, see [35]. We assume also that we have
weak nonlinear operators which can be bounded with respect to some norms, e.g.
[lA(c)cl] < A1]lc]] and ||B(c)c|| < A2]|c||, where A1 and A; are constant factors.

In the following we discuss the embedding of Newton’s method into the sequen-
tial splitting method. In general, in order to solve an equation of the form F(c) =

— A(c(t))c(t) — B(c(t))c(t) = 0 we can apply Newton’s method and compute
kD = c® _ DF(®)"IF(c®), where D(F(c)) is the Jacobian matrix and
k=0,1,.... We stop the iterations when we obtain |c*TD — ¢®)| < err, with err
being a sufficiently small error bound, e.g. err = 1074,

We assume the spatial discretization, with m spatial grid points, and obtain the
differential equation system

Fler)
Fc2)

F(c) = :62 . (5.103)
Flem)

The Jacobian matrix for this system is given as

0F(c1) 9F(c1) 9F(c1)
acy dcp T o

0F(c2) 0F(c2) 0F(¢c2)
dacy dca " dep

DF(c) =

9F(cm) 9F(cm) F (cm)

dacy dca R To
The modified Jacobian is
AF(c1) aF(c1) dF(c1)
oo T F(en) 3ca Fem
9F (c2) dF (c2) dF (¢2)
Bclz 3022 + F(Cz) 8cmz
DF(c) =
IF(cm) IF(cm) BF(Cm)
dct acr . + F(cm)

Remark 5.17 For an ordinary differential equation, we have at least one scalar entry
in the Jacobian matrix, while for the assumed spatial discretized PDEs, we deal with
the above defined Jacobian matrix.
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By considering the sequential splitting method we obtain the following algorithm.
We decouple Eq. (5.102) into two equation systems

Fi(u1) = 0;u1 — A(upuy =0 with w1 (t") = ", (5.104)
Fo(uz) = dyus — Bwy)un = 0 with un(t") = up ("+Y),  (5.105)

where the results of the methods are given by uz(t”“) and u; = (U1, ..., Ulm),
up = (Uzt, ..., Uzp).

Thus we have to apply Newton’s method twice, each in one equation system.
Here, the contribution is the reduction of the Jacobian matrix with outer-diagonal
entries, into an approximated Jacobian matrix with less or without outer-diagonal
entries, e.g. with a weighted Newton method, see [33]. The splitting method with
embedded Newton’s method is given for the continuous method as

—1
7 =i oo ) ()
k 0 k oy A (u%")) k
o 1 (4) = % () - LD
u ad
Mik)(t”)zcn andk=0,1,2,...,K, (5.106)

~1
u;m) _ M;l) -D (Fz (ugz))) (8;»:5” _B (ug)) ug)) ’

W 9 ) o\ B (ug)) o
withD(F2 (u )) = ——— | 0iu —B(u ) - ——u ,
2 Bugk) 2 2 Bug) 2

u "y = uf "'y and 1=0,1,2,..., L. (5.107)

For an improvement, we can apply the weighted Newton’s method. We try to skip
the delicate outer diagonals in the Jacobian matrix and apply

A = (0o () 5 ) (1 o) o). 0

where the function § can be applied as a scalar, e.g. 8§ = 1079, also the same with .
It is important to be sure that § is small enough to preserve the convergence.
Discretizing Egs. (5.104) and (5.105) with Backward Euler method leads to

Fi( (") = u (") — ug (¢") — AtAQ (" T)u ") = 0
with u(t") = ", (5.109)
Faup (") = (") — up (t") — AtB(ua (1" ) up (") = 0
with up (") = uy (1", (5.110)
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then we obtain the derivations D(F; (1 (#"t1))) and D(Fa(ua(t"11))) which are
given as

AA(uy (t"1))
8141 ([n+1)
AB(up (1))
3142 (tn+1)

D(Fy(uy (" T1)) =1 — At(AGu; (")) + w ("), (5.111)

D(F2(up (")) =1 — At(Bua (1" 1)) + w @), (5.112)

where we have the vectorial solutions u; (¢"t1) = (u1; "tV ..., upu (")) and
wp (") = (up (") L g (0T
The matrix A(u; (£*+1)) is defined by

A (") A ") L A M)

Aot (ur (") Ay (1Y) L Agy (uy (17F1)
Adug (")) = :
A @y (") Ay (ur ("1 <L A iy (2"F1))
where we have the functions Ay1, ..., Ay : R" — R.

‘We obtain the derivations of the matrix as

0A 11 (1) A2 (1) 0A 1 (u1)
EITE uil du1a uip ... D1 Ulm
0421 (u1) A2 (u1) 0Am (u1)
n+l1 dupy AU Ty, W12 - Ty W
A (u; (¢ ))u @+
— 1 =
3u1(t”+1)
A1 (u1) 0Am1 (u1) 0Am (1)
dupr UL "oy M12- e Ty, Him
n+1y _ n+1 n+1y\¢ d derived the deri :
where u; (t"') = (u1 ("), ..., up (#"))" and have derived the derivatives over

this vector.
The same structure of matrices can be also obtained for B(u, (t'”rl )). For the scalar
case u; ("t = u1;(+"*1) and we obtain only a scalar Jacobian, the same also for

ur (t"*1). Equation (5.108) is applied analogously for ugﬂ).

Iterative Operator Splitting Method as Fixpoint Scheme

The iterative operator splitting method is used as a fixpoint scheme to linearize the
nonlinear operators, see [31, 34].

We restrict our attention again to time-dependent partial differential equations of
the form (5.102). A(u), B(u) are matrices with nonlinear entries and densely defined,
where we assume that the entries involve the spatial derivatives of ¢, see [35]. In the
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following we discuss the standard iterative operator splitting method as a fixpoint
iteration method to linearize the operators.
We split our nonlinear differential equation (5.102) by applying

D — Ay (0)ui(t) + Blui—1 (1)ui—1 (), with w;(t") = ¢,

% = A1 (O)ui (1) + Bui—1(1))uig1(t), with uip (1) = ",

where the time step is 7 = "t _ ¢ The iterations are i = 1,3,...,2m + 1.
up(t) = cy, is the starting solution, where we assume that the solution "1 is near
c", or ug(t) = 0. So we have to solve the local fixpoint problem. ¢" is the known
split approximation at the time level ¢ = ¢".

The split approximation at time level 7 = 1"+ is defined as ¢" ! = up, 2 (1"1).
We assume that the operators A(u;—1 (#"t1Yy), B(ui—1 (")) are constant defined for
i=1,3,...,2m+1. Here the linearization is done with respect to the iterations, such
that A(u;—1), B(u;—1) are at least non-dependent operators in the iterative equations,
and we can apply the linear theory. For the linearization we assume at least in the first
equation A(u;—1(t)) =~ A(u;(t)), and in the second equation B(u;_ (1)) ~ B(ujy1(t))
for small 7.

We assume to estimate the error of the nonlinear operator as

A G- (") ) — A@THu || < e, (5.113)

between the discrete approach A(u;— 1(t”+1))u,(t”+1) and the analytlcal solution
A"t u ("), such that there exists an iteration index i > iwithi € {1, 3, ..., 2m+
1}, that fulfils the Eq.(5.113).

Remark 5.18 The linearization with the fixpoint scheme can be used for smooth or
weak nonlinear operators, otherwise we lose the convergence behaviour, while we
did not converge to the local fixpoint, see [34].

Operator Splitting Method with Embedded Jacobian Newton Iterative Method

The Newton’s method is used to solve the nonlinear parts of the iterative operator
splitting method, see the linearization techniques in [34, 36]. We apply the iterative
operator splitting method and obtain:

Fi(uj) = 0;u; — A(ui)u; — B(ui—1)ui—1 =0,
with u;(t") =",

Fa(uip1) = 0uip1 — Aupu; — B(uip)uir1 =0,
with u; (") = ",

where the time step is T = ¢t _ ¢ The iterations are i = 1,3,...,2m + 1.
co(t) = 0O is the starting solution and ¢” is the known split approximation at the time
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level r = t". The results of the methods are c¢(t"T!) = uz,42(t"*1). The splitting
method with embedded Newton’s method is given as

-1
ul(.kH) = ufk) —D (F1 (ul(k))) (Btugk) —A (ugk)) ugk) —B (ul(f)l) ”‘1('5)1)’

k k 04 (u;k)) k
u.
]

andk=0,1,2,...,K,

with u;(t") =",

—1
(+1) @) @) ) k) . (k) (k) (k)
Uiy =ty —D (F2 (”i+1)) (3t“i+1 —A (”i ) up —B (”i+1) ”i+1)’

0 0 B (“1(21) 0
with D (F2 (”i+1>) =—|B (”i+1) + Qo ]
du;

and [/ =0,1,2,...,L,

with w1 (") = .
Remark 5.19 For the iterative operator splitting method with Newton’s method we
have two iteration procedures. The first iteration is Newton’s method for computing
the solution of the nonlinear equations, the second iteration is the iterative splitting

method, which computes the resulting solution of the coupled equation systems. The
embedded method is used for strong nonlinearities.

5.2.11 Parallelization: Parareal

The Parareal algorithm can be given as a multiple shooting method.
We assume to have a partitioning in time 27 = [0, T'] divided into N sub-
domains:

2,=[T-1,T,], n=1,2,...,N. (5.114)

We define the following solvers:

(1) Coarse propagator G(T;, Ty1, x), (coarse solver)
(2) Fine propagator F(T,, T,—1, x), (fine solver)

where we obtain an approximation U, of the equation

Cz—lt] =f(t, U)), with U(T,—1) = x. (5.115)
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Fig. 5.21 Parallelization with Parareal, windowing of the parallel process

Here we apply fine and coarse propagators, while fine propagators are expensive and

coarse propagator cheap to compute.
The corrections are done with respect to the improved computation of the finer
propagator.

UMY = F(Ty, 11, UR_ ) + G, Ty, UNTD) — G0, Ty UF_ D, (5.116)
where the initial guesses are U,';_l and the coarse propagator is G, while the fine
propagator is F. k is the iteration index.

Example 5.2 We assume to have F as the iterative splitting propagator and G as the
A-B splitting propagator.

Further the iterative splitting scheme include additionally a fixpoint scheme for
nonlinear problems.

So we step by each window to the next time interval, see Fig.5.21.

5.2.12 Test Example: Simple Car Body

We start with a simple test example for the coupling between a heat equation with
convection term and a fluid flow given by a convection equation, see also the results
in [21]

& T =V -(KVT)—V-vT, (5.117)
v =—(v-V)v—Vp, (5.118)
T(x, 1y) = To(x), (5.119)
v(X, 19) = vo(x), (5.120)

where the unknown temperature is 7', v is the flow field of the temperature and
p is a given pressure. We assume to have Neumann conditions at the boundaries.
The spacial domain of this problem is the interval [0, 1] with thermal conductivity
K = 0.01, which we discretize by finite differences at n + 1 equidistant nodes
xj=j/n(j=0,1,..., n). This results in the following system
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Fig. 5.22 Convergence of parareal for the test problem

;T =D,T—Di(Tov)+b (5.121)
0;v = —voDiv—Dip, (5.122)

where the matrices D1, D; discretize first and second order differential operators and
b is a vector representing the boundary data. In a real-world problem the pressure
vector p will depend on the temperature vector T. The whole problem is integrated
over the time domain 27 = [0, 1], which we have divided into 10 subdomains of
equal length.

The convergence of parareal is depicted in Fig.5.22. Each convergence curve
corresponds to the error of the computed temperature 7' (left plot) and velocity v
(right plot) measure at each of the 11 coarse time points Ty, 71, ..., Ty, where the
abscissae indicate the parareal iteration index k. Note that after k = 11 iterations
the algorithm reaches the accuracy of the fine propagator, the result of which was
also used as the reference solution for computing the error. We also note that the
convergence for the velocity field is much more rapid than for the temperature, see
Fig.5.22.

In Fig.5.23 we see the convergence behaviour between AB and Strang splitting
schemes.

Remark 5.20 An efficient combination of different splitting schemes and higher
order time-integrators allows to optimize the application of a parallel time-propagator.
While we achieve fast solvers, that are decoupled for each different systems A or B,
we achieve realistic time-accelerations.
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Fig. 5.23 Convergence of parareal wit AB and Strang splitting scheme

5.2.13 Conclusion

We have discussed a multiscale problem based on two different physical problems,
where we have an equation dealing with the heat transport and a next equation based
on the flow field. For the technical realization of the problem, e.g. in car body heating,
we have to couple two codes with different spatial- and time steps. We could solve
such a problem by an improvement of existing coupling methods with higher order
splitting schemes and parallelization methods. A numerical test example presents the
effectivity of the higher order schemes in a parallel realization. While producing more
accurate solutions with larger time steps, it helps to achieve realistic computational
times.

5.3 Multiscale Methods for Levitron Problem: Iterative
Implicit Euler Methods as Multiscale Solvers

Abstract We describe a multiscale problem related to a control problem of a gyro-
scope that circulates in a static magnetic field about the horizontal and vertical
axis, also called Levitron, see [37]. While the perturbations of the Levitron in
x- and y-directions are very small (fine scale), the perturbations in z-direction is
much more larger (coarse scale), such that we have to deal with a multiscale prob-
lem, see [38]. Based on the model, we have two modelling options of the asymmetric
levitron model:
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1. constraint Hamiltonian (full coordinates of the rotationmatrix, i.e. 6 angles), or
2. unconstraint Hamiltonian (minimal coordinates of the rotationmatrix, i.e. 3
angles).

For the minimal coordinates, we substitute the constraint and deal with a non-
constraint Hamiltonian. While with full coordinates, we have the constraint given
as 0'Q — I = 0, which means the motion of the orientation of the body lies in
Q € SO(3) is important. Non-constraint methods solve the non-constraint Hamil-
tonian and add the constraint via the stability conditions, see [39, 40]. We discuss
semi-implicit methods, that embed the fine scale resolutions into the coarser scales,
e.g. semi-implicit Euler methods.

5.3.1 Introduction

Nonlinear dynamical systems with non-separable Hamiltonians are delicate to solve
and standard integrators fail, see [39, 41-43]. Based on their multiscale behaviour, we
have to integrate via fine and coarse timescales. Therefore, one of the main challenges
is to design integrators, which can cover such different scales. Such integrators, which
have to be cheap in computational costs and should also fulfil the physical constraints
of energy conservation, see [16]. Here, we discuss the two main ideas:

e Explicit Methods: All scales are resolved, but the finest scales are responsible to
the time step, means that we have to reduce the model and upscale such a problem
or we have taken into account very fast explicit solvers.

e Implicit Methods: Only the coaser scales are resolved, while the finer scales are
averaged based on the implicit smoothening. Means we have covered the finer
scales, via the implicit or backward scheme in the model problem, but resolve
only the coarser scale. Such an idea allows to apply larger time steps and reduce
computational time, see [18].

We discuss and compare such explicit and implicit methods for nonlinear dynam-
ical systems, see [38, 44], and use the Levitron as a test case, while we have a
multiscale problem, see [41]. The Levitron is a gyroscope that circulates in a static
magnetic field about the horizontal and vertical axis, see [37]. Only dynamical sta-
bility exists according to the theorem of Earnshaw [45] based on the spinning with
angular velocity about its symmetry axis, see [37, 46, 47]. Such stability studies
require long-term stability of the integrators.

To overcome the restrictions of standard explicit integrators, we discuss a novel
class of integrators using an implicit Euler scheme embedded to a Waveform Relax-
ation, called iterative Euler scheme, see [48].

We present their effective computational costs and energy conservation properties.
Because we deal with a nonlinear and non-separable Hamiltonian, the standard sym-
plectic schemes fails and we have to design integrators which resolve the nonlinearity
and approach energy conservation as good as possible, see [16]. A combination of
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Fig. 5.24 Trajectory for a Levitron with initial point (x = 1mm,y = Omm,z = 31.3mm)
coloured in blue

an implicit Euler method embedded to a Waveform-relaxation scheme allows to gain
such properties of a computationally cheap and asymptotic symplectic scheme. The
test case is a trajectories approach of a stable attractor, which can be computed, see
[38]. In Fig.5.24, we show the trajectory of such a Levitron for a time of about 20 h.
The starting point is marked as a blue dot. Obviously, long-time stable integrators
are needed for stability studies, otherwise one would fail to reach a stable attractor
[38, 46].

5.3.2 Unconstraint Hamiltonian of the Levitron Problem

We deal with an asymmetric levitron problem, that is derived in the literature, see [46].
We begin with the kinetic energy equation

T = % [ (2 37 +2) £ 4 (8 + 42 sin20) + C (4 4+ eost)”]. (5.123)

and the potential energy equation:
oV Vv A
U=mgz— p|sinysind— + cosy sind — + cos(@) — |, (5.124)
dx ay 0z

with p as the magnetic moment of the top and A and C as the principal moments of
inertia.
Therefore the Hamiltonian is given as
2 .
P3Py (pp—pysind)?

1
%z_(z 2 2) P v
A R ) Ry Vol vy

1
+ mgz—p (Etbz(z)(x sin @ + y cos 0 sin ¢)

1
+(=P1(2) + Z(x2 +y»)®3(2)) cos b cos ¢). (5.125)
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The equations of motions are extended with the Lagrange multiplier: we obtain a
non-separable Hamiltonian of (5.125) given as

. oH
q=8—(p,q)
p
_(px Py Py Po Py Py Sinf —py sin®@ py — py sin
=22 288 , ,(5.126)
m m’m’ A C Acos? Acos?
and
. oH
p=—7—-/p9 (5.127)
aq

1 1
= (u,o |:§q§2(z) sin 6 + 5x<1>3 (z) cos b cos ¢i| ,
1 . 1
wp 5@2(2) cosfsing + §y¢3 (z)cosbcosq |,
1
o |:§<;b3(z) (xsin6 + ycos 6 sin¢) +

(—@(z) + i(ﬁ - y2)¢4(z>) cos 6 cosq)] — mg,

2py (P — py sind)  2sin6(py — py sin H)>
cos 6 cos3 6

1
+ o |:§q§2(z)(xcos@ — ysin 6 sin ¢)

1
_ (—q)l(z) + Z(xZ + y2)¢3(z)) sin 0 cos qb:| ,0,
Lo |:%¢2(z)y cos f cos ¢

_ (-(Dl(z) + %(xz + y2)<p3(z)) cos 0 sin ¢]) ) (5.128)

5.3.3 Integrator for Unconstraint Hamiltonian

To circumvent the expensive computations of implicit methods, we use the property
of the Hamiltonian, that the nonlinear function depends only on the recent variable
in the function producing a decoupling with respect to Picard’s-fixpoint schemes.
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The initial value of (5.126) and (5.127) is rewritten in the following form:
u =f(u,u,r),u(0) =ug, (5.129)

where we have the special structure of the Hamiltonian problem

oH
p f1(p, q)) 5P
u= , f(u,u, 1) = = a . 5.130
(q) (.1 (fz<p, o) =\ % 130
The well-known Picard or Waveform-relaxation scheme, see [49], for system (5.129)
has the form

utl = f@ ™ d 1), uit0) = up, (5.131)

where x°(¢) is an initial iteration and the nonlinear splitting function
f: (R™?2 x[0,T] - R™.

e The semi-implicit Euler scheme, see [16], is applied with the difference approxi-
mation and is given as

u ™t =u + At ). (5.132)

The exact integrator is given as

t
Ju') (1) = u(0) +/ u'(s) ds. (5.133)
0

The semi-implicit Euler integrator, with respect to the Hamiltonian structure is
given as

(Jimplicit Euler) (1) = tu (). (5.134)

e The semi-implicit Lobatto IIIA-IIIB pairs scheme is applied with the difference
approximation and is given as

i+1 At :
Kt — gy (p”,q”+? (4 —l’z)), (5.135)
K =1 (p + o5 (5K 8K — k) "+ % (1 + 215)), (5.136)

KT =1 (p"+ k’ +4k2+k3) q+ (l’ +512)) (5.137)

i =1, (p, zg)), (5.138)

) Af /. )
=t <pn + 2 skz + 8K — k3) ?t (z’l ¥ 2112)), (5.139)
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; At ¢ iy i Ar o '
L <p” + (A k) a2 (1 51’2)), (5.140)
6 6
. At . . .
pn+1,z+l —p'+ = (kll +4k12 +k§), (5.141)
) At /- S
qn+],t+] —q"+ Zt (lll 4l + 113) (5.142)

where /0 =k} =k =p"and ! =19 =1 = ¢".

Corollary 5.1 The system (5.129) has a unique solution w* and the sequence {u'}
applied by the algorithm (5.131) converge to w*, where w* = Ju'* is the unique
solution of (5.129).

Proof The proof is following [50].

The iterative Lobatto III A method is given in Algorithm 5.4. The same idea can
be done with the Lobatto III B method.

Algorithm 5.4 We compute the time stepsn = 1, 2, 3, ..., N and the starting point

is ug‘H = u", the time step is given with At, error bound: & = 107>,

1. Initialization i = 0
w (@t = u(@"), (5.143)

2. Iterative Steps

. At .
uz,n+] — + ? (f(lln, ln) + f(uzfl,n+1 , tn))

2At

1 .
3 f(z(un +ul—1,n+l)

At .
+ ? (f(un’ tn) _ f(uz—l,n-i-l’ tn+1)) , tl’l+l/2). (5144)

3. Stopping Criterion: If i = I or the error is given as

[Jubn il < g (5.145)
we have u"+! = i+l
Else Goto step 1.

Remark 5.21 The combination of the Labatto III A and Lobatto III B method allows
to achieve a symplectic scheme, see [44]. Based on the iterative embedding, we
could accelerate the schemes, while we apply explicitly computed informations of
the previous steps.
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An alternative approach is given in the following by the constraint Hamiltonian

formulation of the problem.

5.3.4 Integrator with Lagrangian Multiplier (Constraint

Hamiltonian)

We have the following equation, see the paper [51]:

1 _
Hmm=§wa+U@,

where the constraint is given as .Z = {(q. p); g(q) =0, G(@)M~'p = 0}.
To solve this system, we apply the Rattle algorithm:

Further we have to solve the Lagrangian multipliers as

(5.146)
At ;
Pn+1/2 = Pn — T(VU(qn) + G(gn) A1n), (5.147)
Gni1 = Gn + At M7 puy, (5.148)
0= g(gn+1), (5.149)
At
Pn+1 = Pn+1/2 — T(VU(CIIH-I) + G(Qiz+l)[)\'2,n+l)9 (5150)
0= G(gnr )M 'puy1. (5.151)
= A —J o (" + Ar), (5.152)

AI—H

where A = (A1, A2)", J is the Jacobian of the equations o = (g(g), G(¢)M ~'p)

da1

— X
J=\ o
dr]

da1
A2
Lo}
A2

(5.153)

).

Remark 5.22 We solve the Rattle algorithm in the following manner:

(1) We set Eq.(5.147) in Eq. (5.148). Then Eq. (5.148) in Eq. (5.149) and we obtain
a nonlinear equation for A; ,. Such an equation, we can solve via a Newton or

Newton-like method.

(2) The we set Eq.(5.150) in Eq.(5.151).We obtain a linear equation for A2 ,+41,

which we can solve directly.
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5.3.5 Numerical Experiments
The model equations are the following [48]:

7y
2C

P

(Py — py sin 9)2
2A

+ 2A cos? 6

Lo 2, 2
Hzﬁ(px—kpy—i-pz)—k +

+ mgz — up (%éz(z)(x sinf + y cos 0 sin ¢)
1
+ (—P1(2) + Z(x2 +y»)®3(2)) cos 6 cos ¢)) ) (5.154)

where the higher order @;(z) are defined as @;(z) = w.

We resolve the nonlinearity of the Hamiltonian with asymptotic symplecticity,
due to the fact of the symplectic kernel.

While shorter times in the range of 20 < ¢ < 80 s can be reached with sufficient
energy conservation by explicit schemes (e.g. Runge—Kutta fourth-order schemes),
the overall benefit of the novel schemes are long-time conservations, see Fig. 5.25. For
long-time studies, the Levitron moved into the stable attractorx = 0,y = 0, z = z;,
which is the stable point and we see only small perturbations.

For moderate time intervals, the improvement of the explicit integrators can be
done by iterative or extrapolated algorithms, see [52]. The computational time of

1.00003 ¢ T T T T
1.00002 .,.'!,!..._*__"_'_153511111#11 ARARALAGERAARRRAS
1.00000 - b
9 H
bt IEUS o
0.99999 EV10 »
Crank-Nicolson e
Crank-NicolsonS @
Crank-Nicotson 10
0.99998 IEU ~
H Leap-Frog e
8 Leap-Frog 5
0.99997 EU20 o |
H Leap-Frog 10 »
i Leap-Frog 20
| Cf&‘lk-Nl'tcBm 20 o

20 40 60 80 100
tis]

Fig. 5.25 Long energy computations with semi-implicit methods in the time interval t = [0, 100] s
(10° timesteps)
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Table 5.1 Computational time for 10° time steps of explicit and implicit schemes

Explicit Comput. time | Extrapol. Comput. time | Semi-implicit | Comput. time
schemes ins Verlet ins schemes ins

schemes
Euler 12.5 Ord. 4 66.8 it. Euleri =1 | 12.6
RK4 53.6 Ord. 6 1124 it. Euleri =5 | 62.65
Verlet 24.9 Ord. 8 177.6 it. Euler 124.6

i=10

Time dep. 62 Ord. 10 249.4
Verlet

such schemes is increased, see Table5.1, such that an application of the iterative
implicit Euler is more efficient.

In summary, the iterative implicit Euler schemes are more effective, because they
can resolve the nonlinear Hamiltonian structure and gain asymptotic symplecticity
with at least 5—-10 iterations. We overcome the restrictions of the small time steps as
known for the explicit schemes, e.g. Courant-Friedrichs—Levy condition. Compared
with the fourth-order Runge—Kutta scheme only twice computational time is needed.
In fact the method is computationally even more efficient, see also Table 5.1, because
to obtain results with the same small error in energy conservation for explicit schemes
a very large number of iterations with very small time steps are needed.

In general applications, the choice of the integrator will be determined by the
question to be addressed: if the problem does not require long times to be studied
a relatively simple integrator can be the most efficient, because it requires very
little computational effort. For long-time analysis like the stability problem of the
Levitron a necessary prerequisite for a correct solution is a very small error in energy
conservation for this system. Therefore, only the more complex iterative solver is a
good choice for this. Systems where conservation of energy or momentum are not
guaranteed analytically, e.g. systems with viscous forces, will not benefit from the
higher order schemes and simpler integrators can be used.

5.3.6 Conclusions and Discussions

We discussed the explicit and implicit time integrators for nonlinear problems with
non-separable Hamiltonians. As a test problem the Levitron is used to deal with
a multiscale problem. Explicit methods are fast but reach results with small errors
in energy conservation for time intervals of about ¢+ < 50s. In contrast, implicit
methods are more expensive due to their additional iterative cycles, but approach
asymptotic symplecticity and therefore preserves the energy with quite small errors.
An iterative implicit Euler scheme, which is long-time stable and efficient in the
iterative cycles, was constructed. We avoid expensive inversion of matrices, which
is necessary for fully implicit methods, by using waveform relaxation schemes. This
new class of semi-implicit Euler schemes was able to demonstrate long-time stability
of about 20 h for one test trajectory with only twice the computational effort compared



202 5 Engineering Applications

with standard fourth-order Runge—Kutta. This approach allows to design also higher
order schemes and overcome the multiscale behaviour of such nonlinear dynamical
systems.

5.4 Particle Method as Multiscale Problem: Adaptive
Particle in Cell with Numerical and Physical Error
Estimates

Abstract Particle methods are in general multiscale methods, while dealing with dif-
ferent spatial- and timescales. In this section, we discuss an adaptive particle in cell
method based on multidimensional problems. Here, we concentrate on discussing
the numerical and physical errors of this method. The motivation arose to the fact,
that the reduction of computational time of particle methods is important and only
modified methods, combining grid-based and grid-free methods with adaptive exten-
sion can overcome such problems, see [53, 54]. Form a multiscale viewpoint, we
deal with different scales, e.g. near- and fare-field problems, means microscopic
problems related to the particles and macroscopic problems related to the underlying
electromagnetic fields, see [55]. The idea is to accelerate the solver processes with
respect to the adaptivity and resolve coarser grids, while the finer scales are averaged
via such larger scales, e.g. with implicit schemes or we neglect such no important
scales. The main problem of the adaptive or nonuniform grids are errors in the numer-
ical schemes and also errors in the physical setting. We consider a multiscale error
analysis of particle in cell (PIC), while we couple to different scales:

e partial differential equations of the field, e.g. Maxwell’s equation or Poisson’s
equation,

e ordinary differential equations of the particles, e.g. Newton’s equation of motion
for each particles,

e collision equations of the particles, e.g. Stochastic equations or binary collision
equations, see ideas in [5].

We concentrate on the first two equations. Both equations can influence the error
of each other systems. While the parts are coupled via interpolation functions, e.g.
spline functions, we have taken into account a full cycle of PIC to localize the errors.
In this section, we taken into account to the numerical and physical error of the
PIC method with respect to an adaptation of the schemes. Based on the statistical
influence of the scheme, while averaging and variances are important to obtain nearly
stationary solutions, we also consider expectations and variances of the multiple runs
of the scheme.
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5.4.1 Introduction

We are motivated to estimate the errors of a PIC schemes with different spatial grids.
In the following, we discussed the improved PIC cycles based on improving all
parts of the cycle, see Fig.5.26.
The following three parts of the PIC scheme are involved to the error estimates:

e Pusher (scheme to solve the mesh-free equation of motions).

e Solver (scheme to solve the mesh-based potential equations).

e Interpolation (approximation schemes to couple the mesh-free parameters with
the mesh parameters)

First all three parts are important and we have to deal with their numerical
approximation. Second, the physical constraints, as conservation of mass, momen-
tum and energy are important to the physical experiments and should be conserved
by the underlying schemes.

By the way it is not enough to couple higher order schemes of all the three parts
together and resume to have a higher order computation of the cycle, while the
combination of the parts did not conserve the physical constraints.

In this paper, we discuss the error estimates for different schemes and their relation
to the conservation constraints.

Higher order PIC scheme

Pusher:
symplectic time—
integrator of

higher order
Interpolation (grid —> particle): Interpolation (particle —> grid):
higher order higher order
splines splines
(fulfilled the constraints) (fulfilled the constraints)

Solver:

FD or FV

methods of

higher order

Fig. 5.26 Improved PIC cycles for adaptive PIC
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Based on the discretization schemes, we have the following assumptions:

Assumption 5.5 Assumptions based on the one-dimensional discretization schemes,
see [55]:

Ax < Ap,
wp At <2,
L > \p,

NyAp > L,

where L is the domain length, w), is the plasma frequency, Ap is the Debye length,
Ax is uniform the spatial grid length and At is the time step.

5.4.2 Mathematical Model

In the following, we derive the mathematical model, while starting form a collision
less system, which is related to the Vlasov equation, to a particle model based on
superparticles (superposition of particles), see Fig.5.27.

Fig. 5.27 From Vlasov PDE
equation to PIC cycles Vlasov equation Numerical
of the (collisionless
L. . method of
distribution system)
. phase—space PDE
function
Moments of
Vlasov equation
Distribution function
—> superpositon of particles
Statistical
PIC- Equation of motion method of
cycle and field equations decoupled ODEs

and simpler PDE

Statistical evaluation of the
distribution function
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The governed equation is the Vlasov equation

G YL F

= : 0 5.155
dat ot TV ax " m o (5.155)

where F =g E = —gV¢,
Further the electric field in the electrostatic limit is described by the Poisson’s
equation

V.Vé = —g, (5.156)

where the net charge density is computed from the distribution function as
P =D 45 / f&x v 1) dv, (5.157)
N

The numerical approach to PIC is given as

NI’
fOv, D) =" fx,v,0), (5.158)

p=1

while the distribution function of each species is given as a superposition of several
elements

JpX, v, 1) = NpSx (X — X, (2))Sv (Vv — vp(1)) (5.159)

Sx and Sy are shape functions (e.g. B-splines) for the compuational particles.
Moments of the Vlasov Equation

We have the following moments of the Vlasov equation, which are the underlying
equation of motion for our PIC cycles:

e O-Moment : % =0,

(conservation of the number of physical particles),

dx
e 1x-Moment: —F =v,,

1y-Moment: % = ;%EP’
(equation of motions for the physical particles)

We assume the following shape functions (interpolation), which map between
grid to particles and fields to grid:

Sv(v—vp) =8(v—vp), (5.160)
Se(X — X)) 1B(V_V”) (5.161)
x\& = = . DI , .
A, Ay
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where B; is a B-spline of order 1, e.g. [ = 1 is the known CIC shape function. Further
A, is the scale length of the support of the compuational particle.
PIC-cycle:

Approximation (Grid to Particle):

E, = ZEiW(xi ) (5.162)

W(x; — Xp) = [ Sx(x — X,)B; (x;&p) ,
e Equation of motion:

dx,
A 5.163
a7 ( )
dvp qs
—~ =—-2FE,, 5.164
dt my P ( )
e Approximation (Particle to Grid)
q
pi=2 WX — %)), (5.165)
P
e Field equation:
Anpi = _s%’ (5.166)
E; = —V,¢;, (5.167)

where Ay, is the discrete second-order spatial operator and V/, is the discrete first
order spatial operator.

5.4.3 Numerical Errors

In the following, we discuss the numerical approximation errors, which is given by
the numerical schemes:

e Finite Difference method or Finite-Volume Method,

e Direct solvers or iterative solvers,

e Adaptive Discretization (adaptive error of the finite difference or finite volume
methods).

Error Estimates for the Full PIC Cycle (Uniform Grid)

We have to discuss the following elements of the cycle an estimate their errors.



5.4 Particle Method as Multiscale Problem: Adaptive Particle in Cell ... 207

Parts of the cycle:

(1) Pusher
dxp dvp ep
— =v,, — = F, = —E(xp), 5.168
dr " ar TP T m, (%) (5-168)
withp =1, ..., P are the particles in the cycle and g, = ;—’; is the charge of the
particle p.
The numerical scheme is given as a second order in time for one particle to time
Tk41:
Xp1 = Xg + At vieg1/2, (5.169)
Vkt1/2 = V172 + 24t q Ex, (5.170)
withp = 1, ..., P are the particles in the cycle.

(2) Interpolation I (particle position to grid)

J
pi =D qiSxi — xj(trr1)), (5.171)
j=1

where x;(f;41) and g;(#x+1) are the position and charges of particle j to time ;4.
(3) Solver and Interpolation II (grid to particle position)

1
Ex(fty1) = ZEiS(xi — x(fk41)), (5.172)

i=1
and

1 K
E(x(1541)) = Z(Z gikpk)S(xi —x(tx41)),  (5.173)

i=1 \k=1

1 K J
EGe(tgn) = D | D ik D S0 — xj(trp1)S (i — x(tey)) | - (5.174)

i=1 \k=1 i

Theorem 5.6 For one PIC cycle, with CIC as Interpolation and second order in
space for the solver and second order in time for the pusher, we assume

e Local Error of the Interpolation I:

[|E(x) — E(x;)|| < O(Ax), (5.175)
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e Local Error of the Solver scheme:

l1exact — gikll < O(Ax?), (5.176)
e Local Error of the Interpolation II:

o) — p(x)ll = O(Ax), (5.177)

e Local Error of the Pusher scheme (Time-integrator):

IE(x(te11)) — E(x, tre1)|| < O(AF), (5.178)
E™ (x(t541)) — E™ (x, i)
+E (x(tr11)) — E¥ (x, tip1)|] < O(AL?), (5.179)

where E = EM 4+ E® and E™ is the internal and E®! is the external component.
Then the local error estimates is given as

erriocat, pic = ||E = Ennl| < O(Ax) + 0(AF), (5.180)

where E is the exact electrical field and Ey,, the numerical approximated electrical
field with Ax as spatial grid size and At as time step.

Proof We deal with the following time and space error estimates:

[|Ex(tr+1)) — E(x, tig1) + ECx, 1) — EG, tre1) || (5.181)
SNEG(r1) — EG i DI+ NE G 1) — EGa, e ) (5.182)

The first part of the error estimates is the approximation error in time, while the
second part is the approximation in space.

The first part is estimated based on the assumption of a second-order time-
integration scheme:

IEGe(tes 1) — ECx DI < O(AP). (5.183)
The second part is given as

||E(xappr0xa tk+1) - E(x;, tk+l)||

K J
= <Z 8 exact,ik z Q_/'S(xf - xj(tk-‘r] ))>

k=1 i=1

K J
- (Z gik D480 — xj(tk+1))> | < 0(ax?). (5.184)

k=1 o

NEQx, ti1) — E(approx, tk+1)1| < O(Ax). (5.185)
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We combine all the results and obtain the local error estimates as
errioca,pic = ||1E — Enuml| < O(Ax) + O(AF). (5.186)

Remark 5.23 The numerical error of the uniform PIC cycle is a combination of the
spatial- and time-approximations. Means the higher the numerical approaches of
each individual element of the cycle, the higher approach is also the underlying full
error of the cycle, see further ideas of adaptation and their underlying errors [56].

Error Estimates for Adaptive Grids

In the following, we discuss the numerical errors for the adaptive grids.
For the adaptive grids, we have the following errors:

e Numerical errors (approximation errors to the numerical schemes).
e Physical errors (approximation errors to the physical constraints, e.g. self-force,
inter-particle forces).

Numerical Error for Adaptive Schemes Based on Physical Constraints

In the literature there exists different example to improve standard PIC to adaptive
PIC.

Here the problem are often that simple coupling ideas without deriving correct
error estimates lacked.

In the following, we proof that only standard coupling of uniform discretization
and standard shape functions, will produce large errors when concerning large time
steps, e.g. 108,

We have the following outline of the errors due to the PIC method:

Mathematical errors:

e Spatial symmetry is not correct
e Interpolation error of the standard CIC shape functions

Spatial Symmetry is Neglected

In the following, we derive the error of the neglected spatial symmetry without a
corrected discretization

Theorem 5.7 The error of the self-forces for non-balanced nonuniform discretisa-
tion is given with

err < O(@max — Omin), (5.187)

while gy is the maximum length of a grid cell and oy, is the minimum length of
a grid cell.
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Proof Based on the idea to proof the D. Tskhakaya et al., we have the error of the
self-force given as:

2
e
err= - > gikS(xi — x)S(x — x)

8 ik
2
e
A ng,is(xk —x)S(x; — x) (5.188)
& ik
&2
< — 1D (8ik — &)l (5.189)
Ve ik
&2 Ng Ng
< —2N, | max o; — min o (5.190)
Ve i k
< C O(omax — @min), (5.191)

N,

where we assume g;  # gk, and ||S(x; — x)|| < 1, dmax = max; ¢ a; and o =
. N,

min; © o;.

Remark 5.24 e The most delicate case is given if the maximum and minimum length

of a cell are very different:

Omax > ®min,

then the error is given with the scale of the largest cell:
err < O(amax)-

e A further delicate case is given if we try to smooth the error over a long spatial
scale, means the maximum and minimum of the scales are “nearly” the same:
Omax ~ Omin,
but here we have to taken into account the long-time stability:

Example 5.3 We assume that the difference between the two scales are given as:
diff = ttmax — ¥min,

further we have about Ng = 10° cells and N, = 100 runs (repetition of the method),
then the difference between the cells have to be:

diff < ,
NgN,

<1076, (5.193)

(5.192)

so we have to deal with a very small difference and the smoothing zone is very large.

e The optimal case is given if the maximum and minimum length of a cell are the
same if we only use standard discretization schemes:
®max = ®min>
then the error is zero:
err =0.
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Without any correction, the self-force is going to infinity with very spatial scales,
it means if we do not balance the discretization schemes and shape function, we have
large errors in the computations.

The same can also be proved with two particle interaction forces.

5.4.3.1 Higher Order Error Estimates with Adaptive Schemes

In the following, we discuss the adaptive PIC based on:

e Balanced discretization methods
e Weighted shape functions

Based on the balanced discretization method, we could show, that the self-force
and inter-particle force are fulfilled, therefore, we also fulfil the momentum conser-
vation, see [57].

The error estimates are only given with respect to the discretization error and
interpolation errors.

Theorem 5.8 The error estimates is therefore given with respect to the discretization
error and the interpolation error.

erriise = ||E — Ennl| < O((A0)), (5.194)
where ky is the order of the discretization scheme and Ax is the maximal grid step.
errdise = |lp = pinter|] < O((AX)), (5.195)

where ky is the order of the interpolation scheme S, while k = 0 is the NGP, k = 1
is the CIC and k = 2 is the quadratic B-spline shape function.

Proof Based on the balanced discretization and the weighted shape functions, the
self-forces and inter-particle forces are fulfilled.

5.4.3.2 Error Estimates for the Full PIC Cycle for Adaptive Schemes

We assume to have the following approximation errors for our underlying numerical
schemes:

e Pusher: 0(A1?)
o Solver: O(Ax2,,), where Axmax = max!_, (Ax)).
e Interpolation (adaptive CIC): O(Axmax), where Axpax = maxf:1 (Ax;).
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The Parts of the PIC Cycle, Like in the Uniform Case

Parts of the cycle:

(1) Pusher
dxp dvy ep
—:V,_:F :—E_x’ 5196
dt — " ar P m, 2 ( )
withp =1, ..., P are the particles in the cycle and g, = ;—" is the charge of the
P
particle p.
The numerical scheme is given as a second order in time for one particle to time
T+1+
Xp1 = Xg + At viet1/2, (5.197)
Vk+1/2 = Vk—1/2 + 24t q Ey, (5.198)
withp = 1, ..., P are the particles in the cycle.
(2) Interpolation I (particle position to grid)
J
pi = Z q;S(x; — xj(tes1))s (5.199)
j=1

where x;(f;41) and g;(fx+1) are the position and charges of particle j to time ;4.
(3) Solver and Interpolation II (grid to particle position)

1
E(x(tir1) = ) EiS(xi — x(tk41)), (5.200)
i=1
and
1 K
E(x(tx41)) = Z(Z g,-kpk)sm — x(tx41)), (5.201)
i=1 \k=1

1 K J
EGc(ir)) = D | D ik > 4iS05 = xi(trp DS (i — x(tr1)) | - (5.202)

i=1 \k=1 i

Theorem 5.9 For one PIC cycle, with CIC as Interpolation and second order in
space for the solver and second order in time for the pusher, we assume:

e Local Error of the Interpolation I:

IIE(x) — EQ)l| = O(Axmax), (5.203)
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e Local Error of the Solver scheme:

[|gexact — gi,k” = O(Ax?nax), (5.204)

e Local Error of the Interpolation II:

[lo(x) — p )| < O(Axmax), (5.205)

e Local Error of the Pusher scheme (Time-integrator):
IEG (1) — E(x, g < O(A), (5.206)

where Axpqy is the maximal grid size of the adaptive grid.
Then the local error estimates is given as

erriocalpic = ||E = Enum|| < O(Aximax) + O(AL), (5.207)

where E is the exact electrical field and E,,,,, the numerical approximated electrical
field with Ax as spatial grid size and At as time step.

Proof We use the same arguments as for the uniform case and deal with the following
time and space error estimates:

|E(x(te+1)) — E(xapproxs fet1) + E(xapproxs te1) — EQx, te )|
< IEx(tg+1)) — E(xappm)m LD + ||E(xappmx» i) — EQx, trp D). (5.208)

The first part of the error estimates is the approximation error in time, while the
second part is the approximation in space.

The first part is estimated based on the assumption of a second-order time-
integration scheme:

IEG(tr41)) — E(x, e )| < O(AF). (5.209)
The second part is given as:
|1E Xapprox, tk+1) — E@xi, iy DI

K J
= (Z 8 exact,ik Z q;S(x; — Xj(fk+l))>

k=1 il

K J
- (Z gik > 4jS(; — xj<rk+1>>) | < O(AxR ). (5.210)

k=1 =i

[|E(x, trg1) — E(xapprum i DI < O(Axmax)- (5.211)
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We combine all the results and obtain the local error estimates as
ermiocal,pic = |IE — Enuml| < O(Axmax) + O(At?), (5.212)

In the next subsection, we taken into account the underlying errors, if we consider
the constraints of the self-forces, means that we should not have additional forces
from the numerical scheme, see [58].

5.4.3.3 Error Estimates for the Self-force in a Full PIC Cycle
for Adaptive Schemes

We have the following theorem for the error estimates of the self-forces:

Theorem 5.10 For one PIC cycle, with CIC as Interpolation and second order in
space for the solver and second order in time for the pusher, we assume
Then the local error estimates is given as

€FTlocal ,PIC,self —force = ||Fself - Fself,num”
< O(Axmax) + O(@max — ¥min) + O(Alz), (5.213)

where Fyr is the exact electrical field for the self-force and Fseif num is the numerical
approximated electrical field for the self-force with Axyax as spatial grid size and
At as time step.

The error of the numerical scheme related to the non-translation invariant solver
scheme (used as a constraint to the self-force) is given as

||gik,adapt - gki,adaptH < O(@max — %min)- (5.214)

Proof We use the same arguments as for the uniform case and deal with the following
time and space error estimates:

||Fself,exact (x(tk—i-l)) - Fself,corrected(xy tk-H)
+ Fself,corrected(xv fk+1) — Fself,num(xi» e DI
=< ||Fself,exacl (X(Ik+1)) - Fself,corrected(x’ tk+l)||
+ ||Fself,corrected(x, fe+1) — Fself,num(xi, ter DI (5.215)

The first part of the error estimates is the approximation error in time, while the
second part is the approximation in space.

The first part is estimated based on an assumed correct g correcr SUCh that the
error is only related to the numerical errors of the spatial grid

”Fself,exact (x(tk+l)) - Fself,corrected(x’ tk+l)||

(5.216)
[leEexact (X (tk+1)) — eEcorrected (X, ter )] < O(Atz) + O(Axmax)-
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The second part is given as the self-force error, while the approximated numerical
solution

||F§elf,corrected(xv fk+1) — Fself,num(xi’ e DI
= |leEcorrected (X, tr1) — eEpum (Xi, try 1) < O(@max — Omin)- (5.217)

‘We combine all the results and obtain the local error estimates as

€I'Tself local,PIC = ||Fself - Fself,num”
< O(Axinax) + O(A1?) + O(Gtmax — Qmin)- (5.218)

Remark 5.25 The error is splitted into two parts:

e Numerical approximation errors of the underlying PIC schemes, e.g. Solver,
Pusher, Interpolation scheme. Such error can be reduced by applying higher order
schemes, e.g. fourth-order discretization scheme for the solver.

e Constraint approximation errors (errors from the physical constraints), e.g. self-
force constraint. Such errors are related to an invariance of the underlying scheme,
e.g. translation invariance to the solver, see [55]. Such constraints are only ful-
filled for equidistant grids and using adaptive grids neglect such invariances. To
overcome such constraint errors, we have to optimize or embed the constraints to
our PIC schemes, see ideas in [59, 60].

5.4.3.4 Finite Difference Error Estimates for the Nonuniform Grid

Based on the nonuniform grid, we have to estimate the difference between the uniform
and nonuniform error of the finite difference schemes.
The field equation is given as

or

V3¢, = —
ép %

(5.219)
with Dirichlet conditions.

The optimal error estimates for the uniform grid is given for the finite difference
scheme:

We have the discrete solution ¢p ax = L} pax

. « _ .
Ax 5y while ¢p7Ax = R u is the

restriction of the exact solution ¢, = Lt g—g (related to the shape functions)

Pp, Ax

$p.ax — $p.ax = Lay—— — Raxdp,  (5.220)

= LZI Pp,Ax —i?Ax@ —Lgl (LAxRAx _I}AXL) P_p. (5.221)
* €0 0] x &0
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Theorem 5.11 We have (¢, € H?(82) for the solution of Lgp, = g—g. The right-hand
Pp, Ax

w0 is chosen with:

side of the equation Lax®p, ax =

| (p”—“ - iem”—”) lo < CrAx™, (5.222)
£0 £0

while m is the order of the shape function.

Proof The approximation of the right-hand side to the grid is given as

J
|op.ax — D qiS(xi — x))lo < O(AX™), (5.223)
j=1
where m is the order of the shape function, e.g. m = 1 for a CIC approximation.

The consistency of the uniform grid is given as
|ILhRax — RaxLl—22 < CAX", (5.224)

where n = 2 an the order of the discretization schemes.
Error Between a Fine and Coarse Grid
The error estimates between the adaptive solutions are given as

Theorem 5.12 We have two difference schemes given with the solutions of the equa-

tions Lax@p Ax = p’;‘OA'” and Laz¢p az = p’;OAi the error estimates is given as
" lag 3¢
~ D, Ax,i p, AX,i
|I¢p,ax — Bp.azllo < max{Ax, A%} | ax — |z
P ox ox 0
~2
< Cmax{Ax, Ax} ||¢p,min{Ax,A}?}||Os (5.225)

while I is the number of the grid cells in the coarse discretization.

Proof We apply the idea of the finer grid as a reference solution. The difference to
the coarse grid is given with respect to the consistency and right hand side error, see
also [61].

Remark 5.26 To apply the error estimates at the adaptive interface, we have to
assume an error bound ¢ and compute:

I

2

i=1

Op.axi — IPpari,

<E. 5.226
9x |Ax 9x |Ax ( )

0

if E < ¢, then we are in the tolerance of the error estimates, if E > &, then we have
to deal with a finer discretization.
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Remark 5.27 To apply such an error estimates, we have to assume an error bound,
e.g. err = 10°.

Then, we accept the coarsening,

if we have

0Py, Az,i
Ax -
ox

<err, (5.227)
0

| Az

else we apply the finer grids.

5.4.4 Absolute Error Based on the Initialization
and Right-Hand Side

The absolute errors are given with respect to the initialization and right-hand side
values.

Theorem 5.13 For one PIC cycle, with CIC as Interpolation and second order in
space for the solver and second order in time for the pusher, we assume:

e Local Error of the Interpolation I:

E(x) — E(xi)|] < CaAxmax||Einit ||, (5.228)
e Local Error of the Solver scheme:

l18exact = 8ikll < C3 Axpya 1 pinir 1, (5.229)
e Local Error of the Interpolation II:

o) — p)Il < C3 Axmax||pinic 1, (5.230)
e Absolute Error of the Pusher scheme (Time-integrator):

IEGe(ts1) — ECx, i) < CLAP)|E(x (1), (5.231)

where At is the local time step and ty is the starting time, we have ty = kAt + t.
Then the local error estimates is given as

€'l [ocal , PIC = |E — Epum!| < C1Axpinir + CQAIZE()C([())), (5.232)
where p(x, ty) is initial charge density and the exact electrical field and E,,y, the

numerical approximated electrical field with Ax as spatial grid size and At as time
step.
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Proof We use the same arguments as for the uniform case and deal with the following
time and space error estimates:

E (1)) — E(xapprwh k1) + E(xuppmxv k1) — E@x, )|
< IEG(t41)) = EGapprox. k)| + [1EGapprox, fies 1) — EC 1) (5.233)

The first part of the error estimates is the approximation error in time, while the
second part is the approximation in space.

The first part is estimated based on the assumption of a second-order time-
integration scheme:

Ex(tr+1)) — E(x, fr D
= ||Dexact E(x(tx)) — DpumE (x, 1) |

k
=11 D Diravr Dexact — Duum) Ex(10))]] < CAP|[EG(t)l,  (5.234)
v=1

where Dgy,c; 1s the exact time-integrator and Dy, is the numerical time-integrator
and the convergence is given as |[Dexaer — Dpum!| < O(Atz).
The second part is given as

||E(xapprox, ter1) — EQ, teg1) + EQg, te1) — E(x, trg )|

K J
= 11| D uexact.ix D4 — xj(tir1))

k=1 i=1

K J
- Z 8ik z q;S (x; — xj(te+1))
k=1

= i=1

K J
+ | D ik D 4SO — xi(tkg1)
k=1

= i=1

K
- (Z g,-kpi) | < (C2AXE 0 + C3 Aximax) it (5.235)
k=1

where pinir = p(x;, t*1) forall i € 1.
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5.4.5 Error Reduction with Respect to SPDE (Stochastic
Partial Differential Equations)

Based on the perturbations and statistical influence of the fields with respect to the
densities, the PIC algorithm, based on the Pusher, Solver and Approximation parts,
can be rewritten to stochastic partial differential equations.

We can obtain in a first approximation the method as a stochastic heat equation
(or in the stationary case as a elliptic stochastic equation)

dX — AXdt =dW, in 2 x RT, (5.236)
X=0, ond2 x RT, (5.237)
X(-,0) = Xo, in £2, (5.238)

where £2 C R? is a convex polygonal domain and A = Z(/j: 1 337]( is the Laplace
operator. We have H = L,(§2) with the usual norm || - || and scalar product (-, -).
Further W is a Q-Wiener process or a Gaussian white noise.

For all convergence studies the approximation of the white noise and the necessary
regularity have to be done, see

1 Xit1

ni =
' \/A)C Xi

dWx,t), i=1,...,N, (5.239)

re.n; N, 1)

Example for a finite difference scheme (e.g. Method of lines with second-order
two for the diffusion operator), we obtain an error estimates (only for the spatial
discretized operators), see [62]:

172

1 & A C
E|~ > () — i)*) < T AxN O(WAY. (5240)

=1 N

where . IAz ~ +/Ax (approximation with respect to the regularity of the white
N

noise).

5.4.5.1 Reduction of the Error Estimates for the Local PIC

The influence of the statistical error based on the reformulated model problem as
stochastic partial differential operator reduce also the error estimates of the local PIC.
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Theorem 5.14 For PIC cycle, we apply the underlying model of a stochastic PDE.
Therefore the influence to the solver scheme is given as
Local Error of the Solver scheme:

I1E(8exacr — &)1l < O((Ax)'7P), (5.241)

where B € (0, 1].

Then the local error estimates is given as

_ At?
errioca.pic < 0((Ax)' ) 40 ( o ﬁ) , (5.242)

where for the standard finite difference scheme f = 1/2.

Proof The proof for the elliptic SPDE can be found in [62]. At least we reduce the
error estimates with respect to the regularity of the Wiener process dW.

5.4.6 Algorithmic Ideas to Overcome the Self-Force Problems

In the adaptive grids, we cannot fulfil the invariance of the discretization schemes
and have the following issues problems:

e Exact Potential, Self-force not zero: We compute with the exact Greens function
or with the exact adaptive discretization schemes, but then we have an error in the
self-forces: ||G; j—Gj—s,j—s|| < O(0tmax —min). That means the error corresponds
to the difference of the maximal and minimal grid size.

e Non-Exact Potential, Self-force zero: We correct the exact Greens function or
exact adaptive democratization schemes with the underlying shape functions and
obtain an invariance of the discretization schemes (means Self-force is zero), but
then we have an error between the exact and corrected Greens function or dis-
cretization scheme: ||G;; — Georrecr,ijll < O(max(Ax, Ax)), where Ax and Ax
are the different grid sizes.

We propose the following balanced scheme, between small self-forces and small
error in the approximated discretization schemes.

Based on the work of Tskhakaya [57], we have the following potential generated
by some particles located at X:

$(x) =e D St —X)Gx — x7), (5.243)

i=1

where G(x — X) is the Greens function.
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We expand G(x — x;) near x — X

m m o0 (X—xi)n 8nG(x_X)
é(x) :e;‘sm—X)G(x—X)+ei§5(xi—X)n§ n! 7

=eG(x — X) + 8¢ (x),
= Gexact (X) + 3¢ (x), (5.244)

while the first term represents the correct physical potential, the second term is an
unphysical part based on the weighting. The term gets as small as possible for higher
order shape functions which fulfils

> SGi = X)(x — X)" =0, (5.245)

i=1

Based on the adaptive discretization schemes, we have the problem of the invari-
ance of the Greens function, see [55].
The following problem is given:

0 0 0
Ea' = Eadapt,a’ +E

adapt ,unphysical® (5.246)

while the second term goes to zero for n — oo, means with higher order shape
functions, we have the problem of the not fulfilled invariance of the Greens function:

Gij # Gi_Ax,j— Az (5.247)

while Ax # Ax.
To fulfil the invariance of the discretization, we perturb the Greens function, such
that we have

Gcorrect,i,j = Gcorrect,i—Ax,j—Asz (5248)

while Ax # AX.
Therefore, we have the following corrections:

0 _ 10 0 0 0
Ed - Eadapt,d + Eadapt,correct,d - Eadapt,correct,d + Eadapt,unphysical’

(5.249)

while of E(a)dapt, iy Egdapt, correct.q 1t correspond the perturbed Greens function
chrrecl,i,j-

Here we have to optimize the perturbation of the approximated Greens function
via a variational minimization problem, see [63—67].
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We have to minimize the error based on the energy norm:
IEIG = / (Qy) dx < err, (5.250)
£2;

JoE
where O, = 52 and E = G, j — Georrect.ij-
G, j is the exact Greens function and G orrecr,i j 18 the approximated and corrected
Greens function.

5.4.6.1 Balance of the Adaptive Errors

In the following, we discuss the minimization problem in the following steps:

e Uniform Grid,
e Adaptive Grid,
e Correction and Minimization of the adaptive grid errors.

Uniform Grid

In the uniform grid, we have the following case for the potential, when applying
discrete schemes and shape functions:

¢urziform (¥) = Pexact(x) + 8¢un[form (x), (5.251)

while 8¢yniform (x) are the unphysical potential due to the numerical schemes and we
assume

3Puniform(x) — 0, (5.252)

if we apply higher order discretization schemes and higher momentum shape func-
tions.

Further for uniform discretization schemes, we have fulfilled the invariance of the
solver (here especially for the Greens function):

8ij = 8i—Axj—Ax» (5.253)
while based on this constraint, the self-forces are zero, see [55].

Adaptive Grid

In the adaptive grid, we have for the potential the same idea as for the uniform case,
when applying discrete schemes and shape functions

d)adaptive (*) = Gexact (X) + 8¢adaptive (x), (5.254)
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while 8¢ 44aprive (x) are the unphysical potential due to the numerical schemes of the
adaptive errors and we assume

3Padaptive(x) — 0, (5.255)

if we apply higher order discretization schemes and higher momentum shape func-
tions.

Further for adaptive discretization schemes, we have an additional error, while
we deal with solver schemes applied to non-symmetric grids (here especially for the
Greens function):

8ij = 8i—-Aix,j—Ajx> (5.256)

and A;x # Ajx, and therefore based on this constraint, the self-forces are not zero,
see [55] and the error is given as

llgij — gi-aixj-ajxll = O max (a)). (5.257)

while Ajx = ojAxand o; € R, i =1, ..., 1,1 are the number of cells and Ax is
the uniform grid size.

Minimization of the Adaptive Grid Errors

To minimize the adaptive grid errors with respect to the self-force constrain, we have
to balance with the shape functions.

3m
8i,j = 8i—Awx,j—Ax + O (ax_mgi,j) , (5.258)

. . . m . .
and are derivatives of the Greens functions aax—mgi,j, while m = 2,4, ...1is an even
number.

For this case, we can fulfil the constraint to be zero.
To apply such we have to correct the potential as

¢udaptive(x) = Gexact (X) + 8¢correct (X) — 8Pcorrect (x) + 8¢adaptive (x), (5259)

while 8¢ correct (x) is used to fulfil the constraints and we assume §@qqaprive (x) — 0
for higher order discretization schemes and shape functions.
By the way, now we have to deal with minimization problem:

e Minimization of the unphysical potential: ||8@correct (X)|| — O.
e Minimization of the error in the invariance of the solver ||gi j — 8i—A;x,j— x|l = 0.

The idea is to shift the error to higher order moments of the shape functions, e.g.
m = 2,4, ... and apply higher order shape functions. With the higher order shape
functions, we can correct the potential and fulfil the self-forces.
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By the way, we have to be sure, that a balance of the errors are necessary and that
we obtain an average of the errors in long-term computations (statistical averaging).

Such ideas to smear out the error in the statistical manner is discussed in the next
subsection.

5.4.7 Absolute and Statistical Errors

In the following, we contribute an absolute error based on the idea to deal with
uniform and nonuniform grids.

While the error of the uniform grid are socalled reference solutions, the adaptive
or nonuniform grids are the numerical solutions.

Based on the fact, that we have statistical errors, we have to define expected values
E and their variance Var. The «/ V ar is assumed to be the error of the expected values.

Proposition 5.1 We assume to have a series of discrete computed the potential ¢
and electric field E:

ol ... 90
and
El,...,E!

Then the statistical error is given as

8¢ < D\ Var@. (5.260)
i=1
3B < — " ik Var@)). (5.261)

minf | (Ax;) =1

Proof We have the following numerical dates for discrete computed the potential
phi:
ol ... 90
whilei = 1, ..., m are the spatial coordinates and j = 1, ..., n are the time coordi-
nates.

The expected value is given as

- "1
E@) =) s (5.262)
j=1

we assume the same probability of %
So that the variance is given as

. 1 N
Var@i) = 3~ @)* = (E@), (5.263)

J=1

we assume to have independent random variables q&{ .
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The statistical error is given as:

8¢ = \/ Var(y). (5.264)

Further we have the following numerical dates for discrete computed the E-field
E:

El, ... E!
while i = 1, ..., m are the spatial coordinates andj = 1, ..., n are the time coordi-
nates.

The expected value is given as

n
- 1
E(E) =Y ], (5.265)
=1

we assume the same probability of % and E = f(¢) in the discrete notations, the
function f is given as

i b9 . .
E} = ==L for uniform grids

E = a1 and ¢, | = Axi Z?x"—l ¢+ Ay ¢}, for corrected adaptive inter-
1

i 2Ax;1 Ax;
faces
j b= Ve i
E; = A T AN for uncorrected adaptive interfaces

So that the variance is given as

Var(E) = Var(f (@) < ————— max(Var(@). (5.266)
minf | (Ax;) =1

The statistical error is given as

SE; =/ Var(E)), (5.267)

The statistical a posteriori error estimates are given as

Proposition 5.2 We assume to have a two different series of discrete computed the
potential Guniforms Padaprive and electric field Eypiform, Eadaptives Where we have the
spatial and time coordinates

_ 1 1 n n t
¢uniform - (¢uniform,l’ Tt ¢uniform,m’ teto ¢uniform,1 [ ¢uniform,m) ’

t
¢adaptive = (¢adaptive,l» e (badaptive,m, ) ¢adaptive,1, ) ¢adaptive,m) ’
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and

_ 1 1 1 1 t
Euniform - (Euniform,l [ Euniform,m’ T Euniform,l [ Euniform,m) ’

R 1 1 n n t
Eadaptlve - (Eadaptive,l’ te Eaa’aptive,m’ te Eadaptive,l’ ce Eadaptive,m) .

Then the statistical a posteriori error estimates is given as

3 (&uniform - (iadaptive)

m
= Z \/Vdr((?’unifarm,i - Var(d;adaptive,i)v (5.268)

i=1

S(Eum'form - adaptive)

m ~ ~
=< m I?rznalx(\/var((puniform,i - Var(¢adaptive,i))~ (5.269)

Proof See the ideas in the proof of Proposition 5.1 with respect to the additivity of
the expected values and variances.

Remark 5.28 The expectation E(¢uni — Padapr) is the underlying sensitivity, which
relates the adaptive solution to the uniform (reference) solution.

For E(¢uni — Padapriv) ~ 0 we have only small derivations and the errors are
small.

For E(¢puni — Padapriv) > 0 the derivations are large and the errors to the uniform
grid high.

For larger computations it is often not possible to compute an uniform (reference)
solution. Here, we compare adaptive solutions, with different fine grids Ax, Ax/2, ...,
such that we allow to derive an numerical error rate to the used adaptive grids.

If the error is strongly variating from one to another grid, we assume that we did
not reach a convergent solution and refine more in the underlying regions, since our
error is small enough.

5.4.8 Scaling of the Error and Analytical Error

In the last section, we have derived the statistical errors of the uniform and adaptive
solutions.
We apply the statistical error estimate

~ 1 ~ ~
8Ek,uniform = E((ﬁk—s—l,uniform + ¢k—1,unif0rm) (5270)

8Ek,nofcorr,adaptive = (¢k+l,adaptive + ‘pkfl,adaptive) (5-271)

Axp_1 + Axpyq
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Axy — Axp—1 ~

SEk,curr,adaptive = 2Axk_1Axk ¢k adaptive

J’k*l,udaptivea (5.272)

1
¢k+1 adaptzveZAxk_l

2A

Further we assume based on the discretization and solver schemes that the dis-
cretization is scaled quadratic (quadratical error) & (Ax?) and the solver is linear
scaled (linear error) &'(Ax). Based on the consecutive application of discretization
and solver schemes, the errors are scaled linear &'(Ax).

Assumption 5.15 The potential errors are linear:

|qgk,adaptive| < 0(Ax), (5.273)
|q;k,uniform| < 0(Ax), (5.274)

where the different grid-scales are given as Ax;y = Axoy, and o € (0, 1]. Ax is the
uniform grid-scale.

Proposition 5.3 The errors between the uniform and adaptive solutions are scales
with O(Aamax) and Aoimax = maxf:1 o — 1, while 1, ..., K are the grid points.

Proof We have to estimate the error of the different grids:

|6Ek,uniform - 6Ek,nofcorr,adaptive|

1 1
e 1O(Atma).
|Ax Axio1 + Axert |0 (Axmax)
< O0(Aamax), (5.275)

where Aomax = maka=1 o — 1.
The same can be done with the corrected adaptive version.

5.4.8.1 Analytical Errors

The analytical error is based on a 1D solution at the interface of the different grids.
We assume different grids for the solver, which can be estimated as errors based
on the statistical variance.
The pusher can be reformulated as oscillator of the errors of the solved Poisson’s
equation:

92¢
57 = —w?e (5.276)
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while w is the frequency of the oscillator and ; = x; — X, where xi is the analytical

and X; the numerical solution of the pusher at the grid point k.

By deriving the truncation error of the pusher, we have the Taylor expansion of

the underlying scheme

e e OFE e oE
— —EXi +er) —EXp) = ——&r—Ix 440 ® ——¢l—Imax  (5.277)
m m = ox m ox

Such an estimation of the maximum of the divergence of the E-field is the Lapla-

cian of the potential, means the maximum errors of the potential.

where w? = %l%max.
While the solution of the oscillator is given as

(wA1)?

= At) ~=1— s
& = cos(wAt) >

Now we compare the different grids of the Poisson’s equation

Proposition 5.4 The errors uniform and adaptive solutions are given as

dE OE
| |max,uni orm and | |max,ada tives
0x ax p
then the analytical error of the different oscillator grids are given as:

(wunifarmAt)2 _ (wadaptiveA[)z
2 2

Ae =| [,

2 = £ " 2 — €|IE .
where Dniform = ml x lmaxuniform and Oudaptive = m| x |max,adaptive-

(5.278)

(5.279)

(5.280)

Proof The results of the different error estimates are inserted into the oscillator.

5.4.9 Numerical Results

In the following, we discuss a microscopic Test problem of one particle to see the

error for the different methods.

Therefore, we separate dominant errors, e.g. energy error of non-conservation,
which arose of many particle systems. Here, we carefully discuss the single error for

smaller systems:

e 1 Electron : We test only the self-force (should be zero)

e 1 Electron and 1 Ton: We test the self-force and inter-particle force (all the error

should be skipped)
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Table 5.2 Experimental setup of the one-particle problem

Domain £2

Total domain length = 100Ap,

Fine grid size

Ax; = 0.1Ap,

Interface (domain cut)

Xinter = S0Ape

Coarsening Ax; — 50Ax; = Axp

Time step At = 0.002

End point tmax = 30

Averaging tstarr = 10, out = 0.2, Atjpp, = 1

Boundary conditions @(0) =0, (L) = Panatyric (xe)

El starts at x = 50Ap,, vO = 0% Vyj .

Initialization

Table 5.3 Numerical errors of the adaptive grid without corrections

A2/Ax1 ertuncorr erfeorr abserrypcorr abserreory
x-Coordinate y-Coordinate y-Coordinate y-Coordinate y-Coordinate
1 0 0 0 0

2 —2.683191 3.572447e-13 2.683191 3.572447e-13
4 —4.874832 0 4.874832 0

6 —5.826364 0 5.826364 0

10 —6.697762 —1.786227e-12 | 6.697762 1.786227e-12
20 —7.428628 —3.572447e-13 | 7.428628 3.572447e-13
50 —7.903834 3.572447e-13 7.903834 3.572447e-13

Here we have the following experimental setup, see Table 5.2.

The one-particle problem is done with 1 electron with v = 0 is placed at cut-
gridpoint (fine—coarse grid interface) and we have a wrong E-Field, based on the
standard discretization. Later we switch to the correction and apply a logical uniform
grid to correct the wrong E-field.

In the following, we present the relative and absolute errors of the one-particle
experiment with standard FD and corrected FD schemes, see Table 5.3.

Remark 5.29 Based on the uncorrected scheme (standard Finite Difference scheme),
we have the problem of reduction of the suggested convergence order of &'(h*#) to a
lower order of & (hP log(h)), where 0 < 8 < 1. For example we will obtain 8 = %
at the interface for deterministic PDEs. Here we deal with stochastic PDEs, therefore
we lose convergence order, see [68, 69].

5.4.10 Conclusion

We discuss the multiscale problems of using adaptive grids for Particle in Cell meth-
ods. While the PIC methods are constructed for uniform meshes based on the correct
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spatial symmetry of the field solvers, see [55, 57], we perturbed the symmetry with
adaptive meshes and apply non-symmetric schemes (or adaptive schemes). We derive
error estimates to see the errors in the adaptive scheme, e.g. error in the self-force.
Taken into account the physical assumption in the decreasing charge density, we
can reduce and nearly circumvent such errors. In the numerical examples, we could
present the advantages of the adaptive schemes and reduce the computational costs. A
detailed study of a so-called microscopic problem with one and two particles allows
amore precise analysis of the errors. Such that we can apply many particle problems
and understand their different errors.

5.5 A Multicomponent Transport Model for Plasma
and Particle Transport: Multicomponent Mixture

Abstract In this paper we present a model based on a multicomponent transport
regime. Such models can be applied in plasma simulations, e.g. a local thermo-
dynamic equilibrium, weakly ionized plasma mixture. Such plasma mixtures are
applied in medical sterilization and technical etching processes, see [70]. A further
application of multicomponent models are applications in complex fluid problem,
e.g. viscoelasticity equations (based on the Oldroyd B constitutive equation) related
with multicomponent fluid flow, see [71]. While the most classical description of the
diffusion phenomenon is based on the Fickian’s approach, see [72, 73], we discuss
here the more detailed Maxwell-Stefan model, which covers the binary reciprocal
interactions of the gas molecules, see [74, 75]. Such a more detailed description
resolves into a system of coupled nonlinear partial differential equations and the dif-
fusion is more complex as in the Fickian’s approach. Here, we present a ternary gas
mixture and study the problems of the numerical approaches. We present a explicit
solver methods and discuss more improved results of the mixtures.

5.5.1 Introduction

Multicomponent transport models are nowadays important to understand complex
fluid mixtures, e.g. plasma transport, multiscale modelling of fluids, population
dynamics, complex fluids, etc., see [76, 77]. While diffusion is a time-dependent
process, which has his origin by the motion of the species that spread in space, the
understanding of such process is important for the modelling. We assume to have
diffusion driven processes such that classical description, like Fickian’s approach
failed.

The Fickian’s approach has the underlying idea, that fluxes from regions with
high concentrations go to regions of low concentrations, while their magnitude is
proportional to the gradients, see [72, 73]. Such a direct relation between flux and
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concentration gradient is some models sufficient but failed by more delicate multi-
component mixtures, see [78, 79]. The more extended model is the Maxwell-Stefan
approach, see [74, 75], which allow to model the advanced phenomenas, e.g. cross-
diffusion model. The idea is to see the processes as binary reciprocal interactions
of the gas molecules and results in more complex coupled equation systems as the
phenomenological approach with Fickian’s law.

Because of a nonlinear coupled differential equation system, it is more delicate to
solver such evolution equations, see [80]. We have to overcome additional constraints,
e.g. total sum of the diffusive fluxes are zero. This additional contribution results have
taken into account by the inversion of the flux—force relation. Here, we can extend and
stabilize the inversion and obtain a well-posedness of the Stefan—-Maxwell equations,
see [80].

In smaller mixture regimes, e.g. 3 or 4 species, we could also reformulate the
problem into an equation system of 2 or 3 species. Here, we apply the condition
of the summation of the mole fractions >_7_; & = 1 to the equation system and
reformulate into a smaller system of (n — 1)-species without the constraints, see also
[81].

For the numerical schemes, we deal with such a reformulation in a lower dimen-
sional coupled nonlinear equation system and apply the discretization and linearisa-
tion schemes.

In the following, we discuss a complicate plasma model, which can be applied
for plasma mixture problems.

5.5.2 Mathematical Model for Plasma Mixture Problem

In the following, we discuss a multicomponent transport model, which can be applied
in plasma simulations. The model is motivated in the literature for multicomponent
simulation models, see [82, 83].

Often in the modelling, we discuss the different scale regimes. We consider the
Knudsen Number, which is the ratio of the mean free path A over the typical domain
size L.

We have the different model regimes:

e For small Knudsen Numbers Kn =~ 0.01 we deal with a Navier—Stokes equation,
e and for large Knudsen Numbers Kn > 1.0 we deal with the Boltzmann equations.

In the first section we describe the modelling of the plasma, where we use the
velocity in the impulse conservation for the transport of the species.

5.5.2.1 Plasma Model for Atmospheric Regimes
The model assumes that the neutral particles can be described as fluid-dynamical

model, where the elastic collision define the dynamics and few inelastic collisions
are, among other reasons, responsible for the chemical reactions.
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To describe the individual mass densities, as well as the global momentum and the
global energy as the dynamical conservation quantities of the system, corresponding
conservation equations are derived from Boltzmann equations.

The individual character of each species is considered by mass conservation equa-
tions and the so-called difference equations.

The extension of the non-mixtured multicomponent transport model, [82] is done
with respect to the collision integrals related to the right-hand side sources of the
conservation laws.

The conservation laws of the neutral elements are given as

d ;
—Ps+ —  psls = msQ(A)

ot or ne
d d
P e (5* +,0uu) = -0,
0 * 0 * * * (e)
§£Ot+a'((/§;olu+q +£ 'u)z_Qg)@v

where py is the density of species i, with the total density p = Zf’zl pi and u is the
velocity. Further &, is the total energy of the neutral particles.

Further the variable QS,S) is the collisional term of the mass conservation equation,
Qﬁf) is the collisional term of the momentum conservation equation and Q(éf) is the
collisional term of the energy conservation equation.

We derive the collisional term with respect to the Chapmen—Enskog method, see

[84], and achieve for the first derivates the following results:

mQY ==V pi > Vi]. (5.281)
j=0

ng

o =~ piFi, (5.282)
i=1
ng .

0 == pirFi[u+> V"), (5.283)
i=1 j=0

wherei = 1, ..., ng, F; is an external force per unit mass (see Boltzmann equation),

further the diffusion velocity is given as

V? =0, (5.284)
N AT
Vil = - ZDij (dj + k7, T) ) (5.285)

j=1

where 3 | d; =0,
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\V4 .
di=Vx +x-L - Pp, (5.286)
p P
di=d;—yi ) dy. (5.287)
J

where x; = % is the molar fraction of species i.
We have an additional constraint based on the mass fraction of each species

d
3 + Vyi =Ri(y1, ..., IN), (5.288)

where y; is the mass fraction of species i, R; is the net production rate of species i
due to his reactions.

Remark 5.30 The model problem contains conservation equations and constraints
related to the material properties, e.g. mass fraction which chanced by the reactions.
Both equation parts, means conservation equation (which are related to macroscopic
scales) and the constraint equation (which are related to microscopic scales) result
into the multiscale model.

5.5.2.2 Simplified Model of a Ternary Mixture Based
on the Maxwell-Stefan Diffusion Equation

We simplified the delicate plasma model to a three-component gas mixture, e.g.
hydrogen H» (species 1), nitrogen N> (species 2) and carbon oxide CO; (species 3),
see also [85, 86]. We could also modify such a model equation to the multicomponent
flow problem of an etching process of areactive plasma, e.g. with oxygen O3, chloride
Cl and nitrogen N3, or other gaseous species.

We concentrate on the three-component system, which are first introduced, and
solve such a system as a linear optimal problem (General Linear Optimal Problem).
We deal with:

WE LV -N=0, 1<i<3, (5.289)
3
> N =0. (5.290)
Jj=1
&Ny — &Ny &Nip —&1N3
+ = —V¢&y, (5.291)
Dy, D3
Ny — &N Ny — &N
EIN2 — & 1+$3 2 — &N3 — _vs, (5.292)
Dy, Dy3

where the domain is given as §2 € IRd, d e NT with & € Cc2.
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We could reduce to a simpler model problem as

WE+V-N=0,1<i<2, (5.293)
1

D—N1 + aNi1& — aNE| = =V, (5.294)
13
1

D—%Nz — BN1&2 + BN &) = =V, (5.295)

(L - L - (L - L
where o = (Dlz Dls)’ﬂ_ (DIZ Dz3)'

5.5.2.3 Maxwell-Stefan Diffusion Equation as an Optimal Control
Problem

From the mathematical point of view, the coupled equation system (5.293)—(5.295)
can be seen as an optimal control problem. We rewrite the model equation (5.293)—
(5.295) to a set of s linearized states Uy, Uy, ..., Us by the linear system:

Uiy, =JiOUi1 + By, (5.296)
where J; is the Jacobian of B(U, t) and given in (5.296), the control operator is
B(t) = B(t) — J;, and the system input is v = U,.

Then, we can now apply the idea of a GLCS (general linear control system), see
[87], using the following notations: u = U;y1,v = U;, A1(t) = Ji(t), A2(t) = B(¢).
The GLCS is given as

du
i A1(Du + Ax(t)v, (5.297)
it = C(tu + D(t)v, (5.298)

where the time-dependent operators are A(¢) € X" x X", B(r) e X" x X", C(¢) €
XP x X", D(t) € XP x X", v : X — X" denotes the system input, & : X — XP
is the system output and # : X — X" denotes the state vector. Furthermore, X is
an appropriate Banach space, e.g. U, a space of continuous or piecewise continuous
functions.

The analytical solution of (5.297) and (5.298) is

t t t
u(t) = exp (/0 Al(s)ds) ug +/O exp (/ Al(E)dE) Ap(s)v(s)ds, (5.300)

t
u(t) = C(t) exp (/ Al(s)ds) uo
0

t t
+Ct) / exp ( / A1(§)d§)A2(s)v(s)ds—i—D(t)v(t), (5.301)
0 K
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where we apply the fast computation of the exponential integral matrices via the
Magnus expansion, see [88-90], and discussed in the following.

Remark 5.31 The rewriting into a control system can be important for large equation
systems. Here, we concentrate on studying a ternary system and apply direct method
as for example explicit or implicit time-discretization schemes.

5.5.3 Numerical Experiments

In the following, we deal with a ternary mixture, see [85], which simulates the mixture
of three gaseous species.
We concentrate on the three component system:

dEi+0xN; =0, 1 <i<3, (5.302)
3
> N =0, (5.303)
=1
&Ny — &Ny &N —&1N;
= — , 5.304
Dy, * D3 51 ( )
Nr — &N Ny — &N
EINy — & 1+€3 2 —&N3 — o6, (5.309)
Dy, D3

where the spatial domain is given as £2 € R?, d € N7, the time domain is given
as [0, T] € IR(J)r , while the solution is given in a sufficient smooth space, e.g. with
& € C2(2 x [0, T]).

The parameters and the initial and boundary conditions are given as

D12 = D13 = 0.833 (means « = 0) and Dy3 = 0.168 (Uphill diffusion, semi-
degenerated Duncan and Toor experiment)

D> = 0.0833, D13 = 0.680 and D3 = 0.168 (asymptotic behaviour, Duncan
and Toor experiment)

J = 140 (spatial grid points)

. . .. .. (Ax)?
The time step restriction for the explicit method is given as At < Tmax(D1y D Dn]

The spatial domain is £2 = [0, 1], the time domain [0, T] = [0, 1]
e The initial conditions are:

1. Uphill example

. 0.8 if0<x <025
En(x) = § 1.6(0.75 — x) if 0.25 < x < 0.75, (5.306)
0.0 if0.75<x < 1.0

EM(x) = 0.2, forall x € 2 = [0, 1], (5.307)
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2. Diffusion example (Asymptotic behaviour)

i [08if0<xe€05
() = [0.0 else ’ (5.308)
£M(x) = 0.2, forall x € 2 = [0, 1]. (5.309)

e The boundary conditions are of no-flux type:
Ny =N, =N3=0,0n0d8 x [0, 1], (5.310)

We could reduce to a simpler model problem as

0§+ 0y N;=0,1<i<2, (5.311)
1
—N1 + aNi& — aNxé| = —0é, (5.312)
D3
1
D_23N2 — BN1& + BN2&| = —0,62, (5.313)

— (L _ _L — (L _ _L
where o = (Dlz D13)’ B= (DIZ Dzz)'
We rewrite into:

&1+ - Ny =0, (5.314)
d& + - N =0, (5.315)
1

pr tab  —ad Nl) (—a gl)
D13 =( "), 5.316
( —B& DL23 + B ) (Nz ) ( )

and we have
duEr +0x - N =0, (5.317)
& +0x-N2 =0, (5.318)
1

N ) _ D13D23 Dy TBEL af (—axgl ) 5319
(NZ 1+ aD36 + BD23é) ( B& 1)%3 +ag J\—ké ) (5.319)

The next step is to apply the semi-discretization of the partial differential operator
3
ﬁ.
We apply the first differential operator in Eqs. (5.317) and (5.318) as an forward
upwind scheme given as
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-1 0... 0
) | 1-1 0... 0
o=De= | e RUTDXUFD - (5320)
0 1-1 0
0... 0 1-1

and the second differential operator in Eq.(5.319) as an backward upwind scheme
given as

-1 1 0... 0

) | 0-1 1 0...

=D =0 o e RYFDXUFD (5307
0... 0—1 1
0 ... 0-1

Remark 5.32 We decided to apply finite difference scheme for the spatial discretiza-
tion. One could also apply a variational formulation, e.g. finite element or finite vol-
ume schemes, see for example [91, 92]. Such a notation allows to apply the finite
matrices Dy and D_ as abstract operators for the next step in the time-discretization
schemes.

5.5.4 Iterative Scheme in Time (Global Linearization,
Matrix Method)

We propose a iterative scheme to resolve the nonlinearity of the equation system with
respect to the local time step. Means, we linearize the equation system with respect to
the small time step. Based on the explicit time discretization (explicit Euler method),
we are restricted by the CFL condition and therefore small time step approaches are
necessary such that we overcome the nonlinear behaviour, see [14]. We solve the
iterative scheme:

gl = € — Ar DLNT, (5.322)
ENT = g — At DLN3, (5.323)

A B N;’“) (-Dgf*‘)
L) = L), (5.324)
(e5) (W) = (o
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forj =0,...,J, where & = (&1, .... & )T, & = (&5, ... & )T and I; €
R/ RN = (N] o, ... NP T NG = (N, ... Nj DT and I € R7HT x

R/*!, where n = 0,1, 2, «ovy Neng and Ngpq are the number of time steps, i.d.
Nena = T/ At.
The matrices are given as
A,B,C,D e R/t x R/*!, (5.325)
1
Ajj=——+ak;, j=0...,J, (5.326)
Dy3
Bjj=—akj, j=0...,J, (5.327)
1 .
Djj=—+p&,, j=0...,J, (5.329)
Dy3
Aij=Bij=Cij=D;j=0,i,j=0....J, i#/J, (5.330)

means the diagonal entries given as for the scale case in Eq. (5.319) and the outer-
diagonal entries are zero.
The explicit form with the time-discretization is given as:

Algorithm 5.16 (1) Initialization n = 0O:

Ny AB\(-D-&
(272 331
(NQ) (C D)(—D_gzﬂ)’ (>-331)
where &) = (£0.....&) 7. & = (&))..... &) )T and g{{j = £l(jAx),

Sg j= é"(ij), Jj =0,...,J and given as for the different intializations, we
have

(1.1) Uphill example

’ 0.8 if0<x <025

£nx) = 1 1.6(0.75 — x) if 0.25 < x < 0.75, (5.332)
0.0 if0.75 <x < 1.0

EF(x) = 0.2, forall x € 2 = [0, 1], (5.333)

(1.2) Diffusion example (Asymptotic behaviour)

in,_ ] 0.8if0=<x€0.5,
5 = 0.0 else,

£M(x) = 0.2, forall x € 2 = [0, 1], (5.335)

(5.334)
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The inverse matrices are given as

A,B,C,D e R/t x R/*!, (5.336)

~ 1 )

Aj,j=Vj(D—+ﬂS?,j),J=0.--,J, (5.337)
23

Bjj=yja&, j=0....J, (5.338)

Cij=vB&. j=0....J. (5.339)
1 .

Djj=v; (D— +a$§,j) L Jj=0....J, (5.340)
13
DisD

Y B j=0...J, (5.341)

B 1+(¥D13$g,j +,BD23§1J’
Aij=Bij=Cij=D;j=0,i,j=0....J, i #J, (5342)

Further the values of the first and the last grid points of N are zero,
means N?,o = N?J = Ng,o = Ngj = 0 (boundary condition).

(2) Next timesteps (till 7 = Nepg ):
(2.1) Computation of 51”“ and é;’“
gl = € — Ar DLNT, (5.343)
ENTl = g — At DLNJ, (5.344)

(2.2) Computation of N{’H and Ng“

Ny ABY (-D_g&™"!
=\~ ~ , 5.345
(N;'*‘ cD)\-p_gt! (5:343)
where &' = (§] o, ..., &7 N7, & = (&5, ..., & )T and the inverse matri-
ces are given as

A, B,C,D e R‘T! x R/*!, (5.346)

- 1 _
Ajj=vi|=—+BET ). i=0....J, (5.347)

Dy3 ;

Bij=ye& ', j=0....J, (5.348)
Gj=vB&T, j=0....J, (5.349)

D=y (- tatc) . j=0....7 (5.350)
]7]_)/] D13 C(z’j 7.]_ ey dy .
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Di3D»3 =0
1+ aDi&) ! + BDxéE]T!

Aij=Bij=Cij=D;ij=0,i,j=0....J, i #J. (5352)

yi = L, (5.351)

Further the values of the first and the last grid points of N are zero,
means N{l,o = Nf = Ng,o = NE’, ; = 0 (boundary condition).

(3) Don =n+1 and goto (2)

We have the following examples:

e Uphill example,
o Diffusion example (Asymptotic behaviour),

and discuss their results in different figures.

The iterative scheme is tested and we obtain convergent results with sufficient
small time steps. The results of the concentrations of the three species is shown in
Fig.5.28.

Remark 5.33 In Fig.5.28, the concentration of the species 2 shows, that we obtain
a so-called reciprocal interaction with the other species. Means the mixture induce a
temporary decay of the quantity and after some time, the density tends to the expected
asymptotic quantity.

The concentration and their fluxes are given in Fig.5.29.

x=0.72

0 0.2 0.4 0.6 0.8 1
t

Fig. 5.28 The figures present the results of the concentration ¢y, ¢ and ¢3
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14 x=0.72 16 x=0.72
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1 1.2
1
0.8 -
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. ]
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0 02 04 06 08 1 0 02 04 06 08 1
t t
01 x=0.72 012 x=0.72
0.05 0.1
0 0.08
« —0.05 as, 0.06
b mx
-0.1 T 0.04
-0.15 0.02
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-0.25 -0.02
0 02 04 06 08 1 0 02 04 06 08 1

t t

Fig.5.29 The upper figures present the results of the concentration ¢ and —d,&;. The lower figures
presents the results of ¢, and —0,&;

Remark 5.34 In Fig.5.29, we see in detail, the reciprocal interaction between the
species in their concentration and their fluxes. We only achieve a stationary behaviour
after some time, while in the initialization, we see also fluctuations between the
species 1 and 2.

The full plots in time and space of the concentrations and their fluxes are given
in Fig.5.30.

Remark 5.35 In Fig.5.30, we see all details in a 3D plot in the time- and spatial-
scale. After the initialization, we see a convergent concentration and flux of the
species 1 and 2. Such a mixture or reciprocal behaviour can also be resolved by the
Maxwell-Stefan’s approach, while we allow to interact the gaseous species in the
mixture, see [79, 93].

The space-time regions where (—N2d,&) > 0 for the uphill diffusion and
asymptotic diffusion, given in Fig.5.31.
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04
0.2
0]
~ 0.2
z
-0.4
-0.6)
0.8 e 0.4
06 . .
04—~ 02

X 020 t

Fig.5.30 The figures present the results of the 3D plots in time and space. The upper figures present
the results of the concentration ¢; and —d,&;. The lower figures presents the results of ¢ and —0,&>

0
0.10203040506070809 1 0.10203040506070809 1
X X

Fig. 5.31 The figures present the asymptotic diffusion (left-hand side) and uphill diffusion (right-
hand side) in the space-time region

Remark 5.36 In Fig.5.31, we present the behaviour of the asymptotic and uphill
diffusion in a space-time region with (—N> 9,&,) > 0. We see a different topological
behaviour of the two diffusion examples. The influence of the uphill diffusion areas
are more active than the asymptotic diffusion behaviour. Such mixture mappings are
important to understand the mixture of the three species in different regimes.

Remark 5.37 For a numerical point of view, the drawback of the explicit schemes
are the restriction by the CFL condition. To overcome such a restriction, we have
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taken into account implicit methods and the application of linearization methods,
e.g. Newton’s method or fixpoint schemes, see also some alternative ideas in
Appendix B.2.

5.5.5 Conclusions and Discussions

We discussed an extension of the multicomponent models with the Maxwell-Stefan
approach. Such novel models allowed a more detailed description of the diffusive
processes in gaseous mixtures. We present the coupled and nonlinear model equa-
tions, which are numerically more delicate to solve. Based on a novel global iterative
scheme with restriction to the time steps, we could solve such multicomponent mod-
els. In future, we can overcome such restrictions of the time step with respect to
the CFL and the linerization condition with implicit schemes. Such implicit schemes
allows much more larger time steps but we have to implement nonlinear solver meth-
ods. While in the experiments, we obtain more detailed information at the beginning
of the mixture, we also see a stable and stationary result after the initialization. Such
that it might be possible to apply such a complex model of the Maxwell-Stefan
approach at the beginning of the mixture simultations, while at later timescales, we
could deal with the resolved diffusion processes with standard approaches.

5.6 Multicomponent Model of a Full-Scale Model
of Glycolysis in Saccharomyces cerevisiae: Theory
and Splitting Schemes

Abstract We present a multicomponent model of a glycolysis pathway in saccha-
romyes cerevisiae, see the modelling in [94] and the algorithmic exploration in [95].
The model is based on a dynamical system with different behaviours, e.g. fats dis-
sipative actions combined with slow dynamics on the manifolds. We deal with a
large-scale model with a reaction network, means we solve a strong coupled non-
linear differential equation with highly nonlinearities and interconnections, see [95].
First we have to analyse the particular importance of the different components with
respect to their dynamical behaviour and their oscillation effects, second, we have
to take into account an algorithm to solve such a large-scale problem. We deal with
splitting methods for the strong coupled ordinary differential equations (ODEs),
while separating into different fast and efficient methods for each simpler part is
an attractive point of view, see the motivation of splitting schemes in [96]. Splitting
method can be applied to solve such a delicate biochemical pathway model. When we
decompose to different scale-dependent equation parts, e.g. high- and slow oscillatory
biochemical processes, we can decouple into different fast solvable simple and less
rough scale models. We discuss different splitting approaches. Further, we present the
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oscillatory behaviour of the different equation parts such that a splitting approach
can be applied. We present first numerical results of the different eigenvalues of the
strong coupled ODEs and their oscillatory behaviour.

5.6.1 Introduction

The motivation to analyse the problem arose of the idea to understand the dynamical
properties of a delicate biochemistry model dealing with glycolysis. Glycolysis is an
important process of classical biochemistry and it has been thoroughly studies, see
[94, 97]. Such models are large-scale systems with highly nonlinear and strongly
coupled effects. Based on the oscillatory behaviour of the network, see [95], it makes
sense to reduce such systems and apply multiscale methods, that apply techniques
to skip unnecessary highly oscillating components or average such fine scales to an
upscaled system. Such a behaviour can be studied by considering the eigenvalues of
the system and obtain information about the roughness of the different components,
see introduction to dynamical systems [98].

The ideas to solve the underlying problem are given in the following Fig.5.32.

We concentrate on the following subsection to the presentation of the splitting
approaches.

Dynamical Model (Hynne Glycolysis Model)

Linearization via Jacobian Matrix

Approach by Splitting Scheme Approach by Computational Singular Perturbation (CSP)
Separating fine and coarse eigenvalues Fast/slow decomposition of the
of the linearized system vector field
Decomposing into fine and coarse Derivation of the fast and slow system
matrices of the full system via orthonormal relations
Application of Splitting schemes Application of the different fast and
for the decomposed system slow systems

Fig. 5.32 Multicomponent problem of glycolysis model and application of splitting schemes
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5.6.2 Introduction to the Pathway Model for the Glycolysis
in Saccharomyces cerevisiae

In the following, we have a delicate multiscale pathway model which are strong and
weak coupled nonlinear ordinary differential equations.
We deal with the following nonlinear equation system.

opc=A1(c)+---+A,(), 0<t <T < +o0, (5.353)
where A1, A, are given nonlinear functions A; : R” — R™, i = 1,...,m and

co € IR™ is a given initial vector and the unknown function is ¢ : [0, T) — IR™,
where m is the number of species in the pathway model.

The coupling between each model.

We assume the linearized model based on the idea of

Ai(c) = Ai(co)
dA;(c) 1
+ o le=eo (€ = c0) + 3 = ) HOle=ag(€ = o), (5.355)
where H(c);; = % a,ggf) are the entries of the Hessian matrix.
i J

For simplicity, we choose ¢y = 0, we have

dA;(c)

Aic =
dac

|c=c0 c, (5.356)

where Ai is the Jacobian matrix of the vectorial function A;(c) and the approximation
error to the nonlinear case is given with the Hessian: %HH () le=co I 1€ = co) (c —

co)ll-
We obtain the full linearized problem as

8,c=z:\10+'~+Amc

+U—=ADco+--+U—-Apco, 0 <t <T < 400, (5.357)
dc=ArcH - +Anc+f(co), 0<t<T < +o0, (5.358)

where f(co) = (I —A1)co + -+ (I — Ap)co.
For the numerical analysis of the homogeneous problem, we choose ¢y = 0.
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5.6.3 Model for Hynne Glycolysis

The model is based on the work of [94], where we have the following equations:
X =fx), (5.360)

where f : R” — IR is the nonlinear function with the Jacobian matrix

fi /i
ﬁ .
J = Do, (5.361)
fm  Ofm
a ™

We apply the linearization via the Jacobian matrices and can study the dynamical
behaviour by the linearized differential equation system:

y =y, (5.362)

where we apply the splitting into J = J| 4 J, where Jj is the upper and J; the lower

Jacobian matrix.
The equations of the Hynne glycolysis model, see [94], are given as

dyi _ 597.035y, (1)
dr ~ 0.0816993y,(1)y3(f) + 0.833333y3(1) + 117647y, (1) + 2

597.035y, (1)

™ 7(0.0816993y5 (1)y3 (1) 08333333 (1) +0.588235y> (1) + 1) (0.588235y; () + 1)
0.588235y, (1) +1 + 0.588235y;(¢) + 1

— 2.832y1(1)

+52.392,

(5.363)

dyy _ 51.7547y18(6)y2(1)
d

= T 3s0y2(0) + 0.1y2(1) + 0.037
597.035y, (1)
0.0816993y, (1)y3(t) + 0.833333y3(r) + 1.17647y, (1) + 2

. 597.035y1 (1) (5.364)

(0.0816993y (1)y3 (1)1 0.833333y3 (1) 1 0.5882353 (1) + D (0-588235y1 (0 1 1) ’
0.588235y2 (1) +1 +0.588235y, (1) + 1

~

d 3815.71y4(t
% T 53333300 +y;3((3) Fo§ T HARERONO
B 496.042y3(1) 51.7547y13(1)y2 (1) ’ (5.365)
5.33333y4(t) + y3(1) + 0.8 yi1g(t)y2(r) + 0.1y2(r) + 0.037
dys 45.4327y4(1)?
dt 0240021 (% + 1)
B 3815.71y4 (1) 496.042y3(t) 7 (5.366)
5.33333y4(t) + y3(t) + 0.8 ' 5.33333y4(t) + y3(t) + 0.8
dys 45.4327y4(1)?

dt ya(1)? +0.021 (0-15y13(r)2 + 1)

y20(1)?
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dvs

dt

dy1
dt

dys
dt

dy9
dt
dy1o
dt
dyii
dt
dyi2
dt
dy13
dt
dy14
dt

2207.82y5(t)
2.46914y6(t)y7(t) + 9.87654y7 (1) + ys(t) + 0.1ys(1)ys (1) + 4.93827y6(7) + 0.3
+ 27257.y7()y6(t) ) (5367)
2.46914y6(1)y7(t) + 9.87654y7(1) + ys5(t) + 0.1y5(#)ye(t) + 4.93827y6(¢) + 0.3
_ 116.365y7 (1)
T y7(1) 4 0.968504y6 (1) + 1.23

_ 27257.y6(1)y7(t)
2.46914y6(1)y7(1) + 9.87654y7(1) + y5(t) + 0.1y5(1)ys(r) + 4.93827y6(1) + 0.3
2115.73y6 (1)
" y7(t) + 0.968504y6 (1) + 1.23

N 2207.82y5 (1)
2.46914y6(1)y7(1) + 9.87654y7 (1) + ys(t) + 0.1ys(t)ye(t) + 4.93827y6(t) + 0.3
13897.6y6 (1)y22(1)
T (100.yg () + 1.66667y6(t) + 1)(10.y22(t) + 16.6667y1 (1) + 1)
N 2.52684 x 100yg(1)ya1 ()
(100.y8 (1) + 1.66667y6(1) 4+ 1)(10.y22(t) + 16.6667y21 (1) + 1)

(5.368)

116.365y7(t)
= T 37(1) + 0.968504y6(1) + 1.23
~ 27257.y6(0)y7 (1)
2469146 (1)y7 () + 9.87654y7 (1) + v5(r) + 0.1y5(1)ye (1) + 493827y (1) + 0.3
81.4797y7 (1)

- 0.034(7.6923 1y, (1)+1) 0.13(7.69231y2, () +1)
% ( y21(t) + 1) +y7() ( y21 (1) + 1)

N 2115.73y6(t)
¥7(8) + 0.968504y (1) + 1.23

2207.82y5(t)

t 246914y (177 (1) + 9.87654y7 (1) + ¥3 (1) + 015 ()ye (1) + 4938276 (1) + 0.3
(5.369)

= —443866.y19(1)ys (1)

2.52684 x 100y, (t)yg (1)
T (100.y5(1) + 1.66667y6(t) + 1 (10.y22 (1) + 16.6667y21 (£) + 1)
13897.6y6 (1)y22 (1)
(100.yg(r) + 1.66667y6(t) + 1)(10.y22 (1) + 16.6667y21(t) + 1)

+ 1528.62y18(t)yo(t) +

(5.370)
343.096y19(1)y9 ()
= (443866. — 1528, - '
( P9 (0) — 12621500 (1) — T +0_2))’ (5.371)
_ 343.09y19(yo (1) 53.1328y10(t)) 5.372
((yw(t)+0.17)(y9(f)+0.2) yio(t) +0.3 )’ (>372)
89.8023y21 (1y11 (1) 53-1328«"10(”)
(- —24.7 24.7 ), (§.373
( O11(1) +0.71) (21 (1) +0.1) YO+ e Yo +0.3 ( :
89.8023y11 (1)y21 (1)
=(-16.72y 16.72 , >.374
( e+ Y0 F (yn(z)+0.71)(yzl(t)+o.1)) ( :
= (16.72y12(t) — 19.552y13(1)), (5.375)

81.4797y7 (1)

0.034(7.69231y75 (1)+1) 0.13(7.69231y75 (1)+1)
% ( 21 (1) + 1) +y700) ( y21(0) + l)
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— 1.9y14(t) + 1.9y15(1), (5.376)
d% = (1.9y14(1) — 4.732y15(1)), (5.377)
% = (24.7y11 (1) — 27.532y16(t) — 0.167459y16(1)y17(1)), (5.378)
df% = (—=0.167459y16(t)y17(t) — 2.832y17(1) + 15.8592), (5.379)
dy1s 2 343.096y9(1)y19 ()
——= = 133.333y;9(¢)~ + 443866.yg(t 1)+
o Y19 (1) Y8 (£)y19(2) 0190 T 017090 +02)
—432.9y0(t)y18(2) — 3.2076y18(t) — 2.25932y18(2)y3(t)
45.4327y4(1)*
— 1528.6215 (00 (1) - —— n
y4()2 +0.021 (W + 1)
1.754
_ S1.7547y18(1)y2 (1) ’ (5.380)
y18(#)y2(t) + 0.1y2(¢) + 0.037
dy19 343.096y9(1)y19(1)

= —266.666y19(t)% — 443866.y8(t)y19(t) —
I Y19 (1) yg(H)y19(t) o190 +017)0o(0) +02)

+ 865.8y20(1)y18(r) + 3.2076y;3(1) + 2.25932y13(1)y3 (1)
45.4327y4(1)%
2 0.15y15(1)*
302 +0.021 (242" 4 1)
51.7547y18(1)y2(1)

+ 1528.62y158(¢)yo(r) +

, (5.381)
y18(H)y2(t) + 0.1y (¢) + 0.037
d
% = (133.333y19(t)2 - 432.9y20(t)y18(t)) , (5.382)
dy1 81.4797y7(1)
dr 0.034(7.69231y2,(1)+1) 0.13(7.69231y2,(t)+1)
25 N0 +1) 370 ( N0 +1)
_ 89.8023y11(1)y21 (1)
O011@) +0.71) (321 (1) +0.1)
N 13897.6y6(t)y22 (1)
(100.yg (1) + 1.66667y6(t) + 1)(10.y22 (1) + 16.6667y71 (1) + 1)
2.52684 x 100yg(t)y21 (1) (5.383)
(100.y3 (1) 4 1.66667y¢ (1) + 1)(10.y22(t) + 16.6667y21 () + 1) '
dyy 81.4797y7(1)
dt 0.034(7.69231y22(t)+1) 0.13(7.69231y22(¢)+1)
25 ( y21(7) + 1) +y10) ( y21(7) + 1)
89.8023yy1 (1)y21 (1)
»11() +0.71)(y21 (1) +0.1)
B 13897.6y6(t)y22 (1)
(100.y3 (1) 4 1.66667y¢(1) + 1)(10.y22(t) + 16.6667y21 () + 1)
2.52684 x 10%g 1)y (¢
x 10%yg (1) y21 (1) (5.384)

+ :
(100.yg () + 1.66667y6 (1) + 1)(10.y22(t) + 16.6667y21 (1) + 1)
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Concentration [mM) Time courses

5 e

5 — GleX(0)
rd Gle(t)
100 / — GsPl)
— F6P(f)
— FBP(r)
— GAP(1)
DHAP (1)
BPG(1)

Time (min)

Fig. 5.33 Time course of the different concentrations of the full system

dyz3
= = 451864y3(0y15(1) +3.2076y15(1)

81.4797y7 (¢t
n y7(2)

0.034(7.69231y27(1)+1) 0.13(7.69231y20(¢)+1)
2 ( 0 + 1) +y7(0) ( V21() + 1)

13897.6y6(1)y22 (1)

100,y (1) + 1.66667y6(1) + 1)(10.y22 (1) + 16.6667y21 (1) + 1)
N 2.52684 x 10%yg(¢)ya1 (f)

(100.y3(t) 4 1.66667y6 (1) + 1)(10.y22(t) + 16.6667y21 () + 1)

We have the following notations:

yi1(t) = GleX (1), y2(1) = Gle(t), y3(1) = GOP(1),

y4(t) = FO6P(1), ys(t) = FBP(1), ys(t) = GAP(1),

y7(t) = DHAP(1), yg(t) = BPG(1), yo(t) = PEP(1),
yio(t) = Pyr (1), y11 (1) = ACA(1), yi2(t) = EtOH (1),
y13(1) = EtOHx(1), y14(t) = Glyc(t), yi5(t) = Glyex(t).
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— PEP(1)
— Pyrif)
— ACA(N
— EtOH(1)
EtOHx(t)
— Glye(t)
Glyex(t)

(5.385)

(5.386)
(5.387)
(5.388)
(5.389)
(5.390)

The computation of the equation by a higher order ODE solver, e.g. Runge—Kutta

method is given in Fig.5.33.

Here we see the different scales of the concentrations. We have high oscillatory
behaviour of the concentration: y1, y2, y3, y4, Y10, Y14, While the other concentrations

are less oscillatory.

Remark 5.38 Based on the different scale dependencies of the equation, we have to
decompose with respect to the eigenvalues of the Jacobian matrix. We reconstruct a
new equation system based on decomposing into A = Ay, +Apigher, high oscillating
equations and low oscillating equations. The solver methods, which can deal with

such decomposed systems are splitting schemes.
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In the following, we discuss the splitting methods, which can be applied for the
decomposed operators based on the decomposition of the eigenvalues of the Jacobian
matrix.

5.6.4 Splitting Schemes for Partitioned Multicomponent
Equations

In the following, we discuss splitting approaches in a additive or multiplicative
scheme.

While additive splitting schemes are interested for parallel implementation, they
have their drawbacks, while they deal with lower order, see [96]. Instead multiplica-
tive splitting schemes are interested for higher order approaches, see [44, 99, 100],
but they have their drawbacks to obtain a parallel version of such a scheme, see [96].

We deal with the linearized equation system given in Eq.(5.357) and apply the
following splitting schemes:

e Parallel Splitting (Additive Splitting)

i@y - .
5 =Acj(t), with(n—1)t <t <nr,
dl((n—= D) =) ((n — D), (5.391)
: (5.392)
acgg(t) = Apc (1), with (n — Dt <1 < nz,
ch((n=1)1) =l ((n— D7), (5.393)
and the additive step :
m
et () = ¢y (n = 1D7) + D _(c} (n7) — e ((n = D)),
i=1
n=12,....N, where c} (0) = co.
e Multiplicative or A-B Splitting Scheme
acal—t(’) =Ajc1(t), with c;(t") = ", (5.394)
ac;t(t) — Asea (1), with (") = 1 (")), (5.395)
: (5.396)
dem®) _ Amem(t),  with cp(t™) = cp1 ("), (5.397)

at
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where the time step is " = r"t! — ", The solution of equations are ¢"+! =
N (Lan ¥

e Symmetrically Splitting Scheme (Parallel A-B Splitting Scheme) (e.g. with two
operators)

dcy(t ~
cal—t() = Arer(), with e (") = ¢, (1™, (5.398)
der(t) -

C;;( ) — Aoer(t), with ex(t™) = ¢1 ("), (5.399)

where the time step is 7" = "1 — .

avy (¢ ~
VB‘—:) = Aovi (1), with v (1) = ¢, (1), (5.400)
() -

vgt( ) — Aiva(0), with va(e™) = vy ("), (5.401)

where the time step is " = "T! — t". The summation step is given as

tn+1 tn+]
C’;p(tn+l) _ ea( ) ‘;V2( ) (5.402)

Remark 5.39 The implementation of fast splitting schemes for the large equation
systems need to apply parallel schemes, therefore we propose additive splitting
approaches. Such schemes can be applied as pure additive splitting (lower order). We
could improve the order of the scheme by combining multiplicative splitting scheme,
while parts of the scheme are computed in parallel.

5.6.5 Splitting Errors and Time Step Control

For the accuracy of the computations, it is important to estimate the errors of the
underlying splitting methods. On the one side, we know the error of the scheme, on
the other side, we could control the time step sizes of the underlying schemes.

The splitting errors are given in the following:

e Parallel Splitting (Additive Splitting)

m m
€I'Tsp parallel = €XP (T (ZAl)) - (1 + Z(CXP(TAi) - 1)) ,
i=1 i=1

=Z Z (~,'Aj +AjA,’)‘L’2, (5.403)
i=1j=1 j£i
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and the time step control is given as

1
T < - - — —. (5.404)
[ 20051 201 i (AiAj + AjAD ]
e A-B Splitting (Multiplicative Splitting)
mn ~
€r'Ysp parallel = €XP (7: (ZAI)) - Hinil exp(tA;),
i=1
m m
= Z Z [ lvA]]Tz’
i=1 j=1j#i
m m
= Z Z ( iAj —Ain)‘L'z, (5405)
i=1 j=1j#i
and the time step control is given as
1
T < - - —. (5.406)
Iy Sl Ar Al
e Symmetric A—B Splitting (parallel Splitting, with 2 Operators)
2
€rrsp A—Bparallel = €XP (T (ZAz))
i=1
1 ~ ~ ~ ~
— 5 (exp(rA2) exp(tA1) + exp(rA;) exp(rAz))
m m
=> > [ALAl,
i=1 j=1j#i
I~ ~ - 1 -~ -~ - ’
=\ 541 [A1L, A0l + —[A2, [A2, Al ) ) 7, (5.407)
12 12
and the time step control is given as
1
T < (5.408)

SIAL (A1, A + S 11TA2, [A2, AN

In the following, we discuss the splitting ideas based on the separation of the
eigenvectors.
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5.6.6 Splitting Based on Separation of Eigenvectors
(Assumption: Linearized Jacobian Matrix)

In the following, the idea is based on decomposing to fast and slow reaction equations,
see the literature [101-103].

We separate into a fast subspace (m,n =1, ..., M), and a slow subspace (I, J =
M+1,...,N).

If we rewrite to a fast and slow equations separately, we have

M N

ditn = dpttn+ D> agugm=1,2,.... M, (5.409)
dt n=1 J=M+1

du; M N

- :Zam,umL Z apqup, I =M+1,2,....N,  (5.410)
dt n=1 J=M+1

or writing into the splitting matrices:

du
A Aou, 5411
o 1+ Azu ( )

u=(up, ug)’, A;= (A(l)’l A(1),2) JAy = (A(Z)l Agz)’ where up = (u1, ..., um)'

and uf = (MM—H sy MN)I.
For the assumption of a constant Jacobian A, we have the following decomposition:

Amj =Am;, i=1,...,N, (5.412)
where we have the eigenvectors m;, i = 1,..., N with the eigenmatrix M =
(my, ..., my) and eigenvalues A;, i =1,...,N.

We have the following decomposition criterion:

)Lj > Abound>Jj = 1,'--7Nfasta (5.413)

Aj < Abound>J =1, ..., Nsiow, (5.414)
and for example Appung = 10? and we order into the fast and slow eigenmatrices:
Afasta Asiow-

Then we decouple into the splitting matrices:

Al = MhggM™", Ay = MagouM ™. (5.415)
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5.6.7 Splitting Based on Fast and Slow Dynamics Based on the
Idea of the CSP (Computational Singular Perturbation)
(Assumption: Linear Jacobian)

The idea is based on decomposing with respect to the dynamics (Jacobian matrix)
of the underlying nonlinear problem.

Based on the orthogonalization of the eigenvalue problem, we decompose into a
fast and slow dynamics.

In the following, the idea is based on decomposing to a orthogonal system of basis
vectors {ay, ..., a,}, which are decomposed as a fast vector field {ay, ..., a,} and
slow vector field {a41,....a,}-

We deal with the N dimensional stiff autonomous ODEs:

Y ew (5.416)
—_— = u . .
ar ¢
further the Jacobian is given as
d
pg = B (5.417)
dy

We apply the decomposition via the eigenvalue problem:
dB
A =B(Dg)A + ZA’ (5.418)

where A is a linear operator, if we assume the constant case, we have the eigenvalue
problem:

A = B(Dg)A, (5.419)

where BA = [ and A = [ay, .. ., a,] are the eigenspace with the eigenvalues.

We have to do an orthogonalization of the eigenspace where b/a; = 85.

Further we assume a dissipative nature of the scheme means 1, , < 0 and
[Am.rl > |Am,il (where r is the real and i is the imaginary part), we reorder the
eigenvalues in the following case:

A1l = [A2] = -+ = [Aql. (5.420)
We assume to that Aq, ..., A, is the fast regime and A,41, ..., A, is the slow
regime and we have the underlying eigenmatrices Agsr = [a, .. ., am] and Aoy =

l[am+1, -- -, anl-
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Then we decouple the system into:

du

E = &fast (W) + &siow (W), (5.421)

= B Apusrg(u) + B Agtong (W), (5.422)
then we apply the splitting scheme:

dll]

— = B Apgg(ur), wi(t") = u(r"), (5.423)
duy
— = B Agppg(ma), wup(t") =u (t"tH. (5.424)

Remark 5.40 The algorithm is based on the Gram—Schmidt orthogonalization, see
[104]. The matrices are reordered into lower and higher eigenvalues, which are
separated in different matrices, means a matrix with higher eigenvalues and a matrix
with lower eigenvalues. At least, one can consider, what means lower or higher
eigenvalue, €.g. Amin < Ajow << Apigh < Amax, Where one define Ayin OF Amax,
and choose the separation into such reordered matrices. We could also skip the high
oscillating matrix with the higher eigenvalues and consider only the slow scales of

the dynamical system, see [102].

5.6.8 Strategies for the Decomposition

In the following, we discuss our strategies based on reducing the dimensionality of
the system of chemical kinetics equations.

e Model reduction: skip fast scales (slow manifolds only apply &'(1)),

e Decomposition into a stiff and non-stiff part (perturbation with &'(¢)),

e CSP (Computational singular Perturbations), here we apply an algorithm to sepa-
rate the fast and slow manifolds.

The strategies are discussed in the following subsections.

5.6.8.1 Slow Manifolds (Perturbation of the Fast Scales)

The idea is based on the following problem, also called method of multiple timescales
[105].
Some previous definitions:

Definition 5.1 We assume pA = max{|A| : A € o(A)} is the spectral radius of
A (means the maximal eigenvalue), o (A) is the spectrum of A means all eigenval-
ues of A.
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We assume to have an operator A being the operator for the slow manifolds and
further an operator B is the operator for fast manifolds.

AU ()

o = AU(t) + BU(1), with U({") = U", (5.425)

where we assume _ 5
Amax,A = p(A)and A . 5= p(B) = %Amax’A, so if we apply éB = B and we obtain
Amax,B = p(B) = Amax,A-
So that means
- )\A,max

= ~Amax 5.426
iy ( )

B,max

So we have the same timescale of the operator A and B, means

1
At < (5.427)
A, max
We derive a solutions U(¢, €) and apply:
1 1 1
U(t,e) = Up(t) + gUl(t) + 8—2U2(t) +- S_JUJ(Z), (5.428)

with the initial conditions U(0, ¢) = U(0) and J € N7 is a fixed iteration number.
Then the hierarchical equations are given as

aUaot(t) = AUy (1), with 6(1), (5.429)
I

aUa‘t(t) — AU, (t) + BUo(t). with & (-) , (5.430)
&
) 1

E)It(t) = AU/(t) + BU;_,, with € (;) , (5.431)

and we have also to expand the initial conditions to Uy(0) = U(0) and U;(0) =
0,vj=1,...,J.

Remark 5.41 1In our application, we compute the maximal eigenvalues of our oper-
ators (Jacobian), we separate a slow and fast operator based on the range of the
eigenvalues, means
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A = Al)“f)\decomp’ (5432)

and

B = Api>hdeconp (5.433)

where for example Agecomp = 10°3.

)"d('comp

Then we apply ¢ = 5= and start the algorithm.
B.max

5.6.8.2 Simple Decomposition Algorithm of &'(1)

In the following, we deal with a separation of so-called stiff and non-stiff parts.
We decompose by the following criterion of the Jacobian matrix J. We assume
that a Jacobian can be written in the following portions:

(5.434)

J=Ji+J = (J1,11 + 211 J1,12 +J2,11) 7

Ji21 + 201 J122 + 2,11

where each submatrix is given as ||Jq ; > Jy ;|| with i, j = 1, 2. Means the matrix
norm of the submatrices are for one part (the J; matrix) much more larger than for
the second part (the J, matrix).

Therefore, we decompose into:

Ji11 J1,12
J1 = ’ ’ , 5.435
! (J1,21 J1,22) ( )
and
J2.11 J2,12
5= (22 5.436
2 (J2,21 12,22) ( )

where we have assumed Jj is the stiff and J; the non-stiff part, while we apply a much
more smaller time step to resolve the stiff part as the non-stiff part, see separation
into stiff- and non-stiff parts of differential equations in [106].

Further we have tested the modification into:

(11,1111 > max{(||J1,121], [IJ1,211D, [IJ1,2211},
[IJ2,111] > max{(||J2,12]l, IIJ2,211D, [IJ2,221l},

with [|J1, 11| > [|J2,11]]. Such that we could apply much more smaller time steps for
the separated parts of the stiff equation Jj 11 and larger time steps for the non-stiff
parts. Therefore, we could accelerate the computation and reduce larger matrices
into much more smaller matrices, which are faster to solve.
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5.6.8.3 CSP (Computational Singular Perturbation) Method

The idea is based on a decomposition to a fast and slow vector field, means

dy .
i g(y), (5.437)

is decoupled into g(y) = 8fast (¥) + &siow(y)

g = Af, (5.438)

f = Bg, (5.439)
where we have

@ _ Af (5.440)

e~ 7 ’

where A = B(Dg)A + %A = B[A, g] and [-, -] is the Lie-bracket ([a, g] = (Dg)a —
(Da)g).

Such a linear transformation gives the dynamics of the vector f.

The algorithm is based on a Gram—Schmidt orthogonalization, see the idea in
[107], and we obtain the following reduced equation system:

af
= = Apenf 5.441
7 f ( )

Bt [Ay, gl 0
0  BA gl
while B/ is a basis of the fast manifold.

where A,y = ( ), and B* is a basis of the slow manifold,

5.6.9 Numerical Examples

In the following, we deal with the different numerical examples and the norms of the
errors of the additive and multiplicative splitting approach

e Additive Splitting:

m m
errmanipt =11, D, (AjAj+AA]|, (5.442)
i=1j=1,j%#i



5.6 Multicomponent Model of a Full-Scale Model ... 259

e Multiplicative Splitting

| 1 - o~ -
errMultipl = EH[AI/’ [A}, A2]] + EII[Az . [A%, ATl (5.443)

where A; are the derivation, means Jacobian of the operator 1:\,-. For the norms of the
matrices, we apply the maximum- and Lp-norm.
We apply the following decomposition techniques:

e Decomposition without eigenvalue consideration (we apply all eigenvalues).
e Decomposition with eigenvalue consideration (we skip the highest eigenvalues).

The decomposition techniques are presented with the following numerical com-
putational results and we consider the following eigenvalues:

1. Decomposition without eigenvalue consideration
In the following, we only decompose to an upper and lower matrices
We have the following time step.
The parallel splitting has a time step of

1
T<—  —709452107'2,
[|J1J2 + J2J1)]]|

The commutator ||(J1J2 — J2J1)|| = 3.76685 % 1010,
and the anti-commutator ||(J1J> + J2J1)|| = 7.52185 % 1010,

2. Decomposition with eigenvalue consideration
In the following, we only decompose to an upper and lower matrices.
We have the following time step.

m
W1J2 + 1o | lmax = maxi<j<n D laij| = 5.85252 x 10°,  (5.444)

i=i

m
12 = 121 | lmax = maxi<j<n D laij| = 5.85252 x 10°,  (5.445)

i=i
and we apply the time step T = 1.26438 x 107",

Remark 5.42 For the numerical computations, it makes sense to embed the infor-
mations about the eigenvalues of the dynamical system. We obtain a reduction of the
time steps, if we reordered the matrices and skip to high oscillating eigenvalues. The
time step enlarged by a factor of 10°. Means we could accelerate the computation of
the dynamical system, without reducing too much information about the dynamics
in the slower regions.
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Fig. 5.34 Eigenvalues of the Jacobian’s of the differential equations

The graphical presentation of the eigenvalues of the Jacobian’s of the dynamical
system is shown in Fig. 5.34.

Remark 5.43 The detailed explanation of the separation by the different eigenvalues
and the separation into a lower and upper part of a Jacobian matrix is discussed in
the Appendix B.3.

The detailed timecourse of concentrations, which are applied with the linearized
dynamical system (5.455) based on the Jacobian matrix, are shown in Figs.5.35 and
5.36.

Remark 5.44 The variance of the concentrations for the different species allows
a separation into different submatrices to reduce the amount of computations. We
could apply the different decomposition strategy to split into different simpler and
monoscaled problems. We also see a possibility to smoothen the perturbations of the
highly oscillating concentration by an averaging over a longer distance.

5.6.10 Conclusion

We have discussed a delicate dynamical system based on a full model of glycolysis
in Saccharomyces cerevisiae. While the problem is related to highly oscillating parts
of the equation system, we present decomposition ideas to separate the slow and fast
oscillating parts of the differential equations. We concentrate on the eigenvalues of
the underlying Jacobian matrix, which can be seen as an indicator to the dynamical
behaviour of the systems. Different splitting ideas are presented and we could discuss
the benefits and drawbacks of such schemes. Based on the study of the individual
oscillatory behaviour of the concentrations, we could apply model reduction ideas to
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such systems. The understanding of the dynamical behaviour based on the Jacobian
is therefore important for a model reduction of such delicate dynamical systems,
which are multicomponent models.

5.7 Splitting Approach for a Plasma Resonance
Spectroscopy

Abstract The model is motivated to a real-world application in a plasma diagnostic
method. The idea is to absorb a probe into a plasma and apply a radio frequency signal
to the probe. The diagnostic is based on the resonance near the plasma frequency. The
model is formulated based on the plasma/probe idea and the underlying equation is
based on a Boltzmann’s equation coupled by a Poisson’s equation. One of the main
problems are an application to a general geometry, such that the model can be applied
to a realistic apparatus. Here, one obtain a multiple operator equation with different
scale behaviours. We discuss a splitting approach for solving a delicate model in
active plasma resonance spectroscopy.

5.7.1 Introduction

Since recent years, active plasma resonance spectroscopy is a widely used plasma
diagnostic method. The motivation arose to the idea that a plasma resonates near the
plasma frequency, see Tonks and Langmuir [108]. We are motivated to simulate an
active plasma resonance spectroscopy, which is a well established plasma diagnostic
method. The underlying idea is to immerse a probe into a plasma and applying an rf
signal to the probe tip. Such a response allows to see the natural ability of plasmas,
which is the resonance on or near the plasma frequency.

The model equation of such a process is a Boltzmann equation, we deal with a
linearization and obtain a linear kinetic equation, see [109], which can be applied
with linear splitting methods.

We split the original discretized operator into a sum of two operators, one of which
corresponds with a transport equation, which can be solved fast with characteristics
methods, the other one is the collision operator, which can be solved with fast integral
solvers, see [110].

We propose a new sequential and iterative splitting method, that taken into account
the different underlying spatial discretized operators. While the non-stiff transport
operator is solved with standard characteristics methods, the stiff linearized collision
operator is solved with implicit ODE solvers.

After a number of approximations we consider the error of the method and pro-
posed a choice of the operators.
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5.7.2 Modelling

We deal with the following model, which is a linearized and normalized kinetic
equation, based on the Boltzmann equation [109], and is given as

9 +v-V(g—¢lgh + VP - Vyg = L/ g(lvle) d2 —vg +v - V. (5.446)
at 4 Jo
The linearized Boltzmann equation is coupled to Poisson’s equation with homoge-

neous boundary conditions
V (eVg) = / wg dv. (5.447)
R3

Itis a challenging task to solve the Boltzmann—Poisson system in a general geometry.
Therefore, we focus on a planar geometry in z-direction with z € [0, L]. In Cartesian
coordinates Poisson’ equation can be solved and introduced as integral operator
in (5.446). In velocity space a transformed spherical coordinate system is applied
caused by the isotropic collision operator.

We have the transformed Boltzmann equation related to the realistic coordinates
of the real-world problem:

o1 N
ﬁ”zw /z/ /wﬁe—wW(K’)gdwdgdz’

52w/ / // Ve "t do dt di df

= 2w aqu +v(2/ ¢(z, w, &) dE — g) (5.448)

8—g+a¢(( &) e % evim L )+s¢%2_§

We decompose the transformed Boltzmann equation into the following operator
equation:

9
a_f — Ag+ Bg+ Cg +, (5.449)

where the operators are defined as

_e (( &) o +6v2m ) (5.450)

Vi 08
_ f 2w ( < —w+P(7) do dt d /
B = = /0/_1/0 Joe o da dE de
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_,/ / // JEe e gdwdgdz//dz—ﬁ—g), (5.451)

C(g) = ”(2/ gz, @, §)dE — g) (5.452)
e (5.453)

We obtain one linear and two nonlinear operators, while we have different
timescales based on the linear and nonlinear operators.

Such a coupling of multi-operators with linear and nonlinear parts can be solved
with splitting methods, which are at least also multiscale methods to separate between
different spatial and timescales.

5.7.3 Splitting Schemes

The operator splitting methods are used to solve complex models in the geophysical
and environmental physics, they are developed and applied in [14, 29, 111].

The idea is based on solving simpler equations with respect to receive higher order
discretization methods for the remain equations.

For our coupled linearized Boltzmann and Poisson’s equations, we have derived
an embedded approach of the Poisson’s equation to the boundary integral, see
Eq. (5.449).

Therefore, we deal with the following splitting approach for the transformed
Boltzmann Eq. (5.449):

e Sequential splitting methods,
e Iterative splitting approach (fixpoint schemes),

based on the operators A, B, C.

5.7.3.1 Sequential Splitting: First Method for Linearized Equations

First we describe the simplest operator splitting , which is called sequential operator
splitting for the following system of ordinary linear differential equations:

Orc(t) =A c(t) + Bc(t) + Ce(1), (5.454)
whereby the initial conditions are ¢" = c¢(¢"). The operators A and B are spatially

discretized operators, e.g. they correspond to the discretized in space convection and
diffusion operators (matrices). Hence, they can be considered as bounded operators.
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The sequential operator splitting method is introduced as a method which solve
the two sub-problems sequentially, see [112], where the different sub-problems are
connected via the initial conditions. This means that we replace the original problem
(5.454) with the sub-problems

9c™(®) * . %0 n

Py =Ac*(t) +fit), with (") =",
acaf(t) = B0 + (0, with (") = (", (5.455)
dc at(f) = Cc** (1) + (@), with () = C**(t”"‘]),

whereby the splitting time step is defined as 7, = "+ — ¢”. The approximated split
solution is defined as ¢"t! = ¢***(1"*1) and the inhomogeneous parts are given as
citeate=1f0)=caf@) L) =cf @), =caf@).

Clearly, the change of the original problems with the sub-problems usually results
some error, called splitting error. Obviously, the splitting error of the operator split-
ting method can be derived as follows (cf. e.g. [113]):

1
Pn = ll=(@P(Ta(A + B+ ) — exp(t,C) exp(taB) exp(tad)) c(t")]|
+||ﬁ(l‘n + T, tn) - SZ(Tn)yl (tn + T, tn) - 352(51 + T, tn)”
1
= 5%((A, Bl +[A, C1+[B, C (™) + o(t?). (5.456)

whereby for example [A, B] := AB— BA is the commutator of A and B. Consequently,
the splitting error is O(t,) when the operators A, B and C do not commute, otherwise
the method is exact. Hence, by definition, the operator splitting method is called first
order splitting method.

The inhomogeneous part can be estimated as

|F (tn + T, ta) — S2(T0) F1 (ty + T, tn) — Fo(ty + Tn,y )]
=77|lA+B+C|| (CDIFiIOI+ C(DIBRMOI) + o), (5.457)

where

t
Ftn + Tn tn) = / exp((A + B) (1 — 5))f (s)ds,
1

n

t
By + o ) = / exp(A(t — )i (s)ds,
1,

n

t
Tty +Tp, ty) = / exp(B(t — 5))f2(s)ds,
1,

n

$2(tn) = exp(B1y),

andr =t, + 1.
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Remark 5.45 The optimal choice of the operators are given with the maximal eigen-
values or norm of the operators. We start with the operator of the largest eigenvalue
and end with such operators with the lowest eigenvalue. Means the highest influence
to the solutions is done in previous.

In the next subsection we present the iterative splitting method.

5.7.3.2 Iterative Splitting Method

The following algorithm is based on the iteration with fixed splitting discretiza-
tion step-size T, namely, on the time interval [¢", 1] we solve the following sub-
problems consecutively for i = 0, 3, ... 3m, (confer [14, 34]).

ac;(t

Cali) =Aci(t) + Bci—1(t) + Cci—1(t) +f, with ¢;(t") ="
and ¢co(t") = ¢", ¢_; = 0.0, (5.458)
dcit1(1)
o = Aci(t) + Bciy1(t) + Cei(t) + f,
with ¢y (") = ", (5.459)
dciya(t)

Y =Aciy1(t) + Beip1(t) + Ceiga () + f,

with ¢j12(t") = ", (5.460)

where ¢” is the known split approximation at the time level + = ¢". The split approx-
imation at the time level r = "+ is defined as ¢"*! = c¢3,,41("*1). (Clearly, the
function ¢4 (f) depends on the interval [¢", 1], too, but, for the sake of simplicity,
in our notation we omit the dependence on n.)

In the following we will analyse the convergence and the rate of the convergence
of the method (5.458) and (5.459) for m tends to infinity for the linear operators
A, B, C :X — X where we assume that these operators and their sum are generators
of the Cy semigroups. We emphasize that these operators are not necessarily bounded,
so, the convergence is examined in general Banach space setting.

Theorem 5.17 Let us consider the abstract Cauchy problem in a Banach space X

orc(t) =Ac(t) + Bc(t)+Cc(t) +f, O0<t<T

(5.461)
c(0) = co
where A,B,C,A 4+ B,A+ C,B+ C : X — X are given linear operators being
generators of the Cy-semigroup and co € X is a given element. Then the iteration
process (5.458)—(5.460) is convergent and fori = 0,3, 6, ... (m — 1)3 we have the
order of 3m.
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The proof based on Waveform-relaxation schemes is given in [114], in the fol-
lowing, we apply the proof idea in [115].

Proof Let us consider the iteration (5.458)—(5.460) on the sub-interval [, r"t1].
For the local error function ¢;(t) = c(t) — c;(t) we have the relations:

dei(t) = Aej(t) + B+ Clei_1(1), te (", ",

(5.462)
ei(t") =0,
and —
dreir1(t) = (A+ Cei(t) + Beiy1 (1), te (", "],
reir1(1) = ( Jei(r) ' i+1(7) ( ] (5.463)
eir1(t") =0,
and .
dreiro(t) = (A+ Bej+1(t) + Ceiqn(t), te (", 1",
t z+2() ( ) l+1( )n l+2() ( ] (5464)
eiy2(t") =0,
form=0,3,6, ..., witheg(0) =0 and e_{(t) = c(¢).
The errors are given as
llei (1 < 142 + A3l [ lexp(lIA111( = 9)) ds [lei—1 (DI], ¢ € [", "],
llei®)11 < 1142 + A3l | 5D ey @1, (5.465)
lei Il < 11A2 + A3[IM (®)llei—1 (DI,
where we assume M () is of order O'(¢).
The same are done with the other errors
lleir1 ()] < [|A1 + As|[Ma (D) |]e; ()], (5.466)
lleira | < [|A1 + Az|IM3(0)|[eir1(D)]], '
where we assume M» (1), M3(t) is of order O'(t).
‘We obtain:
lleir2 (D] < ITE ||A = A IMy(0)]lei—1 ()], (5.467)
and recursively to ey we have
lleagm—1 (O] < (T ||A = Agl|M;()™|leo (1] (5.468)

We obtain the given order of the scheme, see also [115].

Remark 5.46 The optimal choice of the operators are given with the maximal eigen-
values or norm of the operators. We iterate over the operator of the largest eigenvalue,
while the operators with the lower eigenvalue are only used as perturbation operators.
Means the highest influence to the solutions is done in each iterative step.
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5.7.4 Ideas of Numerical Examples of the Splitting
Approaches

We discuss a simplified the kinetic equation based on the approach of a constant
velocity field, given as

d
a_f = Ag+ Bg + Cg, (5.469)

where g is the initial value of the equation.
Where we deal with three operators, which can be solved by Laplacian transfor-
mation and we obtain solver operators in matrix form for each operator means

g(t) = Sa(t)gao. (5.470)

where Sz (t) = InvinverseLaplaceT ransform[InvOpAz, t], solves the first equation
with operator A,

g(t) = Sa(t)ga.0, (5.471)

where Sp(t) = InvinverseLaplaceT ransform[InvOpBz, t], solves the second equa-
tion with operator B,

8(t) = Sc(t)gc.0, (5.472)

where Sc(t) = InvinverseLaplaceT ransform[InvOpCz, t], solves the third equation
with operator C.
The A-B splitting is coupled as

g(t) = Sap(t)go = Sc(1)Sp(1)Sa(t)go, (5.473)

where g is the initial value of the full equation and ¢ is the time step.
The Strang Splitting is given as

8(1) = Sstrang(t)80 = Sa(t/2)Sp(t/2)Sc(1)Sp(t/2)Sa(t/2)g0,  (5.474)

where g is the initial value of the full equation and ¢ is the time step.

For a sequence of computations, we separate the large time interval [0, T'] into
smaller time intervals At.

We start with ¢+ = 0 and ¢(0) = cg, we have N-timesteps, means T /N = At, with
time points to = 0, 1] = At, ..., ty = NAt

g(tl‘l'l) = SSplltlll’lg(At)g(tl)3 i = 01 17 25 ceey N’ (5'475)

where tp = 0 and g(0) = go, further Splitting = {AB, Strang}.
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Remark 5.47 The numerical implementation was done in MATHEMATIKA, see
[116], while we apply the Laplace transformation with respect to the spatial vari-
ables. The solution operator was derived by the semi-analytical solution of each
operator equation with the inverse Laplace transformation. Such a decomposition is
a multiscale method and allows an individual treatment of each operator part and an
optimal resolution of the spatial scales, while the time scales are solved analytically
by the exp-functions.

5.7.5 Conclusions and Discussions

We present sequential and iterative operator splitting method to solve a linearized
Boltzmann equation. The splitting approach is based on decomposing the delicate
linear Boltzmann equation, while each splitted part can be solved with semi-analytical
or analytical method. Based on the real-life application of the resonance spectroscopy,
the transformation to a realistic, here spherical coordinate system was important.
Both non-iterative and iterative splitting approaches are presented and an engineering
toolbox based on MATHEMATIKA to solve each equation part independently.

5.8 Multiscale Approach with Adaptive and Equation-Free
Methods for Transport Problems with Electric Fields

Abstract The model problem is related to a transport problem of particles in a
electrical field. Based on the different scales of each model equation, means the
macroscopic equation of the particles and the underlying microscopic equation of the
electric field, we deal with a multiscale problem. We discuss a multiscale apporach
based on the equation-free method to overcome the limitation of the time step of
the microscopic scales. We apply a implicit time-discretization of the macroscopic
equation and embed the microscopic equation via EFM into the large scales.

5.8.1 Introduction

We are motivated to accelerate plasma models, which are related to transport and
electric field equations, see the modelling idea in [117]. While, we have different
scales belonging to the transport model of the particles and their underlying elec-
tromagnetic field equation, we have to deal with a multiscale model. Here the data
transfer between the different scales are important to circumvent simulations with
respect to the finest time and spatial scales.
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In the following, we discuss the multiscale mode of macroscopic transport equa-
tions and microscopic electromagnetic field equations. Here, we apply the word
microscopic and macroscopic, with respect to the different scales, finer scale equa-
tion is named as microscopic equation and the coarser scale equation is named as
macroscopic equation.

In the following, we discuss the model equations:

e Unscaled model equations:

D e+ L) = E )N nl,  (5.476)
ot ox

a0 1
co—E @, t)=——Ip(t) —e(li—TI¢), (5.477)
at Agp

further we have the following additional constraints:

d 1
—Uc, = — (b +aeAe (1] _ —1] ). 5.478
dr Cl() C D + qeAE i —o el _o ( )
d 1
SUe, 1) = — (b +gAs (6] _ -1] ). 5.479
dr Cz() C, D + qeAE - el _s ( )
The additional assumptions are given as
1 L
Ip = — (Vs —/ E(x,t)dx — Ve — VC2) s (5.480)
Rs 0
oE
2= _ @(m _ ne), (5.481)
ox £0
and the parameters of the equations are given as
__Bp
o (E(x,1)) =Ape [EwN (5.482)
Ii (x, 1) = ni (x, 1) HE (x, 1) (5.483)
I (x, 1) =ne (x, 1) e E (x, 1) (5.484)

with the TOWNSEND-coefficents A and B, see [118], and the neutral gas pressure p.
e Scaled model equations: For an engineering application, we retransfer to a partial
differential equation system. We deal with the following scaled constants:

1 1
fo = ———, qo = goaoko, xp = —, (5.485)
apueEp g
. Eoag £0
Jo = qopeEp, Ro = ——, Co= —, (5.486)
Jo o1}

, 1
Uo = joRoAo, Ao = —.
]

(5.487)
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The equation system (5.476) and (5.477) is reduced to the following equation
system:

on; d _ 1

—— = —— (uEm) + |Enc|e T, (5.488)
0T 0x

IE .

97 T (uni —ne) E, (5.489)

the additional constraint equations are given as

dUc, Ag /.
_k I -r , 5.490
dr C1 (] + ( "x=0 ¢ x=0)) ( )

dUc, Ag /.
= _ = o , 5.491
o (n L -n) (549

oFE

Ne = nj — PR (5.492)

L
Vb = —/ E(x,t)dx. (5.493)

0

Remark 5.48 Based on the transport equation of the particles (5.488), the electric
field E given in Eq. (5.489) is related as a convection parameter and therefore has a
strong influence to the transport equation. Here, we have to resolve the electric field
in order to achieve a correct convection operator. For such a relation the sensitive
variable is given as E and fine scale differences are important, while on the other
hand the variable n; is more sensitive for coarser scales and we have to take into
account such a relation of a multiscale dependency.

5.8.2 Numerical Methods

In the following, we discuss the numerical methods that are applied as multiscale
schemes to coupled the microscopic scale of the electromagnetic field and the macro-
scopic scales of the transport field.

Here, we apply explicit or implicit integrators for the time variable and upwind
finite difference methods for the space variable on a staggered grid. The benefit of
the EFM is given with respect to extrapolate between the fine and coarse spatial- and
timescale to accelerate the computations.

In the following we present the different schemes:

e Full explicit scheme (unsplitted version, we apply only one timescale At),

e Adaptive explicit scheme: we split the different equations into a slow scale (density
equation) and fast scale (E-field equation),

e EFM explicit scheme: we extrapolate the fast scale to the slow scale and apply
explicit time-integrators.
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5.8.3 Full Explicit Scheme: With One Timescale At

The macroscopic equation is given as

ni(l+l 1“1]}’l+1 - E;l 1
j 2 -2 n
- S 5.494
At Ax %) ( )
where the CFL condition is given as CFL : At < S S—

For the one-scale method, the equations are discretized as
En+1
it3
At
UC n+1
1
At
UC2n+1
At

_;n n n
=JDp +Flj+%+rej+l’ (5.495)

2

A
= C—E (" + i+ el (5.496)
1

Ag .
= 88 (o + 1+ ) s

where we have a time step Az-limit, which is given by the CFL condition.
Further the electron density ne, source term Se and discharge current density jp
is given by the discrete approach

B, -E
ne/"l = ni;l _ %’ (5.498)
n ne}l n 1 n
Sej = —= | |EI 1 |exp + |E" | |exp . (5.499)
2 =2 g J+2 En
=3 +3
JD = AgRs S Ci &) 770 = j T I+l
(5.500)

Particle fluxes are given by the upwind scheme, accounting for flux direction. In the
volume they are given as

niJ'-’ \7’E;‘Jrl >0
= uE" 2
i T g vEL <0, (5-50D)
2
nt, / YE" >0
n _n J+l ]J,»%
Tejey =5 [ne]’-’ VE!, <0. (5-502)
Jt3
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The boundary conditions for the particle fluxes are defined as

e For the ion flux we have

0 VE'", =0
n — n -5
Fl—% - ME—% nigVE", <0’ (5.503)
njVE) | =0
n n 2
EJ+% /’LEJ_'_% 0 v En | < Oa (5504)
J+3
e For the electron flux, we have
neg VE" 1= 0
r.", =g R 5.505
ef% 7% Vseﬂnig+rphVEil <0 ( )
2
Vsepntiy + Ipn V EY | =0
n _n +3
FeJJr%_EH;[ne? VE;’+1 -0 (5.506)
2

Remark 5.49 Here, the benefit are the monoscales for all the model equations, such
that apply fast solver schemes and parallelize the explicit solvers. The main drawback
are the very fine time steps that do not allow realistic approaches.

Remark 5.50 The experiments are also enlarged in the case of an electric field point-
ing to an electrode ion impact secondary electron emission as well as photon induced
secondary electron emission. Here, we apply time-dependent function for such emis-
sion problems.

5.8.4 Adaptive Explicit Scheme: With Two Timescales 8t, At

In the following, we discuss a more accelerated method, that taken into account the
different macro- and microscales. Based on the different schemes, we apply adaptive
time step schemes to the different models and accelerate the macroscopic model with
larger time steps.

Here, we deal with a multiscale method, that embed the adaptivity based on
different time steps, which are related to the different parts, e.g. macroscopic time
step and microscopic time step. We do not consider a reconstruction or embedding
of the microscopic scales into the macroscopic scales, while we have to apply the
full time intervals for all of the micro- and macroscopic equation.

The macroscopic equation (slow equation) is given as

on;

. L
o1 = _36_)( ([LE”I) + |Ene| e B, (5507)
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Adaptive Multiscale Scheme

t=0 t=1 t=2 t=3 t=4
L At At | i i .
{ 7 1 71 71— Macroscale equation
Initial /|| Tnitial /" - /|
! In.l tial / macro / o ,// ,// t macro
! MICTo / ' / I / '
P/ Y A
I /r"'/ / ’ 1 ,r"/ 1 x"/
s
v/
%FHH%MWH%HHHWM%HHH Microscale equation
A : t micro
ot
Otm= At

(we compute one step in the macroscale

and m fine steps in the microscale, the

results at the end of each interval for one scale
equation is used as an initial-solution for the
other scale equation)

Fig. 5.37 Two scales are coupled, fine scale (microscale) and slow scale (macroscale) via the end
points in each corresponding scale

to the explicit discretization we apply a time step with A¢, which is limited via the
CFL condition.
The fast equation (microscopic equation) is given as

JoE

57 =4~ (uni—ne) E, (5.508)

based on the explicit discretization we have a time step §t << At-limit given by an
CFL condition.

The idea of the adaptive method is given in Fig.5.37.

The microscopic equation can also be integrated by a higher order scheme to gain
a larger time step &z, see the method of Shu—Osher [119], were L(y, ¢) is the right
hand side of differential equation 9,y = L(y, t)

yo = y(1), (5.509)

y1 = yo + At L(y, 1), (5.510)
3 1

YZZZy0+Z(Yl+At L(yi,1)), (5.511)
1 2

Y3 =330 + 3 (2 + At L(y2,1)), (5.512)

y(t + Ar) = y3. (5.513)
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Remark 5.51 The explicit time step control are given by the CFL condition of each
scale equation, e.g. CFLicro and CFLycro. By decoupling the multiscale equations,
we can accelerate each single-scale equation with a parallel implementation of the
solver schemes.

Remark 5.52 We apply an implicit Scheme for the macroscopic equation, which is
given as

1 (X415 tntr1) — 17, tat1)
Ax

ni(Xj, tn1) — (X5, tn)
At

1

+ |Ene(x, ta)| e [F5ml, (5.514)

where we are unconditional stable and independent of the CFL condition and
n=1,...,N.

The same idea can be applied to the microscopic equation, which is given as

E(xj, tiy1) — E(xj, t7)
At

= j(xj, tins1)
— (uni(xj, tig1) — ne(xj, tig1)) E(, tig1),  (5.515)

where we are unconditional stable and independent of the CFL condition and
n=1,...,N m.

We result to a seamless time step, e.g. At = Atgeqm Withn = 1,..., N - m and
m > m. Such that we can solve the implicit scheme as

N @Y = (I = AtgeamB) ™' NV (1), (5.516)
where A (171 = (AT, ALY, £, g @)Y,
with A7) = (miCer, ). ity )
A = (e (3, g 1), - -+ e (g, 1),
EEY) = (Ex1, tig1), - EGr, i)
/(r”“) = ((x1, f1)s -+ J (67, tng1)) and B € R >4 is the resulting matrix

of the semi-discretization and J is the number of spatial grid points. At is the
intermediate time step between the macroscopic and microscopic time step. The
same notation is also done for .4 (¢").

In the next section, we apply a EFM, which is a multiscale method and the micro-
scopic equation, which is upscaled to the macroscopic equation.
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5.8.5 Equation-Free Explicit Scheme:
With Two Timescale 8t, At

In the following scheme, we decompose the macro- and microscopic equation with
a EFM (equation-free method) and the macroscopic solver is reconstructed via the
extrapolation of the microscopic solver.

The macroscopic equation (slow equation) is given as

an;

- 1
5r = i (HEm) + [Ene| e T, (5.517)

to the explicit discretization we apply a time step with Az, which is limited via the
CFL condition.
The fast equation (microscopic equation) is given as

JE |
57 =4~ (uni—ne) E, (5.518)

based on the explicit discretization we have a time step 6t << Az-limit given by a
CFL condition.

The idea of the EFM method is given in Fig. 5.38.

The EFM scheme is given as We have done the semi-discretization with the spatial
operator L = %, e.g. via upwinding, we apply the following parts to our EFM:

e Initialization of the microscopic equation (Lifting):

E"™ = E", (5.519)

EFM Scheme

x At | | Macroscale equation
t macro

Restriction Interpolation

Microscale equation
' t micro
ot
(black microsteps are needed to reconstruct the macrostep
and red microsteps are not necessary for the reconstruction.)

Fig. 5.38 Two scales are coupled, fine scale (microscacale) and slow scale (macroscale) via the
extrapolation steps in the microscopic scale
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e Calculation of the microscopic equation (Evolving):
E™MEL = Em 4 st £ (G, i ne™, EMM, (5.520)
where f (j, ni, ne, E) =j — (i nj — ne) E and At = M §t is the macroscopic time
step,

weapplym=0,...,M — 1.
e Extrapolation into the macroscopic equation (Restriction):

Enm n,m—1
E"=E"+ (A1 — MSt)T, (5.521)
e The next macroscopic time step:
_ L
n"tl =" — L (,uE”ni”) + |E"ne| e B, (5.522)

Remark 5.53 We control the numerical error of the multiscale scheme, while we
compared different time step results. We start with different small timescales:

ot < 6 K At, (5.523)
and if the result:
[|Esy — Esiy|| < err, (5.524)

we can apply the finer scale, while we are bounded below the error estimates.

5.8.6 Conclusions and Discussions

We present a multiscale approach based on a electronic model with macroscopic
transport and microscopic electromagnetic equations. We discuss different app-
roaches to overcome the disparate scales. While simple approaches are time-
consuming, we discuss adaptive approaches and the equation-free method, which
overcome the scale and embeded the microscopic model into the macroscopic model.
Here, we accelerate the computations of the schemes, while applying larger time steps
to the multiscale approaches. Extrapolation and seamless ideas are embedded with
implicit schemes that overcome time restriction to the finer scales. Such strategies
allow to accelerate the computations and speed up with parallel implementation the
simulations.
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5.9 Multiscale Approach for Complex Fluids: Applications
in Non-Newtonian Fluids

Abstract The model problem is related to complex fluids. Such problems occurr in
Non-Newtonian flow problems, while we have an underlying microstructure, e.g.
polymeric fluids or complex interactions at the boundaries. Here, we discuss the
modelling problems and the multiscale methods to overcome the multiscale problem.
In a example, we present the interaction of the macroscopic and microscopic model.

5.9.1 Introduction

Complex fluids are such problems with Non-Newtonian flows, means we have a
complex nature in the constitutive molecules, e.g. polymeric fluids, geometric size
of the problem as in microfluids, complex interactions at the boundary, chemical
reactions at the fluid—fluid or fluid—solid interface, see [120, 121]. To describe such a
problem a very detailed model such as a molecular dynamics (MD) model is needed.
By the way, it is impossible to perform such a model and hybrid numerical methods
as the multiscale methods, are important to take the efficiency of the continuum
model and the accuracy of the molecular model into account.

5.9.2 Non-Newtonian Fluid: Influence of the Microscopic
Model

In the following example, which is discussed in [120], presents the influence of the
microscopic model based on Non-Newtonian flow.

We have a macroscopic (conservation equation of incompressible flow) and a
microscopic (dynamics of the fluid, Newton’s law) equation.

The model equations are given in the following:

e Macroscopic equation (conservation equation) of an incompressible fluid:

pov+V-t=fin2 x(0,7T), (5.525)
V.-u=0,in 2 x (0, 7T), (5.526)
u(0) = ugp, on £2,

u=0,on982 x (0, 7).

where v is the velocity field of the fluid, the momentum flux is given as t =
PV ® v + pl — Tgress, p 1S the density of the fluid, p is the pressure, u is the
viscosity and Ty s 1S the stress tensor.
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Multiscale Method

ODE: Newton’s law

Pusher:
symplectic time—
integrator of

higher order
) Equilibration
Lift (Compression)
(Reconstruction)
Interpolation (grid —> particle):
via higher order Restriction (particle —> grid):
splines, e.g. extrapolation via averaging schemes
(fulfilled the constraints)

PDE: Navier—Stokes equation

Solver:

FD or FV
methods of
higher order

Fig. 5.39 Multiscale solver based on the top-down principle, e.g. HMM

e Microscopic equation (Newton’s equation of motion):
mioyx; =F;,i=1,...,N, (5.527)

where v; = 0;x; is the velocity of the particle i, F; is the force acting on particle i
via the interaction to the neighbour particles.

We apply the following coupling structure between the grid- and grid-free-solvers,
see Fig.5.39.

The coupling of the between the atomar and continuum model is done by the
averaging microscopic stress tensors or reconstruction of the macroscopic velocity
field to the microstructure.

e The averaging (atomar to continuum) we apply the Irving—Kirkwood formula, see
[122], which is implemented as

TE,1,0) = D | firee Energy Vin €) + D_ feoltision %, %, ) |, (5.528)
i J#i
T, t,x) = — zmiviViS(Vi —§)
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-5 Z((G rz)f])/ S(ari+ (1 = Mri — E)dar (5.529)

J#l
1
T(tv-x) = _/ f(gvtsx)dss (5530)
Vv
where the microscopic stress tensor is T and the particles i = 1, ..., I, x; are the

space coordinates of particle i, v; are the velocity coordinates of particle i and the
macroscopic stress tensor is given as t.

e The reconstruction (continuum to atomar) we apply the shape functions and inter-
polate the atomar velocities with the continuum velocities in each finite volume
cell

vi =v(S(x —x;)), xi,vieV, (5.531)
where v is the velocity of the finite volume box (with the volume V). The interpo-

lation function is given with S, e.g. spline function.

We deal with the following Algorithm 5.18.

Algorithm 5.18 The algorithm is a top—down algorithm based on the HMM,
see [120].

1. We solve the microscopic equation:

8t2

(n m+1) (n m) + 8ty (n m) VU.(n.,m)’
1] m j
(n m+1) (n m) +— 3t U(n m)7

Vij 2m; j

F(x! ”’"“ (4 1)dt, x) = g(x]" 8t),

ij° lj’
wherei=1,...,.I,m=0,1,...,M — 1,e.g. 6t < At/M.
2. Equilibration of the micro-operators (compression):

(At X)) = Z Vij r(xlj , A, xXh.

3. Solving the macroscopic equation on the grid:

It =V ALAV] + At (5.532)

where A is the stiffness matrix based on the finite volume discretization with the
finite volume boxes V; andj = {1, ..., J}.
4. Reconstruction of the microscopic velocities in each finite volume cell:

Vi,j = Vj(S(Xj —x,-’j)), x,-,]-, Vi,j € Vj, Withj = {1, ey J}, (5533)
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where J is the number of finite volume boxes.
Then we go to the step (1) with n = n + 1, till the time frame is done.

Remark 5.54 We apply the discrete macroscopic equation with the large macro-
scopic time steps and embed the microscopic equation with respect to the stress
tensor to the macroscopic equation. Therefore, we save computational time, while
we only resolve partially the microscopic scale, e.g. in the finite volume boxes.

5.9.3 Non-Newtonian Fluid: Influence of the at the Boundary
Flow at the Channel

In the following example, which is discussed in [123], presents the influence of the
boundary flow at the channel lower and upper walls. Here, we have a Non-Newtonian
flow at the region of the walls.

We have a macroscopic (Navier—Stokes equation) and a microscopic (dynamics of
the fluid, Newton’s law) equation. Both equations are coupled near the walls, while
in the core of the channel, we apply the pure Navier—Stokes equation.

e The macroscale equation is given by the Navier—Stokes equation for incompress-
ible continuum flow:

poru+pu-V)u—puAu+Vp=pf,in2 x (0,7), (5.534)
V.-u=0,in2 x (0, 7T), (5.535)
u(0) = ug, on 2,

u=20, onof2 x (0,7),

The unknown flow vector u = u(x, t) is considered in £2 x (0, T). In the above
equations, p and p represent the fluid density and pressure, respectively. Here, u
represents the dynamic viscosity of the fluid.

e The microscopic equation is given by Newton ‘s equation of motion for each indi-
vidual molecule i for a sample of N molecules,

mia,,xi = F,', i= 1, ey N, (5.536)

here, x; is the position vector of atom i, and the force F; acting on each molecule is
the result of the intermolecular interaction of a molecule i with the neighbouring
molecular within a finite interaction range.

Further we assume to have a Lennard—Jones interaction potential, see [124] and
that we can couple the two models by the viscous stress conditions, see [123].

The viscous stress contribution uAv in Eq.(5.353) can be modified for a non-
Newtonian flow as do;;/dx;, and we have
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2 2
003/ 0xj = Wapparentd Vi/axj (5.537)

where, we assume the we deal with an apparent viscosity, which can be implemented
and computed by non-Newtonian flow conditions, e.g. moleculcar dynamics com-
putations.

So, finally, we obtain the coupled multiscale equations:

POru~+ p(u - VIu — wapproxAu+ Vp =f,in 2 x (0, T),

(5.538)
fi= aO'ij/axj|molecular - H«approxAvi

where Einstein’s summation is used for the volumetric source term f, which accounts
for the deviation of the viscous stresses evaluated at molecular-level from the approx-
imate Newtonian relation figpprox AV.

We apply the following multiscale method as an adaptive fixed-point approach.
Further the Algorithm 5.19 is given in the following, see also [123].

Algorithm 5.19 On a uniform time grid with " =ty +nAt,n =0, ..., N, (where
N is given), the discretized coupled macro- and microscale equations are integrated
in time from time level n to n + 1 using the following adaptive scheme:

(1) For the cell faces with microscale fluxes, compute the velocity gradients

(%)n . (%)last
9% micro 9% micro

€ R ™. If criterion is satisfied goto (3) else (4)

(2) Velocity gradient criterion: max ( ) > CFitgrad, Critgrad

(3) Dual-time step with fixed-point iteration. Perform the following steps:

(i) Using the last estimate of the microscale apparent viscosity, compute an
estimate of the updated velocity field at the present time step using dual-
time step update.

(ii) Compute the velocity normalization factor as i, = max (i; ("1 —u; (t"),
where u denotes the estimated velocity from step (i)

(iii)) Compute viscous flux correction normalization as fyom = max(f,-(t"“),
with f the viscous flux correction based on the last apparent viscosity com-
putation

. . . . Su last PR

(iv) Store microscale velocity gradients: (37') = (37') _

7/ micro 7/ micro

(v) Initialize the Molecular Dynamics microscale problems with the imposed
velocity gradients from the finite volume cell faces and integrate these
through the initial equilibration phase (e.g. fequi = 507)

(vi) Fixed-point iteration:

(a) integrate microscale problems in time through an additional 107 and
sample apparent viscosity through total microscale sampling time and
ensemble average over neysemple independent realizations

(b) construct the viscous flux corrections f; using updated apparent viscosity

(c) perform dual-time step update using nyeyton relaxation steps
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Fig. 5.40 Channel flow with time-dependent pressure gradient. Dual-time stepping method with
fixed-point iteration in MD sampling of apparent viscosity. Finite-volume discretization method
with approximated statistical scatter of molecular dynamics viscous fluxes as function of sampling
duration on first 4 cells near lower and upper walls
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(d) check convergence of fixed-point iteration using the stop criteria:
|ui (0" Yy — uimy (" Jtnorm < erry, err, € RY and/or [ —
Fict ("FY [fuorm < erry, erry € RT

(e) if criterion is satisfied time step is completed, else go to step (a)

(4) Dual-time step without fixed-point iteration.

(i) Using the last estimate of the microscale apparent viscosity, compute flux
corrections f;
(i1) Perform dual-time step update using nyewron relaxation steps

ifn <N goto(1)

In the following experiment, we deal with the dual-time step formulation as mul-
tiscale approach, each fixed-point iteration corresponds to the solution of a *pseudo-
steady’ problem using a Newton relaxation method.

For each increment of the fixed-point iteration counter, the microscale problem
is March ed forward by a pre-defined time-increment (in the present section, 10
Lennard—Jones time units (macroscopic scale), corresponding to 10,000 time steps
in the Molecular Dynamics method).

So the coupled idea is based by a relaxation between the macro- and microscopic
model.

The results with different iterative steps is given in Fig. 5.40. We simulate the wall
influence based on the microscopic fluid. We see an relaxation with larger iterative
steps at the macro—micro interface.

Remark 5.55 The benefit of the modelling approach was the decomposition of the
core and wall computations. While the core of the channel is assumed to be only a
macroscopic model, the complex fluid is only assumed near the wall interface. Based
on the iterative approach to couple micro- and macroscopic model at the interface,
we only have to update the macroscopic volume cells at the wall. Therefore, we could
accelerate the computations. Hiher coupling approaches, means more iterative steps,
smoothen the influence of the microscopic approach, see [123].
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Conclusions

Conclusions and Perspectives

In this monograph, we discuss the numerical methods, models and applications to
multicomponent and multiscale systems. We cover many fields of engineering prob-
lems, ranging from reactive flow simulations to electronic applications. The model
equations are based on coupled deterministic and stochastic differential equations
with multiple time- and spatial-scales. The differential equations are given with mul-
tiple components, which can have different time and space scales, hence we deal
with large coupled system partial differential equations in our underlying engineer-
ing problems.

Such multicomponent and multiscale systems are delicate to simulate, while the
main problem is disparate time- and spatial-scales. Such multiscale problems need
multiscale treatment with underlying multiscale solvers to resolved each sub-scale
problem with adequate time- and spatial-schemes.

We present multiscale methods and their numerical implementation, which can be
applied to solve such delicate systems and close the gap between numerical methods
and their practical application in engineering problems.

In the theoretical part, we present different numerical approaches based on multi-
scale methods and multicomponent methods, which partitioned the full system into
smaller and simpler solvable partial systems. We discuss the numerical errors of such
approximation methods, while we separate into simpler regimes or upscale multi-
scale regimes and neglect some information, see [1]. Based on the new formulation
of problems, by application of numerical schemes, we discuss the different behaviour
of such mono-component or single-scale approximations and overcome such errors
with higher accurate schemes, see [2].

The following problems are discussed and solved in the monograph:

e The extension of standard numerical scheme with respect to multicomponent and
multiscale applications.

e General principles, which can be applied for multicomponent and multiscale meth-
ods to understand their behaviour, are used to develop new methods.
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e Different iterative and additive methods are discussed with respect to their flexi-
bility to solve multicomponent and multiscale systems.

e We discuss the modifications of the methods, their errors and how to overcome
such errors and method drawbacks.

In various applications, we present solutions with different numerical schemes
that are developed to multiscale and multicomponent method using the following
ideas:

Separating of the different components;

Separating of the different scales;

Averaging of scales to upscale fast scales and dealing with an averaged scale;
Reduction of models by compressing and skipping unnecessary components in
the models.

Further, we apply preferred and embed implicit schemes to have an averaging behav-
iour and incorporate the finer scales of the model problems. Therefore, we could apply
larger time- and spatial-scales and reduce the amount of computations.

In the future, the methods for multicomponent and multiscale systems can be seen
as a combination of different sub-methods, for example:

e Decomposition methods (time and space);
Adaptive methods and analytical methods;
Multiple scale methods,

Implicit and explicit discretization methods;
Model-reduction methods.

It is important to obtain an overview of the complex models and those problems
in the model that have to be studied more carefully.

Further, the mathematical correctness of the methods is important, which errors
will be embedded (e.g. splitting errors, reduction errors of no applied components,
etc.), which errors can be skipped or are not important to the modified system. It is
important to find a balance between a simplification, e.g. smaller equation system
with lesser components and scales or decomposing into simpler parts of the equation
with numerical errors of the decomposition method, and the necessity for resolving
the physical behaviour of the model, which needs a nearly full model description,
see delicate plasma models [3, 4].

We present different applications which allow to apply such modifications in
simpler equation systems, which can be solved much faster and allow to have high
accuracy in each scale and their components.

In the book, we could apply and extend the ideas of splitting methods and multiple
scale methods into a general spectrum of multicomponent and multiscale systems and
derive applicable schemes which are used in practical experience and engineering
software.

Such a scientific tool allows engineers to deal more with simpler and understand-
able problems, which are testable, without losing the context to the full multicom-
ponent and multiscale system.
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In the near future, when we deal with engineering complexities as in the frame-
work of Horizon 2020, see [5], combinations of multiscale and multicomponent
systems in engineering will be an important part of studying complex fluid or solid
problems. To understand the modelling equation is delicate and to apply accurate
solver methods to perform simulations is important. Here, we gave contributions
to methods which are related in this context and could present a method-toolbox to
apply to complex processes. We gave a theoretical overview of the relevant multiscale
and multicomponent methods and also their applications to engineering problems,
so that scientists and practitioners can use our underlying ideas.
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Appendix

In the following, we have some notes to the additional mathematical methods used
in the previous sections.

A.1 Computation of Multiple Stochastic Integrals

In Sect.5.1, we have applied stochastic integrals in multiple form. Here are some
ideas to solve them with numerical approximations.
We assume to compute

1 N
ti+1j41
/O W;(s)dWi(s) = > W; (%) AW, (A1)
k=1
85t =1/N,tj41 =8t +1;,1 =0, (A.2)

where the intermediate values of W; are given with respect to the Brownian bridge:

t
Wit)=10+1)B (l_-l—t) . (A.3)

The Brownian bridge is presented as a Fourier series with stochastic coefficients, as

ad V2 sin(krt)
B, = Z ZkT’ (A4)
k=1
where Z1, Z», ... are independent identically distributed standard normal random

variables (means N (0, 1)) (see the Karhunen Loeve theorem).
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A.2 Alternative Ideas for Solving the Nonlinear
Multicomponent Equation

In the following, we present some alternative ideas to solve the nonlinear behaviour
in the multicomponent equations:

e Iterative scheme in time with a finite volume scheme for the spatial operators:
The benefit of the scheme is straightforward implementation while dealing with
forward steps and linearization via time steps. A drawback is restriction with
respect to the CFL condition.

e Closed form of the Stefan—Maxwell equation: One of the benefits is a closed form
of the equations, i.e. we deal with only one equation which can be done explicitly
or implicitly. The drawbacks are the mixed derivations in the equations and the
delicate implicit scheme, which needs an additional nonlinear solver.

A.2.1 Iterative Scheme in Time (Finite Volume Scheme,
Global Linearisation, Successive Method), Given in [1]

We solve the iterative scheme

! &~
n n n n _ °Lj= J
(D_B +a§2,j—1/2) lej _aé:l,j—l/zNZ,j - —Ax N (AS)
1 g . —&.
n n n n _ i \J
—B& 1N (D_zz + 551,/—1/2) Ny = — (A.6)
forn € N (time-index), j,1 < j < J — 1.
n+l n At n n
5 =& = (Vi Ax = Nij Ax), (A7)
withi = 1,2 and n € N (time-index), j,0 < j < J — 1.
We have further
n 1 n n .
Eicip = 5(%,,‘ +& ), 0<j<J—1, (A.8)
Ei(?j = E"(xj11/2), (A.9)
Nip =0, neN, (A.10)
Ny =0, neN. (A.11)

Further, D12 = Dj3 = 0.833, Dy = 0.168 J = 140 with Ax = 1/J and

1 Ax?
<1l A
Ar < 2 max{D12,D13,D23} "
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Algorithm A.1 (1) Initialization n = 0:
We compute for j =1,...,J — 1:

—1 g:()_ _SO .
NO . A0 A0 SLj-1751)
Lji ) — 11,j “712,j Ax (A.12)
0 0 0 0 _£0 ) .
(Nz,j) (Azl,j A% oy

Ax

where éﬁj = é{“(ij), ég’j = éé“(ij), j = 0,...,J and given as for the
different initializations, we have

1. Uphill example

. 0.8 if0 <x <0.25
&"(x) = 1 1.6(0.75 — x) if 0.25 < x < 0.75 , (A.13)
0.0 if0.75<x<1.0
Sén(x) = 0.2, forallx € 2 =[O0, 1], (A.14)

2. Diffusion example (asymptotic behaviour)

in,_ ] 0.8if0<x€0.5,
51 (%) = [0.0 else, (A.15)
EN(x) = 0.2, forall x € 2 = [0, 1], (A.16)

The matrix entries are given as

1
0 0 0 0
Al = Dis +ady 12 Al = —b iy (A.17)
1
0 0 0 0
Ay =—B& i1 Ay = Do + BEL ;120 (A.18)

1 1
0 0 0 0 0 0
Elj—1pp = E(Sl‘j +& 1) i = 5(52,]‘ +& 1) (A.19)

Further, the values of the first and the last grid points of N are zero, i.e.
N?,o = N?J = Ng,o = Ngl = 0 (boundary condition).

(2) Next time steps (till n = Nepg):

(2.1) Computation of EI”‘H and 55’“ :
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We compute for j =0,...,J —1:

At
+1
E =6 — o (N1 Ax = NI Ax),
At
+1 _
gl =g, - = (N340 4x = N3, Ax),

where N{( = N{'; = Ny, = N ; = 0 (boundary condition).
(2.2) Computation of N f‘H and N;"H
We compute for j =1,...,J — 1:

— 1 1
Nn+1 An—H An—H 1 Sfljfl _Sln,_;
l,j1 — 11,{ 12,{' oA
= + +
s s s A

where the matrix entries are given as

1
n+1 __ n+l1 n+l _ _ _en+tl
Ay = D Fady iy Al = 0 s
13
1
n+1 __ n+1 n+1 __ n+1
Aonj =P8 Any = o B

1 1
+1 +1 +1 +1 +1
§limip = 56 T8 p =56 T8

n+1
2,j—1

).

Appendix

(A.20)

(A21)

(A.22)

(A.23)

(A.24)

(A.25)

n+1 __

Further, the values of the first and the last grid points of N are zero, i.e. Ny " =

N ?le = N;"gl = NZ“;I = 0 (boundary condition).
(3) Don =n + 1 and goto (2)

A.2.2 Closed Form with Chain-Rule of the SM Equation

We deal with the multicomponent problem given in Sect.5.5 as

atSl +ax'N1 =07
062 + 0y - N2 =0,

N2> ) 14+ aD3é + BDxé B&2 D+3+a$2

(A.26)
(A.27)
- axSI
iy 52) . (A28)
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It is also possible to apply Eq.(A.28) directly into Eqgs. (A.26) and (A.27). We

apply the partial derivations with respect to the chain-rule and have the following
equations:

(ale) _3 ( D13D3
dx N> “\1+aDi3é + BDré

o+ BEL af —0y€
D23 X 1
’ ( Be2  pg+eb (—axéz) B
Further, we have
Ny = D13 D (—iaxsl — BE1OEL — ak) axsz), (A.30)
1+ aDi38 + BD23é D»3
Ny — D13Dy3 (ﬂ§28x'§1 _ Laxgz _ Olézaxfz)’ (A.31)
1+ aDi3& + BD23é D3

and the derivations with respect to 9, and dy are given as

D13Do3 (OlD13
(I 4+ aDi3& + BD23E1)? \ Dos
+B0:810:61 + aBDi3dibaf1:61 + B Dndiérf10:62 ) )
n Di3Dy3

I +aDi36 + BD23é)

N1 = ( 06206

LY Y — B>
( 5 061 — P0c&10xE — BE10E
23

bk —ab1930),  (A32)
Di13Dy3 BD23
0, Nr» = 0,&10
. ((l+aD13sz+ﬁDz3€1)2( Dy 5108

+ adrdnds + ABDROE1 6206 +a? D13t 2620, )

D13Dy3 (

1
+ — %) — adeErdeEy — D’
1+ aD3& + BDxé X%_Z 1 §20:62 & xé‘z

D3
— Bibatetl — BE0ZET).  (A3D)

Based on the full equation, we could apply the different time- and spatial-
discretization schemes. We apply the finite-difference discretization in space, with
the operators D (forward difference operator) and D_ (backward difference oper-
ator), see also Sect.5.5.

For the time-discretization, we apply the explicit or implicit Euler-schemes, which
are discussed in the following.
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(1) The explicit form with the time-discretization is given as

gl =g — Ar g, (A.34)

%.g+1 = £l — At A", (A.35)
aDi3

= ( Dy D+E Dl + BD & Dyg]

+apDi3DyE5 B D_E + ﬂ2D23D+§fEfD—§§)
1
+F2” (—D—D+D_$f’ — ﬁD+§{1D_§'f’
23

—BEID,D_& —aD,E'D_E} — aEfD+Dsg), (A.36)

BD23
Dq3

N =T ( D, &'D_& +aD £ D_&)
+apDxn D ES D& + aZDmD+s§E"D_s?)
1
+F2n (—D—BD+D_$£! — O{D+E£ID_$£!

—aE)DyD_&} — D, E}D_E! — ﬁE;Dmg?), (A37)

for j = 1,...,J, where &' = (¢',.... & )T and & = (& ,,.... 8 ) and
I; € R’ x R’ and the matrices are given as

Ef, 85, I, Iy e R xRY, (A.38)
gl =8 i=1 (A.39)
)= i=1...J (A.40)
Di3D
Flnjj: n13 23 — j=1...,J, (A41)
H (1 +05D13€2’j + ﬂDZ?’E]’j)
D13D»3

ry.. = ,j=1...,J, (A.42)
2o 1+aD13§£l’j +,3D23E1n,j

I =D =8, =8, =0, i j=1...J i#J (A43)

Further, D and D_ are the finite difference matrices, given in Sect.5.5.
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(2) The implicit form with the time-discretization is given as

entl =g — ar (A.44)
gl =gl — Ar (A.45)

AL 2 (O‘DD213D 1 p_gmtl 4 g giti pyent!
+aﬁD13D+.§"+l”"+lD En+1+/3 D23D+$”+1 —,n+1D Sn+1)
_|_F2n+l( DLD D_gr ! pp gt p_gntl gt p_gntl
—aDyEM D gt —ami DD g"“) (A.46)
gl = (ﬂDDlzaD e p_gt 4 ap gt gt
+aﬁD23D+$In+1E£’+1D_§g+1 +(x2D13D+S;+1E;+1D_E?+1)
gt (_DLD D_gi*! Dy gt p gt

- 1
—au”“D D_ sn+1 ﬂD+§£’+1D sn+1 ﬁ.:g'HDJrD_éi” )

(A.47)
forj =1,....J,where&! ™' = &/1", .. gt Tandel ™ = &1 g DT
and I; € R’ x R’ and the matrices are given as

r;i’H—l, ’;'514-1’ F1n+1v F2n+l c RJ % R'I, (A48)

ontl 41

Bl =g =1, (A.49)

—~n+1 +1 .

By Li=6 =1, (A.50)
D13Dy3 .

ryth = L j=1...,1J, (A.51)
D D

= ,,fl = ,M,j=1...,J, (A.52)

1 +aDi3§y 7 + BDaséy
1’{’,*}=Fz,]=u{1jj ;Tj_o J=1...,J,i#J. (AS3)

Further, D4 and D_ are the finite difference matrices, given in Sect.5.5.

Remark A.1 The explicit scheme is simpler to implement but has the drawback of
the CFL condition, i.e. we are restricted in the time step. The implicit scheme is more
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delicate, while we have to deal with a coupled nonlinear equation system which can
be solved by Newton’s method and fixpoint schemes, see [1]. We have the benefit of
a more flexible time step, while we do not have a time restriction.

A.3 Detail Separation of the Underlying Jacobian Matrix
in the Mathematical Notation

In the following, we discuss the separation of the matrix in the mathematical notation.
We have the following idea:

e Decomposition in upper and lower matrix part without eigenvalue separation;
e Decomposition in upper and lower matrix part with eigenvalue separation.

A.3.1 Decomposition in Upper and Lower Matrix Part
(Without Eigenvalue Separation)

Jacobi Matrix upper part of glycolysis.
Only present in this module
(Glycxl/(t):=vl61 —v162 — v17)
Glcl/(t):=v021 — v022 — VO3)
G6P1'(1):=v03 — v041 + v042 — v22)
F6P1'(1):=v041 — v042 — v05)
FBP1(1):=v05 — v061 + v062)
(GAPI’(t)::vOél —v062 + v071 — v072 — v081 + v082)
DHAP1'(¢):=v061 — v062 — v071 + v072 — V15)
Glycl’(1):=v15 — v161 + v162)
Glex1/(¢):=v011 — v012 — v021 + v022)
Common species, present in both modules
(BPGl/(t):=VO81 — V082)
ATP1'(t):= — v03 — v05 — v22 — v241 + V242)
ADP1/(1):=v03 + v05 + v22 + v23 + 2v241 — 2v242)
AMPL'(1):=v242 — v241)
(NADHI/(I)I=V081 —v082 — v15)
(NADl/(t):= —v081 + v082 + v15)
(P1'(1):= — v081 + v082 + V15 + 2v22 + v23)
Not present in this module
(PEP1’(1):=0)
(Pyrl/(t):=0)
ACAl’(t)::O)
EtOHl’(t)::O)
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(EtOHx1’(1):=0)
(ACAX1(1):=0)
(CNx1'(1):=0)

Jacobi Matrix lower part of glycolysis.

Only present in this module (PEPZ’ (t):=v091 — v092 — vl())
(PyrZ/(t):=V10 —vl 1)

(ACAZ’(t)::vll —vI2 —v181 + v182)

(EtOHZ’(t)::le —v131 + v132)

EtOHx2'(t):=v131 — v132 — V14)

ACAX2/(1):=v181 — v182 — v19 — v20)

CNx2/(¢):= — v20 + v211 — v212)

Common species, present in both modules (BPG2’(t):=vO92 - VO91)

ATP2'(1):=v091 — v092 + v10 — V23)
ADP2'(1):= — v091 + v092 — v10 + v23)
NADH2'(r):= — v12)

(NAD2'(1):=+ v12)

(p2/ (t):=V23)

Not present in this module (Glych’ (t)::O)
Gle2'(1):=0)

EG6P2’ (1):=0)

(F6P2'(1):=0)

(FBP2/(1):=0)

GAP2/(1):=0)

DHAP2'(1):=0)

Glyc2/(1):=0)

(Glcx2/ (3) :=0)

A.3.2 Decomposition in Upper and Lower Matrix Part
(with Eigenvalue Separation)

Glex1'(t) Glel'(r) G6P1'(r) F6P1'(r) FBP1'(r) GAP1'(r) DHAP1'(t) BPG1'(¢)

PEP1'(¢r) Pyrl’(t) ACA1'(#) EtOH1'(r) EtOHx1'(f) Glycl’(#) Glycex1'(¢)

ACAx1'(t) CNx1'(t) ATP1'(t) ADP1'(t) AMP1'(t) NADH1'(t) NAD1'(t) P1'(¢)
Eigenvalues

c — 725830
—3402.31
—1873.06
—1288.99
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—620.438
—174.753

—97.0176

—75.8312

—54.2505

—34.9159

—0.481297 + 9.91003i
—0.481297 — 9.91003i
—5.68561

—5.65028

—3.02005

—2.27007 4 0.447624i
—2.27007 — 0.447624i
—1.35615

—0.946389

—0.194037
—1.2047299556964155 x 10~
1.7737943007470836 x 10~
0.

We have the error estimates given for the parallel and sequential splitting, where
|| - || is the maximum absolute row sum of the matrix:

[[J1J2 4+ J2J1|Imax = maxi<j<p > oe; la; j| = 5.85252 x 10°

1102 — J2J1]lmax = Maxi<j<p D re; lai j| = 5.85252 x 100

The time step is given as

T =1.26438 x 107",

Reference

1. L. Boudin, B. Grec, F. Salvarani, A mathematical and numerical analysis of the
Maxwell-Stefan diffusion equation. Discret. Contin. Dyn. Syst. Ser. B 17(5),
1427-1440 (2012)
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In the following, we explain the notation and nomenclature that we used in our book.
Notation We deal with the following notation in our monograph.

D(B) Domain of B

X, Xg Banach spaces

X" =M X; Product space of X

WP (£2) Sobolev space consisting of all locally

summable functions u : 2 — R such that for
each multi-index o with |«| < m,
dyu exists in the weak sense and belongs

to LP(£2)
082 Boundary of £2
Z(X) = L(X, X) Operator space of X, e.g. a Banach space
2 Discretized domain §2 with the underlying
grid step h
H™ Sobolev space W"?
Hol (£2) The closure of C°(£2) in the
Sobolev space W12
[|-1lzr L?-norm
[ e H™-norm
[ Maximum norm, if not defined otherwise
Il 11x Norm with respect to Banach space X
[l lloo =sup,e; Il - 1|  Maximum norm on interval /
(x,y) Scalar product of x and y in a Hilbert space
o(t) Landau symbol, e.g. first order in time
with time step ©
U= (u,vT’ Vectorial solutions of two components
U= (u,v,w?’ Vectorial solutions of three components
X
(X1, ..., xn)T = : Vectorial solutions of n components
Xn
© Springer International Publishing Switzerland 2016 305
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Glossary

Notation in the Models In the following, we describe the notation that are used in
our modelling problems.

R;:

Ui

8it

Ai:

ei(1), & (1), fi(1):

Il
_

., M:

= ~

Retardation factor [—],

which declares the portion of the porosities of the
underlying aquifer,

Mobile concentration of the ith species,

e.g., transported species Si, T, C in the plasma [mol/mm?>],
Immobile concentration of the ith species,

e.g., absorbed species Si, 77, C in the plasma [mol/mm3],
Velocity of the underlying fluid

e.g., direction and absolute value of the plasma flux

in the apparatus [mm/s],

Diffusion—dispersion tensor

e.g., molecular and dispersive value of the plasma
diffusion [mm?/s],

Decay constant of the ith species

e.g., decay rates of the transported species in the plasma [1/s],
Are the time-dependent convection and

reaction terms, which are polynomials and

ei(t), i(t):RY - R", i=1,...,m,

i denotes the species and M denotes the number of species,
The exchange between the mobile and immobile part

of the aquifer
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