
Kyung-Hyune Rhee
Jeong Hyun Yi (Eds.)

 123

LN
CS

 8
90

9

15th International Workshop, WISA 2014
Jeju Island, Korea, August 25–27, 2014
Revised Selected Papers

Information
Security Applications



Lecture Notes in Computer Science 8909

Commenced Publication in 1973
Founding and Former Series Editors:
Gerhard Goos, Juris Hartmanis, and Jan van Leeuwen

Editorial Board

David Hutchison
Lancaster University, Lancaster, UK

Takeo Kanade
Carnegie Mellon University, Pittsburgh, PA, USA

Josef Kittler
University of Surrey, Guildford, UK

Jon M. Kleinberg
Cornell University, Ithaca, NY, USA

Friedemann Mattern
ETH Zurich, Zürich, Switzerland

John C. Mitchell
Stanford University, Stanford, CA, USA

Moni Naor
Weizmann Institute of Science, Rehovot, Israel

C. Pandu Rangan
Indian Institute of Technology, Madras, India

Bernhard Steffen
TU Dortmund University, Dortmund, Germany

Demetri Terzopoulos
University of California, Los Angeles, CA, USA

Doug Tygar
University of California, Berkeley, CA, USA

Gerhard Weikum
Max Planck Institute for Informatics, Saarbrücken, Germany



More information about this series at http://www.springer.com/series/7410

http://www.springer.com/series/7410


Kyung-Hyune Rhee • Jeong Hyun Yi (Eds.)

Information
Security Applications
15th International Workshop, WISA 2014
Jeju Island, Korea, August 25–27, 2014
Revised Selected Papers

123



Editors
Kyung-Hyune Rhee
Pukyong National University
Busan
Korea, Republic of (South Korea)

Jeong Hyun Yi
School of Computer Science

and Engineering
Soongsil University
Seoul
Korea, Republic of (South Korea)

ISSN 0302-9743 ISSN 1611-3349 (electronic)
Lecture Notes in Computer Science
ISBN 978-3-319-15086-4 ISBN 978-3-319-15087-1 (eBook)
DOI 10.1007/978-3-319-15087-1

Library of Congress Control Number: 2014960251

LNCS Sublibrary: SL4 – Security and Cryptology

Springer Cham Heidelberg New York Dordrecht London
© Springer International Publishing Switzerland 2015
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made.

Printed on acid-free paper

Springer International Publishing AG Switzerland is part of Springer Science+Business Media
(www.springer.com)



Preface

The 15th International Workshop on Information Security Applications (WISA 2014)
was held at Ocean Suites Jeju Hotel, Jeju Island, Korea, during August 25–27, 2014.
The workshop was hosted by Korea Institute of Information Security and Cryptology
(KIISC) and sponsored by the Ministry of Science, ICT and Future Planning (MSIP).
Also it was co-sponsored by Korea Internet and Security Agency (KISA), Electronics
and Telecommunications Research Institute (ETRI), National Security Research
Institute (NSRI), AhnLab, Korea Information Certificate Authority (KICA), REDBC,
and UNET systems. The excellent arrangement was led by the WISA 2014 General
Chair, Prof. Heekuck Oh and Organizing Chair, Prof. Jin Kwak.

This year WISA 2014 provided an open forum for exchanging and sharing of
ongoing hot issues and results of research, development, and applications on infor-
mation security areas. The Program Committee prepared a meaningful program
including keynote speech from Prof. Gail-Joon Ahn of Arizona State University, USA,
and an invited talk from Mr. Patrick Youn of Symantec, Korea. The workshop had
roughly six tracks such as System Security (Track 1), Network Security (Track 2),
Hardware Security (Track 3), Applied Cryptography including Cryptography (Track
4), Vulnerability Analysis (Track 5), and Critical Infrastructure Security and Policy
(Track 6). We received 69 paper submissions from 10 countries, covering all areas of
information security, more precisely, 20 submissions for Track 1, 15 submissions for
Track 2, 6 submissions for Track 3, 16 submissions for Track 4, 4 submissions for
Track 5, 8 submissions for Track 6. We would like to thank all authors who submitted
papers. Each paper was reviewed by at least three reviewers. External reviewers as well
as Program Committee members contributed to the reviewing process from their par-
ticular areas of expertise. The reviewing and active discussions were provided by a
web-based system, EDAS. Through the system, we could check the amount of simi-
larity between the submitted papers and the already published papers to prevent pla-
giarism and self-plagiarism.

Following the severe reviewing processes, 31 outstanding papers from 8 countries
were accepted for publication in this volume of Information Security Applications.
More precisely, they were 6 papers for Track 1, 5 papers for Track 2, 5 papers for Track
3, 6 papers for Track 4, 4 papers for Track 5, and 5 papers for Track 6.

Many people contributed to the success of WISA 2014. We would like to express
our deepest appreciation to each of the WISA Organizing and Program Committee
members as well as paper contributors. Without their dedication and professionalism,
WISA 2014 could not be made.

August 2014 Kyung-Hyune Rhee
Jeong Hyun Yi
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ADAM: Automated Detection and Attribution
of Malicious Webpages

Ahmed E. Kosba1, Aziz Mohaisen2(B), Andrew West2, Trevor Tonn3,
and Huy Kang Kim4

1 University of Maryland at College Park, College Park, USA
2 Verisign Labs, Reston, USA
amohaisen@verisign.com

3 Amazon.com, Washington DC, USA
4 Korea University, Seoul, South Korea

Abstract. Malicious webpages are a prevalent and severe threat in the
Internet security landscape. This fact has motivated numerous static and
dynamic techniques to alleviate such threat. Building on this existing
literature, this work introduces the design and evaluation of ADAM, a
system that uses machine-learning over network metadata derived from
the sandboxed execution of webpage content. ADAM aims at detecting
malicious webpages and identifying the type of vulnerability using simple
set of features as well. Machine-trained models are not novel in this
problem space. Instead, it is the dynamic network artifacts (and their
subsequent feature representations) collected during rendering that are
the greatest contribution of this work. Using a real-world operational
dataset that includes different type of malice behavior, our results show
that dynamic cheap network artifacts can be used effectively to detect
most types of vulnerabilities achieving an accuracy reaching 96 %. The
system was also able to identify the type of a detected vulnerability
with high accuracy achieving an exact match in 91 % of the cases. We
identify the main vulnerabilities that require improvement, and suggest
directions to extend this work to practical contexts.

1 Introduction

The ever increasing online and web threats call for efficient malware analysis,
detection, and classification algorithms. To this end, antivirus vendors and intel-
ligence providers strived to develop analysis techniques that use dynamic, static,
or hybrid—which use both—techniques for understanding web malware. While
static techniques are computationally efficient, they often have the drawback
of low accuracy, whereas dynamic techniques come at higher cost and provide
higher accuracy. Certain functionalities, such as deep analysis of dynamic fea-
tures, are more costly than gathering of indicators and labeling of individual
pieces of malware. Systems that are costly utilizing dynamic features should
be augmented with intelligent techniques for better scalability. Such techniques
include machine learning-based components utilizing light-weight features, such
c© Springer International Publishing Switzerland 2015
K.-H. Rhee and J.H. Yi (Eds.): WISA 2014, LNCS 8909, pp. 3–16, 2015.
DOI: 10.1007/978-3-319-15087-1 1



4 A.E. Kosba et al.

as network metadata, for finding the label and type of a given website with-
out using the computationally heavy components. In addressing this problem,
we introduce ADAM, an automated detection and attribution of malicious web-
pages that is inspired by the need for efficient techniques to complement dynamic
web malware analysis.

The motivation of this work is twofold. First, iDetermine, a proprietary status
quo system for detecting malicious webpages using dynamic analysis is a compu-
tationally expensive one. While iDetermine is the basis for our ground-truth and
network metadata used for creating features for webpages, it also does a great
quantity of other analysis to arrive at accurate labels (e.g., packet inspection,
system calls). We envision our efforts could integrate as a tiered classifier that
enables greater scalability with minimal performance impact. Second, existing
literature on webpage classification [7,17,18,23,24] provided promising accuracy.
Because these approaches rely primarily on static features, we hypothesize that
metadata from network dynamics might improve it as well.

There are multiple challenges that ADAM tries to address. First, webpages
face different types of vulnerabilities: exploit kits, defacement, malicious redirec-
tions, code injections, and server-side backdoors – all with different signatures.
This malice may not even be the fault of a webpage owner (e.g., advertise-
ment networks). Moreover, the distribution of behavior is highly imbalanced,
with our dataset having 40× more benign objects than malicious ones. Despite
these challenges, our approach is currently broadly capable of 96 % accuracy,
with injection attacks and server-side backdoors being identified as areas for
performance improvement and future attention. The system is also capable of
identifying the types of detected vulnerabilities with exact match in 91 % of the
cases, with a difference of 1 and 2 labels in 6 % and 3 % of the cases respectively.

Contribution. The contributions of this paper are: (1) Presenting a system
that identifies whether a webapge is malicious or not based on simple dynamic
network artifacts collected in sandboxed environments, in addition to (2) Evalu-
ating the system using a real dataset that contains multiple variants of malicious
activity.

Organization. The rest of this paper is organized as follows: Sect. 2 discusses
the background and related work. Section 3 presents some details on iDeter-
mine system, which generates the data we use in ADAM and the ground truth,
while Sect. 4 presents the architecture of the ADAM system. Section 5 presents
the evaluation of ADAM and discusses the results, and finally Sect. 6 presents
the conclusions and sheds some light on future work.

2 Related Work

There has been a large body of work in the literature on the problem at hand,
although differing from our work in various aspects, including features richness,
quality of labels, and their context. Most closely related to our work are the works
in [7,17,18,23,24], although differing in using static analysis-related features in
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reaching conclusions on a webpage. On the other hand, ADAM relies on utilizing
simple features extracted from the dynamic execution of a webpage and loading
its contents in a sandboxed environment, with the goal of incorporating that as
a tiered classifier in iDetermine.

Fig. 1. Two examples of transferred file trees

Related to our work, but using structural properties of URLs in order to pre-
dict malice are the works in [10,17,25] for email spam, and in [6,19] for phishing
detection. Additionally, using domain registration information and behavior for
malware domain classification was explored in [14,17]. Related to that is the work
on using machine learning techniques to infer domains behavior based on DNS
traces. Bilge et al. proposed Exposure [5], a system to detect malware domains
based on DNS query patterns on a local recursive server. Antonakakis et al. [2]
functions similarly but analyzes global DNS resolution patterns and subsequently
creates a reputation system for DNS atop this logic [1]. Gu et al. [11–13] studied
several botnet detection systems utilizing the same tools of DNS monitoring.
Dynamic malware analysis and sandboxed execution of malware were heavily
studied in the literature, including surveys in [8,9]. Bailey et al. [3] and Bayer
et al. [4] have focused on behavior-based event counts. Feature development has
since advanced such that malware families can now be reliably identified [16] and
dynamic analysis can be deployed on end hosts [15]. Finally, network signature
generation for malicious webpages is explored in [21,22] for drive-by-download
detection.

3 iDetermine

iDetermine is a system for classification of webpage URLs. It crawls websites
using an orchestrated and virtualized web browser. For each analyzed URL, the
system maintains records of each HTTP request-response made while rendering
that page. The system applies static and dynamic analysis techniques to inspect
each object retrieved while visiting the URL, and monitors any changes that
happen to the underlying system to decide whether the retrieved object is mali-
cious or not. We call these objects transferred files (TFs). If any of the retrieved
objects was found malicious, iDetermine labels the object based on the type of
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malice uncovered. The system may label a malicious TF with one or more of the
following:

Injection. Occurs when a website is compromised, allowing an attacker to add
arbitrary HTML and javascript to the legitimate content of the site with the pur-
pose of invisibly referencing malicious content aimed at silently harming visitors.
Exploit. Implies that an exploit code for a vulnerability in the browser or
browser helper was found. Exploit code are the heart of drive-by downloads.
Exploit Kit. A collection of exploits bundled together and usually sold in black
market. These kits increase the probability that the browsers of the visiting users
are successfully exploited.
Obfuscation. A TF contains obfuscated code with known malicious activity
behavior.
Defacement. Occurs when an attacker hacks into a website and replaces some
content indicating that the site has been hacked into.
Redirection. A TF redirects to a known malicious content.
Malicious executable or archive. This means that either an executable or
an archive file, e.g. zip, rar, jar, that contains malicious code of some sort was
detected to be downloaded by visiting the webpage.
Server side backdoor. A TF shows symptoms of being a known server-side
backdoor script, like the C99 PHP Shell. Such files allow remote attackers to
control various aspects of the server.

The processing of the data of each URL by iDetermine results in a tree-like
structure (see Fig. 1) where each node represents a TF. Each node stores basic
file attributes and network information (e.g., HTTP response code, IP address,
and Autonomous System (AS) number). These nodes also contain classification
data from iDetermine’s deep analysis and we use this as ground-truth in train-
ing/evaluating our approach.

Fig. 2. The workflow for classifying URLs based on TFs
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4 ADAM: System Structure and Overview

Design goals. There are two basic end goals for the proposed system. The main
goal is to identify whether a webpage is malicious or not based on the basic
metadata maintained by iDetermine, without the requirement to compute any
complex and expensive features. If the webpage is classified as malicious, the
system also aims at identifying which type of malice this webpage has.

Design. The layout of the system is outlined in Fig. 2. The figure shows the
flow of both the training data and the operational data. The system is trained
by labeled webpages, in which each individual TF is labeled whether it is benign
(green), or malicious (red). The system uses the basic meta-data stored in
the system, in addition to a set of simple features generated based on those
attributes. This generation is handled by the feature generation module which
uses IP and WHOIS databases to acquire information about the IP address and
the domain name of the associated TF. After the feature generation stage, the
data is preprocessed, and some features may be filtered using a feature selection
module, before the data is sent to the classification modules. Then, a two-stage
classification procedure is trained based on the preprocessed data.

In the operational mode, for an unlabeled webpage, the system transforms
each TF into a feature vector as done by the feature generation module in the
training phase, and then the features are pre-processed and filtered based on
the feature selection results from the training phase. The TF is then labeled
with the label most close to it in the vector space based on a highly accurate
ground truth. To this end, in the following two subsections, we provide more
details on the generated features, the preprocessing stage, and then we discuss
the classification procedure needed to achieve the above two goals.

4.1 Features Used for Classification

To achieve the design goals, ADAM relies on a rich set of features, and uses
nearly 40 basic features for the classification process. The features fall in the
following categories:

– Basic meta-data features: This represents the simple meta-data attributes
stored originally by iDetermine, such as the HTTP header information, which
includes HTTP method, response code, Is Zipped, .. etc. The meta-data also
includes the AS number, and the result of running the libmagic command on
the TF file which gives information about the type of the retrieved file.

– URI-based features: These are the features derived from the URI
associated with a TF. This includes some basic lexical statistics, e.g. URI
components lengths (hostname, path and query), dot count, slash count, spe-
cial characters ratio and the average path segment length. This also includes
binary features to indicate whether the URI contains an explicit IP, or an
explicit port number. Furthermore, the features include the top-level domain
name in addition to the token words that appear in the different URI compo-
nents for which we use a bag-of-words representation.
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– TF Tree-based features: These are the features we extract from the TF-
tree to capture the relationship between different TFs that belong to a single
webpage. The TF-tree features capture Parent-child host/IP diversity; TF
depth; number of children and the child-parent type relationship.

– Domain Name-based features: These features are derived from the domain
name of the URI of the TF. This includes: the registrar’s id and age informa-
tion, e.g. creation data and expiration date.

– IP-based features: These are a set of features derived from the IP address
associated with the TF. This includes the Geo-Location features: country,
city and region, in addition to the domain/organization for which the IP is
registered. Furthermore, we consider two IP prefixes (/24 and /28) as features
to detect networks with malicious activity, instead of considering each IP
individually.

It should be noted that the iDetermine system does process and store addi-
tional data that could be useful in the classification task. For example, payload
and content-based features derived from Javascript as in [7,24], or flow infor-
mation features as in [24] can be extracted and utilized. However, we do not
integrate these features in order to maintain a content-agnostic and scalable
classifier.

4.2 Preprocessing and Feature Selection

After the feature values for each category are inferred, a preprocessing stage
is needed before forwarding this data to the classifiers for training and testing
purposes. The preprocessing is done based on the feature type. For numeric
features, such as the lexical counts, proper scaling is applied to keep the values
between 0 and 1. For categorical features such as the top-level domain name or
AS number, we apply feature binarization, in which a binary feature is introduced
per each possible value, since the feature cannot be encoded numerically due
to the absence of order between the values. This approach has been employed
before, such as in [17]. This certainly will result in high-dimensional feature
vectors that require a scalable classifier suitable for high dimensionality vectors.

Due to the high dimensional feature vectors, it could be beneficial to reduce
the dimensionality through a feature selection technique. Therefore, in our exper-
iments, we study the effect of reducing the dimensionality through a chi-square
metric.

4.3 Classification

After preprocessing the data, we train a two-stage classification model to detect
whether a webpage is malicious, and to identify the type of malice if needed.

The first classification stage includes a binary classifier that is trained with
all the TFs from benign and malicious samples. We use an SVM classification
algorithm based on Stochastic Gradient Descent using L1-norm for this stage. In
the second stage, we build another binary classifier for each type of vulnerability.
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Each classifier in the second stage is trained using the malicious TF data only,
e.g. the injection classifier is trained by the data containing (injection TFs versus
No injection but malicious TFs).

The reason we employ this two-stage model is due to the limitations of other
possible approaches. For example, a multi-class classifier will not capture the
observation that some TFs are labeled with more than one label. Additionally,
we found that using multiple binary classifiers directly in a single stage, where
each classifier is trained for only one type of attack—versus all the other benign
and remaining malicious TFs—will lead to lower accuracy and a higher training
time. The low accuracy in this case is due to the higher possibility of false
positives because of using multiple classifiers at once. Therefore, we propose this
two-stage model to filter out the malicious TFs first using a global classifier,
then identify the type of malice separately.

In the operational phase, whenever a webpage is analyzed during operation,
the data of each TF retrieved while visiting the URL are used to predict whether
it is malicious or not. A URL is labeled as benign if all of its retrieved TFs were
classified as benign by the classification algorithm. Then, the type of malice is
identified through the second stage if the TF was labeled as malicious.

5 Evaluation

We present the evaluation and analysis of the proposed system. We give an
overview and description of the dataset with the evaluation procedure and met-
rics. Then, we introduce the performance of the binary classification mechanism
and malice label prediction, followed by the effect of feature selection on the
system accuracy.

5.1 Dataset Description and Statistics

The dataset we consider for evaluation consists of 20k webpages, 10k each of
“malicious” and “benign” types. These URLs were randomly selected from iDe-
termine’s operational history of Internet-scale crawling. As mentioned earlier,
iDetermine labels the webpages using sophisticated static and dynamic analysis
techniques, and hence we consider such labels as our ground truth labels. Ana-
lyzing the URLs of the dataset yields 800k benign TFs and 20k malicious TFs.
Each webpage contains about 40 TFs on average. A histogram of the number of
TFs per webpage is provided in Fig. 3. For the malicious webpages, a histogram
of the percentage of the number of malicious TFs per each malicious webpage
is shown in Fig. 4. The figure shows that for most malicious webpages, less than
10 % of the retrieved TFs are malicious. This confirms the intuition we have for
building the classifiers based on individual TFs.

The iDetermine system labels each malicious TF according to any type of
malice it uncovered. Note that a malicious TF may be labeled with more than
one label at the same time. That is a reason a classifier was built for each malice
type in the label prediction module. The distribution of vulnerabilities among
the malicious TFs can be illustrated in detail through Fig. 5.
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Fig. 3. A histogram of TFs per web-
page

Fig. 4. Malicious TFs per malicious
webpages

Fig. 5. Distribution of malice among the TFs

5.2 Evaluation Procedure and Metrics

A prototype of the system was built using Python 2.7, and Scitkit-learn [20] was
used for data processing and classification. The evaluation of the system was con-
ducted using 10-fold cross-validation, in which the webpages dataset were divided
into 10 distinct partitions, nine of which are used for the training stage while the
remaining partition is used as the testing data. For consistency, the dataset was
partitioned randomly in a way that guarantees that the distribution of number
of TFs per webpage (shown before in Fig. 3) is roughly maintained, so that the
total number of TFs per partition is almost the same, since the TFs are the
main classification data units the system works on.

The performance metrics will be provided at both the TF and the webpage
granularity, with more focus on the latter since this is the end system goal.
Recall that a webpage is labeled as malicious if any of its TFs was labeled
by the classifier as malicious. The metrics considered for the evaluation are
mainly the false positives rate, which describes the ratio of the benign objects
that were labeled as malicious, and the false negatives rate which describes the
ratio of the malicious objects that were labeled as benign. We also measure the
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effectiveness of the detection system through the F1-score, which is calculated
based on the harmonic mean of precision and recall. Precision refers to the
fraction of the objects that the system labeled as malicious that turned out to
be truly malicious, while recall is the ratio of the truly malicious objects that
the system was able to label malicious.

5.3 Binary Classification Performance

We start by describing the results of the first classification stage, which aims to
identify whether a webpage is malicious or benign, only. Table 1 enumerates the
performance metrics at both TF and webpage granularity, showing an overall
result of 7.6 % FN rate and 6.3 % FP rate for the webpage results. The reason
for having a 14.7 % FN rate on the TF-level is that simple metadata may not
be indicative for all types of TF malice behavior. Additionally, compared to
previous literature, the TF results are consistent with respect to the fact that
our TF records dataset is highly imbalanced. Literature studies showed that as
the data gets highly imbalanced, the accuracy degrades, e.g. 25 % FN rate at a
ratio of 100:1 of benign to malicious URLs [18].

To better understand how well the detection mechanism performed, Fig. 7
shows the detection rate per each vulnerability/attack type at the TF-level,
which describes the ratio of the TFs labeled as malicious successfully. Note that
the “injection” and “server side backdoor cases” were most detrimental to overall
performance. This is made clear in Table 2 which provides overall performance
without those problematic instances, resulting in 2.5 % FP rate and 4.8 % FN
rate overall.

Table 1. Binary classification results

Prec. Recall F-score FP FN

TF-level 0.390 0.852 0.530 0.0314 0.147

page-level 0.935 0.924 0.930 0.063 0.076

Table 2. Binary classification w/o
“injection”

Prec. Recall F-score FP FN

TF-level 0.527 0.873 0.657 0.0153 0.126

page-level 0.948 0.951 0.949 0.0257 0.048

5.4 Label Prediction Performance

After a TF is labeled as malicious by the system, the system labels it according
to the type of attack/malice it carries by the label prediction module described
earlier in Sect. 4. In this section, the results of this module are presented. The
main metric we used for the evaluation of the label prediction is the number of
different labels between the ground truth and the predicted ones. As an example
for illustration, if the ground truth is {Injection}, and the system labeled the
malicious TF as {Injection, Exploit}, then this is considered a difference of one. If
the predicted label was only {Exploit}, this is considered a difference of two, since
two changes are necessary to make the prediction correct. Figure 6 illustrates the
CDF of the label difference metric. As the figure clearly shows, the median of
the difference in label predictions is zero. In fact in more than 90 % of the cases,
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Fig. 6. The CDF of the difference
in malice label predictions

Fig. 7. Detection rate per TF vulnera-
bility type for various malice types

Fig. 8. Performance of individual label prediction classifiers

there was no difference between the predicted labels and the ground truth, and
in only about 3 % of the cases there was a difference of two labels.

Furthermore, to evaluate the capability of each individual label prediction
classifier. Figure 8 shows the performance of each classifier, by providing two
quantities: the rate of miss-label, which indicates the ratio of the cases where a
classifier was not able to detect a TF that has the type of attack it’s concerned
with, and the rate of wrong-label which is the ratio of the cases where the
classifier gave a positive detection, while the TF does not include such type of
malice. As the figure indicates, with respect to the miss-label rate, the server side
backdoor classifier had the highest miss-label rate, which could be directly due
to the few samples of server side backdoors that the dataset has (recall Fig. 5).
Then, it can be observed the both the exploit and exploit kit classifiers have
high miss-label rates as well, which suggests that new exploit attacks that the
system did not specifically learn about may not be directly easy for the system
to infer. With respect to the wrong-label rate, one interesting observation is that
the injection classifier had the highest wrong-label rate. This could be because
most of the malicious TFs in the dataset are Injection attacks (recall Fig. 5),
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Fig. 9. The CDF of the feature scores.
Note the vertical jump in the curve,
indicating that half of the features are
equally important.

Fig. 10. The effect of the number of
features on detection accuracy. The
detection accuracy gets stable after
using only 50 % of the features.

Table 3. Distribution of generated features

Feature category Number of features

Meta-data based 18850

URL-based 378740

TF tree-based 157

Domain name-based 419

IP-based 65153

which could have resulted tendency towards labeling malicious TFs as injection
due to the imbalanced training dataset.

5.5 Feature Selection Results

Due to the number of categorical features we have, high dimensional vectors
result due to feature binarization. This can have a negative effect on the scala-
bility of the system. Additionally, not all features after expansion/binarization
can be directly useful in identifying whether a webpage is malicious or not. In
this subsection, we provide some observations on feature selection results.

With respect to the chi-square score calculated for each feature by the feature
selection module, it can be observed that the feature scores considerably vary,
ranging from 10−5 to 105. To illustrate the distribution of the feature scores,
Fig. 9 provides the CDF of the logarithm of all feature scores over the dataset.
The main observation in this figure is that roughly the lowest 50 % of the features
have the same score (Note the vertical jump after −2). This may suggest that
half of the features may not be very important for the classification. This can
be confirmed next by studying the effect of the number of features used for
classification on the detection accuracy of the system. From another perspective,
Fig. 10 illustrates the effect of the number of used features on the F1-score.
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The features are selected based on their scores; when n is the number of features
used, the top n features according to the scoring criteria are used. The figures
shows the performance increases rapidly till it reaches some point, beyond which
the F-score almost gets stable. This is consistent with the score CDF figure
provided before.

It is also interesting to identify how important each feature category is. Since
many of the features we use are categorical (and hence binarized), it may not be
very helpful to solely identify the best feature or group of features, because this
would be very specific to the dataset, and may be affected by the distribution of
the malice types in the dataset. It could be more useful to see the histogram of
the feature scores among the different feature categories that we employ in our
classification process. Figure 11 illustrates the histogram of the logarithm of the
feature scores among each feature category, while Table 3 shows the number of
features generated per each feature category. As shown in the figure, each cate-
gory has a percentage of its features with feature scores more than −2 (i.e. falling
in the top 50 % features), providing a motivation for employing all these features
for the classification process.

Fig. 11. Histograms of feature scores among feature categories

6 Conclusion and Future Work

This paper presented ADAM a system that uses machine learning over simple
network artifacts that are inferred during dynamic webpage execution. ADAM’s
goal is to detect whether a webpage is malicious or not, and to identify the
type of malice if the webpage was found malicious. Under cross-validation and
a dataset that spans different types of attack behavior, the system was able
to detect malicious webpages with an accuracy of 93 % identifying injection
and derver-side backdoor vulnerabilities as the main areas requiring detection
improvement. Excluding injection samples from the dataset has resulted in an
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accuracy reaching 96 %. Additionally, the malice labeling module was able to
detect the label(s) of malicious TFs exactly in about 91 % of the cases, with a
difference of one and two labels in 6 % and 3 % of the cases respectively.

Several directions can be explored to extend this work. Since many of the
features have a dynamic nature over time, e.g., IP addresses, an adaptive mecha-
nism will be needed to capture such dynamic changes. Furthermore, more studies
could be done to enhance the accuracy of the model presented in this paper in
order to better detect injection and server side backdoor attacks, in addition to
identify exploit attacks.
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Abstract. Heap-spraying is an attack technique that exploits memory
corruptions in web browsers. A realtime detection of heap-spraying is
difficult because of dynamic nature of JavaScript and monitoring over-
heads. In this paper, we propose a runtime detector of heap-spraying
attacks in web browsers. We build a string trace graph by tracing all
string objects and string operations in JavaScript. The graph is used for
detecting abnormal behaviors of JavaScript. We detect heap-spraying
attacks with low false positive rate and overheads.

1 Introduction

In recent years, a drive-by-download attack becomes one of the most common
methods to spread malware. Attackers tempt a victim to visit a website that
contains a malicious code. The malicious code exploits vulnerabilities of a web
browser to compromise a victim’s computer. Compromised computers are used
as components of botnets and conduct various attacks, such as spamming and
distributed denial-of-service attack (DDoS). Various techniques are used in order
to load shellcode into the memory and execute it.

Heap-spraying is the most common technique to compromise web browsers.
Heap-spraying increases the possibility of successful attacks because attackers
do not need to know exact heap addresses. Heap-spraying is carried out in two
phases. The first phase is building a code block that contains a large chunk of
CPU instructions. The code block consists of two parts: NOP-sled and shellcode.
NOP-sled contains meaningless CPU instructions that induce execution to a
malicious shellcode. In the second phase, the malicious code makes many copies
of the code block. Heap-spraying tries to insert the code block as many as possible
to increase the possibility of the attack. Therefore, heap-spraying technique uses
a large amount of memory. In the real world, malicious JavaScript that uses
heap-spraying usually allocates more than 100 MB of memory. In addition, heap-
spraying should use only string objects of JavaScript to build the code block.
The string object is the only object that controls each byte of memory, so heap-
spraying uses JavaScript string objects.

In this paper, we propose a heap-spraying detection method based on a
string trace graph. Our method builds a graph by tracing all string operations
in JavaScript. We propose three features from a string trace graph and train
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classifiers using the features to classify heap-spraying codes. We evaluate our
method by using real-world data and evaluation results show that our method
has low false positive and overheads.

We organize the remainder of this paper as follows. In Sect. 2, we introduce
previous heap-spraying detection methods and malicious JavaScript detection
methods. Section 3 explains background knowledge to understand our method.
In Sect. 4, we explain our detection method in detail. In Sect. 5, we describe
evaluation results. Finally, Sect. 6 concludes the paper and presents future work.

2 Related Work

2.1 Heap-Spraying Detection

Previous studies [6,13,14] have proposed to detect heap-spraying by finding
sequences of x86 instructions. The heap blocks used in a typical heap-spraying
attack contain a shellcode and the remainder of the heap block contains NOP-
sleds. Previous studies focus on identifying large chunks of NOP-sleds. Nozzle
[14] disassembles given a heap object with possible x86 instructions by building a
control flow graph (CFG). However, Ding et al. [9] proved that Nozzle is broken
by manipulating heap behaviors. Nozzle has too high overhead because it scans
the contents of all allocated heap memory. We propose a method that has lower
overhead than Nozzle because we do not check the contents of the memory. We
simply check whether a memory is allocated and also get the size of allocated
memory.

Several researches [6,12,16] have proposed to detect executable codes in pay-
loads of network packets, but they have high false positives.

2.2 Malicious JavaScript Detection

There are researches to detect other malicious JavaScript codes, such as obfus-
cation, exploit or fingerprint. A number of server-side approaches [7,10] have
been proposed to identify malicious code on the web. These approaches extract
features of each webpage in run-time using an emulated browser. Cova et al. [7]
propose a method to detect malicious JavaScript codes, but it takes too much
time to analyze each page (about 10 s per page). In addition, the server-side
approaches always suffer from IP based filtering and also have a lot of false
positives.

A proxy approach [15] also has been proposed. It detects obfuscation and
exploit code by dynamic and static analysis in the emulated environment at
proxy level.

Zozzle [8] uses nearly-static approach to detect malicious JavaScript. When
a JavaScript engine evaluates a source code, Zozzle analyzes the source code
statically. Similar to our method, Zozzle uses a machine learning technique to
classify malicious JavaScript. Zozzle trains the name of variables and functions
as a feature but an attacker simply changes a variable name in source code or
uses a JavaScript optimization compiler [2] to avoid Zozzle.
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3 Background

3.1 A String Object in JavaScript

In JavaScript, a string object has unique characteristics distinguished from other
languages. First, a value of string is immutable. This means that once a string
is initialized, the value of the string will not be changed. Every string operation
create a new string variable instead of modifying the original value [10].

Fig. 1. An example code of a typical heap-spraying in JavaScript

Second, a string is the only object to manipulate a memory in JavaScript. To
succeed code injection attack, an attacker has to load a malicious code on the
memory. Since the code consists of a sequence of CPU instructions, each byte of
the code has to be accessible. In JavaScript, a string object is the only candidate
to have that functionality among user controllable objects.

From the above characteristics, we can know that attackers exploit string
objects in JavaScript to manipulate the memory.

3.2 Heap-Spraying

There are two types in code injection attacks which are stack-based and heap-
based. Stack-based attacks are on the decline because numerous methods have
been introduced to prevent the stack-based attacks. Therefore, attackers mainly
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Fig. 2. An example code to explain the string trace graph
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Fig. 3. An example graph of string trace graph

use heap-based attack to compromise victims. Heap-based attack is more diffi-
cult than stack-based attack because the addresses in heap memory are unpre-
dictable. To overcome this trouble, attackers should adopt several strategies such
as heap-spraying.

Figure 1 is an example code of a heap-spraying in JavaScript. Lines 1–2 indi-
cates that allocating shellcode and NOP-sled into strings. Lines 4–7 build NOP-
sleds to spray. In the first while loop, the NOP-sled is expanded by concatenating
itself. When the NOP-sled is expanded, the NOP-sled is sliced to fit into the size
of heap memory chunk. Although the NOP-sled size is different from a target of
browsers and platforms, it has large size of memory than the memory page size,
typically from 128 kB to 524 kB. Lines 9–12 codes are responsible for combining
the NOP-sled with the shellcode. In this step, the code makes many copies for
the effectiveness of the attack.
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In our observation of heap-spraying analysis, we found out three features
of heap-spraying. First, NOP-sled is generated from the small number of short
strings because an exploit should be performed in a short time. If the exploit
takes long time, a victim stops navigating the site.

Second, heap-spraying uses abnormally long strings. Attackers insert NOP-
sleds as much as possible to increase the possibility that a jump instruction lands
on the NOP sled. If a jump instruction lands on the NOP-sled, the execution is
reached to a shellcode. Therefore, heap-spraying needs a large size of the NOP-
sled string to increase effectiveness of the attack.

Third, heap-spraying makes many copies of a block that contains NOP-sleds
and a shellcode. Increasing the number of the block that contains the attack
codes is another way to increase the probability of the attack. Therefore, the
block is copied the hundreds of times.

4 Heap-Spraying Detection Based on a String
Trace Graph

We detect heap-spraying based on a string trace graph. We trace all string opera-
tions in JavaScript, such as concatenation, replacement and substring. Therefore,
we can get an execution history of string operations by generating a string trace
graph.

A string trace graph G consists of nodes V and directed edges E . Each node V
represents a string object and it has a length of the string as an attribute. There
are two node types which are a leaf node VLeaf and an internal node VInternal.
A leaf node VLeaf has no incoming edges but an internal node VInternal has
incoming edges. Initial strings are represented as leaf nodes and output strings
of string operations are represented as internal nodes. Directed edges represent
execution flows of string operations.

Figures 2 and 3 show how we create graphs from JavaScript codes. Each node
represents a string object and the number means the length of the string. Each
edge represents a flow of a string operation. By analyzing the graph in Fig. 3, we
can know that there are four initial strings and a string operation is performed
repeatedly in the last part of the graph.

4.1 Features

We propose three features to detect heap-spraying attacks: ratio of leaf nodes,
length of a string and degree of the nodes. First, our method uses a ratio of leaf
nodes as a feature to detect heap-spraying. A ratio of leaf nodes LeafRG of a
string trace graph G is computed as follows.

LeafRG =
nleafG

(nleafG + ninternalG )
, (1)

where nleafG is the number of leaf nodes in G and ninternalG is the number of
internal nodes in G. Heap-spraying has a few leaf nodes because it begins from



22 J. Song et al.

(a) Ratio of leaf node (b) Length

(c) Degree

Fig. 4. Comparison of the features for google.com and a published exploit 24017 in
exploit-db.com. x axis for the number of generated strings and y axis for each feature.

a small number of initial strings. In general, JavaScript codes in the normal
websites have a lot of initial strings to represent texts.

Second, our method uses the length of strings to detect heap-spraying. Heap-
spraying exploits long strings because it makes many NOP-sleds to increase
possibility of the attack. Each node of the string trace graph contains the length
of string objects, so we can detect abnormally long strings.

Third features is the degree of a node that is the number of outgoing edges
of the node. The degree of a node represents how many string operations are
performed with the node. Heap-spraying performs string operations many times
to copy an object that contains NOP-sleds and a shellcode to increase the pos-
sibility of attacks. If string operations are performed many times, there is a
node having an unusually larger number of outgoing edges. If there is a nodes
that has a larger degree than a threshold, our method decides that there is a
heap-spraying attack.

We train well-known classification algorithms with these three features. The
trained classification algorithms classify whether a JavaScript contains heap-
spraying codes.

5 Evaluation

We implement our method on JavaScriptCore (JSC) which is a default JavaScript
engine of an open-source web engine Webkit [5]. The release version that we mod-
ify is r128399. We modify JavaScript String class to trace every constructor and
destructor. Our code is written in 600 lines of code.

http://google.com
http://exploit-db.com
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Fig. 5. Comparison of false positive rate for 10 benign web sites

We begin our evaluation by measuring the effects of each three feature men-
tioned in Sect. 4.1. Figure 4 shows the results on a benign website (google.com)
and a site that contains a published heap-spraying attack code. Figure 4(a) shows
the ratio of leaf nodes. The ratio of leaf nodes in the heap-spraying is much
lower than that of the benign. In general, normal websites contain many ini-
tial strings to represent text but a heap-spraying code only uses a few initial
strings for setting up attack blocks. Figure 4(b) shows the result of the length
feature. The length of strings in the heap-spraying is much longer than that of
benign because the heap-spraying uses abnormally long strings to increase the
possibility of the attack. Figure 4(c) shows the result of the degree feature. The
maximum degree of benign is 80 but the degree of heap-spraying is much higher
than that. From this result, we can know that the heap-spraying code performs
string operations much more than a benign website.

Overall, three features are very useful to distinguish between a malicious site
that contains a heap-spraying code and a benign site.

5.1 False Positive Rate and False Negative Rate

In this section, we compute false positive rate and false negative rate. We crawl
the front pages of Alexa top 500 sites [1] as a benign data set. We set up a mali-
cious data set with 50 web sites in malwaredomainlist.com [4] and a published
heap-spraying sample in exploit-db.com [3].

Weka [11] is used for classifications. We use 66 % of our data set for training
and the remainder is used for validation. Four classifiers are trained: decision tree,
logistic regression, naive Bayes and SVM. Table 1 shows the results of the four

http://google.com
http://malwaredomainlist.com
http://exploit-db.com
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Table 1. False positive and false negative of classifiers trained by four algorithms;
decision tree, logistic regression, Naive Bayes and SVM.

Algorithms False positive rate (%) False negative rate (%)

Decision tree 0.00 0.00

Logistic regression 0.03 0.98

Naive Bayes 4.00 0.67

SVM 18.50 0.00

Table 2. Benign web sites that we used in experiments

Sites Document (kB) JavaScript (kB)

google.com 98 787

facebook.com 80 389

youtube.com 99 352

yahoo.com 316 651

twitter.com 52 306

amazon.com 227 316

ebay.com 75 272

cnn.com 110 1232

economist.com 150 610

maps.google.com 205 797

classifiers. Decision tree and logistic regression classifiers achieve outstanding
performance. The others also have low false positive rate and false negative rate.

To examine the results of false positive rate in detail, we select the results
of 10 popular sites (Table 2) that are classified with two classifiers which are
decision tree and logistic regression. We visit not only the front page but also
up to 20 internal pages of the sites. Figure 5 shows the result. Overall, logistic
regression performs with low false positive rates and decision tree performs with
almost zero false positive rates. In facebook.com case, logistic regression has the
highest false positive rate because facebook.com has many copy operations. False
positives are mainly caused from some benign sites implemented with obfuscated
codes or many string operations.

5.2 Performance

We evaluate the time overhead and the memory usage on the 10 sites (Table 2).
When we measure the performance, we except network and rendering overheads
by executing only JSC with Webkit. The total memory usage is calculated by
counting the number of objects. We conduct the evaluation with decision tree
and logistic regression because these two algorithms have the low false positive
rate and false negative in Sect. 5.1.

http://google.com
http://facebook.com
http://youtube.com
http://yahoo.com
http://twitter.com
http://amazon.com
http://ebay.com
http://cnn.com
http://economist.com
http://maps.google.com
http://facebook.com
http://facebook.com
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Fig. 6. Run-time overhead results

Fig. 7. Memory usage overhead results

Figure 6 shows the results of run-time overhead. Decision tree takes more time
about 11 % and logistic regression takes more time about 12 %. Figure 7 shows
the results of memory usages. On average, our method uses approximately 2.3 %
additional memory. In facebook.com and twitter.com, we consume more time
and memory because they have more string operations than other sites. Google
Map site uses a lot of memory, so the additional memory usage is relatively too
small for the existing memory usage.

6 Conclusions and Future Work

This paper proposed a heap-spraying detection method based on a string trace
graph. We build a graph by tracing all string operations in JavaScript. Our method
is executed in a client browser and checks every web page that a user visits. Eval-
uation results show that the proposed method have low false positive rates and

http://facebook.com
http://twitter.com
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low overheads. As the future work, we plan to apply the string trace graph for
detection of other malicious JavaScript techniques, such as obfuscation. Obfusca-
tion uses a lot of string operations to evaluate string as JavaScript code. String
operations in obfuscation will reveal their pattern by string trace graphs.

Acknowledgements. This work was supported by ICT R&D program of MSIP/IITP.
[14-824-09-013, Resilient Cyber-Physical Systems Research].
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Abstract. Bitcoin has emerged as a popular crypto currency. It was
introduced in 2008 by Satoshi Nakamoto (A pseudonym). The reasons for
its popularity include its decentralized nature, double spending preven-
tion, smart strategy to counter inflation and providing a certain degree of
anonymity. In February 2014, Bitcoin community was shocked to know
that a Japan based company named Mt. Gox who, were dealing 70 per-
cent of Bitcoin transactions that time, announced that they were hit
by a bug in the Bitcoin protocol named as Transaction Malleability.
The company lost hundreds of millions of dollars worth bitcoin. Soon
after this, another company SilkRoad 2 also claimed to have affected by
same issue. To date there is little research literature available on this
recent issue and it is hard to grasp this problem. The purpose of writing
this paper is twofold. We discuss Transaction Malleability in detail with
respect to the structure of Bitcoin transactions in order to make reader
properly understands what Transaction Malleability is and how it works.
We also propose a mechanism to counter this issue.

Keywords: Bitcoin · Transaction malleability · Cryptocurrency

1 Introduction

Bitcoin is a decentralized cryptocurrency which was introduced in 2008 by
Satoshi Nakamoto, an unknown author of the paper [1]. It is still a mystery
that who is Satoshi Nakamoto and where is he from1. Bitcoin has gained sig-
nificant popularity among other crypto currencies and many crypto currencies
have emerged copying Bitcoin in principal such as Litecoin and Namecoin (just
to name a few). Its current market value is just above 562 US dollars as of 25th
May 2014(as by CoinDesk)2. Although one of the major criticisms over Bitcoin
is that its value is very unstable. Despite this, its current market capitalization
is over 5 Billion US dollars and no other crypto currency has achieved this high
mark. The popularity of Bitcoin lies mostly in its distributed nature and certain
1 Many theories have been presented but none has been proved to be correct.
2 CoinDesk is a famous Bitcoin trading website (www.coindesk.com).
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level of anonymity. It has an efficient mechanism to prevent double spending as
well as inflation. More precisely it is not controlled by a central authority or by
any government but by Bitcoin community itself. This is the reason, that it is
computationally infeasible for someone to take control of the system or introduce
inflation by creating large number of Bitcoins. It is controlled by Bitcoin users
who are called Miners. Miners perform mining to verify Bitcoin transactions and
get newly generated bitcoins in reward. This is how the new bitcoins are gener-
ated [1,3]. Another advantage of decentralization is that the Bitcoin payments
are transferred directly between two exchanging parties and therefore the par-
ties are not required to trust any intermediate authority. As discussed above, the
Bitcoin provides a certain level of pseudo anonymity [2]. This is due to the fact
that in the Bitcoin system, the users’ accounts, that keep bitcoins, are identified
by hash of public keys generated by users themselves. With different software
available free of cost online, this is just the matter of a single click. Thus, so it
is very hard to relate someone with an alpha-numeric string identifier.

In February 2014, one of the leading Bitcoin exchanges named as Mt. Gox,
announced that their Bitcoin wallets (accounts that are holding bitcoins) were
hacked and filed lawsuit for bank ruptsy [4]. The Japan based company put
blame on a known Bitcoin bug “Transaction Malleability” to be the cause of the
theft of their bitcoins. Similar incident happened with Silk Road 2 which was a
black market and trading in Bitcoins. They claimed that their wallets are also
hacked and they have lost millions of US dollars worth bitcoin. They also put
the responsibility of the hack on the Bitcoin bug Transaction Malleability.

This paper proposes a robust strategy to combat the Bitcoin malleability
issue. We first provide an in-depth study of Bitcoin transactions and then explain
how a transaction can be made malleable. In the end, we present our simple yet
efficient approach to counter this issue. The rest of the paper is organized as
follows. In Sect. 2 we briefly describe the Bitcoin structure. In Sect. 3 we explain
a Bitcoin Transaction. Section 4 explains Transaction Malleability in detail. Pos-
sible solutions of this issue will be addressed in Sect. 5, while we conclude the
paper in Sect. 6.

2 Structure of Bitcoin

Bitcoin is a peer to peer network in which the participants of the network jointly
act as a central server that control the Bitcoin and makes it sure that the overall
network works correctly. As we know that in a peer to peer network, Sybil
attacks are possible and providing fairness is one very important issue. The
Bitcoin network overcomes this challenge by ensuring that an honest majority of
users (therefore, an honest majority of computing power running the network)
is in control. Due to this, it is computationally infeasible for an attacker to
create enough fake nodes on the network to defeat the honest majority of the
participants and compromise the system. In the world of digital currencies the
main problem is double spending. If by calling digital money we mean string
of bits then anyone can spend them twice or more. This is not a problem in a
centrally governed money system, such as a bank, where it keeps a record of all
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transactions being made and therefore a seller can confirm that a cheque, which
has been issued by a buyer has not been already utilized.

Bitcoin overcomes this challenge by maintaining a public ledger. By the public
ledger we mean an online available record of all the transactions made in the
Bitcoin system from the very beginning. This ledger is called Block Chain [6].
We can consider block chain as a trusted ledger where anyone who has access of
Internet can access it. It is actually a database that is shared by all the nodes
participating in the system. This ledger is maintained by Bitcoin participants,
also known as miners. Once a transaction is made, it is collected in a block.
After a certain time the block, which is containing all those transactions made
during that time, is processed. Blocks in the block chain forms a chain where
every block contains the hash of the previous block. Each block comes after the
previous block chronologically and it is guaranteed due to the hash of previous
blocks it contain. A modification of a block, once it has been confirmed for some
times (usually an hour) on to the block chain, is impractical. This is due to the
fact that the modification of subsequent blocks will also be necessary which is
computationally infeasible for an adversary. This is due to the proof of work [1].
Simply, proof of work is a mathematical problem which is hard to compute and
takes some time depending on how tough it is. It is generated different for each
block. The miners who are validating transactions need to find the solution of
it. After spending computational power needed to solve a block, the miner who
successfully finds the solution announces it on to the network and get newly
generated bitcoins in reward. Therefore, any transaction will be considered valid
if it has been posted on to this ledger after verification by miners. In the Bitcoin
protocol one party, who is sending Bitcoins to other, requires the Bitcoin address
of the other party.

A Bitcoin address is an alphanumeric identifier consists of 27–34 characters.
It begins with the number 1 or 3 and represents the destination for a Bitcoin
payment. Addresses can be generated by any user of Bitcoin without any cost.

For just the basic understanding, consider that a user Y is going to transfer
money to user X, then he creates a transaction Ty which will be like “Y is
transferring b amount of Bitcoin money to address of X, where b amount was
obtained by Y in a previous transaction Tz”. The user X can then spend these
b bitcoins by creating another transaction Tx by referring Ty in same manner.
In fact the actual implementation of a transaction is much more complex than
this. The next section will explain a Bitcoin transaction and various (but not
all) of its components which are related to our study.

3 Bitcoin Transaction

In this section we will go through the details of a Bitcoin transaction. It is worth
mentioning that we cover only the main aspects of a transaction related to our
study and not all the details.

As we learned that Bitcoin crypto currency system consists of addresses and
transactions between those addresses. A Bitcoin address is actually a hash of the
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Fig. 1. Data in intermediate transaction

public key. A Bitcoin transaction is a script which is signed and broadcast on
to the network and various transactions are collected in a block after a certain
time period. A transaction is written in Bitcoin scripting language. For the sake
of understanding we can divide a transaction in input, output and verification
sections. An input contains actually a reference to an output in some other trans-
action. There can be multiple inputs enlisted in a transaction. These multiple
inputs refer to transaction outputs containing unspent (if it’s a valid transaction)
bitcoins. Therefore, the input of a transaction is the sum of all these unspent
bitcoins. The input section also contains the hash(es) of the previous transac-
tion(s) which contained in the referenced outputs. It also contains the scriptSig,
which is first half of a script. This scriptSig contains two things. One is the
signed data and other is the public key. We will shortly explain the term “signed
data”. The public key belongs to the creator of this transaction and it proves
that the creator of this transaction is indeed the owner of bitcoins mentioned in
referenced outputs in input section and can spend them. It is worth mentioning
that the hashed value of this public key is the Bitcoin address containing the bit-
coins to be redeemed3. Along with the signature (hence the private key) and the
public key, the creator of the transaction proves that he is the real owner of the
Bitcoin address containing the coins which are being spent. The output section,
on the other hand, contains instructions for sending bitcoins. It contains one or
more outputs which share all the bitcoins in referenced inputs. One noticeable
thing is that all the bitcoins in input must be spent. Therefore, if the combined
value of referenced bitcoins is 75 and the creator of the transaction wants to
send only 50 bitcoins of it, then he will create one more output containing an
3 In fact it is not simply the hash, but the results of a series of steps performed

on public ECDSA key to get the private key. For a demonstration please visit
www.gobittest.appspot.com/Address.

www.gobittest.appspot.com/Address
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address of himself to which he will send the “change” of 25 bitcoins. This output
section contains the scriptPubKey which is the second half of the script. This
script contains hash of the receiver’s address and the instructions to send the
data contains in the scriptSig on to the execution stack. Simply, we can say that
scriptPubKey actually is a script which governs that how the values in scriptSig
will be manipulated on verification. The signed data is actually the signature
containing the inputs, outputs and value of bitcoins being transferred and puts
in the middle of the transaction. Therefore, once signed, these values cannot be
changed. The third section of transaction is related to its verification. The input
scriptSig and output scriptPubKey are evaluated where scriptPubKey uses the
values on the stack of scriptSig. If it returns true then it is a valid transaction
[7]. It is interesting to note that by this scripting very complex scenarios can be
made for the redeemers of this transaction. Scenarios include that more than one
user use their keys to redeem the transaction or may use password to redeem
it instead of a key. In Figs. 1, 2 and 3 we show a typical structure of a Bitcoin
transaction. Figure 1 shows “Data to be signed”which is intermediate transac-
tion containing all values that will be hashed and signed to be used as scriptSig
in final transaction. Figure 2 shows the signing of intermediate transaction, while
Fig. 3 shows the final transaction whose hash will serve as transaction id.

Fig. 2. Signing of intermediate transaction

We now look more into an script as it plays the fundamental role in the
Bitcoin transaction malleability. A script in the bitcoin is essentially a series of
instructions in a transaction that describe how the bitcoins containing in this
transaction will be redeemed. It tells the conditions which the spender must ful-
fills. A standard Bitcoin transaction requires the spender to provide two things;
the public key, that hashes to the address mentioned in the output field of some
previous transaction containing unspent bitcoins and the signature, that ensures
that the spender has the corresponding private key. A transaction will be con-
sidered valid if the top stack item return true and nothing returns failure on
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Fig. 3. Final transaction showing scriptSig

evaluation of script. The commands or functions use in a script are called Script
words. Certain words are used to push byte data on to the stack; some are used
for flow control, some for bitwise logic operation, arithmetic operations and some
for crypto operations like taking hash or for checking the signature. Below is the
standard transaction script which is used to transfer bitcoins to a public key
hash address.

scriptPubKey: OP DUP OP HASH160 <pubKeyHash> OP EQUALVERIFY
OP CHECKSIG
scriptSig:<sig> <pubkey>

The first script typically means to duplicate top item of stack (public key),
take hash of it (pubkey hash), compare it with the pubKeyHash which is also
presented in the script and verify it. On returning true the script is considered to
be valid. scriptSig is containing the signature as well as the public key. Another
important thing related to “words” is that they are represented by hex codes
in a raw transaction, for example, 76 is the hex code for “OP DUP”, A9 is the
hex code for “OP HASH160” and so on. The “raw transaction API” was to give
developers or very sophisticated end users the access to transaction creation and
broadcast. Thus, it let a company for example, to create its own software for
exchanging bitcoins in the way their business operate. Finally, a transaction is
identified by its hash. This, as we will see, is a very important characteristic
of Bitcoin protocol. Once a raw transaction is written and dispatched on to
the network it will be identified on block chain by its hash. The procedure is
simple. Once you have written a complete transaction mentioning all the inputs,
outputs, scriptSig and scriptPubKey etc., take the hash of the final transaction
and that will be its transaction identifier or simply transaction id.
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4 Transaction Malleability

In this section we explain what transaction malleability is and how it works.
Although this transaction malleability was present in the system and identified
first in 2011, until recently it was not considered to be a very serious issue. Before
going through the details of it, we first report two of the incidents which shocked
the Bitcoin community and made transaction malleability a hot issue.

Mt. Gox was a Bitcoin exchange that is based in Tokyo, Japan. It was estab-
lished in 2010 and was dealing with almost 70 percent of the entire Bitcoin
transactions. In February 2014 this company suspended their trading and closed
its web site and filed for bankruptcy protection [8]. As it was working as a Bit-
coin exchange, people used to deposit other currencies like US dollar in exchange
of bitcoins. Now an attacker would request a transfer of bitcoins, then intercept
that transaction from Mt. Gox and replaced that transaction with a modified
one with a different hash. Because the modified transaction was still contain-
ing all the valid addresses and public key address, it would get verified by the
network and bitcoins would transferred to the attacker’s account. On the other
hand because its id had been changed, the attacker would complain the company
that he has not received the intended bitcoins and hence the company resent the
amount of bitcoins. Mt. Gox later announced that they were affected by this
bug in Bitcoin software and lost around 850 000 bitcoins. Although later they
said that they recovered some of them. Total loss was more than 450 million
US dollars. Bitcoin developers said this was a known bug and Mt. Gox had to
make their exchange transaction software in accordance with this bug. Similar
case was reported with another Bitcoin trading place known as Silk Road whose
wallets lost over 4000 bitcoins with around 2.7 Million US dollar worth.

To understand this issue, we must understand that when the hash of some
data is produced, even a slight change in data will change the hash entirely. We
know that the transaction id is the hash of whole transaction. If we are able to
change some of the details in transaction, the resultant hash will be completely
different. Thus, So we can define transaction malleability is an attack in which an
attacker can change the unique transaction id by manipulating the transaction
which results in a different hash id while all the other details of the transaction
are intact. Now the question is what an attacker can change in a signed and
hashed transaction?

As we have discussed earlier that a transaction includes components like
receiver’s address, amount, inputs etc. To protect this data, hash of certain part
is calculated and signed and this will be kept in scriptSig as a part of final
transaction. Note that this signature is only a part of the transaction and not
the complete final transaction is signed because it is not logically possible for a
signature to sign itself. This introduces two ways of inducing malleability [9].

First is related to the signature. The Bitcoin uses ECDSA signature. For every
ECDSA signature (r, s), the signature (r,−s(mod N)) is also a valid signature for
the same message. Hence if a attacker intercepts the transaction and change the
sign of s in signature pair (because this signature is itself not signed), takes the
hash again then the resultant hash (hence the transaction id) will be completely
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different. Secondly each signature here has only one DER encoded ASN.1 octet
representation, but openssl which is used in Bitcoin network, does not enforce
it unless the signature is too much ill-formed [9]. This mean that if an attacker
pads the signature with 0x000... or 0xFF.... then the signature will be accepted
and will be resulted in a completely different hash.

The other problem is related to scriptSig. As we know that scriptSig is not
itself signed in a transaction. Because it is a script, so one can add data on to
the stack and then can use word like OP DROP to leave the stack as before.
By adding any values to it will result in a completely different hash and thus
a different transaction id.More precisely, as scripts are in hex format, one can
change the hex of op codes in such a way that two different op code work in
similar manner. For example PUSHDATA 48 means push two bytes of data while
OP PUSHDATA2 means next two bytes. These are doing exactly same thing so
it will not change the functionality of the transaction but two transactions with
different op code will be having completely different hashes (or transaction ids).

This is what happened to Mt. Gox. Although the expected transaction ids of
their transactions were not appearing on block chain, they were being executed
and their clients (the attackers) were getting bitcoins. Attackers were claiming
that they were actually not receiving transaction and Mt. Gox software was
resending payments. Until they know what happened, it was already too late.

By now, we only know about one solution which has been presented in lit-
erature [10]. The authors propose that tx id should be made by taking hash of
intermediate transaction without input scripts. This will be the hash without
scriptSig. Note that script in intermediate transaction contains scriptPubKey of
input transactions that contains information about how these transaction were
redeemed by the previous owner. We argue that this is important information
and eliminating this can result in ill-functionality of some of Bitcoin uses. There-
fore, it is not a feasible solution. Let suppose X can utilize an unspent transaction
by proving either of two condition c1 or c2 such that if c1 or c2 are true only
then the transaction will be accepted. X provides either of one condition and
broadcast her transaction which is added to block chain. Suppose Y and Z are
two parties in some contract which says that “Y will get b bitcoins if X proved c1
and Z will get b bitcoins if X had proved c2”. Now because there is no scriptSig
present which can tell about this dispute therefore, Y and Z cannot get provable
information about what X had proved. Furthermore, we argue that this change
is too much for a protocol like Bitcoin as it has been at this stage of its develop-
ment. The developers of Bitcoin will be hesitate to adopt it and hence a solution
is required which is within acceptable range for the developers of this crypto
currency.

5 Proposed Solution to the Transaction Malleability

A hash is of fixed length. This is why a malleable transaction has the same size
hash. The fact that, it serves as a reference for each new transaction which try
to redeems the inputs in it. Therefore, a new scheme for modifying the way a
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Fig. 4. The new structure of transaction id

transaction id is calculated, will not be welcomed in Bitcoin. Hence the solution
to this problem should be in compliance of the current protocol. In the Sect. 3 we
discussed how we can write a raw transaction. The idea of our solution is to use
the hash which was calculated at the end of first part (hash script in Fig. 2). Note
that the values of this hash cannot be modified and thus any change to scriptSig
will not modify this hash. We suggest that this hash should be appended to the
hash of final transaction as shown in Fig. 4. This will serve us well because:

1. By doing this, we are only slightly modifying the current protocol for only
the identification purpose of the transaction. In other words, because our new
transaction id has two fixed length segments, miners will always take the first
part of the transaction to verify it as they were doing before. Similarly other
transactions that are referencing this transaction will also refer to the first
part of it.

2. A sender who tries to find her transaction on to the block chain, will look for
the second part of it and will eventually find it. We demonstrate our approach
in the following way.

5.1 Attacker Scenario 1

Suppose our new transaction id is now in the form of hashprev | hashnew. hashprev

is the hash calculated in existing protocol while hashnew is the hash of intermedi-
ate raw transaction. Once it is broadcasted on to the network and if an attacker
intercepts it and modifies it by transaction malleability issue as shown in Fig. 5,
it will change the hashprev part of this id, but he cannot alter the hashnew part
of the transaction. Let’s suppose he succeeded in sending this to block chain
before actual legal transaction. Note that the modified transaction now in form
of hashprev’| hashnew. When a miner takes this transaction for verification he
takes only hashprev’ part and verifies the transaction. All the funds will be trans-
ferred from sender to receiver (attacker). Now if the sender wish to confirm that
his transaction has actually redeemed, he searches it with second part of this id
which is hashnew. Because this part has not been altered by the attacker hence
it will be verified by miners, therefore, the sender will be able to confirm that
his transaction has been successfully verified.
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Fig. 5. Showing attack Scenario 1

5.2 Attacker Scenario 2

Suppose an attacker tries to change the hashnew of the transaction as shown in
Fig. 6. All the information in the intermediate transaction is verifiable and hence
miners will discard it on verification. We know that hashnew is formed by taking
the hash of transaction at end of intermediate part of the transaction creation
(intermediate transaction).

Fig. 6. Showing attack Scenario 2

This will not add any extra burden on miners as they already validate the
values which are present in the intermediate transaction, hence they will validate
the hashnew in this process. Once approved this hashnew will be validated as tx-
id and a user will be able to search transactions with it. Due to the presence
of hashprev not only all the current validations will be performed as they are
being performed but also it will prevent from scenarios like we discussed earlier
regarding contracts. The information will be verified as before.
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6 Conclusion

Transaction malleability is an important issue for Bitcoin community. Millions
of dollars’ worth bitcoins were stolen due to this bug in the crypto currency. We
presented a thorough study of Bitcoin transaction and explained the mechanism
of tweaking it to make a different transaction id. We showed that how can we
counter this problem by simply adding the hash of intermediate transaction to
the current id. We analyzed our approach by presenting similar attack scenarios
which have been used recently, to make transactions malleable. We conclude
that our approach is very practical and can be used with the existing protocol
of Bitcoin.
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Abstract. A common attack goal on Android phones is to steal private
data, which is primarily protected by permission system. Therefore, per-
mission system is more vulnerable to attackers, especially when a phone
is rooted (which is common nowadays). On rooted phones, malware is
able to run with root privilege. Three weak points of permission system
have been identified, which can be used to carry out various permission
escalation attacks by malware with root privilege. Unrooting a phone can
make malware lose root privilege, but it cannot solve the security issues
caused by these attacks. In this paper, we present a scheme that aims
at patching up the three weak points of permission system. We expect
that the scheme is used in the scenario where a user wants to unroot
his phone and get his phone under protection. The scheme can apply
to any version of Android system. In order to facilitate the scheme’s
deployment, we develop an app to automatically do the patching work.
Moreover, the evaluation result shows that the scheme is small-footprint
and only introduces 1.8 % overhead.

Keywords: Android · Permission system · Patch · Unroot

1 Introduction

Nowadays, stealing private data becomes a common attack goal on Android
phones. Users’ private data could be leaked out by abusing privacy-related sys-
tem resources, such as various sensors (Camera, Microphone, etc.), sensitive
data (SMS, Contact, etc.), and important communication modules (3G, Wifi,
etc.). These resources are mainly protected by Android permission system, which
enforces that only applications (apps) gained corresponding permissions can
access system resources.
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Besides permissions, gaining root privilege is another way to access resources.
According to [15], 23 % Android phones had been rooted at least once in China
mainland by the first half of 2012. On rooted phones, malware is able to run
with root privilege. With root privilege, malware can bypass permission check
and directly read/write private data, such as SMS database files, Contact data-
base files. We denote this kind of attacks as bypassing attack. Besides bypassing
attack, various permission escalation attacks can be carried out with root privi-
lege. According to [19], permission system has three weak points (see Sect. 2.2),
which can be used to escalate permissions. Therefore, it is necessary to address
the security issues towards permission system caused by malware with root
privilege.

It is thought that updating the Android system may solve the security issues
brought by rooting. However, updating to a higher Android version does not
work. First, in most cases, after a phone is rooted, it cannot be updated to
a new version anymore, since its system partition has been changed. Second,
even if a rooted phone is updated, the escalated permissions and malicious apps
still exist. That is because updating does not affect users’ data (e.g., settings,
installed apps).

To mitigate the security issues brought by root exploits, SEAndroid [17]
is merged into Android Open Source Project (AOSP) since Android version 4.3
and enforced since version 4.4. Although SEAndroid can block attacks exploiting
root privilege, it has a rather limited enforcement range. According to Google’s
survey [11], the phones shipped with version 4.3 and 4.4 each accounts for 8.5 %
of the total at the beginning of May, 2014. That a phone shipped with 4.3 version
of Android does not mean that the SEAndroid is enforced. So, nearly 90 % of
the Android phones in the wild are however not protected by SEAndroid. So,
most rooted phones in the wild face difficulties to get protection.

Another option to confront the root-exploiting attacks is making malware
lose root privilege. This is usually carried out by unrooting a phone. Nowadays,
users are motivated to unroot their phones, as the security threats on rooted
phones become more and more serious. YaJin Zhou et al.’s work [20] reveals that
36.7 % malware leveraged root privilege to fully compromise the Android secu-
rity. Unrooting a phone can block the bypassing attack, since without root priv-
ilege malware cannot access system resources files anymore. However, unrooting
a phone cannot solve the security issues caused by the weak points (see Sect. 2.2)
of permission system [19].

In this paper, we present a scheme that aims at patching up the three weak
points of permission system and makes malware lose the escalated permissions.
We expect the scheme is used in the scenario that a user wants to get permission
system be patched and then unroot his phone. After a phone is patched up, it
must be unrooted. Otherwise, the patches may be tampered by malware with
root privilege. To make the scheme easy to deploy, we develop an app named
PUapp (Patch and Unroot) to patch the permission system and unroot the
phone. Unlike SEAndroid, the scheme applies to any Android versions and does
not need to flash a ROM to a phone.
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We encounter two main challenges in this work. First, to make our scheme
easy to deploy, we only want to update the code files of permission system
instead of flashing a ROM. All code files of Android framework (preserved in
/system/framework) are dependent on each other. How to make the code files
of our scheme meet the dependance needs is a challenge. Second, permission
system is frequently used, since whenever a resource access occurs, permission
system will be called. Therefore, the patch-up scheme should not induce much
overhead. How to make the patch-up scheme secure and lightweight is another
challenge.

The scheme provides two-level guarantee for loading apps’ permissions
trustily. In the first level, the scheme guarantees permissions loaded from a meta-
data file (packages.xml) are creditable. When the packages.xml file does not exist,
the second level guarantee can recover non-system and system apps’ permissions
in a trusted manner. We implement the scheme with a modification of less than
380 lines of code (LOC). The evaluation result shows that the scheme does not
affect the boot-up time; the memory consumption increases less than 1 %; and
the overall overhead increases 1.8 %. The main contributions of this paper are
listed as follows:

– We offer a patching scheme towards permission system that can be used when
users want to unroot their phones. The scheme mainly aims at confronting
the security issues brought by the three weak points of permission system.

– We analyze the security and usability of the scheme, and evaluate the scheme
in the aspects of start-up time, memory consumption, and benchmark. The
result indicates that the scheme is lightweight, small-footprint, and easy to
deploy.

The remainders of this paper are organized as follows: Sect. 2 gives a more
detailed problem statement as a background knowledge; Sect. 3 describes the
scheme design; Sect. 4 describes how to patch up permission system; Sects. 5
and 6 evaluate the effectiveness and efficacy of the scheme; Sect. 7 describes the
related work and our conclusion is shown in Sect. 8.

2 Background

2.1 Problem Statement

Nowadays, people like to root their Android phones to, e.g., uninstall the pre-
installed apps, flash third party ROMs, backup their phones and so on. The
website [13] lists 10 reasons attracting users to root their phones. According
to [15], 23 % Android phones had been rooted at least once in China mainland
by the first half of 2012.

Rooting a phone is putting a “su” binary file into the /system/bin or /sys-
tem/xbin directory. People usually use rootkit tools to root their phones. During
the rooting process, the rootkit tool first exploits Linux vulnerabilities [7] to tem-
porarily get the root privilege. The Linux vulnerabilities could be: ASHMEM,



44 Z. Zhang

Exploid, Gingerbeak, Levitator, Mempodroid, RageAgainstTheCage, Wunderbar,
ZergRush, and Zimperlich. Then, the tool sets the s attribute to the “su” binary
file. With the s attribute, the “su” binary file could run with root privilege.
By executing the su command, attackers could let some peace of malicious code
running with root privilege.

We assume attackers’ goal is to steal users’ private data, which is a common
attack goal on Android phones. As Android mainly relies on permission system
to protect the critical system resources from being abused, permission system
is more vulnerable to suffer attacks. Therefore, we mainly focus on the attacks
and defences towards permission system.

Getting root privilege will put permission system in a vulnerable position.
With root privilege, permission system can be bypassed. In bypassing attacks,
malware fully depend on root privilege. When malware lose root privilege, the
bypassing attack can be blocked. Unrooting a phone can make malware lose root
privilege, which is to remove the added “su” binary file from the phone. Without
the “su” file, malware cannot execute the su command. As a result, they will
lose root privilege. For the bypassing attacks, without root privilege, malware
cannot directly access system resources anymore.

Problem Statement. However, just unrooting a phone is insufficient to defend
other root-exploiting attacks towards permission system [19]. Those rooted
phones in the wild also are lack of support from vendors. In addition, SEAndroid
is limited to versions and somehow to vendors. Motivated by these observations,
we aim at providing a scheme that patches up permission system and does not
depend on Android versions.

2.2 Weak Points of Permission System

According to [19], the three weak points of permission system can be summarized
as follows.

WP1: The protection to the packages.xml file is fragile. The heart of permis-
sion system is a system service named PackageManager Service (PMS). PMS
maintains a package setting info for each app and preserves the info into a
metadata file named packages.xml. The package setting info of an app contains
the app’s granted permissions, certification, UID, path, timestamp, etc. Each
app’s package setting info is denoted as a <package> node in the packages.xml
file. Adding permissions into an app’s <package> node can escalate the app’s
permission.

Normally, the packages.xml file belongs to the system user, and other users
cannot access it due to the Linux user-based access control. However, the Linux
user-based access control is invalid for the super user. As long as a malware has
got root privilege and turned into a super user, it can tamper the file to add any
permission to itself and even other apps.

What is more, permission system exploits the file to optimize the signa-
ture verification process to shorten boot time. Android allows different apps to
share the same UID and enforces them to be signed by the same certificate.
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By tampering the certificate info (preserved in the <package> node), malware
can bypass the signature verification process and share UID with other apps.

WP2: Re-installation lacks of rigorous argument. All the installed apps,
including system and non-system apps, will be reinstalled at system boot time.
For a non-system app, if its <package> node exists, the app’s permission will
be obtained from the node. If its <package> node is removed, the app is actu-
ally regarded as being uninstalled; PMS still reinstalls the app and directly
grant permissions declared in the app’s AndroidManifest.xml file (manifest file)
to the app. This is actually the same as installing a new app without users’
approval. Taking advantage of this design, malware can escalate permissions by
removing its <package> node and making PMS install a malicious version of it
(e.g., permission-thirsty version). Lack of users’ approval is a weak point when
<package> node is removed at system boot time.

WP3: The system app identity authentication is loose. System apps play a
more important role than non-system apps. However, there is no special require-
ment for the system apps’ certificate. The system apps also apply to the self-
signed certificate mechanism, which makes system apps can be replaced by a
malicious one. The malicious one does not need to be signed by the same cer-
tificate as the target one.

Moreover, different from non-system apps, system apps can directly get full
permissions applied in their manifest files. This advantage also attracts malware
to disguise as a system app. Permission system treats apps in the /system/app
directory as system apps. As long as a malware is put in the /system/app direc-
tory, no matter what kinds of certificate the malware has, it can be successfully
installed into a phone as a system app.

Exploring the three weak points, attackers could carry out various permis-
sion escalation attacks. Exploring the escalated permission, attackers can steal
various private data.

3 Scheme

We present a scheme to patch up the weak points of permission system and
unroot a phone. To make the scheme easy to deploy, we developed an app
(PUapp) to carry out the patching and unrooting functionality. When users
want to unroot their phones, they just need to install the PUapp and do not
need to flash a ROM or update the whole Android system.

3.1 Scheme Design

Aiming at patching up the three weak points of permission system mentioned
above, we propose a scheme to enhance the security of permission system. The
scheme should protect the integrity of the packages.xml file, recover the per-
missions of non-system apps in a trusted manner, and enhance the identity
authentication of system apps.
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Protecting the Integrity of the packages.xml File. The package setting
info is kept in both internal memory and the packages.xml file. The two copies
are synchronized by PMS. If one is tampered, the other one will be affected.
Lacking of effective protection to the packages.xml file will lead to permission
escalation attacks. To avoid the file been tampered, we propose a protection
by slightly adjusting the file existing time on disk, which does not incur much
modification.

The packages.xml file is only loaded one time at system boot time. There is no
need to keep the file on disk all the time. To prevent the file from being tampered,
we remove the file from disk immediately after it has been successfully loaded into
memory. However, the packages.xml file is still needed at the next system boot
time (e.g., to recovery each app’s UID). Therefore, we should re-generate the file.
To do this, we write the permission info kept in memory into the packages.xml
file after all apps have been shut down by calling a method (writeLPw) provide
by PMS. In this way, malware have no chance to tamper the packages.xml file on
disk. As the memory space of permission system is protected by process isolation
mechanism, malware cannot tamper the info through memory, either.

We modify the PackageManagerService.java file and the ShutdownThread.
java file to achieve the above goal.

Recovering Permissions of Non-system App. Regarding the second weak
points, we introduce users to participate in recovering non-system apps’ permis-
sion when an app’s <package> node is deleted from the packages.xml file. It is
because that any assistant file is un-trustable on rooted phones.

When an app’s <package> node is missing, we let permission system not load
this app into memory at system boot time. Instead, we let the user re-grant the
app’s permission and then install this app with the permissions granted by the
user after system is booted up. Moreover, our scheme allows users to selectively
grant the necessary permissions to an app and leave the others un-granted. In
addition, the scheme allows those un-granted permissions can be dynamically
granted at runtime when needed.

The operation interface is provided by the PUapp, too. This design also needs
to modify the PackageManagerService.java file and the PackageParser.java file
to add an API to support the selectively permission granting way.

Enhancing Identity Authentication of System App. Regarding the third
weak points, we let system apps’ identity be verified by certificate instead of
directory.

Instead of using more strong identity authentication, permission system
regards apps in the /system/app directory as system apps. As long as a mal-
ware is put in the /system/app directory, no matter what kinds of certificate the
malware has, it can be successfully installed into a phone as a system app. The
identity authentication of system apps is too loose, which is the main cause of
the attack. Thus, we let system apps’ identity be verified by certificate instead
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of directory, which needs to modify the collectCertificates method of the Pack-
ageParser class (PackageParser.java file).

As the integrity of the packages.xml file can be guaranteed, the optimization
to signature verification will not be exploited to escalate permission anymore.
Considering the lightweight requirement, we still keep the optimization in our
scheme. The code of all the modifications are less than 380 LOC, which indicates
that our approach has a small footprint. Moreover, keeping the optimization
mechanism also minimizes the performance loss.

3.2 Scheme Workflow

Based on the above design, we provide two levels of guarantees for permission
system. In the first level, our scheme ensures the permissions loaded from the
packages.xml file are credible. When the file fails to be generated (e.g., in case
of battery died), the second level protection can load non-system and system
apps’ permissions in a trusted manner. The framework is shown as Fig. 1. We
take one running circle to elaborate how the scheme works. When a phone is
booted, PMS first checks whether the packages.xml file is correctly generated. If
yes, PMS loads the info preserved in the packages.xml file into memory (arrow 1),
and then deletes the file from disk. The following boot-up steps are not changed
till the phone is booted up. When the user wants to shut the phone down,
the shutdown thread will be called (arrow 7). Next, the thread will call PMS
(arrow 8) to synchronize the package setting info from memory to disk to re-
generate the packages.xml file (arrow 9).
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Fig. 1. The workflow of the scheme
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Exceptions like battery died or system crash may cause the re-generating step
fails. In this case, PMS re-grants permissions to system and non-system apps in
different ways. For system apps, we let PMS use enhanced signature verification
to verify their signatures and load the legal ones into system with full permissions
requested in the manifest file. For non-system apps, PMS does not load any non-
system app at system boot time except the PUapp (see Fig. 1). After the phone
is booted up, we let the user re-grant the non-system apps’ permissions via
the PUapp (arrow 2). When the re-granting process is done, PUapp passes the
permission granting result to PMS via IPC (arrow 3). PMS passes the result
to the PackageParser.java file (arrow 4). The PackageParser.java file removes
the un-granted permissions and returns the result to PMS (arrow 5). Then PMS
grants the permissions following user’s command to each app and installs them
into system one by one (arrow 6). In case of emergency, users can skip the
permission re-granting step and only use system apps. The shutdown step in
this case is the same as described earlier (arrow 7–9).

4 Patching Permission System and Unrooting a Phone

We let the PUapp do the patch-and-unroot work as well. The source code of
permission system are compiled into a file named services.jar, which is located
in the /system/framework directory. Patching permission system is updating the
original services.jar file to the one containing our scheme code. To update the
code file, we need to overcome three issues.

The first issue is how to get the legal certificates. As the legal certificates will
be used to verify the system apps’ identity, we should collect the certificates
beforehand. There are two ways to get them. The first one is to ask the vendors.
This way should seek for vendors’ support, which is definitely trusted. The other
way is to get the certificate from a phone with the same model of the target one
and is not rooted before. Normally, phones with the same model shipped with
the same system image, and the system apps are signed by the same certificates.
The certificate of system apps are preserved in the packages.xml file. This file
can be dumped from some phones (even not rooted) to a PC using the adb pull
command. To make the certificates more trustable, we can obtain them from
several phones with the same model, and compare them with each other. If all
the certificates are the same, they can be trusted. The more phones we get, the
more the certificates coming from unrooted phones are trusted. In the extreme
case that none of them are the same, or the file cannot be dumped out, we may
ask the vendor.

The second issue is optimization. In the real world, most vendors such as
Samsung, Sony, HTC optimize the jar file to the odex file in their factory image.
The optimization is hardware-related, and only the same odex file running on
the same version of phone is allowed. Therefore, we provide jar format code file,
and we let the PUapp optimize the jar format file to the odex format file on the
target phone.

The third issue is dependency. During the system boot time, the Dalvik
Virtual Machine (DVM) will load all Java classes into memory to create the
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runtime for Android system. In this process, the DVM verifies the services.odex
files’ dependencies with other odex files according to a 20-bytes feature code. The
feature code is preserved in both the header field of the services.odex file and
the dependency field of other odex files. The verification is to compare whether
the feature code coming from the two parts is the same.

To overcome the dependency issue, we extract the feature code from the
original services.odex file and use it to replace the feature code of the ser-
vices.odex file provide by us. After analyzing the odex file’s construction, we
find that the feature code has a 20-bytes length and has a 52-bytes offset
from the file header. To obtain the feature code, we use the dd command:
dd if=ori services.odex of=our services.odex bs=1 count=20 skip=52 seek=52.
The whole command means reading 20 bytes (feature code) from the original
service.odex file, and writing the 20 bytes (feature code) to the file we provide.
Both reading and writing should skip 52 bytes from the header.

After the patching step is done, the next step is unrooting the phone. To
unroot the phone, we let the PUapp delete the “su” binary file. Moreover,
the packages.xml should be deleted as well, because the file may be tampered
before. Deleting the file will initiate a selectively permission granting process. If
there are no attacks and exceptions, this process only need to be done for just
one time.

We carry out a demo experiment on a Galaxy Nexus phone running 4.1.2
code version. This phone supports AOSP and runs odex version of code files.

5 Analysis

5.1 Security Analysis

Permissions Can Be Obtained in a Trusted Manner. Permissions can be
obtained from the packages.xml file or the manifest file. The two ways are both
properly protected. The packages.xml file cannot be tampered by malware, since
the file do not exist when malware is running. The permissions got from the pack-
ages.xml file is trusted. When permission system needs to recover permissions
from the manifest file, our scheme can make sure that the system and non-system
apps’ permissions are trustily recovered. For system apps, the enhanced identity
authentication can guarantee that only apps with legal certificate are loaded
into memory. For non-system ones, their permissions are selectively granted by
users, which ensures that only permissions approved by users can be loaded into
memory and be written into the packages.xml file.

Attacks Exploiting the packages.xml File Can Be Blocked. As the pack-
ages.xml file is unavailable to apps, it cannot be tampered by malware. There-
fore, attacks exploiting the file can be defended by our scheme. However, attacks
like battery exhausting may cause the packages.xml file cannot be successfully
generated, which has the same effect as deleting apps’ <package> node. Our
scheme can combat this case as well. When the packages.xml file does not exist,
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PMS will grant permissions under users command rather than automatically
grant full permissions to non-system apps. Besides, users will be suggested to
grant the most necessary permissions to apps and dynamically grant others
when needed. Malware cannot get permissions without users’ approval. There-
fore, these attacks can be defended as well.

Malware Cannot Disguise as System Apps Anymore. Permission system
treats system and non-system apps differently when updating their permissions.
The granted permissions of system apps are not restricted by the packages.xml
file. Even without tampering the packages.xml file, malware can also launch
attack by disguising as a system app. Our scheme can combat this attack as
well.

Malware cannot bypass the signature verification process as the packages.xml
file cannot be tampered, and they cannot get the private key of a legal certifi-
cate, either. As our scheme enforces that only apps signed by legal certificate will
be installed as system apps, malware staying in the /system/app directory but
not signed by legal certificate cannot be installed. Therefore, the attacks cannot
be launched.

5.2 Usability Analysis

Our scheme introduces users’ participation, therefore, the user experience should
be considered. Involving users in recovering permissions is because any assistant
file is un-trustable on rooted phones.

Users can use the PUapp to selectively re-grant permissions to non-system
apps. Unlike the all-or-nothing decision way, users can only grant the permissions
for running basic functions smoothly and temporarily deny others. For example,
an e-book or a desktop app does not require the INTERNET permission, denying
which will not affect usability.

Those temporarily denied permissions can be granted when needed. When
users want to use the functionalities that require un-granted permissions, a dialog
will be toasted and asks users whether or not to grant the permission this time.
If users do want to use the permission-required function, they can dynamically
grant the permission for one time. Every time the app wants to launch the
function, it must be confirmed by the user. If users want to grant the permission
permanently, they can grant the needed one using PUapp while still keep others
not granted.

It should be mentioned that we do not handle the security exceptions when a
permission is denied. One reason is that handling the security exceptions requires
modifying other part of Android system, which will make the scheme complicated
and difficult to deploy.

When a user wants to patch up permission system and unroot his phone, all
he need is to install the PUapp. Also, we let the patch and unroot function be
available by touching one button. The whole scheme is contained in a services.jar
file. When a user touches the button, the PUapp will update the original code
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file to the one we provide, and then his phone will be patched and unrooted
automatically. The PUapp is simple and easy to use.

6 Performance Evaluation

We tested our prototype system’s performance in the following three aspects on
the same Galaxy Nexus phone.

6.1 Start-Up Time Evaluation

Our scheme modifies the execution flow of permission system in the following
ways: (1) adding several logical judgments; (2) preventing permission system
from generating the packages.xml file during runtime; (3) loading non-system
apps conditionally. The modification affects system start-up time. We test the
modification influence in the following ways.

The system start-up time is affected by the number of installed apps. In
order to exclude the impact of app number, we only install the same 52 system
apps both in Android with and without patches. Then we respectively reboot
each system for 53 times on the condition that the packages.xml file is correctly
loaded. Therefore, the added logic flow is executed. The average boot time of
Android with patches is 17481.48387 ms, which is about 3 % (0.5 s) shorter than
that without one’s 18031.41509 ms. The test result is shown as Fig. 2.

According to our test results, even though our scheme modifies the permis-
sion system, it has a merely invisible effect on start-up time. It is because that
although we add some execution logic, we cut the I/O consumption by not writ-
ing the packages.xml file into disk, which reduces the start up time.

We did not install non-system apps, which does not affect the above result.
Moreover, we can infer from the above results that without the packages.xml
file, the start-up time of Android with patches will be much shorter than that
without, as our scheme will not load non-system apps while the other does.
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6.2 Memory Consumption Evaluation

The scheme adds some APIs for selectively granting permission and reinforces the
verification of system apps’ identity. Both of them transfer information through
memory, which affects memory consumption. In our enhancement, that transfer-
ring un-granted permission info through memory is the only memory-consuming
protection newly added.

We tested the memory consumption of the copy and the add operation using
mem-benchmark, whose result shows the memory consumption of copy operation
increases by 1 %, while the add operation increases by 0.5 %. The result shows
that although we add patches to permission system, the increase of memory
consumption is invisible.

6.3 System Benchmark Evaluation

Combining the above analysis, we know that the scheme has an impact on per-
formance of disk, memory, and CPU etc. To understand the impact of using our
scheme to the whole performance of Android system, we tested its benchmark.

We use CaffeineMark3.0 Performance Metrics tool, which measures the speed
of Java programs and marks the scores by the number of Java instructions
executed per second, to measure the performance of Android system with our
enhancement. Figure 3 shows the benchmark comparison results of the original
Android and Android with our enhancement.

As can be seen from Fig. 3, the logic and method terms have a slight decrease,
which is expected because we have added some logic and new APIs. The string
term also has a slight performance lose, which can be regarded as a side effect of
our patching work. The overall performance loss is 1.8 %, which indicates that
our scheme is quite lightweight.

7 Related Work

7.1 Enhancement Towards Permission System

Permission system, as the most important security system on Android, has drawn
much attention these years. Attacks [2,3,6,12], detection tools [1,4,8–10], as well
as many security enhancement solutions towards permission system have been
proposed.

Some framework security extension solutions [5,14,16,21] enforces runtime
permission control to restrict apps’ permissions at runtime, but these works do
not consider the problem system faced under the condition that malwares get
root privilege. Although these works can control apps’ permissions at runtime,
all of them rely on policy database file and they lack protection measures to
the file. When malwares get root privilege, the policy file can be easily tam-
pered or deleted. Once the policy file is tampered or lost, the solution loses its
effectiveness.
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7.2 SEAndroid

To mitigate security issues brought by root exploits, SEAndroid is merged into
AOSP since version 4.3 and enforced since version 4.4.

Although SEAndroid can mitigate the security issues brought by root exploits,
it has a rather limited range of deployment. Nearly 90 % of the Android phones
in the wild are however not protected by SEAndroid. It may take a long period of
time before SEAndroid can be widely deployed in the wild. During this period of
time, many users cannot be protected by SEAndroid.

Besides the distribution range limitation, SEAndroid has weakness as well.
Pau Oliva shows three weaknesses of SEAndroid and gives out 4 ways to bypass
SEAndroid [18]. We did an experiment, in which we change SEAndroid from
enforce mode to permissive mode via PC terminals. The same principle could be
applied to apps. The experiment shows that SEAndroid can indeed be bypassed.

8 Conclusion

Many rooted phones in the wild are not protected by SEAndroid or cannot
get support from vendors. Even users are motivated to unroot their phones,
the security risk caused by weak points of permission system still exists. In
this paper, we present a scheme that patches up the week points of permission
system. This scheme does not need to flash a ROM or update the whole Android
system. The scheme applies to any Android version and is easy to deploy. The
evaluation result shows the scheme is also lightweight.
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Abstract. Instant messaging (IM) is increasingly popular among not
only Internet but also smartphone users. In this paper, we analyze the
security issue of an IM application, KakaoTalk, which is the most widely
used in South Korea, with a focus on automated friends registration
based on contacts sync. We demonstrate that there are multiple ways
of collecting victims’ personal information such as their names, phone
numbers and photos, which can be potentially misused for a variety of
cyber criminal activities. Our experimental results show that a user’s
personal data can be obtained automatically (0.26 s on average), and a
large portion of KakaoTalk users (around 73 %) uses their real names as
display names. Finally, we suggest reasonable countermeasures to miti-
gate the discovered attacks, which have been confirmed and patched by
the developers.

Keywords: Automated friends registration · Contacts sync · Enumer-
ation attack · Information leakage · Security · Privacy · Smartphone ·
KakaoTalk

1 Introduction

Instant messaging (IM) has become a popular communication service for people
who want to stay in touch with their family, friends and business colleagues
since there is no cost (or low cost) to use IM services other than an Internet
data plan that most users already have for their smartphones or PCs. However,
IM services (e.g., WhatsApp, iMessage and Skype) have become the target of
continuous cyber attacks such as spam, phishing and the misuse of personal data
due to their growing popularity. For example, spammers might want to create
rogue user accounts to effectively share their advertisements with IM users.

In this paper, we particularly focus on the discussion of security concerns
raised by the automated friend registration (or recommendation) feature used
by default for KakaoTalk (http://www.kakao.com/talk/en) which is the most
widely used IM service in South Korea. Once this feature is enabled, the newly
c© Springer International Publishing Switzerland 2015
K.-H. Rhee and J.H. Yi (Eds.): WISA 2014, LNCS 8909, pp. 55–67, 2015.
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added phone numbers from the address book in a user’s mobile phone are
periodically uploaded to the KakaoTalk server in order to maintain the list of
the user’s friends up to date by automatically registering friends based on their
KakaoTalk accounts associated to the added phone numbers. This automatic
process is based on the intuition that address book contacts in a mobile phone
might be the people that the phone owner wants to communicate with.

This automated friend registration feature with phone numbers sufficiently
convenient for an easy way to manage IM friends. However, we argue here that
this feature leak critical information about IM users even if KakaoTalk is trying
to prevent it. An adversary can attempt to collect victims’ personal data such
as their KakaoTalk accounts, names, phone numbers and even photos via the
contacts sync for KakaoTalk messenger. This is because KakaoTalk accounts
can be collected with only the phone numbers associated them. The collected
KakaoTalk accounts (and their personal information) might be used for a variety
of cyber criminal activities such as spam, phishing and rogue accounts — it can
be beneficial for spammers to collect active phone numbers with the phone own-
ers’ real names; similar problems can arise if automated friend recommendation
services based on users’ personal data (e.g., a unique identifier such as phone
numbers) are used.

Schrittwieser et al. [5] reported a similar security flaw named enumeration in
several smartphone messaging applications (e.g., WhatsApp, Viber and Tango).
We here extend their work by presenting new enumeration attacks that tar-
geted the KakaoTalk service which already have some countermeasures unlike
the other applications such as WhatsApp. Surely, if the contacts export function
is explicitly provided, it is not difficult to implement an efficient enumeration
attack. KakaoTalk originally allowed users to export their friends’ information
into a text file, but this function was recently removed for security reasons. In this
paper, we show that users’ names and phone numbers can still be obtained with-
out the contacts export function by automatically generating a specific sequence
of touch events and examining the heap memory that is used for the KakaoTalk
process. Our key contributions can be summarized as follows:

– First, we introduce new enumeration attacks that targeted KakaoTalk and
examine their feasibility and efficiency in practice. We collected more than
50,000 users’ personal data and analyzed the data. The best attack method
takes 0.26 s on average to obtain the information about a user’s name and
phone number.

– Second, we show the impacts of these attacks by analyzing the collected user
profile information. Our experimental results show that 36,817 out of 50,567
samples 72.8 %) look like users’ real names.

– Third, we suggest reasonable countermeasures to mitigate such enumeration
attacks, which have been confirmed and patched by the developers.

The rest of this paper is organized as follows. In Sect. 2, we explain how the
automated friend registration process in KakaoTalk works to provide a better
understanding of enumeration attacks. Then we present the three enumeration
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attacks that targeted KakaoTalk to collect KakaoTalk user’s personal data in
Sect. 3. In Sect. 4, we introduce the implementations for enumeration attacks
and evaluate their feasibility and efficiency by conducting experiments in the
real-world environment. We present a discussion on countermeasures to mitigate
enumeration attacks and ethics in Sect. 5. Related work is discussed in Sect. 6.
Finally, we conclude in Sect. 7.

2 Automated Friends Registration in KakaoTalk

KakaoTalk is the most widely used free IM in South Korea — it currently has
over 145 million registered users worldwide, including 93 % of smartphone users
in South Korea [3]. The KakaoTalk service was originally developed as a mobile
application (similar to WhatsApp) for smartphones such as Android and iOS
devices, but the PC and Mac versions of KakaoTalk applications were also
recently released.

To encourage a user to find and add other users as his/her KakaoTalk friends,
there are three ways: (1) searching for a user by KakaoTalk ID, (2) using a
quick response (QR) code and (3) automatic syncing address book contacts
with the corresponding KakaoTalk accounts. When a user wants to add a specific
KakaoTalk user as a KakaoTalk friend, the user’s KakaoTalk ID or the related
QR code can be used. However, the most popular way is to use the automated
friends registration option. In fact, this feature is turned on by default and can
be disabled for only those who do not want to use this.

Once the automatic sync feature is enabled, the contacts in the phone owner’s
address book are added to the list of her KakaoTalk friends without manual inter-
vention if the phone number of them are associated with KakaoTalk accounts.
This process is shown in Fig. 1. The newly added phone numbers (step 1) from
the address book are uploaded to the KakaoTalk server (step 2); the KakaoTalk
server tries to find the KakaoTalk accounts with the phone numbers matched
to the received phone numbers from the phone owner’s KakaoTalk application
and returns those to the KakaoTalk applications running on the requested user’s
devices such as smartphone and PCs (step 3) to update the list of her KakaoTalk
friends with new friends (step 4). This automatic process is based on the intu-
ition that address book contacts in a mobile phone might be the people that the
phone owner wants to communicate with.

Interestingly, the KakaoTalk service does not provide the newly added friends’
original display names, which are registered to the KakaoTalk server, via the
automated friends registration process. Therefore, their names are displayed on
the KakaoTalk application as the contact names in the address book rather than
their original display names which are kept confidential. We surmise that this
naming policy has been established to protect users’ personal data from enumer-
ation attacks which attempt to collect the KakaoTalk users’ names and phone
numbers with enumerated the (possibly) entire phone number range. Since the
display names are not synced, the owner of a phone number cannot be identified
even when there exits a KakaoTalk account associated with the phone number.
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Fig. 1. The process of automated friends registration in KakaoTalk

Therefore, in designing a new enumeration attack against KakaoTalk, the
main hurdle we had to overcome was to obtain the information about KakaoTalk
accounts’ original display names without any knowledge about the account hold-
ers. We will discuss the details of the proposed enumeration attacks in the next
sections.

3 Enumeration Attacks via Contacts Sync

To conduct an enumeration attack via contacts sync, an attacker generates a
range of phone numbers in a valid format and adds the generated phone num-
bers into the attacker’s address book to collect valid phone numbers with their
(display) names via the automated friends registration feature in KakaoTalk. The
collected information might be effectively used for spam and phishing attacks. To
make matters worse, victims do not find that their personal data were leaked by
an enumeration attack since users can be added without their explicit consents
in KakaoTalk.

In this paper, we introduce the following three enumeration attacks and
discuss their advantages and disadvantages:

– Use of the export function in KakaoTalk: an attacker saves the added
KakaoTalk users’ personal data as a file and/or exports it to email.
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– Use of Optical Character Recognition (OCR) software: an attacker
uses OCR software to extract users’ display names.

– Use of a debugging tool: an attacker uses a debugging tool to extract users’
display names from the memory of a running KakaoTalk application.

3.1 Use of the Export Function in KakaoTalk

The KakaoTalk application allows a user to save the user’s friend list as a text
file and export the file via email as well. This feature is particularly useful if a
user acquires a new device for the KakaoTalk service since the user can restore
her KakaoTalk friends from the backup file. The first enumeration attack is to
simply use this feature.

As described in Sect. 2, the KakaoTalk service uses the contact names in
the address book as the names displayed on the KakaoTalk application rather
than their original display names. Therefore, if an attacker exports the list of
friends obtained by an enumeration attack into a file, the attacker can obtain
those numbers with the unwanted pseudo names arbitrarily assigned by the
attacker instead of their original display names in KakaoTalk. Figure 2(a) shows
an example of the exported phone numbers with the arbitrary name of ‘*’.

(a) Exported phone numbers (b) Exported original display names

Fig. 2. Examples of exported contacts information by using the export feature

However, we found that when a KakaoTalk friend’s phone number is removed
from the address book, the friend’s display name on the KakaoTalk application
is changed to his/her original name by default via contacts sync. That is, when
the friend’s phone numbers are removed from the address book, an attacker can
export the list of friends’ original display names although their phone numbers
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are removed. Figure 2(b) shows an example of the list of KakaoTalk friends’
original display names alone in the exported file.

Therefore, the following enumeration attack against KakaoTalk can be imple-
mented by repeatedly exporting the friends list two times:

Step 1. A range of phone numbers in a valid format is generated and added into
the address book.

Step 2. By using the export feature, the list of KakaoTalk friends’ phone num-
bers is exported (see Fig. 2(a)).

Step 3. The added phone numbers are removed from the address book.
Step 4. The registered friends’ display names on the KakaoTalk application are

changed to their original names via contacts sync.
Step 5. By using the export feature, the list of KakaoTalk friends’ original dis-

play names is exported (see Fig. 2(b)).
Step 6. The combination of these two lists of phone numbers and their KakaoTalk

names is stored as the output of the attack.

As a countermeasure against enumeration attacks, however, the KakaoTalk
service removes the last four-digits of each friend’s phone number by masking
them with a sequence of asterisk (‘****’) characters so that the user’s private
phone number is possibly protected (see Fig. 2(a)). At first glance, this seems
secure and reasonable, in reality can do little or nothing to actually achieve
improved security.

A simple trick can be used to successfully bypass this defensive mechanism.
When a range of phone numbers is generated, an attacker can generate the
phone numbers having the same last four-digits but (uniquely) different remain-
ing digits. For example, the attacker can collect active numbers with ‘3333’
as the last four-digits by generating phone numbers from ‘+82-10-0000-3333’
to ‘+82-10-9999-3333’ and entering those number into the attacker’s address
book. Although the information about ‘3333’ is hidden since the last four-digits
are masked, the attacker can easily recover this information by replacing ‘****’
with ‘3333’.

3.2 Use of OCR Software

Although an efficient enumeration attack can be implemented by using the
export feature, KakaoTalk recently removed this feature for security reasons
(e.g., to prevent enumeration attacks).

Without the export feature, however, we can still collect KakaoTalk users’
names and phone numbers by using another enumeration attack. We found that
a victim’s original display name can be shown by a specific sequence of user
interactions.

When a user is blocked, the user’s original name is displayed in the list of
blocked friends. This vulnerability was discovered by generating possible user
actions in a brute force manner. Figure 3 shows an example of this situation. We
can see that a user’s display name of ‘*’ is replaced with ‘Eunhyun Kim’ when
her account is blocked.
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(a) before blocking (b) after blocking

Fig. 3. An example of the displayed user name in the list of blocked friends

In the second enumeration attack, our main idea is to extract a user’s original
display name using OCR software after blocking the user. The enumeration
attack can be implemented as follows:

Step 1. A phone number in a valid format is generated and added into the
address book.

Step 2. The list of friends is synchronized with the added phone number for the
automated friends registration.

Step 3. After the synchronization, it is checked whether the new KakaoTalk
friend (associated with the added phone number) is added. This test
can be easily implemented by checking the color of the pixel at the
specified location in the captured image of the friends list. If a new user
is added into the list of friends, the tested pixel should be yellow.

Step 4. If there exists a new friend, the friend is blocked in sequence to find
his/her original display name.

Step 5. The screen of blocked friends is captured.
Step 6. The victim’s display name is extracted from the captured image by using

OCR software.
Step 7. The combination of the entered phone number and the recognized dis-

play name is stored as the output of the attack.
Step 8. This process is repeated with another phone number over and over, until

there is no new phone number.

3.3 Use of a Debugging Tool

The KakaoTalk service allows a user to change their friends’ display names on the
user’s KakaoTalk application according to the user’s needs and preferences. This
implies that a text object (i.e., TextView) should be used in the application to
handle the display name of the friend’s name in a flexible manner.
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The third enumeration attack is based on the use of this feature. An attacker
can retrieve the text of the object handling a victim’s display name by using a
debugging tool to track memory allocation of the object since there exist several
debugging tools (e.g., DDMS: Dalvik Debug Monitor Server) which enable us to
capture a snapshot of the volatile memory used by an Android application.

Fig. 4. An example of the victim’s name in a memory dump

In the memory dump for the KakaoTalk application, the application’s objects
(e.g., text, image, list and etc.) and their properties can be retrieved. Figure 4
shows that a blocked friend’s display name can be accessed from the associ-
ated TextView object. In the memory dump of the blocked friends layout, the
text property of this object includes a blocked friend’s original display name
(highlighted in a red box).

This enumeration attack can be implemented in a similar way as the ‘use
of OCR software’ except that a debugging tool is used to directly retrieve the
victim’s display instead of using OCR software. Instead of using OCR software,
a debugging tool is used to directly retrieve the victim’s display name.

4 Experiments

In this section, we describe the enumeration attacks described in Sect. 3 to show
their feasibility against the KakaoTalk’s countermeasures and evaluate their per-
formance in a real-world setting.

4.1 Implementation

For the enumeration attack using the export function, we used a Google Nexus
S (with a 1 GHz CPU and 512 MB RAM) running the Android 4.1.1 Jelly Bean.
In Android, the contacts in the address book can simply be modified by sending
an intent from the attacker’s application.

For the other enumeration attacks, however, we additionally used a Windows
PC (with an Intel core i5 CPU and 4 GB RAM) running the 64-bit Windows 7,
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equipped with a non-congested 100 Mbit/s WiFi connection to a LAN that was
connected to the Internet via a Gigabit-speed link. The Windows PC was needed
to use OCR software or a debugging tool.

For the enumeration attack using OCR, we used the OCR service provided by
NAVER lab (http://t.lab.naver.com/ocr/) since most KakaoTalk users’ display
names are written in Korean and NAVER lab’s OCR service supports Korean
with a high accuracy. To improve the accuracy of text recognition in the OCR
service, we increased the resolution of the captured image and cropped the image
to remove unnecessary image area (e.g., the blank space).

For the enumeration attack using a debugging tool, we used a debugging
tool called DDMS, which is commonly used for debugging a process, to track
the thread and heap information on the KakaoTalk application.

4.2 Attack Results

With these implementations, we tested the sequentially generated 101,000 phone-
like numbers and collected 50,567 KakaoTalk user data (about 50.1 %) in an
automatic manner. When we conducted these experiments, the KakaoTalk server
did not prevent us from synchronizing these numbers and blocking them in
sequence. However, our intention is not to collect users’ private data but test
the feasibility of the attacks. We discuss the ethics in Sect. 5.

We analyzed the performance of the above three attack implementations by
measuring the number of KakaoTalk users collected during a time period by
each attack implementation (Table 1).

Table 1. Performance of enumeration attacks

Export OCR Debugging

Time 0.26 s 51.07 s 32.56 s

Accuracy 1.00 0.32 1.00

Unsurprisingly, the ‘use of the export function’ (Export) outperformed the
other enumeration attacks in terms of speed. In this attack, the average time
required for a user’s data is about 0.26 s. However, KakaoTalk recently removed
the export feature for security reasons. Hence, this attack is no longer available.

In this situation, a more obvious recommendation would be to use the debug-
ging tool (Debugging) since this approach does not rely on the KakaoTalk’s
export feature and is significantly better than the ‘use of OCR software’ (OCR)
in terms of speed and reliability; when we use the ‘use of a debugging tool’,
the average time required for a user’s data is about 32.56 s — this enable us to
collect around 2,654 KakaoTalk users’ personal data within a day — while the
average time required for a user’s data is about 51.07 s when we use the ‘use of
OCR software’.

http://t.lab.naver.com/ocr/
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Finally, we analyze how many KakaoTalk users set real names as their
display names in user profiles. When we manually checked the collected 50,567
KakaoTalk user data, we found 36,817 (72.8 %) users set real names as their dis-
play names. This implies that serious invasions of privacy might be raised since
the collected users’ personal data (e.g., phone numbers, status messages and
profile pictures) can be effectively associated with their real identities. Probably,
this private data can be used to design sophisticated spam and phishing attacks.

5 Discussion

In this section we discuss about potential countermeasures and ethical issues.
First, we suggest the three reasonable countermeasures to mitigate enumeration
attacks in different aspects. We also address the ethical issues in this section
since we collected user information without permissions.

5.1 Countermeasures

We describe several potential mechanisms to mitigate the leakage of private
information in KakaoTalk. Since these methods are tackling different aspects
of the system design, instead of recommending a single approach, we discuss
potential countermeasures without any preferences.

– Detecting anomalous behaviors: An enumeration attack blindly tries to
collect user information by automatically sending a lot of queries to a server,
which are totally different from normal users’ behaviors — in general, the
activities generated by an enumeration attack would be periodically repeated.
Wang et al. [7] already introduced a system to detect automated activities
in an online social network using server-side event models. They found that
automated bots have shown significantly different behaviors (e.g., sending too
many friend requests and spam) from human users during a session. Therefore,
we can also build a similar system to detect the queries used in an enumeration
attack with a server-side model.

– Minimizing information leakage: According to our experiments (see
Sect. 4 for details), when the automated friends registration is processed, the
KakaoTalk server tries to synchronize friends’ personal data stored on the
server-side database with the local database of a KakaoTalk application run-
ning on a user’s (i.e., attacker’s) device. This might be helpful for some users,
but is not necessarily required to complete the automated friends registration
process. We suggest that the KakaoTalk service should not provide any per-
sonal information (such as display name, profile picture and etc.) about new
friends right after new friends are added via automated friends registration.
For usability, instead, some user data (e.g., profile picture) can be synchro-
nized after verifying that they actually know each other (e.g., after having a
first chat).
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– Changing the registration policy: Unlike other social network services
(e.g., Facebook and LinkedIn) and IMs (e.g., Skype), KakaoTalk users can
add their friends without their consents. If a user simply adds a phone num-
ber together with the corresponding contact name, the KakaoTalk service
automatically adds the contact as the phone owner’s KakaoTalk friend. This
is a very convenient feature and helps KakaoTalk increase the number of users
for a short-period. However, as we described in this paper, this feature now
can be used for enumeration attacks. Therefore, in order to mitigate this type
of vulnerabilities, KakaoTalk should consider changing the current friend reg-
istration mechanism to an invitation-based one.

5.2 Ethical Issues

The main motivation of our experiments is not to obtain personal information
data or to use collected data for commercial or illegal purpose. We conduct
research work in order to discover vulnerabilities from a popular smartphone IM
and develop reasonable countermeasures to mitigate the discovered vulnerabili-
ties. Therefore, we reported the discovered design flaws to the KakaoTalk devel-
opers, who acknowledged these flaws, patched them and released an updated
version.

Soon after we reported the discovered vulnerabilities, KakaoTalk has released
the patch fixing the vulnerabilities. We again tested the updated KakaoTalk
and confirmed that a user’s real name is not revealed anymore by the proposed
attacks in this paper. However, we have found a side-effect from the patch that
still revealing the user’s real profile name. This is mainly because the patch has
not been analyzed enough to guarantee the correct fixing the vulnerabilities.

In summary, our motivation is to open and discuss the vulnerabilities about
enumeration attacks in the automated friends registration process. The counter-
measures for our attacks are suggested in the above subsection.

6 Related Work

Schrittwieser et al. [5] analyzed the security of popular IM applications (e.g.,
WhatsApp, Viber and Tango) and particularly introduced an enumeration attack
to collect active phone numbers. They showed the feasibility of the attack by
collecting 21,095 valid phone numbers that are using the WhatsApp application
within less than 2.5 h. We extend this work by introducing several enumeration
attacks targeting KakaoTalk, which is widely used in South Korea.

A similar problem related to enumeration attack was already reported in
social networks. Balduzzi et al. [1] showed the feasibility of an enumeration
attack that automatically queries about e-mail addresses to collect a list of valid
e-mail addresses by uploading them to the friend-finder feature of Facebook.
Based on the return value of Facebook, they were able to determine the status of
an email address. They tested about 10.4 million e-mail addresses and identified
more than 1.2 million user profiles associated with these addresses.



66 E. Kim et al.

Gross et al. [2] showed that user profiles in online social networks can be
misused in ways that present an abuse of personal privacy. They observed that
77.7 % of users were stalked because of the disclosure of their profiles. Wanying
Luo et al. [4] presented a group-key based social network service such that users’
real identities can be revealed to only authorized group members who own a
valid group key.

Smale et al. [6] analyzed online users’ profile names (or display names) by cat-
egorizing them into several types: name, activity, advertisement, opinion, feeling
and etc. According to their observations, about 42.4 % of users in an IM service
used their real names as profile names (i.e., name: about 32.4 % and a modifica-
tion of name: about 10 %).

7 Conclusion

This paper examines the security issues (i.e., three enumeration attacks) that
arise in an IM service named KakaoTalk, which is the most widely used in
South Korea and suggests potential countermeasures that have been designed
to mitigate them. Our test results show that KakaoTalk users’ personal data
(such as phone numbers, display names and profile pictures) can effectively be
collected in an automatic manner. Since a large number of KakaoTalk users
(about 73 %) are using their real name as display names, serious invasions of
privacy might be raised by the discovered enumeration attacks.

Although, we currently limited our attack experiments in KakaoTalk alone,
we believe this type of attacks can also be applicable to other social networks and
IM applications. For future work, we are planning to extend the proposed tech-
niques (i.e., enumeration attacks and countermeasures) to other social network
and IM applications.
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Abstract. Many existing mobile apps request for unnecessary permis-
sions knowing that users often ignore permission warning messages. We
conducted an online user study to investigate how users feel about per-
missions being requested by both free and paid Android apps. Results
show that users tend to feel that free Android apps request for more
unnecessary permissions compared to paid apps. Users also felt that older
apps (those that are previously released and have gone through several
updates) request for more unnecessary permissions than those that are
newly released. Based on that observation, we surmise that many devel-
opers initially publish apps that require a small set of permissions (so
that users are not discouraged from installing an app), and gradually
add more permissions to their apps through updates.

Keywords: Permission · Android · Smartphones · Usable security

1 Introduction

When a user tries to install a mobile application (or an app) from Google Play
(marketplace for Android apps), a list of permissions required by that app is
shown to the user before initiating the installation process. Android asks the
user if she or he wishes to continue installing the app and grant those permis-
sions to that app. Most casual users, however, are not too interested in those
permissions. Recent studies [5–7] have shown that the majority of users tend
to ignore permission warning messages at installations time. Warning messages
pop up on the screen when users have already decided to install an app; at
that stage, users probably just want to continue with the installation without
being interrupted [2,7]. Even for users who pay careful attention to permissions
being requested, permission descriptions are often confusing and are hard to
understand.

This is a big concern because more and more apps are increasingly asking
for access to sensitive information on your phone to function properly. Facebook
Messenger, for instance, asks to “record audit with the microphone (at any time
without your confirmation)”, “access the phone’s call logs”, “read data about
c© Springer International Publishing Switzerland 2015
K.-H. Rhee and J.H. Yi (Eds.): WISA 2014, LNCS 8909, pp. 68–79, 2015.
DOI: 10.1007/978-3-319-15087-1 6
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contacts stored on the phone”, etc. In fact, a study shows that 96 % of iOS
apps require email permissions, 92 % require address book, 84 % require loca-
tion permissions, 52 % require camera permissions, and 32 % require calendar
permissions [8]. Companies like Facebook, Twitter and Linkedin with huge user-
base have recently figured out how to generate strong revenue through mobile
advertisements (e.g., through sponsored ads and posts). To enhance the rele-
vance and success of their ads (i.e., targeted ads), such companies will try to
gather as much personal data as possible and the worst is yet to come in terms
of apps requesting for unnecessary permissions.

As an extension of recent studies on permissions, we investigate how end-
users feel about the level of permissions being requested by popular Android
apps, asking which permissions seem unnecessary or necessary for an app to
function properly. Users gave their opinions on the necessity of requested per-
missions; e.g., ‘Angry Birds’ (a free popular Android game) requiring a permis-
sion to read phone state and identity information is questionable. In many cases,
such assessments for excessive permissions will be subjective. To strengthen the
analysis, we gathered 234 popular Android apps from Google Play and con-
ducted a user study with 125 participants, asking each participant to give their
opinions on permissions being requested by all 234 apps. As mentioned above,
since permission warnings are typically ignored by the majority of users [5–7],
it is integral to identify unnecessary permissions and remove them (or highlight
them) to follow the least privilege principle [9]. This study might be the corner-
stone of identifying such unnecessary permissions in apps. Our key contributions
can be summarized as follows:

– We identified the lists of permissions that are frequently considered by users
as unnecessary or incomprehensible. About 24 % of the permissions we tested
with were frequently considered as unnecessary. More permissions from the
PERSONAL INFO, LOCATION, and MESSAGES permission groups were considered
to be unnecessary than those from the other groups. Some permissions were
totally incomprehensible even for security experts. Many permissions defined
by developers (e.g., com.skt.aom.permission.AOM RECEIVE) were not well
defined.

– We showed that users are more concerned with the permissions in free Android
apps than with those in paid apps. Free apps tend to ask for more permissions
that would allow them to collect sensitive personal information (e.g., ‘Read
your contact data’), implying that free apps rely more on the collection of
personal data.

– We found that the numbers of unnecessary permissions in older apps (that
have gone through several updates) are significantly greater than those in
newly released apps. We surmise that many developers initially publish apps
with a small set of permissions, but, through updates, incrementally add more
unnecessary permissions.

– We observed that users with more awareness of permissions were more sen-
sitive and careful about unnecessary permissions. This might be an evidence
that security education can help users identify unnecessary permissions and
make better decisions.
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We believe those observations can help build more effective and reliable per-
mission models for the Android platform. For example, permissions that are
frequently considered as unnecessary can be highlighted to inform users about
potentially dangerous permissions.

2 Related Work

The Android permission system limits access to sensitive data (SMS, contacts,
calendar), resources (battery or log files) and system interfaces (Internet con-
nection, GPS, GSM). To invoke sensitive APIs, users should grant the relevant
permissions for an app at install time. Even though Android 4.3 provides a hid-
den feature called “App Ops”, which allows users to selectively revoke unneces-
sary permissions on a per-app basis, users are still relied upon to determine the
permissions that should not be granted.

Many researches have been concerned with understanding permissions used in
Android. Kelley et al. [7] showed that most users cannot understand permission
screens. Felt et al. [5] showed that Android permissions fail to clearly inform the
majority of users about their privileges. To that end, Kelley et al. [6] suggested
the use of a new design called ‘privacy checklist’ to display (potential) privacy
risks of using an app, and showed that the proposed display does significantly
affect users’ app selection decisions compared with the current interface.

Felt et al. [4] surveyed 100 paid and 856 free apps to identify the most fre-
quently used dangerous permissions (i.e., which generate permission warning
notification) and showed that there was a significant gap between the free and
paid apps in the frequency of dangerous permissions being requested; for exam-
ple, 14 % of free apps ask for the INTERNET permission, but only 4 % of paid
apps ask for the same permission. This disparity supports the hypothesis in [1]
where free apps may frequently ask for the INTERNET permission in order to load
advertisements. We extend their work by considering the relationship between
the apps and the permissions. Unlike ours, Felt et al. [4] used a fixed set of com-
mon permissions categorized as Normal, Dangerous and Signature by Google
but some apps even use Dangerous permissions legitimately.

One of the most important challenges for a better permission system is to
develop automated tools to detect overprivileged and (potentially) malicious
apps. Stowaway [3] was designed to detect overprivileged Android apps by check-
ing whether an app asks for more permissions than what is needed. Felt et al. [3]
found that about one-third of 940 Android apps are considered overprivileged.
Vidas et al. [11] proposed a static analysis tool for finding the actual (minimum)
set of permissions that an app uses to behave correctly.

3 User Study

3.1 Study Design

Our study was designed to answer the following research questions:
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1 2

3
4

Fig. 1. An example of survey questions: (1) a randomly chosen app’s screenshot (cap-
tured from Google play) was shown in the leftmost window; (2) the description of the
app (obtained from Google play) was presented in the middle-upper window; (3) ques-
tions about comprehensibility of the permissions requested by the app were displayed
with using two scales (incomprehensible–comprehensible) radio buttons in the middle-
bottom window; and (4) when clicking the ‘comprehensible’ button for a permission,
another question about excessiveness of the permission was displayed with using a three
scales (not excessive–maybe–excessive) radio button in the rightmost window.

– RQ1. What are the most frequently reported unnecessary or incomprehensible
permissions in Android apps?

– RQ2. Do free apps demand more unnecessary permissions than paid apps?
– RQ3. Does the number of unnecessary permissions requested by an app sig-

nificantly increase over time?
– RQ4. Are users with more awareness of permissions also more sensitive toward

unnecessary permissions being requested?

Answers to those research questions will help us understand more clearly how
smartphone users behave when they install apps, and help them make better
decisions by identifying unnecessary permissions requested by apps.

We conducted an online user study to examine the level of Android users’
understanding and concerns about the permissions requested by apps. The sur-
vey could be accessed in an anonymous way by both PC and mobile users.

A pilot study was first conducted with four subjects (who were familiar with
Android) to identify issues with the study and to get a sense of how well the
questions and user interfaces were designed. Final modifications were made on
the questionnaire based on the observations from the pilot study. Here is an
overview of study design:

1. First, we gathered the participants’ consent and asked them to complete a
background questionnaire to obtain demographic information (gender, age,
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Fig. 2. Histograms of the number of permissions for the apps in each of the five
categories (Top Grossing, Top Free, Top Paid, Top New Free, and Top New Paid) in
Google Play. The red dotted lines represent the mean of the number of permissions
over the all apps in each category (Color figure online).

job, and Android version) and data to assess their familiarity with Android
permissions. To assess familiarity with Android permissions, we asked the
following two questions: (Q1) Do you know what permissions mean when
installing Android apps? and (Q2) Do you pay attention to permission infor-
mation when downloading an app?.

2. Second, we provided an example (training) survey to increase participants’
familiarity with our survey procedure. It was designed to help participants
learn how to complete the tasks: given an app, participants were asked to
read the description of the app and then carefully select incomprehensible or
unnecessary permissions from the list of permissions requested by that app.

3. Third, in the real study, participants were asked to complete the same set of
tasks for five randomly selected apps (see an example in Fig. 1). An app was
randomly selected from each of the following five categories in Google Play:
Top Grossing, Top Free, Top Paid, Top New Free, and Top New Paid.

3.2 Android Apps Used in Our Survey

We downloaded the top 50 Android apps from each of the five categories (Top
Grossing, Top Free, Top Paid, Top New Free, and Top New Paid) in the
Korean Google Play store. Some categories were not mutually exclusive though.
For example, 10 apps from the Top Grossing category were also shown in Top
Free and Top Paid categories. Consequently, we compiled a total of 73 per-
missions from 234 popular Android apps. Those permissions represent only a
portion of all Android permissions, but are the most frequently used ones.

Histograms in Fig. 2 show the distributions of the number of permissions
required all the apps in each category. From those histograms, we can see that
Top Free and Top Grossing have relatively more permissions than the other
categories.

3.3 Demographics

We recruited participants who own a smartphone by posting fliers about our
study on bulletin boards in a university. We clarified the academic motivations
behind this study to encourage participants to pay more attention to our study.
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Table 1. The demographics of the participants

Gender

%37.27elaM

%72.72elameF

Age group

%89.7992–81

%20.294–03

Highest level of education completed

%68.58loohcshgiH

College/University 14.14%

Smartphone platforms

%69.59diordnA

%40.4SOi

Do you know what permission means when installing apps?

%75.65seY

%82.82ebyaM

%51.51oN

Have you paid attention to permission at install time?

%00.52seY

%75.82ebyaM

%34.34oN

Participants also received a $2 honorarium for completion of the user study after
investigating the validity of their responses.

During a week period, 125 participated in the survey, and 99 respondents
(out of that 125) correctly completed the questionnaire. The majority of the
respondents were male (72.73 %) and were in the age group of 18–29 (97.98 %).
56.57 % said that they are aware of permissions, while only 25 % of them actually
paid attention to permissions during app installation (See Table 1).

4 Study Results and Discussion

This section analyses the results collected from the user study, and discusses the
participants’ levels of concerns with Android permissions with respect to their
necessity and comprehensibility.

4.1 Incomprehensible Permissions

We first present the list of permissions that were frequently mentioned by partici-
pants to be incomprehensible (see Table 2). In order to identify those permissions,
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Table 2. The list of frequently mentioned incomprehensible permissions. The number
inside the parentheses in each type indicates the number of permissions included in the
type.

Type Permission

Android (3) – Allows an application to call killBackgroundProcesses(String)

– Allows an application to read from external storage

– Allows an application to perform I/O operations over NFC

Google (1) – Use the authentication credentials of an account

Third-party (1) – com.skt.aom.permission.AOM RECEIVE

we used “yes” or “no” type of questions, asking whether a participant thinks a
permission is incomprehensible.

In general, a permission can be considered incomprehensible when “yes”
responses are more likely to occur than “no” responses. After counting the num-
bers of “yes” and “no” responses, respectively, for each permission, the binomial
exact test (one-tailed) was used to test whether the number of “yes” responses
was significantly greater than the number of “no” responses (i.e., the expected
probability of the “yes” response is significantly greater than 0.5).

From the study results, only 5 of 73 permissions (about 6.8 %) were frequently
identified as incomprehensible permissions. Table 2 shows those incomprehensi-
ble permissions. We observed that all of those permissions contained a technical
terminology or a jargon (e.g., ‘NFC’ or ‘killBackgroundProcesses’) that a casual
user may not know. Three Android-defined permissions were also included in
that list (see the number inside the parentheses in the ‘Android’ type). This
shows that even some of the official, Android-defined permissions were not well
understood.

Our results were quite different from a previous study [7], which showed
that the majority of permissions were not well understood by Android users.
Contrastingly, only about 6.8 % were seen as incomprehensible permissions in
our study. The different demographics in the two studies may have caused that:
Sect. 3.3 shows that our sample of users, on average, are younger (97.98 % of them
were aged between 18 and 29) and have higher education (all participants were
university students) than those who have participated in the previous study [7].

4.2 Unnecessary Permissions

In this section, we present the list of permissions that were frequently mentioned
by participants to be unnecessary.

To ask whether a permission seems unnecessary for a given app, only those
who understood the meaning of a permission were sequentially asked to respond
to a question about the necessity of that permission. A three-point Likert scale
ranging from 0 (“disagree”) to 2 (“agree”) was used to answer that question.
A permission is considered unnecessary when “agree” responses occur more
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Table 3. The list of frequently mentioned excessive permissions. The number inside
the parentheses in each category indicates the number of permissions included in the
category.

Category Permission

system tool (2) – Allows an application to call
killBackgroundProcesses(String)

– Changing the general settings of the system

phone call (1) – Reroute outgoing calls

personal information (5) – Allows an application to read the user’s contacts data

– Allows an application to read the user’s call log

– Allows an application to write (but not read) the
user’s call log

– Allows an application to write (but not read) the
user’s calendar data

– Allows an application to read the user’s calendar data

location (3) – Allows an application to access precise location from
location sources such as GPS, cell towers, and Wi-Fi

– Allows an application to create mock location
providers for testing

– Allows an application to access extra location
provider commands

message (1) – Allows an application to read SMS messages

than “disagree” responses. After counting the numbers of “agree”, “neutral”
and “disagree” responses for each permission, the one-tailed t-test was used to
test whether the mean score was significantly greater than 1.0, which indicates
the neutrality level.

From the results, 12 of 73 permissions (about 16.4 %) were frequently iden-
tified as unnecessary permissions (see Table 3). To analyze the characteristics of
those permissions, we also looked at their category information defined by Google
(see more details in http://developer.android.com/reference/android/Manifest.
permission group.html). We observed that participants were particularly con-
cerned about the permissions that would allow apps to access personal data
such as contacts, call logs, calendar, or locations. For example, 5 of 11 personal
data permissions (about 45.45 %) were frequently mentioned as unnecessary, and
3 of 4 location permissions (75 %) were considered as unnecessary. On the other
hand, participants considered only 2 of 26 permissions (about 7.69 %) in sys-
tem tools as unnecessary. Moreover, participants were not too concerned with
the permissions that would give apps direct access to hardware components like
audio or camera. Such a lack of concern could have serious security and privacy
implications as discussed in several previous studies (e.g., [10,12]). For instance,
a malicious app that has requested for the camera permission could silently take
pictures or record videos of private moments and transfer them over the air.

http://developer.android.com/reference/android/Manifest.permission_group.html
http://developer.android.com/reference/android/Manifest.permission_group.html
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4.3 Comparing Free Apps and Paid Apps

This section analyses participants’ responses to permissions in free apps com-
pared with those in paid apps. We divided the apps into free (Top Free and
Top New Free) and paid (Top Paid and Top New Paid) apps and analysed the
differences in the required level of unnecessary permissions as opinionated by the
participants – if the score is high for an app, that app can be considered risky
in terms of the number of unnecessary permissions that it has.

From the study results, the mean score for the free apps was 5.9495 with
the standard deviation of 6.4231 while the mean score for the paid apps was
4.3939 with the standard deviation 5.9085. We statistically tested the difference
between free and paid apps using unpaired one-tailed t-test (P ≤ 0.05) and
obtained the P -value of 0.0063. From that test result, we can state with statistical
significance that the mean score for free apps is higher than the mean score for
paid apps, indicating that free apps (Top Free and Top New Free) request for
more unnecessary permissions and tend to be riskier than paid apps (Top Paid
and Top New Paid).

4.4 Comparing Top Apps and Top New Apps

This section analyzes participants’ responses to excessive permissions in top apps
compared with those in top new apps. To demonstrate this, we divided the apps
into top (Top Free and Top Paid) and top new (Top New Free and Top New
Paid) apps and analysed their differences in the number of excessive permissions.

From the study results, the mean score for the top apps was 6.5455 with
the standard deviation of 7.4244 while the mean score for the top new apps
was 3.7980 with the standard deviation of 4.2973. We statistically tested the
difference between top and top new apps using unpaired one-tailed t-test (P ≤
0.05) and obtained a very small P -value (� 0.0001). From that test result,
we can state with statistical significance that the mean score for top apps is
significantly higher than the mean score for top new apps, indicating that top
apps request for more unnecessary permissions and turned out to be riskier than
the newly released apps.

This observation is interesting since it indicates that the developers might
deliberately include less permissions in the initial version of an app – to make
it look safer to use – but could be gradually adding more permissions through
updates. In depth study of a randomly selected sample of apps (that requested
a large number of permissions) reinforced that observation: for example, an app
designed to allow home screen customization requested for unnecessary permis-
sions like ‘Allows an app to access precise location from location sources such
as GPS, cell towers, and Wi-Fi’, ‘Allows an application to read SMS messages’
and ‘Allows access to the Gmail content provider’ when it pushed out updates
that did not have noticeable new features.

If a small number of extra permissions are requested incrementally through
each update it would be harder for users to notice it, even if Google Play informs
users about newly requested permissions. It might also be true that this trend
is due to developers adding more features to their apps through updates and
requiring more permissions as a result.
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4.5 In Depth Analysis of Free Apps

It is our intuition that most free apps would heavily rely on mobile adver-
tisements to generate revenue, and for such a reason, they tend to request
more unnecessary permissions than the paid apps (to analyse personal data and
enhance advertisement relevance). In this section, we study the number of free
apps that have mobile advertisements and request for unnecessary permissions.
We use static analysis tools and manual validation for this analysis.

We studied with 76 different free apps. To count the number of free apps that
have in-app advertisements, we used three advertisement detectors (Lookout
Ad Network Detector, TrustGo Ad Detector, and AppBrain Ad Detector),
which cover most popular advertisement networks such as AdMob, TapJoy, Cauly
and InMobi. From our observations, 29 of 76 free apps (about 38.16 %) had in-
app advertisements. In particular, many free game apps (e.g., Bouncing Ball
and Psychological Test) used advertisement networks. Among the remaining
47 apps, 10 apps requested for permissions to access personal data, and at least 6
apps requested for unnecessary permissions that seemed irrelevant to their core
functions.

4.6 Effects of Users’ Interests in Permissions

From the demographics in Sect. 3.1, we found that 56.57 % of participants
answered ‘Yes’ to the question ‘Do you know what permission means when
installing apps?’. To check whether those who answered ‘Yes’ are more sensitive
toward unnecessary permissions (than those who answered ‘Maybe’ or ‘No’),
we divided participants’ responses according to their answers (‘Yes’: 56.57 %,
‘Maybe’: 28.28 %, ‘No’: 15.15 %) and analysed the differences in how they per-
ceived excessiveness of permissions.

As mentioned before, each participant evaluated the excessiveness of every
permission in each of five randomly selected apps using a three-point Likert scale,
ranging from 0 (“disagree”) to 2 (“agree”). Based on the sum of a participant’s
ratings for all the permissions in five apps, those who answered ‘Yes’ scored the
highest with 5.7500 on average (standard deviation: 4.9036). The mean score for
those who answered ‘Maybe’ is 3.8214 (standard deviation: 3.7718) and 3.4667
(standard deviation: 3.6227) for those who answered ‘No’.

Unpaired one-tailed t-tests (P ≤ 0.05) were used to compare their answers
in a statistical manner. From these results (Yes vs Maybe: 0.0357, Yes vs No:
0.0486, Maybe vs No: 0.3836), we can see that there were significant gaps between
participants who answered ‘Yes’, ‘Maybe’, and ‘No’ except for the case of ‘Maybe’
and ‘No’. On the basis of those testing results, we surmise that subjects who are
more aware of the meaning of permissions are more picky and careful when it
comes to reading permission requests of apps. That finding, to some extent,
can support the claims about how security education can help users identify
permissions that seem unnecessary given the functions of an app, and make
better decisions about upon installing it.
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We ran similar tests on the question ‘Have you paid attention to permission
at install time?’ but did not find any statistically significant differences among
the participants.

5 Limitations

Our study has three limitations that are worth mentioning. First, we analyzed
only 73 permissions from 234 popular apps rather than the full list of Google-
defined permissions (145 Android-defined permissions).

Second, in the user studies, we asked the participants for their opinions on
the necessity of the permissions based on the description of app features and
functions. Fully understanding app functions and accurately selecting unneces-
sary permissions by just reading app descriptions could have been difficult for
some participants.

Third, all of our participants are from a single pool of users. Finding an online
survey tool (e.g., Amazon’s Mechanical Turk in the U.S.) and surveying a random
pool of participants in Korea was not easy. To that end, we conducted an online
survey within an university campus, and, as a result, all of the participants
were university students. That could have affected the results for identifying
incomprehensible permissions. We originally expected that many participants
would have low level of understanding of permissions and their terms, but the
results showed that only about 7 % of the participants struggled with the terms
of permissions. Participants’ education level and age have probably affected that.

6 Conclusion

We studied how participants feel and think about Android permissions in terms
of how ‘unnecessary’ and/or ‘incomprehensible’ they might be. We studied 73
permissions in total, where 12 of them have been frequently opinionated by
the participants to be unnecessary: such permissions can leak personal/sensitive
information about users and may even cause damages to the mobile devices.

Not surprisingly, free apps tend to ask for more permissions, where those per-
missions often lead to collection of personal information. Free apps heavily rely
on advertisements as their primary monetization means, and that is one reason
why we suspect that those apps ask for more permissions. We rated participants’
answers based on a simple Likert scale to measure how much free apps and paid
apps rely on unnecessary permissions. Free apps scored higher to indicate that
they require more number of permissions that are frequently opinionated by users
as unnecessary. From just the perspective of the permissions that an app has,
those free apps seem to be relatively more dangerous and risky than paid apps.
On those lines, our study shows that users are more concerned with permissions
requested by free apps since they clearly ask for more permissions.

Interestingly, newly released apps (whether they are paid or free) tend to have
much smaller number of permissions than those that have been released some
time ago and have gone through several updates. It seems that the developers
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are putting a small number of permissions in their first releases (newly released
apps), but gradually adding more permissions as they release more updates.
Hence, users should be aware that the permissions they allow on a newly installed
app might look completely different after installing a few updates on it.
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Abstract. Importance of digital forensics is expected to increase in the
future. Many of researches on digital forensics are targeted to persis-
tent memory. These researches concerns about the extraction of evidence
directly or via filesystem. On the other hand, there is a movement to
employ the Web browser supports HTML5 as software platform. In this
situation, it is considered that the forensics techniques for extracting evi-
dences from HTML5 browser is important.

In this paper, we experimented to retrieve the artifacts left by Web-
Storage feature for the Web browser for personal computer from the file
system. In addition, we implemented a tool that constructs and visualizes
the evidence from the artifacts.

Keywords: Computer forensics · Mobile forensics · Web browser ·
Privacy

1 Introduction

1.1 Background

PC and other digital devices that can connect to network into commodity goods.
However, users who don’t have enough information literacy has utilized these
devices on a daily basis. Various activities that have been performed in the real
world so far, are now come through the network that they connect by a terminal.

As a result, criminal acts have also moved to the network. Therefore, to inves-
tigate these acts, research of evidence on the network or on computer terminal
has become essential. These activities of investigation of evidence focus not only
on criminal acts, but also corporate governances and litigation of business [1].
With regard to these evidence investigation, the following three points are cited
considering the characteristics of digital data.

The first author’s work is supported by JSPS KAKENHI Grant Number 26330169.
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Table 1. Relationship between mobile terminal platform and web technologies

Platform Dedicated Apps. Support Web Apps. Support

Android (Dalvik bytecode)

iPhone (iOS) (Objective-C)

WindowsPhone (CLR)

Tizen (C++)

Firefox OS Not Supported

Ubuntu OS (Qt & Javascript)

Sailfish OS (C++ & Qt)

Chrome OS Not Supported

– Retrieve data as an evidence.
– Find and summarize the relationship between the data.
– Certify that the data has not been tampered.

In order to keep the effectiveness of evidence acquired in the survey process,
it is necessary to pay attention to the above. It is possible that for this purpose,
to take advantage of a number of tools, including those from open source that
can be used free of charge.

1.2 Motivation

With the spread of HTML5, Web browser is becoming the platform to running
applications.

These applications expand the functionality and improve the usability of
the terminals. It can be regarded as comparable to native applications, in the
viewpoint of the operating speed and usability.

These applications are described in languages relevant to Web technology and
aims at high portability and development efficiency. Mobile platforms encompass
execution environment which can run both styles of application.

Furthermore, some of software platforms are based on the Web browser sup-
porting HTML5 as an application execution environment. Table 1 summarizes
the software platforms from the viewpoint of the application execution environ-
ment. It includes platforms that have not been released.

1.3 Related Works

Forensic research on Web browsers is well developed especially for private brows-
ing mode and portable browsers. Private mode of Web browsers is provided for
privacy against the network and privacy against local machines. The former one
prevents identification of the user over the network. On the other hand, the later
one prevent leaving the evidence on the terminal (local machine). Portable Web
browser is the browser that is primarily designed to be installed on a remov-
able disk (e.g. USB flash drive). These browsers can be used if the user does not
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want to leave the evidences of a browsing activity on personal computer terminal
primarily.

Donny [2] examined private mode of Web browsers mainly with memory foren-
sic techniques. As the experimental result shown, in all private mode and portable
browsers, evidences are left. Left evidences are residuals of Web browsing his-
tory, e-mail address, browsed pictures. In addition, for some browsers, browsed
movie is acquired from main memory. Furthermore, Aditya [3], Mulazzani [4] and
Aggarwal [5] also used memory forensics techniques as well, and their experiments
show these evidences are left is private mode of browsers.

Amari reported on forensics techniques from the viewpoint of memory foren-
sics [6]. On the other hand, in terms of anti-forensics or privacy protection, there
is a study [7]. In the position of forensics that targets featured phones, Willassen
[8] discussed about the acquisition of evidence left by featured phone. He has
acquired the evidence from the flash memory in the feature phone. In addition,
[9] and [10] is discussing on this theme.

1.4 Challenging Issues

We carried out the experiment to acquire the artifact left by WebStorage that
is a part of HTML5 standard. This acquisition is performed via file system and
not from Web user interface and/or APIs of Web framework. Reading the data
handled by HTML via Web user interface and/or Web framework API means
reading the data via Web browser framework. In this case, it is difficult to ensure
the admissibility of evidence. In order to ensure the admissibility, it is necessary
to retrieve the evidence via side channel. In this research, we try to retrieve it
via file system.

Furthermore, size of retrieved artifact may be become quite large. Therefore,
find fragments of evidence from the artifact, and correlate these fragments to
construct new evidence may be humanly impossible. This task is hard to per-
form if there is no automated assistance by computer. However to automate
this, it is necessary to elucidate the structure of the artifact. Therefore, it is
necessary to analyze the encoding format and data structure of artifacts. Then,
based on its results, we have to design/implement the tool for evidence struc-
turing/visualization.

1.5 Contributions and Result

This research is about the forensics experiment related to HTML5 that is still
under standardization process. HTML5 runtime is expected to be the founda-
tion of mobile devices, especially smartphones. These devices From the native
nature of the devices, these devices have aggregate information related to the
behavior of user. Therefore, retrieve the evidence of user behavior from the foun-
dation layer of these devices is very effective in forensics.

In this paper, we experimented the acquisition of the evidence of artifact
left by HTML5 sessionStorage from file system. This is intended to be acquire
the artifact of Web browser from the lower layer of the system. Especially, it is
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important that acquisition is performed with not mediated by the Web browser
framework.

Furthermore, we investigated the format of this artifact. In the result, it is
found that the artifact is encoded as JSON. Furthermore, we investigated the
structure of this artifact and found it records the user’s Web browsing history.
URL of browsed page and its referrer page is recorded according to the browsing
order. In Addition, it was found that artifact recording the additional informa-
tion of Web pages. At the same time with the investigation, it is found that the
size of the artifact can be enormous. Therefore, analyze the artifact and retrieve
some evidence from it by human will be difficult. Since forensics work need
some manually task, it is necessary to work cooperative with automation tool.
Therefore, we designed and implemented the tool that visualize and correlate
the evidences from the artifact.

By using this tool, it makes that a forensics investigation of artifacts left by
HTML5 Web browser more realistic.

1.6 Comparison with Existing Work

Donny [2] and Aditya [3], Mulazzani [4] have investigated the artifact left by Web
browsers. They examined especially on private browsing mode of Web browsers
and verified that privacy can be acquired from artifacts. Forensics analysis on arti-
fact of Web browser is also discussed by Satvat [11], Murio [12] and Junghoon [13].

However, these studies do not address the evidence left by APIs added in the
HTML5 standard. In contrast to these, in this research, we focus on retrieving the
evidence left by HTML5 related APIs. From the viewpoint of memory forensics,
basics of its technique is described in Kristine [6]. In addition, memory forensics
on Windows machine is discussed bu Runn [14]. Compared to them, our study
aims at extraction of evidence from the file system.

2 Overview of Digital Forensics

Subjects of digital forensics is spreading rapidly in response to the transforming
in IT. Nowadays, devices handle digital data, such as networks, cloud system,
information appliances, and mobile devices are included in this target.

2.1 Applications of Digital Forensics

Digital forensics investigation is included not just those related to the criminal
case, also related to civil litigation. In addition, forensics investigation involv-
ing patents and disputes between companies, diplomatic international dispute
has also gathering attention in recent years. Uses of digital forensics is widely
spreading as follows [1].

Criminal Investigations. The term “digital forensics” is told in this context
primarily. Its main objective is to find and retrieve the electronic evidences
left by the criminal act and conserve these evidences validity.
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Civil Litigation. This application of digital forensics is called “eDiscovery”,
and its market is spreading rapidly. eDiscovery is defined as “refers to any
process in which electronic data in sought, located, secured, and searched
with the intent of using it as evidence in a civil or criminal legal case”.

Intelligence. This application field is called “DOMEX (Document and Media
Exploitation)” especially. Modern governments and terrorists are utilizing
digital devices. DOMEX is “the collection and exploitation of captured equip-
ment, documents, and media to generate actionable intelligence [15]”.

2.2 Mobile Forensics

Mobile forensics, or mobile device forensics is the techniques to investigate on
portable device to retrieve the evidence left on it. In generally, investigation is
targeting on the cellular phone and smartphones, etc. Because the user is always
carrying the device, it aggregates various private information of users. Examples
of such private information are, phone book, e-mails, photos and music files. In
addition, mobile device is consist of many sensors, such as microphone, camera,
acceleration sensor, barometer and GPS antenna. These can also capture private
information.

There are many literatures on mobile device forensics. Most of those are
targeting feature phones still often [8–10]. In addition, Report by SANS [16] is
targeting not only cellular phone but also MP3 players. However, literature on
forensics that targets smartphones has been increasing [17,18].

When considering digital forensics that targets smartphones, Web browser
framework is not negligible. This frameworks is located at the core of the smart-
phone platform, and many services are implemented thereon.

Especially, Web framework provided in the smartphone platform has been
utilized as the execution engine of the HTML5 standard currently under develop-
ment. Analyzing the artifact left by Web browser supports HTML5 will occupy
important place in the mobile forensics.

2.3 About Web Browser Anti-forensics

For the progress of the research on digital forensics, research on countermea-
sure against it is also progressing. The countermeasure techniques, called anti-
forensics, has many definitions [1]. Harris [19] defines it as “consider anti-forensics
to be any attempts to compromise the availability or usefulness of evidence to
the forensics process”.

Of course, anti-forensics that targets cellular and/or smartphone have been
studied. Azadegan [20] designed and developed the tool to disrupt the connec-
tion between smartphone and forensics device. From the standpoint of anti-
forensics on Web browser, it is important to make hard or impossible to analyze
or retrieve the artifact of Web browser. Anti-forensics techniques for making evi-
dence unavailable is classified into four categories by Harris [19]. These categories
are “Destroying”,“Hiding”, “Eliminating source” and “Counterfeiting”.
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3 HTML5 as a Application Development Language

3.1 Abstract of HTML5

Currently, standardization process of HTML5 [21] as the latest version of HTML,
is in progress by the W3C and the W3C. It is expected to be modified in many
ways to the previous edition [22]. HTML5 has been developed to improve the
appearance and usability for Web browser user, and to improve the expres-
siveness for Web page developers. In addition, HTML5 has been developed to
improve the perfection as an application description language. For this reason,
many API definitions has been added in HTML5.

3.2 WebStorage

The cookie [23] is a technique that is defined for the purpose of having to main-
tain information about any status set by the server primarily. In addition, Local
Shared Object, is called “flash cookie” is the another method to record some
information in client side [24,25]. In some ways, flash cookie is more useful than
cookie. e.g. it never expire. However, this property may cause problems in terms
of privacy.

WebStorage [26] is one of the API newly defined in HTML5 standard. It
is another method to store data in the client side. There are characteristics of
WebStorage below.

Storage Capacity. Storage capacity of Cookie is 4 KB, but capacity of Web-
Storage is up to at least 5 MB. Enlarged storage capacity can increase the
amount of data that can handle in client, and thus increasing the flexibility
for application developer.

Expiration Time. Cookie has a limited lifetime and when the cookie expires, it
is deleted. In contrast with it, WebStorage can retain the data until deleted
explicitly.

Data Transmission. Cookie is sent over the network when the client interact
with server every time. On the other hand, WebStorage must not sent over
network. It lessen the burden of network bandwidth and is preferred from
the viewpoint of security.

Store Format. WebStorage is maintained by key-value pair. This is similar to
NoSQL style database.

WebStorage is classified as localStorage and sessionStorage, these are defined
for different purpose.

3.3 LocalStorage and SessionStorage

LocalStorage is one of the kind of WebStorage and the mechanism to store some
data in Web browser side. As described in the previous section, localStorage is
isolated based on the concept of Web origin [27].
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LlocalStorage can be shared between another tabs and/or windows if even
have the same Web origin. Furthermore, contents of localStorage is kept after
browser has been closed and retained until deleted explicitly.

On the other hand, sessionStorage is the another kind of WebStorage. How-
ever, unlike local storage, session storage is not shared between different windows
and tabs even if have the same origin. Furthermore, sessionStorage is kept until
session. Therefore, when the session is finished, the session storage space will be
removed and inaccessible.

3.4 HTML5 and Mobile Devices

As discussed in 3.1, HTML5 has been developed to improve the perfection as an
application description language. Especially, it is expected that it will be used
as the foundation of mobile platform. Some mobile platforms equip only Web
browser framework as the foundation of application execution platform. These
platforms have in view to take advantage of the portability and development
efficiency of HTML. The potential of HTML5 as a mobile platform is discussed
by Juntunen [28].

4 Investigation Result and Proposal Method

Our goal is the realization of a mobile forensics that targets smartphone, but in
this paper, we carried out experiments and tool development with Web browser
for personal computer. We examined with Firefox 26.0 for Windows and browse
dozens of pages. After that, extract the artifact file of sessionStorage before it
has been deleted.

4.1 Artifact Format of Web Browser

Example of artifact by Firefox is shown in Fig. 1. As is apparent in this figure,
artifacts left by Firefox browser is text data and it is encoded in JSON format.
In this JSON format artifact, “key indicating URL of the page” indicates the

Fig. 1. Artifact example
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URL of the Web page browsed. In Addition, “key indicating referrer URL of the
page” indicates the referrer of Web page. The referrer, to present the Web page
visit before making a transition to the Web page.

As a result we analyzed that the structure of artifact as in tree structure.
Tree structure of evidence is constructed as Fig. 2. In this format, [windows]
and [ closedWindows] nodes describes the Web browser windows, respectively.
These nodes have [tabs], [ closedTabs] nodes as subsidiary and These nodes
may have multiple [entries] nodes. [entries] node describes web page browsed
respectively and these have subsidiary nodes [url], [title], [ID], [referrer], etc.
[url] node describes the URL of the Web page. [title] node describes the title of
the Web page. [referrer] node describes the URL to link the original Web page.
In addition, [children] contain the information about the pop-up page kicked
by parent window. If there are multiple [entries] nodes as subsidiary of a [tabs]
node, it means that this session includes multiple tabs.

Fig. 2. Structure of artifact

It is specified that sessionStorage is deleted when the browsing has been fin-
ished. However, as the result of our examination, we confirmed that the artifact
of sessionStorage is deleted when the browser is launched, not browser is finished.
It is thought to be in order to allow the recovery of the last tab, as a function
of the browser.

4.2 Location of Artifact

Location of the artifact of Web browser is depend on the Web browser imple-
mentation. As a result of survey, Table 2 summarize the location of WebStorage
of major Web browsers.
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Table 2. Stored location of WebStorage

Browser Version Stored Path

Internet Explorer 8 or later N/A

Mozilla Firefox 3.6 or later
<usershome>\AppData\Roaming\Mozilla\

Firefox\Profiles\<profileFolder>

Google Chrome 8 or later
<usershome>\AppData\Local\Google\

Chrome\UserData\Default

Opera 11 or later
<usershome>\AppData\Roaming\

Safari 5 or later
<usershome>\AppData\

4.3 Our Proposal Method

In this section, we describe the design and implementation of tool that retrieve
the evidences from the artifact left by Web browser (Firefox browser) and visu-
alize it.

We assume to investigate the evidence from the artifact of sessionStorage
left by criminal act. Artifact of sessionStorage is accumulating the history that
user browsed. But it has a large amount of information (page display size and
window size, etc.). These are not related to the investigation. Therefore, we must
extract the information that need to be investigated. It is expected to take huge
time as human task, and we propose the tool that process the structuration and
visualization of evidence semi-automatically.

In this method, we examined on the artifact of Firefox’s sessionStorage.
About Firefox, if more than one window is open, until all of those windows
are closed is considered as period of the same session. Therefore, the browsing
history within its period is accumulated in the sessionStorage. By using this
property, it is possible to retrieve the evidence not only on the window that is
closed at the end, also on the window or tab that has been closed during the
same session may be obtained from artifacts file of sessionStorage. Furthermore,
Firefox keep the artifact of the last session as backup. From these properties, it
is possible to obtain the evidence about session.

From these properties, we can retrieve the evidence about sessions on the
closed browser and evidence about previous session.

4.4 Design and Implementation

Processing procedure of this tool is described as bellow.

1. Copy the artifact file of sessionStorage to another path and launch the tool
to load its file.

2. Parse artifact file to JSON objects and extract “entries” that denotes Web
page browsed.

3. Classify each “entries”node to root entry(has no “referrer” node immediately
below) and not root entry(has “referrer” node immediately below).
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4. Inspect [url] node that immediately below of node root entry, and search the
“referrer” that has [url] node same to former node.

5. If search succeed, trace to search for the “entries” node with URL as a key.
6. If search failed, finish to trace, and print the traced “entries” and value of its

subsidially node [url], [title], [ID], [docshellID], [referrer].
7. In addition, represent the distance from root as the number of “*”.
8. Move to the next root node, and start the search.
9. When process to all root has been finished, exit.

In this process, we treat just Web page browsed directly. It means we do not
treat popped-up page opened by other page.

4.5 Evaluation

We examined on the tool implemented. We used to browse with the Web browser
Firefox 26.0. When move between pages, we record the URL of the page move
source and the URL of the page move destination. After reading dozens of pages,
retrieve the artifact of sessionStoarge.

Result of examination indicates, we found that mismatch between the value
of [referrer] and [URL]. The reason for this is that wen keyword searching, when
loading the page, referrer of the page viewed has been changed. It is observed
only when using a specific search site.

5 Conclusion

In this research, we examined the artifact of Web browsers. For four Web browsers
(Google Chrome, Mozilla Firefox, Apple Safari and Opera browser), we located
the path of artifact that is left by sessionStorage function.

Furthermore, we examined the format of the artifact, and we revealed that it
is encoded as JSON format. Based on these results, we have designed and imple-
mented a tool that structures the evidence of artifact and visualize its result.
Which makes it possible to extract the evidence necessary to investigate digital
forensics from data fragment left by sessionStorage and present the findings to
the investigator.

From the viewpoint of anti-forensics, it must be prevented to locate the arti-
fact file and to be analyzed. Especially later is more important. To prevent the
contents of the artifact file to be analyzed and achieve the anti-forensics, it is nec-
essary to revise the implementation of Web browser. According to the classifica-
tion by Harris [19], adopt “Destroying” or “Eliminating source” for anti-forensics
methods of Web browser running is difficult. Adoption of these methods would
be to impair the normal function of the Web browser. Therefore other methods,
“hiding” and/or “Counterfeiting” would be effective as anti-forensics techniques.
In particular, it is expected “Hiding” of artifacts fileusing any encryption tech-
nology to be effective.
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5.1 Future Work

In this research, we examined on Firefox browser and another Web browsers, MS
Internet Explorer, Google Chrome, etc. is not examined sufficiently. We must
examine other Web browsers and carry out implementation of the tool using the
same verification and evaluation. In addition, the artifact by localStorage must
be examined and correlation between the evidence left by WebStorage from file
system and other evidence.

As a part of this effort, we are studying about the memory forensics in
WebStorage if Web browsers on Windows [29]. In addition, to apply to mobile
forensics on the results of this study, it is necessary to survey the browser of the
mobile OS and on iPhone and Android.
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Abstract. This paper analyzes security of Korean USIM-based PKI cer-
tificate service. Korean PKI certificate consists of public key and pass-
word encrypted private key on disk. Due to insufficient security provided
by single password, Korean mobile operators introduced USIM-based
PKI system. We found several vulnerabilities inside the system, including
private key’s RSA prime number leakage during certificate installation.
We also suggest possible improvments on designing secure authentication
system (Preliminary work of this paper was published previously [1]. This
work was responsibly disclosed to the vendor and associated government
organizations.).

1 Introduction

PKI certificates are used in several places, including nationwide identification
service in several countries. One of the implementation is smartcard-based PKI.
PKI certificate on smartcard based national ID card is secure due to card operat-
ing system with access control, interfaces to block access of private key and only
provides interfaces for signing functionality, but card reader infrastructure costs
a lot initially. Korean implementation chose public and encrypted private key
on disk, and this caused problem later since it created single point of failure on
certificate encryption password and OS security. Most users set certificate pass-
word as what they use in other web sites. When malware steals them, attacker
can easily decrypt certificate by that password. To mitigate private key leakage
program, Korea introduced USIM-based PKI service.

Advancement of mobile technology enabled certifiate storage in USIM card.
USIM card is a smartcard conforming to ISO/IEC 7816 with telecom func-
tions. Unlike traditional smartcard, mobile phone already has the reader built-
in. Wide penetration of mobile phone enabled USIM-based certificate service in
some countries, including Estonia, Finland, and Korea. Estonia started mobile
PKI service in 2007 [2], aiming 300,000 users (about 25 percent of population)
by 2017 [3]. All Korean mobile operators started commercial USIM-based PKI
service in July 2014. They were certified by KISA (Korea Internet and Security
Agency) before starting service [4]. Korean PKI service was originally developed
c© Springer International Publishing Switzerland 2015
K.-H. Rhee and J.H. Yi (Eds.): WISA 2014, LNCS 8909, pp. 95–106, 2015.
DOI: 10.1007/978-3-319-15087-1 8
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for authentication in online banking, but it is now widely used in about 800
sites for the purpose of financial transactions, government services, foreign trad-
ing, etc.

In this paper, we analyze the security of commercial implementation of
Korean USIM-based certificate service, and find design and implementation
flaws. By intercepting PKI certificate installation, attacker can eavesdrop RSA
private key in both PC and mobile phone. Other implementation flaws such as
not validating SSL certificate, inappropriate debugging message, ineffective code
obfuscation makes current implementation more vulnerable.

Section 2 introduces existing work related to USIM-based PKI service in Esto-
nia. In Sect. 3, we present preliminaries of USIM-based PKI system including
system overview and possible attack models. Our security analysis is presented
in Sect. 4. Section 5 details possible attack scenarios. Discussion and conclusion
is in Sects. 6 and 7.

2 Related Work

Formal security analysis for Estonian Mobile ID has been presented by Peeter
Laud et al. [5] Prerequisites of Estonian Mobile ID are mobile ID enabled USIM
card and activation of the card using smartcard based Estonian ID card. Mobile
ID could be used for both identification and signing, with two separate PIN
numbers for each purpose. During identification and digital sign process, mes-
sage set by institution and control code generated by combination of the nonce
values of institution and certifiate management authority are shown in both
user and USIM application. It provides verification of current action and visual
indicator of channel security. Messages between network operator and USIM
are based on SMS, and encrypted using a symmetric key. They used protocol
analyzer ProVerif, with formal language based on π-calculus. The paper also
presents scenarios when each components are controlled by adversary, and pro-
vides possible protocol modification on each scenario. In general, despite some
weaknesses, Estonian Mobile ID is equal or more secure than smartcard based
authentication.

3 Preliminaries

Unlike typical PKI implementation where private key is stored in secure storage,
Korean nationwide PKI service chose certificate storage based on files in disk.
Certificate of multiple users (UA, UB , · · · ) could be stored in one storage. Cer-
tificate of Ui contains public key PKUi

and encrypted private key EP (SKUi
)

with password P . By default, PKUi
and EP (SKUi

) are stored in fixed location
of Ui’s hard disk. Also, P might be shared among other online services of Ui.
Therefore, if attacker can steal EP (SKUi

) and P , then she can impersonate Ui.
To protect key pair and password from external attacker, Korean PKI imple-

mentation (typically as web browser plugin) includes endpoint protection soft-
ware (anti-keylogger, firewall, etc.) by default. Additional mitigation suggested
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by Korean government is to store PKUi
and EP (SKUi

) in removable storage,
but it does not increase security. Because of that, Korean government decides to
move the storage to USIM card, which provides hardware-based access control
by design.

According to Korean patents related to USIM-based PKI service, secure
channel exists between smartphone and certificate management server, and com-
munication between smartphone and USIM card is done in plaintext [6]. To
access USIM secure storage during key pair installation and cryptographic oper-
ation, its password PUSIM is used instead of P . Thus, it implies that decryption
of EP (SKUi

) is done either in PC or smartphone application. On the other hand,
additional vulnerability is introduced by certificate management application.

3.1 System Description

Workflow of Korean USIM-based PKI system consists of installation of exist-
ing certificate, and certificate usage. Available installation methods are copy-
ing existing certificate, and direct key pair generation on USIM card. Although
directly generating key pair on USIM card is the most secure method, it is not
feasible for daily usage because current USIM-based PKI is not available on
mobile applications, and using separate key pairs for different application is not
possible. Therefore, most users will retain their PKUi

and EP (SKUi
) on disk,

along with PKUi
and SKUi

installed in USIM card. Figure 1 shows communica-
tion process during certificate installation and usage.

Fig. 1. Key pair installation of Korean USIM-based PKI

On PC side during key pair installation, PC application checks whether
EP (SKUi

) belongs to Ui by decrypting it inside the PC. If the key pair is suc-
cessfully decrypted, additionally encrypted EK′(PKUi

) and EK′(E(SKUi
)) are

sent to relay server via SSL. QR code is generated simultaneously, containing
K ′, address of relay server and session information, encrypted using SEED-CBC
with KQR. They are valid for 3 min. Smartphone captures QR code, downloads,
decrypts and installs the key pair stored in relay server.

To use certificate stored in USIM card, user select Secure Token in certificate
location dialog. Another window asks user’s mobile phone number, to send push



98 S. Park et al.

message and execute certificate management application. The PC application
will display list of public keys in USIM card. After selecting certificate, PUSIM

is typed on PC. Relay server sends encrypted PUSIM using SEED-CBC with
KPIN , along with cleartext to be signed to mobile phone. If PUSIM entered
from PC is correct, then the text is signed by SKUi

in USIM card, and sent
back to the user. Before performing cryptographic operations, a confirmation
dialog is displayed on smartphone by mobile application.

3.2 Threat Model

Memory Hacking on PC. Operating systems provide APIs for accessing other
processes’ memory region and control execution to use in debuggers. Malware
writers, on the other hand, can use the same APIs to access sensitive data of other
application. This technique is called memory hacking. To use memory hacking to
steal private information, malware needs to be installed inside victim’s computer.
Numerous bugs of application and user’s unawareness of possible malware makes
it easy to install the malware.

SSL MitM Attack. Content manipulating proxy like Paros [7] can hijack
HTTPS communication. Paros presents faked SSL certificate to the client, which
may use different domain name and/or signing authority than the real one. With-
out prior register of faked CA root certificate, web browsers will display certifi-
cate warning by default and refuse to continue operation unless explicitly told
to do so. Applications may use certificate pinning to explicitly allow pre-defined
certificate, and reject all other certificates. On Android application, certificate
validity are checked by default, unless application author explicitly disabled the
check.

For navigating bank web pages, security of HTTPS session depends on that
of web browser. Modern web browsers have EV certificate (Extended Valida-
tion Certificate) feature to present visual indicator of certificate validity. This is
still vulnerable when user initially enters HTTP URL first, then redirected to
HTTPS. In most cases, web contents are the same even using different protocol,
SSLstrip [8] uses that property to change all HTTPS requests to HTTP when
user initially used HTTP.

To perform SSL MitM attack, we use rogue AP (Access Point) for Wi-Fi
or ARP spoofing and activate web proxy behind the scenes. Users do not know
what is happened behind, or are hidden from what is actually going on.

Effect of Android Rooting. Numerous vulnerabilities in mobile operating sys-
tem allows user or malware to gain root permissions, which is typically blocked
in general. With rooted phones, Android security measures are not effective since
root user can see everything inside sandbox, deactivate operating system func-
tionalities and mobile vaccine. Application handling sensitive information can
check whether the phone is rooted or not. Common methods are checking exis-
tence of su binary and root permission management application, vendor-specific
warranty bits indicating rooting. Some methods could be bypassed, allowing
rooted phone to execute particular application.
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3rd-party Malware. Malware can steal private information by collecting user
information using Android API, monitoring system logs to check existence of
private information, and accessing outside of sandbox on rooted phones. If an
application presents its private information using insecure way like printing it
inside Android system log, malware can steal that information. Developers can
access Android logging facility by android.util.log series of API [9], and read
the logs using logcat [10] utility or GUI tools from PC. According to Google, it is
adviced to remove all logging API calls before releasing the application. Android
logging API uses system-wide log buffer to collect all application logs, and log-
cat application shows combined logs of all running applications. Since logcat is
terminal-based application, there are some GUI log management applications
on Play Store. Although Google blocked system wide log access for apps since
Android 4.1, collecting logs via ADB on PC or rooted device is still possible.

Repackaging. Android applications are written in both Java and native codes.
Android Java code is compiled to DEX (Dalvik EXecutable) which could be
converted back to Java code using dex2jar [11] and Java decompiler, or smali [12]
code (Dalvik assembly) using smali/baksmali combination. Repackaging tool like
apktool [13] assists extracting and modifying smali code, creating repackaged
APK of application. Repackaged application is visually the same as original
one. They are distributed through various channels, and when victim executed
particular application, malware injected by attacker is executed.

4 System Analysis

4.1 PC Application

It is easy to write memory hacking application since address of private data is
always the same, due to absence of ASLR (Address Space Layout Randomiza-
tion). By using memory hacking, attacker can obtain user’s information includ-
ing P , PKUi

, EP (SKUi
) and SKUi

. The KQR and IVQR to encrypt K ′, server
address and session information is hard-coded inside application. If attacker
knows KQR, she can hijack the session in behalf of victim. If SSL MitM proxy
changes relay server’s certificate, the application refuses to generate QR code,
probably due to usage of certificate pinning or strict certificate check.

4.2 Mobile Application

The application is obfuscated in custom method involving transformation of
Dalvik bytecode. Figure 2 shows the method to decode obfuscated application
during runtime. Unencrypted bootstrap executes native library to decode obfus-
cated part before executing the real application. By recollecting memory area
using memory map on /proc/PID/maps, we can reassemble the decrypted ODEX
(Optimized DEX) of application. During Android application execution, Dalvik
optimizes functions in device framework before storing application’s DEX inside
Dalvik cache on memory. This optimized ODEX could be converted back to
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DEX file using deodex tools, with framework files of the device where ODEX is
generated. Decoded DEX file is not obfuscated; original names of class, method,
variable names are untouched.

classes.dex

Unencrypted Bootstrap

Encrypted Area

Decryption Library

…

Native Library

Load library’s
decrypt functionDecrypt

Fig. 2. Obfuscation method of application [1]

During key pair installation, Android application uses SD card for tempo-
rary storage of PKUi

and EP (SKUi
). Using application repackaging to retain

temporary files, or create race condition to copy key files from SD card before
its removal, it is possible to hijack PKUi

and EP (SKUi
). Vulnerable version of

application printed out every USIM APDU (Application Protocol Data Unit)
used for communication between phone and USIM, to Android system log. We
implement small malware to read the logs and extract information from it.

The application also lacks some security measurements, or degraded platform
security deliberately. Application integrity is not checked; attacker can distrib-
ute malicious repackaged app to steal private information. While the application
refuses to run in rooted device, it could be easily circumvented by renaming
su binary to other name, and removing root permission management applica-
tion like SuperSU. The application communicates with relay server via HTTPS
channel, whose SSL certificate verification is explicitly turned off. This enables
attacker to perform MitM attack on SSL without knowledge to the user. On
our experiment with rogue AP, we successfully collect private information inside
SSL session.

4.3 USIM Application

To analyze communication between mobile phone and USIM card, we can mod-
ify application to print out logs of USIM communication, or use hardware based
sniffing device like SIMtrace [14]. There is no unified API for accessing USIM
card inside mobile operating system: Apple iOS provides private API (not access-
able for general developers), AOSP (Android Open Source Project) and their
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derivatives do not include API at all. Example of USIM access API implemen-
tation in Android is SEEK for Android [15], which is often included in stock
ROM of devices. Device manufacturer and mobile network operator may provide
their own private API for accessing USIM card and its applications. SIMtrace
allows eavesdropping of phone-USIM channel without knowledge about APIs for
accessing USIM, and modification of target application.

(a) SIMtrace hardware (b) Phone connection

Fig. 3. SIMtrace hardware and phone connection

Figure 3a shows SIMtrace device. Original USIM card from mobile phone goes
to SIMtrace’s USIM card slot (upper right of figure), and mobile phone is con-
nected to SIMtrace using FPCB (Flexible Printed Circuit Board) cable (lower
right of figure). By connecting device to computer and using SIMtrace applica-
tion, we can eavesdrop channel between phone and USIM card. Figure 3b shows
SIMtrace connected to Samsung Galaxy S III (SHW-M440S) for demonstration.
In this mobile phone, FPCB cable is easy to route since there is no other objects
blocking the cable. Different FPCB cable placing is required when USIM slot is
underneath battery, or USIM card is connected to phone via tray.

With SIMtrace connected to the phone via FPCB cable and PC via USB,
executing simtrace application and powering up the phone gives traces of USIM
communication in GSMTAP format via local UDP socket. When an application
sends command to USIM card, SIMtrace will send the packet containing APDU
of particular application. Packets from SIMtrace and USIM communication logs
of application were the same, making it easier to trace phone-USIM communi-
cation without modification on application or phone firmware.

5 Attack Evaluation

Following attacks were possible in each components:

– PC application: Memory hacking, SSL Hijacking (partially), Circumventing
anti-keylogger
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– Mobile application: Circumventing rooting check, Log sniffing, SSL Hijacking,
No integrity check on message

– USIM application: Unprotected phone-USIM channel.

We implement custom C&C server to collect and display PKUi
and SKUi

,
public and private exponents, phone number, PUSIM , P of victim. It also pro-
vides PKUi

and SKUi
download function, allowing attacker to directly imper-

sonate victim without further processing.
On PC application, we implement memory hacking malware to steal and

upload PKUi
, EP (SKUi

), SKUi
and P during key pair installation. Although

Paros worked on bank web site, Internet Explorer 11 on Windows 7 displayed
certificate warning before actually navigating the site. SSL MitM attack revealed
EKPIN

(PUSIM ) and cleartext to be signed. Hardcoded KPIN and IVPIN inside
application allows attacker to decode PUSIM . Cleartext to be signed could be
changed in theory, but on our tested bank web site only hash of original message
was visible. Anti-keylogger software is ineffective while malware is running with
USB keyboard.

On Mobile application, we implement custom Android log stealing malware
to steal PKUi

, SKUi
(during key pair installation) and PUSIM (all certificate

operation). Some phones required workaround to avoid background application
termination problem, by using a dummy thread to make application as active.
If attacker wants to install key pair on her USIM card, only PKUi

and SKUi

are required. To use key pair on PC, attacker can re-encrypt SKUi
using unre-

lated P ′, because Korean PKI implementation on PC expects encrypted SKUi
.

There is no way to find out whether cleartext to be signed comes from legiti-
mate source. Also, person with headset displayed before cryptographic operation
do not clearly represent secure user operation. As Alma Whitten et al. sug-
gested [16], the image could be replaced to represent cryptographic operation
instead. By hijacking SSL session it is also possible to steal private information
in mobile application.

Using SIMtrace, we found that communication channel between USIM and
phone is not encrypted and showed the same messages as system log during
accessing USIM card. An advanced attacker can create fake signing application
from scratch by analyzing how messages are processed.

6 Discussion

During our research, several new implementations of USIM based certificate in
Korea emerged. Unlike Estonia where one unified solution is used among all
mobile operators, multiple vendors implemented their own solution to mobile
network operators. Android application is different from what we have analyzed
in previous section, but USIM-phone communication method uses the same telco-
specific API and similar USIM APDU structure. If USIM-phone channel is not
properly secured, fundamental problem of information leakage will not be solved.
Although all services were certified by KISA, the certification is limited to USIM
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itself, not including applications for service. Current certification process is bro-
ken since any vulnerable component in application chain makes whole process
vulnerable.

Since fixing problems in higher level like Android and PC application is triv-
ial, and most problem could be remedied by following secure coding guidelines,
we more focus on lower level design to survive problems in higher level, for
example, rooting of the device and vulnerable applications.

6.1 Mitigation

One mitigation to prevent memory hacking on PC is ASLR (Address Space Lay-
out Randomization), where operating system changes memory layout of binaries
for each execution. From attacker’s point of view, location of sensitive changes
between each execution. Another mitication is anti-debugging techniques like
executable packing (e.g. Themida [17]), self-modifying code, code obfuscation.
This can slow down the application analysis, but not completely prevent it.

To prevent SSLStrip like attack, HSTS (HTTP Strict Transport Security) [18]
uses HTTP header information to tell the browser that it must use HTTPS for
next visit. If web browser has HSTS information for particular web site, then it
will always use HTTPS even user entered HTTP URL. Attacker still can strip
down HSTS header when user visits web site for the first time. To prevent header
strip attack, web browser vendors have whitelist of HSTS-enabled sites to force
HTTPS.

Application repackaging could be mitigated by integrity check. If integrity
check is implemented in Android Java code, attacker still can circumvent it by
modifying application to return fake values for integrity checking routine. Imple-
menting sensitive routine like integrity check in native code makes modification
and repackaging more difficult. Android obfuscation tools like ProGuard [19]
makes application analysis difficult, but not impossible.

Even with these mitigations, running attacker’s code on PC or mobile phone
is still possible. To solve root cause of problem caused by implementing security
operations on PC or mobile platform, dedicated hardware based security is highly
recommended.

6.2 Secure User Interface

First of all, sensitive user interface must be implemented using USIM application
toolkit, or inside TrustZone container for better protection.

Figure 4 shows how USIM application toolkit is handled inside Android, other
mobile platforms have similar structure. Application binary is contained inside
USIM card, secured by card operating system. When mobile operating system is
booted, USIM card tells whether toolkit menu is available or not. Mobile OS then
shows USIM application toolkit “application” to access application inside USIM
card. The “application” in mobile OS can not access application binary directly,
the only interface is USIM toolkit terminal messages sent via RIL and baseband.
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Fig. 4. USIM application toolkit architecture in Android [20]

Android application acts only as wrapper of USIM card’s output and input
messages. When the application is not tempered, it will only display messages
from USIM and pass user’s input values to it. USIM toolkit handling application
is installed as system application, whose modification requires rooting of the
device and may cause unexpected consequences on system operation.

To protect modification of preinstalled system application, we can use Trust-
Zone [21] container to isolate application from other applications. TrustZone-
based application environment like Samsung Knox [22] is not easily tempered
by simple device rooting. Isolating USIM toolkit application will prevent from
application modification to disguise and eavesdrop messages from USIM card.
By this scenario we can provide secure display opened to application. Input event
must be secured too, making no other party except USIM toolkit application can
receive or monitor events to reconstruct user input values.

The application must show confirmation message starting from USIM card.
If confirmation dialog is displayed by Android application, malware can press
OK on the dialog without knowledge of user. If the dialog came from USIM card,
then toolkit message must be passed through USIM card to actually press OK,
which requires extra step to do this.

6.3 Secure Communication Channel

If communication method of phone and USIM is revealed to external attacker,
it is analogous as sending password using HTTP in web application. By using
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faked certificate application, it can collect necessary information to sign the
plaintext on user’s behalf, and hacker can use stolen identity to cause damages
to user. Moreover, if confirmation steps are only implemented in Android side
and USIM lacks any kind of verification, identity theft is more easy. Secure
channel starting from USIM card can prevent these from happen by preventing
USIM APDU leakage.

Estonian Mobile ID secures communication channel by preshared symmetric
key based encryption on SMS [5]. Binary SMS is typically not passed to mobile
operating system and directly handled inside radio layer and USIM application
of the phone. This provides extra protection layer not provided by Korean USIM-
based certificate services, and eliminiates framework hijacking problem by not
using USIM communication channel on Android application.

7 Conclusion

To implement secure USIM-based authentication service, only securing certifi-
cate itself inside USIM card is not sufficient. There are numerous communication
channel around smartphone and USIM card, including application layer proto-
cols, Android application, and USIM to phone channel. Our analysis showed that
Korean USIM certificate implementation lacks security measures, some of which
is fixable, but some are fundamental problems requiring at least reprogramming
of USIM card and changes on service architecture.

USIM card can host secured application with user interface, additional secu-
rity on mobile phone by using TrustZone can further protect those application
from external attackers. USIM application can survive application modification,
since card operating system prevents direct access of application binary. We
strongly recommend implementing secure user interface inside USIM, instead of
Android application. We also recommend extending certification scope of Korean
USIM-based certificate to the whole system including user interfaces and com-
munication channels.
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Abstract. This paper introduces AMAL, an operational automated and
behavior-based malware analysis and labeling (classification and cluster-
ing) system that addresses many limitations and shortcomings of the
existing academic and industrial systems. AMAL consists of two sub-
systems, AutoMal and MaLabel. AutoMal provides tools to collect low
granularity behavioral artifacts that characterize malware usage of the
file system, memory, network, and registry, and does that by running
malware samples in virtualized environments. On the other hand, MaL-
abel uses those artifacts to create representative features, use them for
building classifiers trained by manually-vetted training samples, and use
those classifiers to classify malware samples into families similar in behav-
ior. AutoMal also enables unsupervised learning, by implementing mul-
tiple clustering algorithms for samples grouping. An evaluation of both
AutoMal and MaLabel based on medium-scale (4,000 samples) and large-
scale datasets (more than 115,000 samples)—collected and analyzed by
AutoMal over 13 months—show AMAL’s effectiveness in accurately char-
acterizing, classifying, and grouping malware samples. MaLabel achieves
a precision of 99.5 % and recall of 99.6 % for certain families’ classifica-
tion, and more than 98 % of precision and recall for unsupervised clus-
tering. Several benchmarks, costs estimates and measurements highlight
and support the merits and features of AMAL.

Keywords: Malware · Classification · Automatic analysis

1 Introduction

Malware classification and clustering is age old problem that many industrial
and academic efforts have tackled in the past. There are two common and broad
techniques used for malware detection, that are also utilized for classification:
signature based [15,23,28] and behavior based [18,19,22,27,30] techniques. Sig-
nature based techniques use a common sequence of bytes that appear in the
binary code of a malware family to detect and identify malware samples. On
the one hand, while signature-based techniques are very fast since they do not
require the effort to run the sample to identify it (the whole decision is based on
a static scan), their drawbacks is that they are not always accurate, they can be
c© Springer International Publishing Switzerland 2015
K.-H. Rhee and J.H. Yi (Eds.): WISA 2014, LNCS 8909, pp. 107–121, 2015.
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thwarted using obfuscation, and they require a prior knowledge, including a set
of known signatures associated with the tested families.

The behavior-based approach uses artifacts the malware creates during exe-
cution. While this approach to analysis and classification is more expensive since
it requires running the malware sample in order to obtain artifacts and features
for behavior characterization, they tend to have higher accuracy in characteriz-
ing malware samples due to the availability of several heuristics to map behavior
patterns into families. Also, behavior characterization is agnostic to the under-
lying code and can easily bypass code obfuscation and polymorphism, relying
on somewhat easier-to-interpret features.

Several academic studies used behavioral analysis for classification and label-
ing of malware samples. The first work to do so is by Baily et al. [5], in which it is
shown that high-level features of the number of processes, files, registry records,
and network events, can be used for characterizing and classifying (multi-class
clustering) malware samples. However, the work falls short in many aspects.
First, the technique makes use of only high-level features, and misses explicit
low-level and implicit features (the authors leave that part for future work).
Second, their work also relies on a small number of samples for validation of the
technique, and the only source for creating ground truth for those samples was
the side channel of antivirus labeling. Third, their technique is limited to one
clustering algorithm (hierarchical clustering with the Jaccard index for similar-
ity), and it is unclear how other algorithms perform for the same task. Last,
their technique is for clustering, and does not consider two-family classification
problems, so it is unclear how the features work with classification.

More recently, Bayer et al. [6] improved on the results in [5] in two ways. First,
the authors contributed the use of locality-sensitive hashing (LSH) for memory-
efficient clustering. Second, instead of using high-level behavior characteristics,
the authors proposed to use low OS-level features based on API-hooking for char-
acterizing malware samples. While effective, the technique has several shortcom-
ings and limitations. First of all, malware samples scan for installed drivers and
uninstall or bypass the driver used for kernel logging. More important, rootkits
(like TDSS/TDL and ZeroAccess–both families are studied in our evaluation),
a popular set of families of malware, are usually installed in the kernel and the
kernel logger can be blind to all of their activities [26]. Rieck et al. [22], uses the
same API-hooking technique in [6] to collect artifacts and use them for extract-
ing features to characterize malware samples. However, their technique suffers
from a low accuracy rates, perhaps due to their choice of features. While they
match the highest accuracy we achieve, our lowest accuracy of classification of
a malware family is 20 % higher than the lowest accuracy in their system.

In this paper we introduce AMAL, an operational and large-scale behavior-
based solution for malware analysis and classification (both binary classification
and clustering) that addresses the shortcomings of the previous solutions. To
achieve its end goal, AMAL consists of two sub-systems, AutoMal and MaLa-
bel. AutoMal builds on the prior literature in characterizing malware samples by
their memory, file system, registry, and network behavior artifacts. Unlike [6],
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MaLabel uses low-granularity behavior artifacts that are even capable of charac-
terizing differences between variants of the same malware family. On the other
hand, and given the wide-range of functionalities of MaLabel, which includes
binary classification and clustering, it incorporate several techniques with sev-
eral parameters and automatically chooses among the best of them to produce
the best results. To do that, and unlike the prior literature, MaLabel relies on
analyst-vetted and highly-accurate labels to train classifiers and assist in label-
ing clusters grouped in unsupervised learning. Finally, the malware analysis and
artifacts collection part of AMAL (AutoMal) has been in production since early
2009, and it enabled us to collect tens of millions, analyze several hundreds of
thousands, and to manually label several tens of thousands of malware samples—
thus collecting in-house intelligence beyond any related work in the literature.

The organization of the rest of this paper is as follows. In Sect. 2, we review
the related literature. In Sect. 3 we describe our system in details, including
AutoMal, the automatic malware analysis sub-system and MaLabel, the auto-
mated malware classification sub-system. In Sect. 4, we evaluate our system. In
Sect. 5 we outline some of the future work and concluding remarks.

2 Related Work

There has been plenty of work in the recent literature on the use of machine
learning algorithms for classifying malware samples [5,15,20–23]. These works
are classified into two categories: signature based and behavior based techniques.
Our work belongs to the second category of these works, where we used several
behavior characteristics as features to classify the Zeus malware sample. Related
to our work is the literature in [18,22,23,30]. In [18], the authors use behavior
graphs matching to identify and classify families of malware samples, at high
cost of graph operations and generation. In [22,23], the authors follow a similar
line of thoughts for extracting features, and use SVM for classifying samples, but
fall short in relying on a single algorithm and using AV-generated labels (despite
their pitfalls).

To the best of our knowledge, the closest work in the literature to ours is
the work in [5,6,22] with the shortcomings highlighted earlier. Related to our
use of network features is the line of research on traffic analysis for malware
and botnet detection, reported in [10,11,14] and for the particular families of
malware that use fast flux, which is reported in [12,17]. Related to our use of the
DNS features for malware analysis are the works in [3,4,8]. None of those studies
are concerned by behavior-based analysis and classification of malware beyond
the use of remotely collected network features for inferring malicious activities
and intent. Thus, although they share similarity with our work in purpose, they
are different from our work in the utilized techniques.

The use of machine learning techniques to automate classification of behav-
ior of codes and traffic are heavily studied in the literature. The reader can
refer to recent surveys in [24,25]. More related work is deferred to the technical
report [16].
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3 System Design

The ultimate goal of AMAL is to automatically analyze malware samples and
classify them into malware families based on their behavior. To that end, AMAL
consists of two components, AutoMal and MaLabel. AutoMal is a behavior-based
automated malware analysis system that uses memory and file system forensics,
network activity logging, and registry monitoring to profile malware samples.
AutoMal also summarizes such behavior into artifacts that are easy to interpret
and use to characterize and represent individual malware samples at lower level
of abstraction.

On the other hand, MaLabel uses the artifacts generated by AutoMal to
extract unified representation, in the form of feature vectors, and builds a set
of classifiers and clustering mechanisms to group different samples based on
their common and distinctive behavior characteristics. For binary classification,
AutoMal builds classifiers trained from highly-accurate, manually-inspected,
analyst-vetted and labeled malware samples. MaLabel then uses the classifier
to accurately classify unlabeled samples into similar groups, and to tell whether
a given malware sample is of interest or not. Finally, MaLabel also provides the
capability of clustering malware samples based on their behavior into multiple-
classes, using hierarchical clustering with several settings to label such clusters.
To perform highly accurate labeling, MaLabel uses high-fidelity expert-vetted
training labels among other methods. With those overall system design goals
and objectives, we now proceed to describe the system flow of both AutoMal
and MaLabel.

3.1 System Flow

AutoMal: Behavior-Based Malware Analyzer. AutoMal is an operational
system used by many customers, including large financial institutions, AV ven-
dors, and internal users (called analysts). AutoMal is intended for a variety
of users and malware types, thus it supports processing prioritization, multi-
ple operating system and format selection, runtime variables and environment
adjustment, among other options. The main features of AutoMal are as follows.
(1) Sample priority queue: Allows samples to have processing priority based on
submission source. (2) Run time variable: Allows submitter to set run time for the
sample in the virtual machine (VM) environment. (3) Environment adjustment:
Allows submitter to adjust operating system (OS) environment via script inter-
face before running a sample. (4) Multiply formats: Allows submission of various
formats like, EXE, DLL, PDF, DOC, XSL, PPT, HTML, and URL. (5) VMware-
based: Uses VMware as virtual environment. (6) OS selection: Allows submitter
to select operating system for the VM, supports Windows XP, 7, and Vista
with various Service Packs (SP). Adding a new OS to AutoMal systems requires
very little effort. (7) Lower Privilege: Allows submitter to lower the OS privi-
lege before running a sample. By default, samples run as a privileged user in
Windows XP. (8) Reboot option: Allows submitter to reboot the system after
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a sample is executed to expose other activities of malicious code that might be
dormant.

AutoMal is a malware analysis system that comprises of several components,
allowing it to scale horizontally for parallel processing of multiple samples at a
time. An architectural design consists of a sample submitter, controller, work-
ers (known as virtual machines, or VMs), and back-end indexing and storage
component (database). Each component is described in the following:

Samples Submitter. The submitter is responsible for feeding samples to
AutoMal. The samples are selected based on their priority in the processing
queue. Given that AutoMal has multiple sources of sample input including, cus-
tomer submissions, internal submissions, and AV vendor samples, prioritization
is used. Each of the samples are ranked with different priority with customer
submissions having the highest priority followed by the internal submissions and
finally the AV vendor feeds. When the system is ideal, AutoMal’s controller
fetches samples for processing from the process queue, which has the highest
priority.

Controller. The controller is the main component of AutoMal and it is respon-
sible for orchestrating the main process of the system. The controller fetches
highest priority samples from the queue with the smallest submission time (ear-
liest submitted) and processes them. The processing begins by the sample being
copied into an available VM, applying custom settings to the VM, if there are any,
and running the sample. The configuration for each VM is applied via a python
agent installed on each VM allowing the submitter to modify the VM environ-
ment as they see fit. For example if an analyst identifies that a malware sample
is not running because it checks a specific registry key for environment artifact
to detect the virtual environment, the analyst can submit a script with the sam-
ple that will adjust the registry key so the malware sample fails to detect the
virtual environment and proceed to infect the system. The agent also detects
the type of file being submitted and runs it correctly. For example, if a DLL file
is submitted, the agent will install the DLL as a Windows Service and start the
service to identify the behavior of the sample. If a URL is submitted, the agent
would launch Internet Explorer browser and visit the URL. After the sample
is run for the allotted time, the controller pauses the VM and begins artifact
collection. The controller runs several tools to collect the following artifacts:
(1) File system: files created, modified, and deleted, file content, and file meta
data. (2) Registry: registry created, modified, and deleted, registry content, and
registry meta data. (3) Network: DNS resolution, outgoing and incoming content
and meta data. (4) Volatile Memory: This artifact is only stored for one week to
run YARA signatures [2] (details are below) on the memory to identify malware
of interest.

The file system, registry, and network artifacts and their semantics are
extracted from the VMware Disk (VMDK) [29] and the packet capture (PCAP)
file. The artifacts and their semantics are then parsed and stored in the back-end
database in the corresponding tables for each artifact. The PCAP files are also
stored in the database for record keeping. The VMware machine also saves a
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copy of the virtual memory to disk when paused. The controller then runs our
own YARA signatures on the virtual memory file to match any families that our
analysts have identified, and tags them accordingly. The virtual memory files are
stored for 1 week on the AutoMal then discarded due to the size of each memory
dump. For example, if the malware sample is run in a VM that has 512 MB of
RAM then the stored virtual memory file would be 512 MB for that sample plus
the aforementioned artifacts. Storing virtual memory files indefinitely does not
scale hence we discard them after 1 week.

YARA signatures: YARA signatures are static signatures used to identify and
classify malware samples based on a sequence of known bytes in a specific mal-
ware family. Our analysts have developed several YARA signatures based on
their research and reverse engineering of malware families. Developing these
signatures is time consuming because they require reverse engineering several
malware samples of a family and then identifying a specific byte sequence that
is common among all of them. A YARA signature is composed of 3 sections,
meta section, string section, and condition section.

In our system we did not utilize memory signatures as a feature for classifi-
cation or clustering because not every sample in our system has those artifacts
available. We only store the memory artifacts for one week, hence we only have
a window of one week that covers a small set of malware processed in AutoMal.
If we identify a feature of importance in memory we can modify our system to
log those features for future samples and we can add it to our feature set. We
currently utilize memory files and YARA signatures to classify samples based
on our analysts experience for malware families. We augment this information
with our behavior-based classification and clustering for automatic labeling.

Workers. The workers’ VMs are functionally independent of the controller,
which allows the system to add and remove VMs without affecting the overall
operation of the system. The VMs consist of VMDK images that have differ-
ent versions of OSes with different patch levels. The current system supports
Windows XP, Vista, and 7 with various service packs (SP). The VMs also have
software such as Microsoft Office, Adobe Reader, and a python agent used to
copy and configure the VM by the controller. The software installed on the VMs
vary based on OS version. For most samples reported in this paper in Sect. 4,
we used VMs with Windows XP SP2 and with several software packages and
programs installed, including Microsoft Office 2007, Adobe Acrobat 9.3, Java
6-21, FireFox 3.6, Internet Explorer 6, Python 2.5, 2.6, and VMware Tools. For
hardware configuration for the VMs see Table 2 (all software packages are trade-
marks of their corresponding producers). This choice of OS was necessitated by
the fact that infections are reported by customers on that OS. However, in case
where samples are known to be associated with a different OS version, the proper
OS is chosen with similar software packages.

Backend Storage – Database. The collected artifacts are parsed into a
MySQL database [1] by the controller. The database contains several tables
like files, registry, binaries, PCAP (packet captures), network, HTTP, DNS, and
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memory signature table. Each of the table contains meta data about the col-
lected artifacts with exception to PCAP and binaries table. The binaries table
stores files meta data and content where the files table stores meta information
about files created, modified, and deleted per sample run. The files table contains
parsed meta data from the binaries table. The PCAP table is large in size, and
stores the complete raw network capture of the sample during execution which
would include any extra files downloaded by the sample. The HTTP, DNS, and
network tables store parsed meta data from the PCAP table for quick lookups.

MaLabel: Automated Labeling. MaLabel is a classification and clustering
system that takes behavior profiles containing artifacts generated by AutoMal,
extracts representative features from them, and builds classifiers and clustering
algorithms for behavior-based group and labeling of malware samples. Based on
the class of algorithm to be used in MaLabel, whether it is binary classification
or clustering, the training (if applicable) and testing data into MaLabel is deter-
mined by the user. If the data is to be classified, MaLabel trains a model using a
verified and labeled data subset and uses unlabeled data for classification. MaL-
abel allows for choosing among several classification algorithms, including sup-
port vector machines (SVM)—with a dozen of settings and optimization options,
decision trees, linear regression, and k-nearest-neighbor, among others. MaLa-
bel leaves the final decision of which algorithm to choose to the user based on
the classification accuracy and cost (both run-time and memory consumption).
MaLabel also has the ability to tune algorithms by using feature and parameter
selection (more details are in Sect. 4). Once the user selects the proper algo-
rithm, MaLabel learns the best set of parameters for that algorithm based on
the training set, and uses the trained model to output labels of classes for the
unlabeled data. Those labels serve as an ultimate results of MaLabel, although
they can be used to re-train the classifier for future runs. Using the same fea-
tures used for classification, MaLabel uses unsupervised clustering algorithms to
group malware samples into clusters. MaLabel features a hierarchal clustering
algorithm, with several variations and settings for clustering, cutting, and linkage
(cf. Sect. 4). Those settings are adjustable by the user. Unlike classification, the
clustering portion is unsupervised and does not require a training set to cluster
the samples into appropriate clusters. The testing selector component will run
hierarchal clustering with several settings to present the user with preliminary
cluster sizes and number of clusters created using the different settings. Based on
the preliminary results the user can pick which setting fits the data set provided
and can proceed to labeling and verification process.

3.2 Features and Their Representation

While the artifacts generated by AutoMal provide a wealth of features, in MaL-
abel we used only a total of 65 features for classification and clustering. The
features are broken down based on the class of artifacts used for generating
them into three groups—a listing of the features is shown in Table 1:
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Table 1. List of features. Unless otherwise specified, all of the features are counts
associated with the named sample.

Class Features

File system Created, modified, deleted, file size distribution, unique
extensions, count of files under selected and common paths

Registry Created keys, modified keys, deleted keys, count of keys with
certain type

Network

IP and port Unique destination IP, counts over certain ports

Connections TCP, UDP, RAW

Request type POST, GET, HEAD

Response type Response codes (200s through 500s)

Size Request and response distribution

DNS MX, NS, A records, PTR, SOA, CNAME

File System Features. File system features are derived from file system arti-
facts created by the malware when run in the virtual environment. We use counts
for files created, deleted, and modified. We also use counts for files created in pre-
defined paths like %APPDATA%, %TEMP%, %PROGRAMFILES%, and other
common locations. We keep a count for files created with unique extensions. For
example if a malware sample creates 4 files on the system, a batch file (.BAT),
two executable files (.EXE), and a configuration file (.CFG), we would count 3
for the number of unique extensions. Finally, we use the file size of created files;
for that we do not use raw file size but create the distribution of the files’ size.
We divide the file size range, corresponding to the difference between the size of
the largest and smallest files generated by a malware, into multiple ranges. We
typically use four ranges, one for each quartile, and create counts for files with
size falling into each range or quartile.

Registry Features. The registry features are similar to the file features since
we use counts for registries created, modified, and deleted, registry type like
REG SZ, REG BIN, and REG DWORD. While our initial intention of using them was
exploratory, those features ended up very useful in identifying malware samples,
especially when combined with other features (more details are in Sect. 4).

Network Features. The network features make up the majority of our 65
features. The network features have 3 groups. The first group is raw network
features, which includes count of unique IP addresses, count of connections estab-
lished for 18 different port numbers, quartile count of request size, and type of
protocol (we limited our attention to three popular protocols, namely the TCP,
UDP, RAW). The second group is the HTTP features which include counts for
POST, GET, and HEAD request; the distribution of the size of reply packets
(using the quartile distribution format explained earlier), and counts for HTTP
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response codes, namely 200, 300, 400, and 500. The third category includes DNS
features like counts for A, PTR, CNAME, and MX record lookups.

4 Evaluation

To evaluate the different algorithms in each application group, we use several
accuracy measures to highlight the performance of various algorithms. Those
measures are the classical used literature metrics: precision, recall, accuracy,
and F-1 score.

4.1 Hardware and Benchmarking

In Table 2, we disclose information about the hardware used in AMAL. While
the hardware equipment used in running MaLabel are not fully utilized, the
hardware specifications used in AutoMal are important for its performance. For
example, memory signatures and file system scans heavily depend on those spec-
ifications. For that, the parameters are selected to be large enough to run the
samples and the hosting operating system, but not too large to make the analy-
sis part infeasible within the allotted time for each sample. Notice that, and as
explained earlier, the operating system used in AutoMal can be adjusted in the
initialization before running samples. However, for consistency we use the same
OS to generate the artifacts for the different samples.

4.2 Datasets

Table 2. Benchmarking of hardware used for
the different parts of our system. MaLabel 1 and
MaLabel 2 are platforms used for clustering and
classification, respectively.

Component AutoMal VM MaLabel 1 MaLabel 2

# CPUs 1 1 1
RAM 256MB 120GB 192GB
Hard drive 6GB 200GB 2TB
OS Win XP* CentOS 6 CentOS 6

The dataset used in this work
is mainly from AutoMal, and
as explained earlier, is fed to
the system by internal user
and external customers. Inter-
nal users are internal analysts
of malicious code, and exter-
nal users of the system are
customers, who could be secu-
rity analysts in corporates (e.g.,
banks, energy companies, etc.), or other antivirus companies who are partners
with us (they do not pay fees for our service, but we mutually share samples and
malware intelligence). The main dataset used in this study consists of 115, 157
malware samples. The set of samples used in this study is selected as a simple
random sample from a larger population of malware samples generated over that
period of time. More details on the samples are in [16].

Labeling for Validation: A selected set of families to which those samples
belong (with their corresponding labels) are shown in Table 3. The dataset par-
ticularly includes 2086 samples that are entirely inspected and verified as Zeus
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Table 3. Malware samples and their labels used in the classification training and
testing.

Size % Family Description

1,077 0.94 Ramnit File infector and a Trojan with purpose of stealing
financial, personal, and system information

1,090 1.0 Bredolab Spam and malware distribution bot

1,091 1.0 ZAccess Rootkit trojan for bitcoin mining, click fraud, and paid
install

1,205 1.1 Autorun Generic detection of autorun functionality in malware

1,336 1.2 Spyeye Banking trojan for stealing personal and financial
information

1,652 1.4 SillyFDC An autorun worm that spreads via portable devices and
capable of downloading other malware

2,086 1.8 Zbot Banking trojan for stealing personal and financial
information

2,422 2.1 TDSS Rootkit trojan for monetizing resources of infected
machines

5,460 4.7 Virut Polymorphic file infector virus with trojan capability

7,691 6.7 Sality same as above, with rootkit, trojan, and worm
capability

21,047 18.3 Fakealert Fake antivirus malware with purpose to scam victims

46,157 40.1 Subtotal

69,000 59.9 Others Small mal, <1k samples each

115,157 100 Total

or one of its variants by security analysts, while other labels are either generated
using the same method (on a subset of the samples in the family) and the rest
of the label makes use of census over returned antivirus detections. For that,
we query a popular virus scanning service with 42 scan engines, and pass the
MD5 of all samples in the larger dataset to it. We use the detection provided
by the scan to create a census on the label of individual samples: if a sample is
detected and labeled by a majority of virus scanners of a certain label, we use
that label as the ground truth (those labels are shown in Table 3). We note that
the Zeus family reported in Table 3 is manually inspected and labeled by internal
analysts, and results returned by the antivirus scanners for the MD5s belonging
to samples this family either agree with this labeling, or assign generic labels to
them, thus establishing that one can rely on this census method for labeling and
validation.

4.3 High-Fidelity Malware Classification

We focus on the binary classification problem using the Zeus malware family [9],
given its unique ground truth, where every sample in this family is classified
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and labeled manually by analysts. We then show the evaluation of different
algorithms implemented in MaLabel to classify other malware families using
the same set of features used in Zeus. In all evaluations we use 10-fold cross
validation—a formal definition and settings are provided in [16].

Classification of Analyst-Vetted Samples. MaLabel implements several
binary classification algorithms, and is not restricted to a particular classifier.
Examples of such algorithms include the support vector machine (SVM), linear
regression (LR), classification trees, k-nearest-neighbor (KNN), and the percep-
tron method—all are formally defined along with their parameters in [16]. We
note that KNN is not a binary classifier, so we modified it by providing it with
proper (odd) k, then voting is performed over which class a sample belongs to.
To understand how different classification algorithms perform on the set of fea-
tures and malware samples we had, we tested the classification of the malware
samples across multiple algorithms and provided several recommendations. For
the SVM, and LR, we used several parameters for regularization, loss, and kernel
functions (definitions are in [16]).

For this experiment, we selected the same Zeus malware dataset as one class,
as we believe that the highly-accurate labeling provides high fidelity on the
results of the machine learning algorithms. For the second class we generated a
dataset with the same size as Zeus from the total population that excludes ZBot
in Table 3. Using 10-fold cross validation, we trained the classifier on part of both
datasets using the whole of 65 features, and combined the remaining of each set
for testing. We ran the algorithms shown in Table 4 to label the testing set.
For the performance of the different algorithms, we use the accuracy, precision,
recall, and F-score.

The results are shown in Table 4. First of all, while all algorithms perform
fairly well on all measures of performance by achieving a precision and recall
above 85 %, we notice that SVM (with polynomial kernel for a degree of 2)
performs best, achieving more than 99 % of precision and recall, followed by
decision trees, which is slightly lagged by SVM (with linear kernel). Interestingly,
and despite being simple and lightweight, the logistic regression model achieves
close to 90 % on all performance measures, providing competitive results. While
they provide less accuracy than the best performing algorithms, we believe that
all of those algorithms can be used as a building block in MaLabel, which can
ultimately make use of all classifiers to achieve better results.

As for the cost of running the different algorithms, we notice that the SVM
with polynomial kernel is relatively slow, while the decision trees require the
most number of features to achieve high accuracy (details are omitted). On
the other hand, while the dual SVM provides over 95 % of performance on all
measures, it runs relatively quickly. For that, and to demonstrate other aspects
in our evaluation, we limit our attention to the dual SVM, where possible. SVM
is known for its generalization and resistance to noise [22].
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Table 4. Results of binary classification using several
algorithms in terms of their accuracy, precision, recall,
and F-score.

Algorithm A P R F

SVM Polynomial Kernal 99.22% 98.92% 99.53% 99.22%
Classification Trees 99.13% 99.19% 99.06% 99.13%
SVM Linear Kernal 97.93% 98.53% 97.30% 97.92%

SVM Dual (L2R, L2L) 95.64% 96.35% 94.86% 95.60%
Log. Regression (L2R) 89.11% 92.71% 84.90% 88.63%
K-Nearest Neighbor 88.56% 93.29% 83.11% 87.90%

Log. Regression (L1R) 86.98% 84.81% 90.09% 87.37%
Perceptron 86.15% 84.93% 87.89% 86.39%

Features Ranking and
Selection. We also fol-
lowed the recent liter-
ature [7,8,13] to rank
the different features by
their high-level category.
We ran our classifier on
the file system, memory
(where available), reg-
istry, and network fea-
tures independently. For
the network features, we
further ranked the connection type, IP and port, request/response type and size,
and DNS as sub-classes of features. From this measurement, we found that while
the file system features are the most important for classification—they collec-
tively achieve more than 90 % of precision and recall for classification—the port
features are the least important. It was not clear how would the memory fea-
ture rank for the entire population of samples, but using them where available,
they provide competitive and comparable results to the file system features.
Finally, the rest of the features were ranked as network request/response and
size, DNS features, then registry features. All features and their rankings are
deferred to [16].

4.4 Large Scale Classification

One limitation of the prior evaluation of the classification algorithm is its choice
of relatively small datasets that are equal in proportion for training and testing,
for both the family of interest and the mixing family. This, however might not be
the case in operational contexts, where even a popular family of malware can be
as small as 1 % of the total population as shown in Table 3 for several examples.
Accordingly, in the following we test how the different classifiers are capable of
predicting the label of a given family when the testing set is mixed with a larger
set of samples. For that, we use the labeled samples as families of interest, while
the rest of the population of samples as the “other” family (they are collectively
indicated as one class). We run the experiment with the same settings as before
(5 % is saved for training the classifier and the rest is used for testing). Where
possible, we use 10-fold cross validation to minimize bias. In the following we
summarize the results of seven of interest. The results are in Table 5.

First of all, we notice that although the performance measures are less than
those reported for Zeus in Sect. 4.3, we were still able to achieve a performance
nearing or above 90 % on all performance measures for some of the malware fam-
ilies. For the worst case, those measures where as low as 80 %. While these mea-
sures are competitive compared to the state-of-the-art results in the literature
(e.g., the results in [22] were as low as 60 % for some families), understanding the
reasons behind false alarms is worth investigation. To understand those reasons,
we looked at the samples marked as false alarms and concluded the following
reasons behind the degradation in the performance. First, we noticed that many
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of the labels used for the evaluation that resulted into the final result are not by
analysts, but come from the census over antivirus scans—even though a census
on a large number of AV scans provides a good accuracy, it is still imperfect.
Second, we notice that the class of interest is too small, compared to the total
population of samples, and a small error is amplified for that class—notice that
this effect is unseen in [22] where classes are more balanced in size (e.g., 1 to 9
ratios versus 1 to 99 ratio in our case). Finally, part of the results is attributed
to the relatively similar context of the different families of malware samples, as
shown in Table 3, thus in the future we will explore enriching the features to
achieve higher accuracy.

Table 5. Binary classification of several malware families.

Family A P R F

ZAccess 85.9 % 80.7 % 94.3 % 87.0 %

Ramnit 91.0 % 87.1 % 96.3 % 91.5 %

FakeAV 85.0 % 82.5 % 88.8 % 85.6 %

Autorun 87.9 % 85.2 % 91.8 % 88.4 %

TDSS 90.3 % 89.6 % 91.2 % 90.4 %

Bredolab 91.2 % 88.0 % 95.3 % 91.5 %

Virut 86.6 % 85.9 % 87.5 % 86.7 %

Benchmarking and Scalability. We benchmarked our 115,157 samples using
several distance calculation algorithms and hierarchal clustering methods with a
cut off threshold of 0.70. From this benchmarking, we observe the high variability
of time it takes for computing the distance matrix, which is the shared time
between all algorithms settings. For example, computing the distance matrix
using the Jaccard index (which is the only distance measure used in the literature
for this purpose thus far [6]) takes 5820 s (97 min) whereas all other distance
measures require between 27.8 and 36.2 min.

5 Conclusion

In this paper we introduced AMAL, the first operational large-scale malware
analysis, classification, and clustering system. AMAL is composed of two sub-
systems, AutoMal and MaLabel. AutoMal runs malware samples in virtualized
environments and collects memory, file system, registry, and network artifacts,
which are used for creating a rich set of features. Unlike the prior literature,
AutoMal combines signature-based techniques with purely behavior-based tech-
niques, thus generating highly-representative features, and use them for both
classification and clustering.
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Abstract. Cross-Site Scripting (XSS) — around fourteen years old vul-
nerability is still on the rise and a continuous threat to the web appli-
cations. Only last year, 150505 defacements (this is a least, an XSS can
do) have been reported and archived in Zone-H (a cybercrime archive)
(http://www.zone-h.org/). The online WYSIWYG (What You See Is
What You Get) or rich-text editors are now a days an essential compo-
nent of the web applications. They allow users of web applications to edit
and enter HTML rich text (i.e., formatted text, images, links and videos
etc.) inside the web browser window. The web applications use WYSI-
WYG editors as a part of comment functionality, private messaging
among users of applications, blogs, notes, forums post, spellcheck as-you-
type, ticketing feature, and other online services. The XSS in WYSI-
WYG editors is considered more dangerous and exploitable because
the user-supplied rich-text contents (may be dangerous) are viewable by
other users of web applications.

In this paper, we present a security analysis of twenty (20) popu-
lar WYSIWYG editors powering thousands of web sites. The analy-
sis includes WYSIWYG editors like Enterprise TinyMCE, EditLive,
Lithium, Jive, TinyMCE, PHP HTML Editor, markItUp! universal
markup jQuery editor, FreeTextBox (popular ASP.NET editor), Froala
Editor, elRTE, and CKEditor. At the same time, we also analyze rich-
text editors available on very popular sites like Twitter, Yahoo Mail,
Amazon, GitHub and Magento and many more. In order to analyze
online WYSIWYG editors, this paper also present a systematic and
WYSIWYG editors’s specific XSS attack methodology. We apply the
XSS attack methodology on online WYSIWYG editors and found XSS
is all of them. We show XSS bypasses for old and modern browsers. We
have responsibly reported our findings to the respective developers of
editors and our suggestions have been added. In the end, we also point
out some recommendations for the developers of web applications and
WYSIWYG editors.

1 Introduction

Cross-Site Scripting (XSS) vulnerabilities in modern web applications are now
“an epidemic”. According to Google Vulnerability Reward Program (GVRP)
© Springer International Publishing Switzerland 2015
K.-H. Rhee and J.H. Yi (Eds.): WISA 2014, LNCS 8909, pp. 122–133, 2015.
DOI: 10.1007/978-3-319-15087-1 10
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report of 2013, XSS is at number one as far as valid bug bounty submissions are
concerned [1]. According to Google Trends, XSS is googled more often than SQL
injection for the first time in history [2]. Recently, an XSS attack has been
successfully used for the closure of a very popular web and mobile application i.e.,
TweetDeck [3]. The XSS issue in TweetDeck was able to affect more than 80,000
users within 96 min [13]. The XSS in WYSIWYG editors is considered more
dangerous, effective and exploitable because the user-supplied rich-text contents
(may be dangerous) are most of the time viewable by other users of the web
applications e.g., we found an XSS in WYSIWYG editor of Twitter Translation
center’s forum1 even in the presence of a Content Security Policy (CSP) [14] (see
Sect. 3.1). The CSP is the W3C standard for the mitigation of an XSS attack.
In case of an XSS in WYSIWYG editor, the attacker does not need to trick
user to visit his page.

Fig. 1. A WYSIWYG Editor

The online WYSIWYG (What You See Is What You Get) or rich-text
editors (see Fig. 1) are main component of the modern web applications. WYSI-
WYG editors allow users of web applications to edit and enter HTML-based
rich text (i.e., formatted text e.g., bold, italic and underline, images, links and
videos etc.) inside the web browser. The modern web applications use WYSI-
WYG editors as a part of comment feature, private messaging among users of
applications, blogs, wiki, notes, forums post, spellcheck as-you-type, ticketing
feature, and other online services. The main purpose of rich-text editors is to
provide users of web applications a better editing experience. The third-party
WYSIWYG editors are normally available in the form of client-side JavaScript
library, PHP or ASP based sever-side component and Rails gem.

The online cross-browser WYSIWYG are very popular e.g.:

– Jive — very popular editor and in use on sites like Amazon, T-Mobile and
Thomson-Reuters etc. [5].

– TinyMCE — Javascript HTML WYSIWYG editor and in use on sites like
XBox, Apple, Open Source CMS Joomla and Oracle etc. [6].

– Lithium — another popular rich-text editor and in use on sites like Paypal,
Skype and Sephora etc. [8].

– Froala — jQuery WYSIWYG text editor and has been downloaded around
6000 times within two and half months of its launch [9].

– EditLive — an advanced WYSIWYG editor and 1500 organizations like
Verizon, The New York Times and Nissan etc. are using it [11].

1 https://translate.twitter.com.

https://translate.twitter.com
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– CKEditor — it has been downloaded 9472723 times and in use in sites like
MailChimp, IBM and Terapad etc. [4]. It is formally known as FCKEditor.

– Markdown — another popular rich-text editor and in use on sites like Twit-
ter, GitHub and Gitter (a private chat service for GitHub) [12].

This paper presents a study of analyzing 20 popular WYSIWYG editors.
In order to evaluate WYSIWYG editors, we also present a systematic attack
methodology (see Sect. 2.2). For testing purpose, we use the demo pages avail-
able by WYSIWYG editor. All the testing is carried out on the demo pages so
that it will not harm any real user of the respective editor (see Sect. 2.1). Fur-
ther, we also study home-grown WYSIWYG editors available on top sites like
Yahoo Mail, Twitter and Magento Commerce. During evaluation of our attack
methodology, we were able to break all WYSIWYG editors (see Sect. 3). We
found XSS bypasses for old and modern browsers. We have responsibly reported
our findings to the respective projects and our suggestions have been added in
WYSIWYG editors like TinyMCE, Lithium, Jive and Froala. At the same time,
we were awarded bug bounties by companies like Magento Commerce, GitHub
and Paypal for finding bugs in their WYSIWYG editors and acknowledged by
Twitter, Paypal and GitHub on their security hall of fame pages. To the best of
our knowledge, this is the first study of analyzing XSS attacks in WYSIWYG
editors. In the end, we also recommend best practices that WYSIWYG editors
and web applications may adopt for the mitigation of an XSS attack (see Sect. 4).

This paper makes the following contributions:

– A security analysis of 20 popular WYSIWYG editors. The complete list of
WYSIWYG editors is avaiable in the appendix (see Sect. A in appendix).
Further, we also analyze WYSIWYG editors of top sites like Paypal, Yahoo,
Amazon, Twitter and Magento.

– A systematic and step-wise attack methodology for evaluating WYSIWYG
editors.

– Our suggestions have been added in top WYSIWYG editors like Lithium,
Jive, TinyMCE and Froala.

– We also point out best practices that WYSIWYG editors and web applica-
tions may use in order to minimize the affect of XSS.

2 Methodology

In this section, we describe the testing and attack methodology.

2.1 Testing Methodology

In this section, we briefly describe the testing process. In order to test WYSI-
WYG editors, we use the demo pages made available by the respective devel-
opers of WYSIWYG editors. The main advantage of testing on demo pages is
that it will not harm any user. In case, we found an XSS during testing process,
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we act responsibly and filled the bug(s) on GitHub or directly report via email.
During testing of WYSIWYG editors, we identify common injection points
(almost all WYSIWYG editors support these injection points) that are of an
attacker interest e.g., link creation, image and video insertion, description of
images, class or id names and styling of contents. In the next section, we will
present a respective XSS attack methodology for these injection points.

2.2 Attack Methodology

In this section, we describe the XSS attack methodology for the common injec-
tion points identified in previous section. The attack methodology for every
injection point is systematic in nature.

Attacking Link Creation Feature: All WYSIWYG editors support “create
link” feature. The “create link” functionality corresponds to HTML’s anchor
tag i.e., <a> and its “href” attribute. The user-supplied input as a part of
“create link” in WYSIWYG editor lands as a value of “href” attribute. The
attacker can abuse this functionality with the help of following steps (see Fig. 2)
and can execute arbitrary JavaScript in the context of a web application. The step
❶ makes use of JavaScript URI e.g., javascript:alert(1) in order to execute
JavaScript e.g., we found XSS via JavaScript URI in Froala, EditLive, CNET’s
WYSIWYG editor and Twitter etc. The attacker can also use different types of
encoding in JavaScript URI e.g., “javascript:alert%28 1 %29” (URL encoded
parenthesis) and “jav&Tab;ascr&Tab;ipt&colon;alert(1)” (HTML5 entity
encoding). In case, WYSIWYG editor filters the word “javascript”, then
attacker can use DATA URI based JavaScript execution in step ❷ e.g., “data:
text/html;base64,PHN2Zy9vbmxvYWQ9YWxlcnQoMik+”. We found XSS via
DATA URI in Jive because Jive does not allow JavaScript based URI. In step
❸, the attacker can also leverage VbScript based code execution but it is lim-
ited to Internet Explorer browser. In last step i.e., step ❹, the attacker can make
use of valid URL but as a part of query parameter’s value, he uses the following
attack string i.e., "onmouseover="alert(1) in order to break the URL context.
The step ❹ is very useful in case if WYSIWYG editors only accept URLs start
with “http(s)”. We found XSS in Amazon’s WYSIWYG editor with the help
of step ❹.

Fig. 2. Attack Methodology for Link Creation Feature

Attacking Image Insertion Feature: Another common functionality that
all WYSIWYG editors support is “Insert/Edit Image”. The “Insert/Edit
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Image” feature corresponds to HTML’s <img> and its “src” attribute. The
user-supplied input as a part of “Insert/Edit Image” in WYSIWYG edi-
tor lands as a value of “src” attribute. The attacker may use the following
XSS attack methodology (see Fig. 3) in order to abuse this feature. The step
❶ consists of a valid “jpg” image URL ends in ? and after the question mark
"onmouseover="alert(1). In URL, the question mark symbol is legally valid
and all browsers respect it while at the same time for the WYSIWYG editors,
it is also a legit input at this point because their implementations expect input
to be a valid URL but then we used hard-coded " symbol and the sole purpose is
to break or jump out of the context and execute JavaScript via eventhandler e.g.,
onmouseover. We found XSS in Amazon’s WYSIWYG editor with the help of
first step. The step ❷ consists of a valid SVG image hosted on free domain for
demo purpose. The step ❷ serves two purpose:

1. JavaScript execution via SVG image. We found XSS in GitHub’s rich-text
markup feature with the help of an SVG image and we were awarded bounty
for that. In favor of space restrictions, we refer to the work by Heiderich et al.
in [15] and it shows how an attacker can leverage SVG images for arbitrary
JavaScript code execution.

2. If WYSIWYG editors are doing explicit decoding on the server side then
JavaScript can be executed because decoding will convert the %22 into hard-
coded ", which in turns break the context. We found XSS in Alexa’s rich-text
tool bar creation feature with the help of this technique.

Fig. 3. Attack Methodology for Image Insertion Feature

Attacking “ alt”, “id” and “class” attributes: Another common injection
points that we found in almost all WYSIWYG editors are “alt” attribute of
an <img> tag. In WYSIWYG editors, user can specify the image description
as a value of an “alt” attribute. In a similar manner, we found attributes like
“id” and “class” are common across all WYSIWYG editors. The attacker can
abuse these injection points with the help of following XSS attack methodology
(see Fig. 4). The step ❶ consists of attack vector “anytext"onmouseover="alert
(1)”. It is clear from the attack string that if WYSIWYG editors fail to
properly sanitize/filter ", then the attack string will jump out from the attribute
context and attacker can execute JavaScript. We found XSS in Yahoo Mail’s
WYSIWYG editor with the help of this attack vector. The step ❷ is related to
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innerHTML based XSS and specific to old Internet Explorer (IE) browser. The
old IE browser treats back-tick i.e., (``) as a valid separator for attribute and
its value. The back-tick based XSS attack string is very useful in cases where
WYSIWYG editors properly filter double quotes (") and do not allow to break
the context e.g., the following XSS attack vectors would result in an innerHTML
based XSS in IE8 browser. <div class="``onmouseover=alert(1)">div layer
</div>, <a href="#" id="``onmouseover=alert(1)">click</a> and <img
src="x" alt="``onmouseover=alert(1)"> etc. Almost all WYSIWYG edi-
tors are vulnerable to innerHTML based XSS including Lithium, TinyMCE,
Froala and GitHub’s WYSIWYG editor. For details about innerHTML based
XSS, we refer to the recent work by Heiderich et al. in [16].

Fig. 4. Attack Methodology for Attributes

Attacking Video Insertion Feature: WYSIWYG editors (not all) support
“Insert Video” feature. As a part of this feature, WYSIWYG editors only allow
HTML’s <object> and/or <embed> tag. The attacker can abuse this feature
with the help of following example code snippet (see Fig. 5). The code snippet
is taken from the Youtube’s video sharing via embedded code feature. In the
perfectly legit code snippet, we have added “onmouseover=alert(1)” in order
to fool WYSIWYG editors. We found XSS in froala with the help of this trick.

Fig. 5. Attack Methodology for Video Insertion Feature

Attacking “ Styles”: All WYSIWYG editors support “styling” of the rich-
text contents e.g., user can specify the height, width, color and font properties
of the contents. The attacker can easily abuse this feature with the help of
CSS expressions [17]. The old versions of Internet Explorer (IE) browsers sup-
port JavaScript execution via CSS expressions. The XSS attack vectors may use
for this purpose are: “width:expression(alert(1))” or “x:expr/**/ession
(alert(1))”. We found XSS in Ebay, Magento, Amazon, TinyMCE and CKEd-
itor’s WYSIWYG editors with the help of “styles”.
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3 Evaluation of Attack Methodology

In this section, we discuss the results of evaluating attack methodology on popu-
lar WYSIWYG editors. We were able to break all WYSIWYG editors in one
or other common injection points discussed in the previous section. In favor of
space restrictions, here we discuss three examples that we consider worth sharing
as a part of evaluation.

3.1 XSS in Twitter Translation Forum’s WYSIWYG editor

Twitter2 (Alexa rank #9), a popular social networking web site. Twitter is one
the handful of web sites that are using CSP for the mitigation of XSS attacks.
Twitter’s CSP is available at the following URL http://i.imgur.com/ESkQG9O.
jpg. The CSP explicitly tells the browser about trusted resources for images,
script, media, and styles etc. Twitter Translation3 is one of the Twitter’s ser-
vice where community can help in translating Twitter related stuff in different
languages. On Twitter Translation forum, we found that it supports rich-text
markup feature. The following Fig. 6 shows Twitter’s markdown cheat sheet.
We found one of the way of specifying links in the forum post is: [Twitter]
(https://twitter.com) (see area marked in red in Fig. 6). As discussed in previous
section (see Sect. 2.2), the attacker can abuse the link creation feature with the
help of JavaScript, Data and VbScript URI. By keeping in mind attack methodol-
ogy related to “create link”, we input the following: [Twitter]
(javascript:alert(1)). Twitter internally treats the above input in the follow-
ing manner: <a href="javascript:alert(1">Twitter</a>. The JavaScript
does not execute because of the missing closing parenthesis in “alert(1”. The
reason we found is: Twitter’s WYSIWYG editor’s syntax is causing problem
because internally it treats the closing parenthesis of “alert(1)” as “URL ends
here” and did not look for the last parenthesis. As a part of next step, we convert
the small parenthesis into the respective URL encoded form i.e., (becomes %28
and) becomes %29. The next attack string looks like: [Twitter](javascript:
alert%28 1 %29) and this time it works as expected and internally it looks like:
<a href="javascript:alert%28 1 %29">Twitter</a>. The following Fig. 7
shows JavaScript execution in Twitter’s WYSIWYG editor.

3.2 XSSes in TinyMCE’s WYSIWYG editor

TinyMCE [6] is one of the most popular WYSIWYG editor. We found three
different XSSes in TinyMCE: one in “create link” feature (see Sect. 2.2), one
in “styling” feature (see Sect. 2.2) and one innerHTML based XSS in “alt”
attribute (see Sect. 2.2). We filled three different bugs4 in TinyMCE’s bug tracker
and now all XSSes have been fixed [7]. The following list items summarizes our
findings:
2 https://twitter.com/.
3 https://translate.twitter.com.
4 http://www.tinymce.com/develop/bugtracker view.php?id=6855|6851|6858.

http://i.imgur.com/ESkQG9O.jpg
http://i.imgur.com/ESkQG9O.jpg
https://twitter.com
https://twitter.com/
https://translate.twitter.com
http://www.tinymce.com/develop/bugtracker_view.php?id=6855|6851|6858
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Fig. 6. Markdown Cheat Sheet

Fig. 7. XSS in Twitter Translation

1. TinyMCE was vulnerable to an XSS in “create link” feature with the help
of DATA URI i.e., “data:text/html;base64,PHN2Zy9vbmxvYWQ9YWxlcnQoM
ik+”.

2. TinyMCE was vulnerable to an XSS in “style” functionality. In order to
execute XSS, we used CSS expressions i.e., “x:expr/**/ession(alert(1))”.
TinyMCE’s implementation does not allow the word “expression” as a part
of styles and that’s why we used “expr/**/ession” i.e., use of multi-lin
comments in “expression” word and old IE browsers simply ignores it.

3. TinyMCE was also vulnerable to an innerHTML based XSS and the attack
vector used for this purpose was: ``onmouseover=alert(1).
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3.3 XSSes in Froala’s WYSIWYG editor

Froala — jQuery WYSIWYG text editor is also one of the popular and latest
rich-text editor [10]. We found XSSes in almost all common injection points iden-
tified in Sect. 2.2. A bug5 has been filled on GitHub and all reported XSS issues
have been fixed in the upcoming version. The following list items summarizes
our findings:

Fig. 8. XSS in Froala

1. “Create Link” feature was vulnerable to an XSS e.g., “javascript:alert(1)”
and “data:text/html;base64,PHN2Zy9vbmxvYWQ9YWxlcnQoMik+ worked.

2. “Insert Image” feature was vulnerable to a trick discussed in previous section
(see Sect. 2.2) i.e., attacker can execute JavaScript with the help of following:
http://www.ieee-security.org/images/new-web/Trojan Horse.jpg?
"onmouseover="alert(1).

3. “Insert Video” feature was vulnerable to the attack method discussed ear-
lier (see Sect. 2.2). The Fig. 8 shows XSS in Froala via “Insert Video” func-
tionality.

4. “Image Title” feature was vulnerable to an innerHTML based XSS attack
method discussed earlier (see Sect. 2.2).

4 Practical and Low Cost Countermeasures

Web applications normally integrate third-party WYSIWYG editor(s) in order
to give customers of web application a better and rich editing experience. In this
section, we discuss low cost, practical and easily deployable countermeasures
that web applications may adopt in order to minimize the affect of an XSS in
WYSIWYG editor(s). Further, we also recommend some suggestions to the
developers of WYSIWYG editors.
5 https://github.com/froala/wysiwyg-editor/issues/33.

https://github.com/froala/wysiwyg-editor/issues/33
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4.1 HttpOnly Cookies

Web applications use cookies in order to maintain a session state between authen-
ticated client and server because of the stateless nature of an HTTP protocol. If
a flag “HttpOnly” is set on a cookie then JavaScript can not read the value of this
cookie and all modern browsers respect this. We recommend web applications’
developers to use “HttpOnly” cookie especially if WYSIWYG editor is in use.
In case of an XSS in WYSIWYG editor, the attacker can not read the session
cookie of the victim with the help of JavaScript. We found an XSS in Magento’s
(an Ebay company) WYSIWYG editor and found “PHPSESSID” cookie was not
“HttpOnly” and at the same time site only allows authenticated users to post
on forum. With the help of this XSS in WYSIWYG editor, attacker may steal
the session cookie of the forum administrator and hack the forum. The XSS in
Magento’s WYSIWYG editor is now fixed and the details are available in a
post here6. Magento acknowledged our findings and we were awarded thousand
US dollar in the form of bug bounty.

4.2 Iframe’s “sandbox”

We recommend developers of the web applications to use <iframe sandbox> in
order to integrate third-party WYSIWYG editor. With the help of “sandbox”
attribute, the developers of the web applications can restrict the capabilities of
third-party WYSIWYG editor. In case of an XSS in WYSIWYG editor, if
“sandbox” attribute is used then attacker can not access the DOM contents
of the main web page or locally stored data on the client side. All mordern
browsers support iframe’s “sandbox”. For details about <iframe sandbox>,
we refer to [18] for interested readers.

4.3 Content Security Policy

We recommend developers of web applications to retrofit their applications for
CSP [14]. The CSP policy is now a W3C standard for the mitigation of an XSS
attacks. The CSP is based on directives for images, script, media, styles and
iframes etc. The developers of web applications can explicity tell the browser
about the trusted resources. By default, CSP prohibits inlining scripting. In
case of an XSS in WYSIWYG editor, if CSP is defined then first browser will
not allow injected, inline script to execute (unless “unsafe-inline” directive
is specified) and second CSP helps in minimizing the affect of an XSS because
attacker can not ex-filtrate sensitive data to his domain.

4.4 Guidelines for Developers of WYSIWYG editors

In this section, we briefly describe some guidelines for WYSIWYG editors’
developers.
6 http://www.scribd.com/doc/226925089/Stylish-XSS-in-Magento-When-Style-
helps-you.

http://www.scribd.com/doc/226925089/Stylish-XSS-in-Magento-When-Style-helps-you
http://www.scribd.com/doc/226925089/Stylish-XSS-in-Magento-When-Style-helps-you
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– Should force users to input URL or “create link” that starts with an
“http://” or “https://”.

– Should not allow SVG images. With the help of an SVG image, attacker may
execute JavaScript.

– Should properly encode potentially dangerous characters in attributes e.g.,
double quotes and back-tick because these characters can help attacker to
break the attribute context and execute JavaScript.

– Should not allow CSS expressions in “styling” of the contents.
– Should not allow Flash-based movies because attacker can execute JavaScript

code via Flash file.
– In case, WYSIWYG editor allows to upload a file then developers should

validate the file type.

5 Conclusion

In this paper, we analyzed twenty popular WYSIWYG editors and found XSS
in all of them. We had presented a systematic XSS attack methodology for
common injection points in WYSIWYG editors. We hope that this paper will
raise awareness about the XSS issue in modern feature of an HTML5-based web
applications i.e., rich-text editors.

A List of WYSIWYG Editors

1. Mercury Editor: The Rails HTML5 WYSIWYG editor (http://jejacks0n.
github.com/mercury)

2. bootstrap-wysihtml5: Simple, beautiful wysiwyg editor (https://github.com/
jhollingworth/bootstrap-wysihtml5)

3. KindEditor (http://kindeditor.org/)
4. PHP HTML Editor (http://phphtmleditor.com/demo/)
5. elRTE — an open-source WYSIWYG HTML-editor (http://elrte.org/)
6. medium-editor (https://github.com/daviferreira/medium-editor)
7. TinyMCE (http://www.tinymce.com/)
8. Lithium (http://www.lithium.com/)
9. Jive (http://www.jivesoftware.com/)

10. Froala (http://editor.froala.com/)
11. CKEditor (http://ckeditor.com/)
12. EditLive (http://ephox.com/editlive)
13. jquery.qeditor (https://github.com/huacnlee/jquery.qeditor)
14. mooeditable (http://cheeaun.github.io/mooeditable/)
15. HTML5 WYSIWYG Editor (https://github.com/bordeux/HTML-5-WYSI

WYG-Editor)
16. markItUp! universal markup jQuery editor (http://markitup.jaysalvat.com/

home/)
17. FreeTextBox HTML Editor (http://www.freetextbox.com/)
18. Markdown (http://daringfireball.net/projects/markdown/)
19. CLEditor (http://premiumsoftware.net/CLEditor/SimpleDemo)
20. BootstrapWysihtml5withCustomImage Insert (https://github.com/rcode5/

image-wysiwyg-sample)

http://jejacks0n.github.com/mercury
http://jejacks0n.github.com/mercury
https://github.com/jhollingworth/bootstrap-wysihtml5
https://github.com/jhollingworth/bootstrap-wysihtml5
http://kindeditor.org/
http://phphtmleditor.com/demo/
http://elrte.org/
https://github.com/daviferreira/medium-editor
http://www.tinymce.com/
http://www.lithium.com/
http://www.jivesoftware.com/
http://editor.froala.com/
http://ckeditor.com/
http://ephox.com/editlive
https://github.com/huacnlee/jquery.qeditor
http://cheeaun.github.io/mooeditable/
https://github.com/bordeux/HTML-5-WYSIWYG-Editor
https://github.com/bordeux/HTML-5-WYSIWYG-Editor
http://markitup.jaysalvat.com/home/
http://markitup.jaysalvat.com/home/
http://www.freetextbox.com/
http://daringfireball.net/projects/markdown/
http://premiumsoftware.net/CLEditor/SimpleDemo
https://github.com/rcode5/image-wysiwyg-sample
https://github.com/rcode5/image-wysiwyg-sample
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Abstract. RC4, which was designed by Ron Rivest in 1987, is widely
used in various applications such as SSL/TLS, WEP, WPA, etc. In 1996,
Jenkins discovered correlations between one output keystream and a
state location, known as Glimpse Theorem. In 2013, Maitra and Sen
Gupta proved Glimpse Theorem and showed correlations between two
consecutive output keystreams and a state location, called long-term
Glimpse. In this paper, we show a new long-term Glimpse and integrate
both the new and the previous long-term Glimpse into a whole.

Keywords: RC4 · Correlation · Long-term Glimpse

1 Introduction

RC4, which was designed by Ron Rivest in 1987, is widely used in various
applications such as Secure Socket Layer/Transport Layer Security (SSL/TLS),
Wired Equivalent Privacy (WEP) and Wi-fi Protected Access (WPA), etc. Due
to its popularity and simplicity, RC4 has become a hot cryptanalysis target since
its specification was made public on the internet in 1994. For example, typical
attacks on RC4 are distinguishing attack [3,4,10], state recovery attack [1,6,9]
and key recovery attack [2,8,11].

In 1996, Jenkins discovered correlations between one output keystream and a
state location, which is known as Glimpse Theorem [5]. These correlations have
biases with the probability about 2

N higher than that of random association 1
N

using the knowledge of one output keystream. In 2013, Maitra and Sen Gupta
presented the complete proof of Glimpse Theorem and showed Sr[r+1] = N −1
occurs with the probability about 2

N when two consecutive output keystreams
Zr and Zr+1 satisfies Zr+1 = Zr, where Sr[r + 1] is the r + 1-th location of
the state array in the r-th round as usual. They also showed the probability of
Sr[r + 1] = N − 1 is further increased to about 3

N when Zr+1 = r + 2 as well
as Zr+1 = Zr occurs. Here, we call correlation with a probability significantly
higher or lower than 1

N (the probability of random association) positive bias
or negative bias, respectively. Then, their results of Sr[r + 1] = N − 1 with
the probability about 2

N correspond to cases with positive biases. Note that
Theorem 2 implicitly means that there exists a value of Sr[r + 1] with negative
bias since Sr[r + 1] varies in [0, N − 1] when Zr+1 = Zr has happened. We often

c© Springer International Publishing Switzerland 2015
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assume uniform randomness of other certain events to prove bias of a certain
event. Therefore, it is important to prove the existence of a value with negative
bias explicitly. We also call such a case with negative bias to dual case of a
positive bias.

In this paper, we first show a dual case of Sr[r+1] = N −1, that is Sr[r+1] =
0, occurs with the probability about 1

N2 when Zr+1 = Zr, which will be shown
as Theorem 4. Then, Theorem 5 will give each probability of Sr[r +1] = 0 when
Zr+1 = r + x (∀x ∈ [0, N − 1]) as well as Zr+1 = Zr occurs. Furthermore,
during our careful observation of the dual case, we also find a new positive
bias on Sr[r + 1], which will be shown in Theorem 6. Our results show that,
giving two consecutive keystreams Zr and Zr+1 satisfying with Zr+1 = Zr and
Zr+1 = r + 1 + x (x ∈ [2, N − 1]), the probability of Sr[r + 1] = N − x is
about 2

N , which is significantly higher than random association 1
N . Note that

the previous results are limited to a value of Sr[r + 1] = N − 1, but our results
varies Sr[r +1] ∈ [0, N −2]. Furthermore, both our new and the previous results
are integrated into long-term Glimpse of Zr+1 = Zr in Theorem 7.

This paper is organized as follows. Section 2 briefly summarizes notation and
RC4 algorithms. Section 3 presents the previous works on Glimpse Theorem
[5] and long-term Glimpse [7]. Section 4 first discusses positive and negative
biases, and shows Theorems 4–7. Section 5 demonstrates experimental simula-
tions. Section 6 concludes this paper.

2 Preliminary

The following notation is used in this paper.

K, l : secret key, the length of secret key (bytes)
r : number of rounds

N : number of arrays in state (typically N = 256)

SK
r or Sr : state of KSA or PRGA after the swap in the r-th round

ir, jr : indices of Sr for the r-th round
Zr : one output keystream for the r-th round
tr : index of Zr

RC4 consists of two algorithms: Key Scheduling Algorithm (KSA) and Pseudo
Random Generation Algorithm (PRGA). KSA generates the state SK

N from a
secret key K of l bytes as described in Algorithm 1. Then, the final state SK

N

in KSA becomes the input of PRGA as S0. Once the state S0 is computed,
PRGA generates one output keystream Zr of bytes as described in Algorithm 2.
The output keystream Zr will be XORed with a plaintext to generate a cipher-
text.
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Algorithm 1. KSA
1: for i = 0 to N − 1 do
2: SK

0 [i] ← i
3: end for
4: j ← 0
5: for i = 0 to N − 1 do
6: j ← j + SK

i [i] + K[i mod l]
7: Swap(SK

i [i], SK
i [j])

8: end for

Algorithm 2. PRGA
1: r ← 0, i0 ← 0, j0 ← 0
2: loop
3: r ← r + 1, ir ← ir−1 + 1
4: jr ← jr−1 + Sr−1[ir]
5: Swap(Sr−1[ir], Sr−1[jr])
6: tr ← Sr[ir] + Sr[jr]
7: Output: Zr ← Sr[tr]
8: end loop

In this paper, we focus on PRGA and investigate correlations between two
consecutive output keystreams and a state location. The probability of one loca-
tion by random association is 1

N and uniform randomness of the RC4 stream
cipher is assumed if there are no significant biases.

3 Previous Works

In 1996, Jenkins discovered correlations between one output keystream and a
state location [5], which is proved as Glimpse Theorem in [7]. Glimpse Theorem
is given as follows.

Theorem 1. [7] After the r-th round of PRGA for r ≥ 1, we have

Pr(Sr[jr] = ir − Zr) = Pr(Sr[ir] = jr − Zr) ≈ 2
N .

In 2013, Maitra and Sen Gupta discovered other correlations between two con-
secutive output keystreams and the r + 1-th location of the state array in the
r-th round, which is called long-term Glimpse [7]. Long-term Glimpse is given
as follows. Note that Theorem 3 is a special case of Theorem 2.

Theorem 2. [7] After the r-th round of PRGA for r ≥ 1, we have

Pr(Sr[r + 1] = N − 1|Zr+1 = Zr) ≈ 2
N .

Theorem 3. [7] After the r-th round of PRGA for r ≥ 1, we have

Pr(Sr[r + 1] = N − 1|Zr+1 = Zr ∧ Zr+1 = r + 2) ≈ 3
N .

4 New Results on Long-Term Glimpse

4.1 Observation

Let us investigate the previous results (Theorems 2 and 3) in detail. Here, we
call correlation with a probability significantly higher or lower than 1

N (the
probability of random association) to positive bias or negative bias, respectively.
Theorems 2 and 3 give cases with positive biases. Then, Theorem 2 implicitly
means that there exists a value of Sr[r + 1] with negative bias since Sr[r + 1]



140 R. Ito and A. Miyaji

varies in [0, N−1] even when Zr+1 = Zr has happened. We often assume uniform
randomness of other certain events to prove bias of a certain event. Therefore,
it is important to prove the existence of a value in Sr[r + 1] with negative bias
explicitly. We also call such a case with negative bias a dual case of a positive
bias.

One of our motivation is to find a dual case of Theorem 2, which will be
shown as Theorem 4. Then, we will also prove a special case of Theorem 4 in
the same way as Theorem 3 to Theorem 2, which will be shown as Theorem 5.
Furthermore, during our careful observation of the dual case, we also find a new
positive bias on Sr[r+1], which will be shown in Theorem 6. Our new results can
integrate long-term Glimpse when Zr+1 = Zr. The previous results are limited
to the case of Sr[r + 1] = N − 1 when Zr+1 = Zr. Our results are not limited to
Sr[r + 1] = N − 1 but varies Sr[r + 1] ∈ [0, N − 2]. Finally, both results can be
integrated in Theorem 7.

4.2 New Negative Biases

First, Theorem 4 shows a dual case of Theorem 2 as follows.

Theorem 4. After the r-th round of PRGA for r ≥ 1, we have

Pr(Sr[r + 1] = 0|Zr+1 = Zr) ≈ 2
N2

(
1 − 1

N

)
.

Proof. We define main events as follows:

A := (Sr[r + 1] = 0), B := (Zr+1 = Zr).

We first compute Pr(B|A), and apply Bayes’ theorem to prove the claim. Assum-
ing that event A happened, we get

jr+1 = jr + Sr[ir+1] = jr + Sr[r + 1] = jr.

Then, Pr(B|A) is computed in three paths: jr = r (Path 1), jr = r + 1 (Path 2)
and jr �= r, r + 1 (Path 3). These paths include all events in order to compute
Pr(B|A). Let X = Sr[r] and Y = Sr[jr].

Path 1. Figure 1 shows a state transition diagram in Path 1. First, we prove
tr �= tr+1. After the r-th round, tr = 2X holds since ir = jr = r. In the next
round, tr+1 = X holds since jr+1 = jr = r and ir+1 = r + 1. Thus, we get
tr �= tr+1 with probability 1 since X �= 0. Then, if event B occurs, tr+1 must
be swapped from tr. This is why Pr(Path 1) = Pr(B|A∧jr = r) is computed
in two subpaths: ir = 1 ∧ tr+1 = 1 (Path 1-1) and ir = 254 ∧ tr+1 = 255
(Path 1-2).
Path 1-1. Figure 2 shows a state transition diagram in Path 1-1. Then, we

get event B since Zr+1 = Sr+1[1] = 0 and Zr = Sr[2] = 0. Thus, we can
compute the probability of Path 1-1 as follows.

Pr(Path 1-1) = Pr(Path 1 ∧ ir = 1 ∧ tr+1 = 1) = 1.
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Path 1-2. Figure 3 shows a state transition diagram in Path 1-2. Then, we
get event B since Zr+1 = Sr+1[255] = 255 and Zr = Sr[254] = 255.
Thus, we can compute the probability of Path 1-2 as follows.

Pr(Path 1-2) = Pr(Path 1 ∧ ir = 254 ∧ tr+1 = 255) = 1.

Therefore, the probability of Path 1 is computed as follows.

Pr(Path 1) = Pr(Path 1-1) · Pr(ir = 1 ∧ tr+1 = 1)
+ Pr(Path 1-2) · Pr(ir = 254 ∧ tr+1 = 255)

≈ 1 ·
(

1
N

· 1
N

)
+ 1 ·

(
1
N

· 1
N

)
=

2
N2

.

Fig. 1. Path 1 Fig. 2. Path 1-1

Fig. 3. Path 1-2

Path 2. Figure 4 shows a state transition diagram in Path 2. We get tr �= tr+1

in the same way as Path 1. Then, event B never occurs because tr+1 can
not be swapped from tr. Therefore, the probability of Path 2 is computed
as follows.

Pr(Path 2) = Pr(B|A ∧ jr = r + 1) = 0.

Path 3. Figure 5 shows a state transition diagram in Path 3. We get tr �= tr+1

in the same way as Path 1. Then, if event B occurs, tr+1 must be swapped
from tr. This is why Pr(Path 3) = Pr(B|A ∧ jr �= r, r + 1) is computed in
two subpaths: tr = jr ∧ tr+1 = r + 1 (Path 3-1) and tr = r + 1 ∧ tr+1 = jr+1

(Path 3-2).
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Path 3-1. Figure 6 shows a state transition diagram in Path 3-1. Then, we
get event B since Zr+1 = Sr+1[r + 1] = r + 1 and Zr = Sr[jr] = r + 1.
Thus, we can compute the probability of Path 3-1 as follows.

Pr(Path 3-1) = Pr(Path 3 ∧ tr = jr ∧ tr+1 = r + 1) = 1.

Path 3-2. Figure 7 shows a state transition diagram in Path 3-2. Then, we
get event B since Zr+1 = Sr+1[jr+1] = 0 and Zr = Sr[r + 1] = 0. Thus,
we can compute the probability of Path 3-2 as follows.

Pr(Path 3-2) = Pr(Path 3 ∧ tr = r + 1 ∧ tr+1 = jr) = 1.

Therefore, the probability of Path 3 is computed as follows.

Pr(Path 3) = Pr(Path 3-1) · Pr(tr = jr ∧ tr+1 = r + 1)
+ Pr(Path 3-2) · Pr(tr = r + 1 ∧ tr+1 = jr+1)

≈ 1 ·
(

1
N

· 1
N

)
+ 1 ·

(
1
N

· 1
N

)
=

2
N2

.

Fig. 4. Path 2
Fig. 5. Path 3

Fig. 6. Path 3-1 Fig. 7. Path 3-2

From these results, Pr(B|A) is computed as follows.

Pr(B|A) = Pr(Path 1) · Pr(jr = r) + Pr(Path 2) · Pr(jr = r + 1)
+ Pr(Path 3) · Pr(jr �= r, r + 1)

≈ 2
N2

· 1
N

+ 0 · 1
N

+
2

N2
·
(

1 − 2
N

)
=

2
N2

(
1 − 1

N

)
.
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Pr(A|B) is computed as follows by applying Bayes’ theorem since events A and
B occur with the probability of random association 1

N .

Pr(A|B) =
Pr(B|A) · Pr(A)

Pr(B)
≈

2
N2

(
1 − 1

N

) · 1
N

1
N

=
2

N2

(
1 − 1

N

)
. �

Next, Theorem 5 shows a special case of Theorem 4 as follows.

Theorem 5. After the r-th round of PRGA for r ≥ 1 and ∀x ∈ [0, N − 1], we
have

Pr(Sr[r + 1] = 0|Zr+1 = Zr ∧ Zr+1 = r + x) ≈

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1
N

(
1 − 2

N2

)
if x = 1

2
N2

(
1 − 1

N

)
if x = 255

1
N2

(
1 − 2

N

)
if x = N − r

(x �= 1, 255).

Proof. We define main events as follows.

A := (Sr[r + 1] = 0), B := (Zr+1 = Zr), C := (Zr+1 = r + x).

Pr(A|B∧C) is difficult to compute because events B and C are not independent.
To avoid this problem, we define a new event B′ := (Zr = r+x). Then, Pr(A|B∧
C) = Pr(A|B′ ∧ C) since B ∧ C and B′ ∧ C are the same event. Pr(A|B′ ∧ C) is
decomposed as follows by using Bayes’ theorem:

Pr(A|B′ ∧ C) =
Pr(A ∧ B′ ∧ C)

Pr(B′ ∧ C)
=

Pr(C|B′ ∧ A) · Pr(B′|A) · Pr(A)
Pr(B′ ∧ C)

.

We first compute Pr(C|B′ ∧ A) in three paths: jr = r (Path 1), jr = r + 1
(Path 2) and jr �= r, r + 1 (Path 3). These paths are the same as in Theorem 4,
and thus the proof itself is similar to Theorem 4. Let X = Sr[r] and Y = Sr[jr].

Path 1. Figure 1 shows a state transition diagram in Path 1. Note that tr �= tr+1

from the discussion of Path 1 in Theorem 4, and that event C is limited to
two subpaths: ir = 1 for r+x = 0 (Path 1-1) and tr+1 = 255 for r+x = 255
(Path 1-2).

Path 1-1. Figure 2 shows a state transition diagram in Path 1-1. Then, event
C holds under event B′ ∧ A since Zr+1 = Sr+1[1] = 0 and Zr = Sr[2] = 0.
Note that ir = 1 and r + x = 0 hold if and only if x = 255. Thus, we can
compute the probability of Path 1-1 as follows.

Pr(Path 1-1) = Pr(Path 1 ∧ ir = 1) = 1 if x = 255.
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Path 1-2. Figure 3 shows a state transition diagram in Path 1-2. Then, event C
holds under event B′ ∧ A since Zr+1 = Sr+1[255] = 255 and Zr = Sr[254] =
255. Note that ir = 254 (see Fig. 3) and r+x = 255 hold if and only if x = 1.
Thus, we can compute the probability of Path 1-2 as follows.

Pr(Path 1-2) = Pr(Path 1 ∧ tr+1 = 255) = 1 if x = 1.

Therefore, the probability of Path 1 is computed as follows.

Pr(Path 1) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

Pr(Path 1-1) · Pr(ir = 1) ≈ 1
N

if x = 255

Pr(Path 1-2) · Pr(tr+1 = 255) ≈ 1
N

if x = 1

0 otherwise.

Path 2. Event C never occurs in Path 2 from the discussion of Path 2 in
Theorem 4. Therefore, the probability of Path 2 is computed as follows.

Pr(Path 2) = Pr(C|B′ ∧ A ∧ jr = r + 1) = 0.

Path 3. Figure 5 shows a state transition diagram in Path 3. Note that tr �= tr+1

from the discussion of Path 3 in Theorem 4, and that event C is limited to
two subpaths: tr+1 = r +1 for x = 1 (Path 3-1) and tr = r +1∧ tr+1 = jr+1

for r + x = 0 (Path 3-2).

Path 3-1. Figure 6 shows a state transition diagram in Path 3-1. Then, event
C holds under event B′ ∧ A since Zr+1 = Sr+1[r + 1] = r + 1 and Zr =
Sr[jr] = r +1. Thus, we can compute the probability of Path 3-1 as follows.

Pr (Path3 − 1) = Pr (Path3 ∧ tr+1 = r + 1) = 1 if x = 1.

Path 3-2. Figure 7 shows a state transition diagram in Path 3-2. Then, event C
holds under event B′∧A since Zr+1 = Sr+1[jr+1] = 0 and Zr = Sr[r+1] = 0.
Note that r+x = 0 (∀r ∈ [0, N −1]) means x = N −r. Thus, we can compute
the probability of Path 3-2 as follows.

Pr(Path 3-2) = Pr(Path 3 ∧ tr = r + 1 ∧ tr+1 = jr+1) = 1.

Therefore, the probability of Path 3 is computed as follows.

Pr(Path 3) = Pr(Path 3-1) · Pr(tr+1 = r + 1)
+ Pr(Path 3-2) · Pr(tr = r + 1 ∧ tr+1 = jr+1)

≈

⎧⎪⎪⎨
⎪⎪⎩

1 · 1
N

+ 1 ·
(

1
N

· 1
N

)
=

1
N

(
1 +

1
N

)
if x = 1

0 · 1
N

+ 1 ·
(

1
N

· 1
N

)
=

1
N2

if x = N − r(x �= 1).
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From these results, Pr(C|B′ ∧ A) is computed as follows.

Pr(C|B′ ∧ A) = Pr(Path 1) · Pr(jr = r) + Pr(Path 2) · Pr(jr = r + 1)

+ Pr(Path 3) · Pr(jr �= r, r + 1)

≈

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

1

N
· 1

N
+

1

N
·
(

1 +
1

N

)

·
(

1 − 2

N

)

=
1

N

(

1 − 2

N2

)

if x = 1

1

N
· 1

N
+

1

N2
·
(

1 − 2

N

)

=
2

N2

(

1 − 1

N

)

if x = 255

0 · 1

N
+

1

N2
·
(

1 − 2

N

)

=
1

N2

(

1 − 2

N

)

if x = N − r

(x �= 1, 255).

Pr(A|B ∧C) is computed as follows by applying Bayes’ theorem since events
A, B′, C and B′|A occur with the probability of random association 1

N .

Pr(A|B ∧ C) =
Pr(C|B′ ∧ A) · Pr(B′|A) · Pr(A)

Pr(B′ ∧ C)
≈ Pr(C|B′ ∧ A) · 1

N · 1
N

1
N · 1

N

= Pr(C|B′ ∧ A) ≈

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

1
N

(
1 − 2

N2

)
if x = 1

2
N2

(
1 − 1

N

)
if x = 255 �

1
N2

(
1 − 2

N

)
if x = N − r(x �= 1, 255).

4.3 New Positive Biases and Their Integration

Theorem 6 shows a new positive bias on Sr[r + 1] as follows.

Theorem 6. After the r-th round of PRGA for r ≥ 1 and ∀x ∈ [2, N − 1], we
have

Pr(Sr[r + 1] = N − x|Zr+1 = Zr ∧ Zr+1 = r + 1 + x) ≈ 2
N

(
1 − 1

N
+

1
N2

)
.

Proof. We define main events as follows.

A := (Sr[r + 1] = N − x), B := (Zr+1 = Zr),
B′ := (Zr = r + 1 + x), C := (Zr+1 = r + 1 + x).

The proof itself is similar to Theorem 5. We first compute Pr(C|B′ ∧A) in three
paths: jr = r (Path 1), jr = r + 1 (Path 2) and jr �= r, r + 1 (Path 3). Let
X = Sr[r], Y = Sr[jr] and W = Sr[jr+1].

Path 1. Both tr and tr+1 are independent since we get tr = 2X and tr+1 =
N − x + W . Then, event C is limited to three subpaths: tr+1 = r + 1 (Path
1-1), N − x = r + 1 + x ∧ tr+1 = jr+1 (Path 1-2) and tr+1 = tr except when
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tr equals either r + 1 or jr+1 (Path 1-3). We can compute the probability of
each subpath as follows.

Pr(Path 1-1) = Pr(Path 1 ∧ tr+1 = r + 1) = 1,

Pr(Path 1-2) = Pr(Path 1 ∧ N − x = r + 1 + x ∧ tr+1 = jr+1) = 1,

Pr(Path 1-3) = Pr(Path 1 ∧ tr+1 = tr) = 1 − 2
N .

Therefore, the probability of Path 1 is computed as follows.

Pr(Path 1) = Pr(Path 1-1) · Pr(tr+1 = r + 1)
+ Pr(Path 1-2) · Pr(N − x = r + 1 + x ∧ tr+1 = jr+1)
+ Pr(Path 1-3) · Pr(tr+1 = tr)

≈ 1 · 1
N

+ 1 ·
(

1
N

· 1
N

)
+

(
1 − 2

N

)
· 1
N

=
1
N

(
2 − 1

N

)
.

Path 2. We get tr �= tr+1 since tr = N − x + X, tr+1 = N − x + W and
X �= W . Then, event C is limited to two subpaths: tr+1 = r + 1 (Path
2-1) and N − x = r + 1 + x ∧ tr+1 = jr+1 (Path 2-2). We can compute the
probability of each subpath as follows.

Pr(Path 2-1) = Pr(Path 2 ∧ tr+1 = r + 1) = 1,

Pr(Path 2-2) = Pr(Path 2 ∧ N − x = r + 1 + x ∧ tr+1 = jr+1) = 1.

Therefore, the probability of Path 2 is computed as follows.

Pr(Path 2) = Pr(Path 2-1) · Pr(tr+1 = r + 1)
+ Pr(Path 2-2) · Pr(N − x = r + 1 + x ∧ tr+1 = jr+1)

≈ 1 · 1
N

+ 1 ·
(

1
N

· 1
N

)
=

1
N

(
1 +

1
N

)
.

Path 3. Both tr and tr+1 are independent since we get tr = X + Y and tr+1 =
N − x + W . Then, event C is limited to three subpaths: tr+1 = r + 1 (Path
3-1), N − x = r + 1 + x ∧ tr+1 = jr+1 (Path 3-2) and tr+1 = tr except when
tr equals either r + 1 or jr+1 (Path 3-3). We can compute the probability of
each subpath as follows.

Pr(Path 3-1) = Pr(Path 3 ∧ tr+1 = r + 1) = 1,

Pr(Path 3-2) = Pr(Path 3 ∧ N − x = r + 1 + x ∧ tr+1 = jr+1) = 1,

Pr(Path 3-3) = Pr(Path 3 ∧ tr+1 = tr) = 1 − 2
N .

Therefore, the probability of Path 3 is computed as follows.

Pr(Path 3) = Pr(Path 3-1) · Pr(tr+1 = r + 1)
+ Pr(Path 3-2) · Pr(N − x = r + 1 + x ∧ tr+1 = jr+1)
+ Pr(Path 3-3) · Pr(tr+1 = tr)

≈ 1 · 1
N

+ 1 ·
(

1
N

· 1
N

)
+

(
1 − 2

N

)
· 1
N

=
1
N

(
2 − 1

N

)
.
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From these results, Pr(C|B′ ∧ A) is computed as follows.

Pr(C|B′ ∧ A) = Pr(Path 1) · Pr(jr = r) + Pr(Path 2) · Pr(jr = r + 1)
+ Pr(Path 3) · Pr(jr �= r, r + 1)

≈ 1
N

(
2 − 1

N

)
· 1
N

+
1
N

(
1 +

1
N

)
· 1
N

+
1
N

(
2 − 1

N

)
·
(

1 − 2
N

)

=
2
N

(
1 − 1

N
+

1
N2

)
.

As a result, Pr(A|B ∧ C) is computed as follows.

Pr(A|B ∧ C) ≈ Pr(C|B′ ∧ A) ≈ 2
N

(
1 − 1

N
+

1
N2

)
. �

Finally, we can integrate long-term Glimpse on Sr[r + 1] as Theorem 7.

Theorem 7. After the r-th round of PRGA for r ≥ 1 and ∀x ∈ [0, N − 1], we
have

Pr(Sr[r + 1] = N − x|Zr+1 = Zr∧ Zr+1 = r + 1 + x)

≈

⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩

1
N

(
1 − 2

N2

)
if x = 0

1
N

(
3 − 6

N
+

2
N2

)
if x = 11

2
N

(
1 − 1

N
+

1
N2

)
otherwise.

5 Experimental Results

In order to check the accuracy of biases shown in Theorems 4–6, the experi-
ments are executed using 224 randomly chosen keys of 16 bytes and 224 output
keystreams for each key, which mean 248(= N6) trials of RC4. Note that O(N3)
trials are reported to be sufficient to identify the biases with reliable success prob-
ability since each correlation here is of about 1

N with respect to a base event
of probability 1

N . Our experimental environment is as follows: Linux machine
with 2.6 GHz CPU, 3.8 GiB memory, gcc 4.6.3 compiler and C language. We
also evaluate the percentage of relative error ε of experimental values compared
with theoretical values:

ε =
|experimental value − theoretical value|

experimental value
× 100(%).

1 The probability of correlation when x = 1 can be precisely revised to 1
N
(3− 6

N
+ 2

N2 )
from [7] in the same way as our other cases of x �= 1, whose precise proof will be
given in the final paper.
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Table 1. Comparison between experimental and theoretical values

Results Experimental Theoretical ε

value value (%)

Theorem 4 0.000030522 0.000030398 0.406

Theorem 5 for x = 1 0.003922408 0.003906131 0.415

for x = 255 0.000030683 0.000030398 0.929

for x = N − r (x �= 1, 255) 0.000015259 0.000015140 0.780

Theorem 6 0.007812333 0.007782102 0.387

Table 1 shows experimental, theoretical values and the percentage of relative
errors ε, which indicates ε is small enough in each case such as ε ≤ 0.929. There-
fore, we have convinced that theoretical values closely reflects the experimental
values.

6 Conclusion

In this paper, we have shown dual cases of the previous long-term Glimpse. We
have also shown a new long-term Glimpse. We note that the previous long-term
Glimpse is limited to Sr[r + 1] = N − 1 but that our results varies Sr[r + 1] ∈
[0, N − 2]. As a result, these long-term Glimpse can be integrated to biases of
Sr[r + 1] ∈ [0, N − 1]. These new integrated long-term Glimpse could contribute
to the improvement of state recovery attack on RC4, which remains an open
problem.
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Abstract. Optimal Prime Fields (OPFs) are considered to be one of
the best choices for lightweight elliptic curve cryptography implemen-
tation on resource-constraint embedded processors. In this paper, we
revisit efficient implementation of the modular arithmetic over the spe-
cial prime fields, and present improved implementation of modular mul-
tiplication for OPFs, called Optimal Prime Field Coarsely Integrated
Operand Caching (OPF-CIOC) method. OPF-CIOC method follows the
general idea of (consecutive) operand caching technique, but has been
carefully optimized and redesigned for Montgomery multiplication in
an integrated fashion. We then evaluate the practical performance of
proposed method on representative 8-bit AVR processor. Experimental
results show that the proposed OPF-CIOC method outperforms the pre-
vious best known results in ACNS’14 by a factor of 5 %. Furthermore,
our method is implemented in a regular way which helps to reduce the
leakage of side-channel information.

Keywords: Montgomery multiplication · Optimal prime fields · Em-
bedded processors · Public key cryptography · Operand caching · Con-
secutive operand caching

1 Introduction

Public key cryptography applications including RSA [15], ECC [6] and pairing-
based cryptography [16] are commonly used for secure and robust network
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services. These protocols highly rely on finite field operations. The main dif-
ference between real world number and finite field representation is that finite
field computations should conduct reduction process once results go beyond the
size of target field. Montgomery algorithm [14] is one of the efficient algorithms
to perform the modular multiplication and squaring since it replaces expensive
division operation with normal multiplication operations. Recently, a variant of
Montgomery multiplication on OPFs was introduced in [3]. This method can
be seen as a simplified version of Montgomery multiplication on OPFs, which is
proposed to enhance the performance of Elliptic Curve Cryptography (ECC) on
8-bit AVR processors. One of the features of OPFs is the low hamming weight,
which allows to remove or replace part of multiplication operations with several
addition instructions when using Montgomery algorithm to perform modular
multiplciation.

In this paper, we present a novel technique for implementing the Montgomery
multiplication on OPFs. Instead of adopting the “traditional” multiplication
techniques, e.g. operand scanning, product scanning and hybrid scanning mul-
tiplication, our work follows the state-of-the-art (consecutive) operand caching
and has been finely redesigned for OPF-Montgomery algorithm. For practical
performance evaluation, we implemented the proposed methods on 8-bit AVR
processors and the performance enhancements are 5 % than previous best known
results in ACNS’14 [13]. The remainder of this paper is organized as follows. In
Sects. 2 and 3, we recap previous multi-precision multiplication methods and
OPF-Montgomery algorithms. In Sect. 4, we present novel OPF-Montgomery
multiplication. In Sect. 5, we describe the performance evaluation on 8-bit RISC
microprocessors. Finally, Sect. 6 concludes the paper and shows the ideas for
future work.

2 Multi-precision Multiplication

Multi-precision multiplication is a crucial operation for modular multiplication.
In the past several decades, a large body of research has been attempted to
speed up the performance of multiplication on 8-bit processors. The most basic
technique is called operand scanning method, which consists of two parts, i.e.
the inner and outer loops. In the inner loop, one register holds a digit of an
operand and computes the partial product by multiplying all the digits of another
operand. While in the outer loop, the index of operand increases by a word-size
and then the inner loop is executed. An alternative method is called product
scanning method, which computes all partial products in the same column by
multiplication and addition [2]. Since each partial product in the column is com-
puted and then accumulated, registers are not needed for intermediate results.
The results are stored once, and the stored results are not reloaded since all com-
putations have already been conducted. In CHES’04, the classical hybrid scan-
ning method was proposed which combines both of the advantages of operand
scanning and product scanning. Hybrid scanning method employs the product
scanning as the outer loop and operand scanning method as the inner loop.
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This method reduces the number of load instructions by sharing the operands
within one block [5]. In CHES’11, the operand caching (OC) method was intro-
duced [7]. The method follows the product scanning method [2], but it divides
the calculation into several row sections. By reordering the sequence of inner and
outer row sections, the operands which have been loaded in working registers
are reused for the next partial products. A few store instructions are added,
but the number of required load instructions is reduced. However, a straightfor-
ward implementation of OC method has to reload operands whenever a row is
changed, which generates unnecessary overheads. In order to avoid these short-
comings, an advanced version of operand caching named consecutive operand
caching (COC) method was introduced at WISA’12 [17]. COC provides a con-
nection point among rows that share the common operands for partial products.

3 Optimal Prime Field Montgomery Algorithm

The Montgomery algorithm was firstly proposed in 1985 [14]. Montgomery algo-
rithm avoids division in modular multiplication and reduction by introducing
simple shift operations. Given two integers A and B and the modulus M , in
order to compute the product P = A ·B mod M using Montgomery method, the
first step is to convert the operands A and B into Montgomery domain, namely,
A′ = A·R mod M and B′ = B ·R mod M . For efficiency, the Montgomery residue
R is generally selected as a power of 2 and the constant M ′ = −M−1 mod 2r has
to be pre-computed. Montgomery multiplication can be computed in the follow-
ing three steps: (1) P = A ·B, (2) Q = P ·M ′ mod 2r, (3) Z = (P +Q ·M)/2r.

In 2006, a special family of prime fields, named Optimal Prime Fields (OPFs),
was proposed by Großschädl in [3]. A typical y-bit OPF prime M can be rep-
resented as the form M = U · 2k + V . U and V are relatively small coefficients
compared to 2k, U is normally chosen as 8-, 16-bit which can be stored into
one or two registers on 8-bit processor, V has several bits. Character k denotes
y−m·w where m is a small integer and m·w is the size of U . The OPFs chosen in
[3] set U as 16-bit long integer and V as 1 and is formalized in M = U ·2(y−16)+1.
Most of bits of OPF prime are 0 except a few bits in most and least significant
words. Some examples of OPF are given in Table 1. Due to low hamming weight

Table 1. OPF prime for 160-, 192-, 224- and 256-bit [3]

160-bit: 52542 × 2144 + 1

0xCD3E000000000000000000000000000000000001

192-bit: 55218 × 2176 + 1

0xD7B200000000000000000000000000000000000000000001

224-bit: 50643 × 2208 + 1

0xC5D30000000000000000000000000000000000000000000000000001

256-bit: 37266 × 2240 + 1

0x9192000000000000000000000000000000000000000000000000000000000001
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of optimal prime field, Montgomery multiplication is much simpler than ordinary
counterparts. Recently, elliptic curve cryptography implementations over OPFs
have been reported, for example, the work in [10] used OPF as the underlying
field to evaluate GLV and Montgomery curves on 8-bit AVR processors. Their
results show that OPF is efficient yet secure prime field which can be used for
lightweight elliptic curve cryptography implementation.

A[7]B[0]

A[0]B[0]

A[0]B[7]

A[7]B[7]

C[0]C[7]C[14]

Q[7]M[0]

Q[0]M[7]

Q[7]M[7] Q[0]M[0]

Fig. 1. Separated product scanning method for optimal prime fields

Throughout the paper, we will use the following notations. Let A and B
be two operands with a length of y-bit that are represented by multiple-word
arrays. Each operand is written as follows: A = (A[n − 1], ..., A[2], A[1], A[0])
and B = (B[n − 1], ..., B[2], B[1], B[0]), whereby n = �y/w�, and w is the word
size. The result of multiplication C = A · B is twice length of A, and rep-
resented by C = (C[2n − 1], ..., C[2], C[1], C[0]). For clarity, we describe the
method using a multiplication structure and rhombus forms. The multiplication
structure describes order of partial products from top to bottom and each point
in rhombus form represents a multiplication A[i] ·B[j]. The rightmost corner of
the rhombus represents the lowest indices (i, j = 0), whereas the leftmost rep-
resents corner the highest indices (i, j = n − 1). The lowermost side represents
result indices C[k], which ranges from the rightmost corner (k = 0) to the left-
most corner (k = 2n− 1). To describe Montgomery multiplication, we introduce
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Fig. 2. Finely integrated product scanning method for optimal prime fields

double rhombus forms. Upper rhombus represents multi-precision multiplication
and under rhombus represents Montgomery reduction. The under rhombus form
has two operands Q and M . Each operand follows same representation we used
for multi-precision multiplication. For OPF-Montgomery reduction, we use two
colored dots. The yellow dots describe the addition of Q to intermediate results
because parameter M has one in the least significant bit which is computable
with simple addition operation instead of partial products. In case of white dots,
16-bit partial products on Q · M are updated to intermediate results.

In general, the Montgomery multiplication can be implemented in a sepa-
rated or integrated fashion according to the computation order. The separated
mode performs the reduction process after the entire multiplication as shown in
Fig. 1. For example, Separated Product Scanning (SPS) [9,11] firstly conducts
multiplication in product-scanning, and then performs the Montgomery reduc-
tion. The distinctive strength of SPS is that it requires less registers, since three
intermediate registers are sufficient. For this reason, this method is considered
to be a good choice when it comes to resource constrained devices where the
platform has limited number of registers. The alternative method, Separated
Operand Scanning (SOS), calculates the products in an operand scanning way
and then reduces the results separately [8]. However, this is not recommended on
embedded processors since the OS method needs more memory-access instruc-
tion in order to get the intermediate results.
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In case of integrated mode, the multiplication and reduction are performed
in an interleaved way. This can avoid a number of memory accesses for inter-
mediate results, but it requires many registers to retain a number of parameters
including operands, modulus and intermediate results. The Coarsely Integrated
Operand Scanning (CIOS) method improves previous SOS method by integrat-
ing the multiplication and reduction steps. Instead of computing the multipli-
cation processes separately, multiplication and reduction steps are alternated in
every loop. With this technique, we can update intermediate results more effi-
ciently. In CIOS, two inner loops are computed separately and this causes ineffi-
cient computation processes. The alternative method, Finely Integrated Operand
Scanning (FIOS) integrates the two inner loops of multiplication and reduction
and compute the one inner loop. However, operand scanning method is not good
choice due to high requirements of registers to retain operands. In order to fur-
ther improve performance, many works have studied Finely Integrated Product
Scanning (FIPS) described in Fig. 2 [1,4,13,19]. The method conducts product
scanning multiplication and reduction in integrated form. This method pursues
two main benefits. On one hand, the number of required registers is relatively
lower than OS because PS does not need many registers for intermediate results.
On the other hand, the method does not re-load/store intermediate results so
the number of memory access is significantly reduced. However, PS method is
not the fastest multiplication method so far. In CHES’11 and WISA’12, OC
and COC multiplication methods are released. It shows that there is some space
to improve Montgomery multiplication by adopting the OC and COC multi-
plication methods. In this paper, we challenge to this point and present novel
OPF-Montgomery multiplication with OC and COC methods.

4 Optimal Prime Field-Coarsely Integrated Operand
Caching (OPF-CIOC)

In this section, we present novel Coarsely Integrated Operand Caching for OPFs
(OPF-CIOC). We selected the fastest multiplication methods including operand
caching and consecutive operand caching methods for multiplication part. In
order to further reduce the number of intermediate results load and store
instructions, we chose the integrated mode. The OC and COC multiplication
methods show high performance in ordinary multi-precision multiplication but
they consume a number of registers to retain operands. To combine the mul-
tiplications on resource constrained devices, we divided multiplication into two
parts. First part is only computing multi-precision multiplication by size of n−m
where n and m represent size of operand and inverse of modulus (M ′). The first
part is computed with multiplication methods including OC and COC. The
both methods have very similar performance, so we should carefully select the
proper method depending on operand parameters. The detailed costs are drawn
in Table 2. The result shows that COC method is only slightly faster than OC in
case of OPF-256-bit so for the others OC methods are better choice than COC.
Secondly, remaining multiplication part is integrated with reduction computa-
tions. The size of remaining part is size of inverse of modulus (M ′). In the paper,
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Part2

Fig. 3. Coarsely integrated operand caching method for optimal prime fields

we pick OPF-CIOC in Fig. 3 to describe our method, but this is simply applied
to OPF-CI(C)OC as described in Fig. 4.

The proposed OPF-CIOC method combines the OC multiplication together
with OPF reduction process for Montgomery multiplication as described in
Fig. 3. The multiplication is divided into two parts. Part 1 computes ordinary
multiplications on A[i] · B[j] where 1 ≤ i ≤ 7 and 0 ≤ j ≤ 6. The number of
row is computed by following the equation �(n − m)/c� where n, m and c are
size of operand, inverse of modulus and caching registers. Part 2 is integrating
remaining partial products and Montgomery reduction. For the first step, par-
tial products on A[i] · B[j] where 0 ≤ i, j ≤ 7 are computed and then operand
Q[k] where 0 ≤ k ≤ 7 is generated. After then Montgomery reduction described
in yellow and white dots are computed with multiplying M [i] by Q[j] where
0 ≤ i, j ≤ 7. In particular, the yellow dots are simple addition operations and
white dots are 16-bit multiplication operations so it has lower overheads than
ordinary Montgomery algorithm. Finally the results are updated to intermediate
result and this process is iterated till the end of operands.

In Fig. 5, we give a detailed example of OPF-CIOC in 160-bit operand and
8-bit word sizes but this is readily extended to COC multiplication and other
operand and word sizes. The main body is divided into Part 1 and 2. Part 1
conducts multiplication and Part 2 computes remaining multiplications together
with reduction process.
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Fig. 4. Coarsely integrated consecutive operand caching method for optimal prime
fields

Part 1. The size of operand and inverse of modulus is 160-bit (n = 20) and
32-bit (m = 4). The length of Part 1 is 128-bit (160−32, n−m) and the number
of row is 2 (�16/10�, �(n − m)/c�) where caching registers are 10. These two
rows compute partial products on A[i] · B[j] where 4 ≤ i ≤ 19 and 0 ≤ j ≤ 16
by following operand caching method.

Part 2. The reduction and remaining partial products are integrated in Part 2.
The partial products (A[0 − 3] · B[0 − 3] named block 1 is computed and then
parameter Q[0− 3] is obtained by multiplying intermediate results (C[0− 3]) by
inverse of modulus (M ′). In block 2, the partial products (Q[0 − 3] · M [0]) are
added to intermediate results (C[0 − 3]). Following this order, remaining blocks
from 3 to 9 are computed. In block 10, most significant word is multiplied before
generate parameter Q[18 − 19]. After then in block 11, yellow dots including
M [0] · Q[16 − 19] are added to intermediate results. From block 12 to 21, the
same process of multiplication and reduction are iterated.

Final Subtraction Without Conditional Statements in OPF. Final sub-
traction is conducted when final results go beyond size of target prime field. The
final subtraction of Montgomery multiplication is computable with conditional
branch by checking the carry bit, which is vulnerable to side-channel attacks
since the attacker can catch the leakage information based on this conditional
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Table 2. Comparison of operand caching and consecutive operand caching in terms of
number of memory access

Algorithms load store total

OC 128-bit for OPF 160-bit 50 44 94

OC 160-bit for OPF 192-bit 70 60 130

OC 192-bit for OPF 224-bit 116 84 200

OC 224-bit for OPF 256-bit 152 108 260

COC 128-bit for OPF 160-bit 50 44 94

COC 160-bit for OPF 192-bit 70 60 130

COC 192-bit for OPF 224-bit 118 90 208

COC 224-bit for OPF 256-bit 146 110 256

statement [18]. Our work follows the idea of constant-time Montgomery multi-
plication which has been presented in [10,11].

5 Result

This section discusses the computation complexity of the proposed OPF-
Montgomery multiplications in terms of memory access and real implementa-
tions on 8-bit AVR processor.

Memory Access. The number of memory access should be concerned because
the operations are extremely expensive on embedded processors. OPF-CIOC
consists of two main bodies. The Part 1 conducts multiplication on operand by
n−m. We adopted (consecutive) operand caching method where the number of
load and store instructions is 2(n−m)2/c and (n−m)2/c+(n−m), respectively.
Part 2 conducts integrated multiplication and reduction which needs to load
intermediate results by 2 · (n − m) and operands A and B by 2n for remaining
multiplications. For reduction, we load modulus (M) by 16-bit. In case of store
instruction, final results are stored by 2n times because after reduction process,
length of results are reduced from 4n to 2n. Finally total costs of load and
store for OPF-CI(C)OC are 2(n − m)2/c + 4n − 2m and (n − m)2/c + 3n − m,
respectively.

Evaluation on 8-Bit Platform ATmega128. On an AVR platform, each
mul, load and store instruction consumes 2 clock cycles, while other arithmetic
and logical operations need 1 clock cycle. Target board runs at a frequency of
7.3728 MHz and program is evaluated using AVR studio 6.0.

In Table 3, performance evaluations of OPF-Montgomery algorithm are
described. In ACNS’14, works by [13] adopted FIPS because this method is
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Fig. 5. Coarsely integrated operand caching for optimal prime field in 160-bit

readily integrating the reduction and multiplication and requiring small number
of registers. They achieved 3237, 4500, 5971 and 7650 clock cycles for 160-,
192-, 224- and 256-bit OPF-Montgomery multiplications. For comparison, the
proposed OPF-CIOC method achieves 3116, 4288, 5650 and 7258 clock cycles.
The performance gains are from 3.7 ∼ 5 %. The reason to draw high perfor-
mance enhancement is we adopt the most advanced multiplication for OPF-
Montgomery multiplication and finely integrated multiplication and reduction
processes. To do this, we divided OC and COC methods into two parts and then
integrated second part of multiplication with reduction process. This approach
challenges to current OPF-FIPS and breaks the speed records. Furthermore,
our method is implemented in a constant-time way and therefore resists against
simple power analysis attack.
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Table 3. Execution time (in clock cycles) of OPF-montgomery multiplication for dif-
ferent operand lengths on the ATmega128.

Algorithms 160 192 224 256

OPF-FIPS [4] 5239 7070 n/a n/a

OPF-FIPS [1] 3588 n/a n/a n/a

OPF-FIPS [19] 3542 4851 6545 8091

OPF-FIPS [10,13] 3237 4500 5971 7650

This work (OPF-CIOC) 3116 4288 5650 7258

This work (OPF-CICOC) 3116 4288 5668 7250

6 Conclusion and Future Work

In this paper, we presented novel Optimal Prime Field Montgomery multipli-
cation over embedded microprocessors. For high performance enhancements, we
integrated previous best known multiplications with OPF reduction process.
This is first trial to combine OC and COC with OPF Montgomery reduction.
The design is highly exploiting limited number of registers together with high
performance gains. In order to measure power of proposed method, we imple-
mented the method on representative 8-bit RISC processor. Finally, we achieved
remarkable performance enhancements by 5 % than previous best known results.

A future work based on this work is to evaluate the proposed technique for
the modular squaring over OPFs. Furthermore, it would also be interesting to
apply the proposed method to enhance the performance of elliptic curve cryp-
tography over OPFs on resource constrained devices, similar as the work [12],
which employed COC methods to push the speed limit of NIST curve on 8-bit
AVR processors.
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curve cryptography for smart dust. In: Zhang, X., Qiao, D. (eds.) QShine 2010.
LNICST, vol. 74, pp. 623–634. Springer, Heidelberg (2012)

5. Gura, N., Patel, A., Wander, A., Eberle, H., Shantz, S.C.: Comparing elliptic curve
cryptography and RSA on 8-bit CPUs. In: Joye, M., Quisquater, J.-J. (eds.) CHES
2004. LNCS, vol. 3156, pp. 119–132. Springer, Heidelberg (2004)

6. Hankerson, D., Vanstone, S., Menezes, A.J.: Guide to Elliptic Curve Cryptography.
Springer, New York (2004)



Improved Modular Multiplication for Optimal Prime Fields 161

7. Hutter, M., Wenger, E.: Fast multi-precision multiplication for public-key cryptog-
raphy on embedded microprocessors. In: Preneel, B., Takagi, T. (eds.) CHES 2011.
LNCS, vol. 6917, pp. 459–474. Springer, Heidelberg (2011)
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Abstract. Recent mobile communication developments and the penetration of
smartphones are spurring the increase of the number of smart devices owned by
individuals. Mobile devices, because of the multitude of services they provide
other than simple communication have become deeply rooted into each indi-
vidual’s life. This development has spread into the work environment spawning
a new trend commonly known as BYOD (bring your own device). However,
with this trend serious security issues are emerging as a diversity of personal
devices with unreliable security are increasingly accessing the typically closed
intranets of conventional work environments. Corporations want to improve
their productivity by taking advantage of the benefits of BYOD but it is difficult
to handle an open BYOD work environment with current security technologies.
This study analyzes the characteristics of BYOD environments, current threats
to security and required security technologies, and presents a security frame-
work suitable for BYOD environments. The framework presented here can
manage a variety of devices despite their disparate operating systems and also
control network factors according to the nature of the habits of BYOD users.
As it is not based on IP or port-based analysis, which had been primarily used in
the past, but on high quality, context information.

Keywords: BYOD � Context � Access control � Security policy � Behavior
pattern

1 Introduction

The broad penetration of Internet infrastructure and mobile communication develop-
ments has brought huge changes to society. As the number of portable mobile devices
like smartphones with their plethora of uses has surged, they have become deeply
rooted into the social lives of their users, not merely a means of simple communication.
Such a trend has spread into the work environment emerging as BYOD (bring your
own device) [1]. BYOD is the concept of workers using their personal devices at work.
It refers to the concept and policy of permitting employees to bring their own mobile
devices (smartphones, laptops, tablets, etc.) to their workplace and use them to access
the internal IT resources of their workplace such as databases and applications. From a
corporate perspective, BYOD is expected to provide speed, efficiency and productivity
by having work tasks completed more efficiently. In addition, using personal devices
eliminates the cost burden of supplying additional devices for work. Therefore, many
corporations are mulling whether to adopt BYOD even though many people are already
using their personal devices at work without their employer being fully prepared.
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However, security issues are rising to be a priority concern as diverse personal
devices with disparate operating systems and unreliable security are accessing typically
closed and conventional intranets of work environments [2]. Current work environ-
ments typically operate a static security policy, allocating IPs and verifying MAC
(Media Access Control) on PCs. Also, additional agents like PMS (Patch Management
System) are installed on PCs used at corporate offices, creating work areas within their
control. On the other hand, it is not easy to place smart devices owned by individuals
under control as they are highly portable and their managerial cycles are unpredictable.
They are frequently replaced and prone to be lost or stolen, making it impossible to
predict any change from a managerial perspective. Symantec Project Honeystick [4] for
example, has proven that accessing the internal infrastructure of a corporation with a
lost/stolen personal device happens quite frequently. In fact, 25 % of employees in the
US have had their personal devices used at work infected by malicious codes or
hacked. Therefore, security is the top priority when considering the introduction of
BYOD [3].

It is difficult for security technologies suitable for conventional, closed work
environments to proactively address such a change. In particular, the reality is that, in
order to protect corporate information, the areas to cover have significantly diversified
and increased compared to the past, including changes in ownership of personal
devices, establishing a security policy suitable for the deployed network environment
(i.e. intranet, mobile), and monitoring personal behavior after access.

This study analyzed BYOD environments depending on user behavior patterns and
presents a more comprehensive and flexible security framework. It is not corporations
but users, devices and data that are central to any BYOD environment. This study
addressed security policies through generalization of the behavior of each object and
surrounding factors, which are applied as policy factors. Also, since individual
behavior patterns are predictable based on various access environments and person-
alized device usage patterns, this study presents a security framework that detects loss,
theft and malicious access of devices on the back of these patterns, and selectively finds
malicious behaviors through multi-level control.

2 BYOD Environments and Security Threats

2.1 BYOD Environments

BYOD (bring your own device) is the concept of using personal devices at work.
It refers to the concept and policy of permitting employees to bring their own mobile
devices (smartphones, laptops, tablets etc.) to their workplace and use them to access
the internal IT resources of their work place such as databases and applications. BYOD
implementation entails close scrutiny of the technologies and security measures
involved.

The emergence of BYOD has transformed corporate internal infrastructure from
being a closed environment to an open one. In other words, employees can now ac-cess
work and service servers, which used to exist only in the corporate intranet, via the
Internet with their personal smart device. Corporate data, which used to be processed
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and stored by corporate-owned equipment in a closed environment, can now be pro-
cessed and stored by individually-owned devices in an open environment. Ownership,
administration and control over devices have moved over to individual users from the
IT departments of corporations as shown Fig. 1.

According to a Cisco survey of over 600 companies in 2012, 95 % had already
permitted employees to use their personal smart devices at their workplace and decided
that this enhanced employees’ productivity. However, the emergence of a new IT
environment like BYOD heightens security threats as much as it expands convenience.
One of the causes that raise such security threats is the issue of how to control a system
comprised of a wide variety of devices operating on a variety of operating systems and
running a variety of apps. Currently countless manufacturers are making smart devices
with a variety of operating systems. According to a research study conducted by
OpenSignal in 2012, there were no fewer than 3,997 devices using An-droid, around
70 % of which used operating systems modified by their manufacturers. Problems lie
not only in such devices themselves, but also in that important corporate information is
leaked due to negligence in controlling the device, and the fact that it is difficult to
efficiently control personal devices due to the frequency of their replacement.

There is no doubt that all users including individuals, corporations and institutions
need to invest in information security in proportion to the benefit of convenience they
bring. According to an IT World survey conducted in 2013 of over 1,192 corporate IT
supervisors, it was found that the supervisors emphasized security as the top concern of
introducing BYOD.

2.2 Security Threats

In conventional enterprise environments, devices that can access corporate infra-
structure are fixed. Through IPs and MACs that are kept static, it is known which
devices are currently accessing the corporate network. Also, it is easy to install data

Fig. 1. Change of enterprise workspace
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control programs in corporate-owned devices if necessary. That is, in conventional
enterprise environments, the principal body that accesses the corporate network and the
ways to control it are fixed, and it is possible to control them to some extent de-pending
on the security policy of the corporation.

However, in a BYOD environment, personal devices of many different kinds access
a variety of environments. Mobile devices, typically based either on iOS or An-droid,
run on countless, fragmented operating systems and versions customized by their
manufacturers. They can access via wired and wireless Internet or mobile networks.
Access location can be expanded within local or from abroad, or from inside or outside
one’s company. Moreover, it is difficult to determine the security level of personal
devices being maintained if at all.

Given such circumstances, the largest security threat is information leakage. It is
assumable that someone can access corporate infrastructure via a personal device and
send confidential corporate information to an external party via the same device.
Malicious intent of a user, infection by a malicious code or a stolen/snatched device can
cause such a situation.

For the purpose of analysis, security weaknesses that can cause information leaks
can be categorized into users, devices and services. Users can be further classified
according to the type of identity theft as either an unauthorized user or a user with
malicious intent. Devices can be classified into those infected by a malicious code or
those stolen/snatched. Identity theft occurring while the user is unawares is one of the
most difficult situations for a corporation to control. From the service provider’s
side that has many access points, web hacking from both inside or outside must
be considered.

3 Security Requirements for BYOD Environments
and Limitations of Conventional Security Technologies

3.1 Security Requirements for BYOD Environments

BYOD has diversified work patterns that had previously been standardized and rather
conventional in nature. However, these changes have brought with them a variety of
inherent security weaknesses that can lead to information leakage. In this light, security
requirements for enterprise security in BYOD environments were analyzed as follows.

When analyzing security requirements in BYOD environments, a primary consid-
eration can be the security requirements of the principal body. First, users need a stricter
and more flexible authentication technology. Unconditional adherence to a stricter
authentication is not desirable to corporate productivity. A proper means should be
devised factoring in the objects to be protected by each corporation and its level of
security. The policy should not be fixed but rather a flexible one that is selectively
applicable in many different environments. Second, it should be possible to efficiently
control personal devices that tend to be frequently replaced. It is mandatory to track
which devices are currently in use, those that have not been in use for a long time, and to
register new devices. Third, on the services side, it is required to monitor which user uses
which information and with which device. Monitoring users on their information usage
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should mean being able to not only watch user access but also do high-level monitoring
on post-access behaviors, real-time inspection of potential violation of policies, and
dynamic control. When it comes to control, in particular, flexible implementation of
policies is needed such as applying a higher-grade security level to suspicious areas
rather than just blocking access. Moreover, many environment factors and diverse
devices in a BYOD environment make it highly likely to incur personalized charac-
teristics such as access time, location and information of choice. Therefore, extracting
such behavioral traits and turning them into a pattern can make it easier to analyze
abnormal behaviors that are not a violation of policy. That is, it is necessary to ensure:

• automatic controls to respond to user/device changes
• control of personalized behaviors
• operation of security policies suitable to diverse environments
• establishment of high-level, flexible security policies

Factoring in such issues, technological requirements are defined as follows.

Smart Context Mining. In order to identify complex and rapidly changing environ-
ment easily, it need meaningful information to administrator. (Access environments of
accessing devices/users from network-based and agent-based analysis).

Smart Behavior Insight. In order to analyze a personalized pattern of the various
environmental factors, it need a high-level analysis function that able to inference
behavior by analyzing the context during pre-admission and post-admission.

Smart Access Control (Context-based Security Policy Administration, Multi-level
Dynamic Control). In order to keep as much as possible the availability in a variety of
situations, it need flexible and differential management policy according to security
level.

3.2 Limitations of Conventional Security Technologies

It is difficult to replace security technologies required by BYOD with conventional
ones. Using a personal device at work itself is a new concept, so the closed working
environment of the past has inadvertently transformed into an open one. Therefore,
conventional static security technologies cannot satisfy security requirements of BYOD
environments. The limitations of conventional security technologies are analyzed as
follows:

Difficulties in Controlling Devices: Considering the static nature of conventional work
environments, identifying a new device attempting to access and register it costs a lot
as it incurs a change to the existing fixed structure that is systemized for conventional
reception. However, in a BYOD environment, frequent changes in device control occur
due to the characteristics of personal devices. This makes it challenging to address such
changes.

Inflexible Security Policies (Control by Security Level): Conventional security
policies are implemented based on individual, department and assignment criteria. In a
BYOD environment, however, users who work on the same assignment within the
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same department are on different security levels, depending on whether they access
from inside the organization or outside, whether they use a smartphone or a laptop, and
whether they use an unreliable open wireless LAN or a mobile network. Such factors
are crucial in judging the level of security of an accessing device. Still, with con-
ventional security policies, it is challenging to control these diverse factors in a flexible
manner.

Monitoring Post-access Behavior: The purpose of monitoring is to identify a behavior
that is suspicious or violates policies from the perspective of security. Convention-al
monitoring is based on the network, which depends on low-level information like
traffic volume of two-way transmission. Given that the transmission format and users’
behavioral patterns differ depending on the characteristics of each device, it is neces-
sary to prepare measures for high-level monitoring that take these factors into account.

4 Related Works

As BYOD has become a hot topic of the industry, many security companies have
rushed to release solutions. BYOD related solutions typically emphasize control of the
devices. Here, control implies many things; it expands controls mostly available in
conventional work environments to personal devices (starting with the security of a
device to authentication, registration and data input/output). Its ultimate goal is to
secure control over personal devices’ access to enterprise data, but its approach is
different.

First, network-based technology traditionally handles control and authentication of
accessing devices at a network level like an NAC (Network Access Control) [5].
Controlling a network can eliminate the dependency of personal devices but has limited
control about post admission.

Second, there is device-based control technology such as MDM (Mobile Device
Management) [6]. Centralized remote control of a device is enabled by installing a
control agent. This can be a fault-proof way for control but installation of a control agent
in personal devices may make users uncomfortable. In fact, corporations implement this
type of control policy for strict control but challenges remain when distributing such an
agent to personal devices. In addition, mobile devices are constantly evolving so it is
necessary for corporations to continuously distribute agents to address this, which is not
an easy decision to make considering the hefty costs involved.

Lastly, there is hybrid-type control technology that combines both network-based
and device-based technologies. This enables corporations to take a more flexible
approach depending on their situation. More efficient implementation can be achieved
by opting for device-based control on the areas that require strict control, while per-
forming network-based control on areas that need more flexibility. These are the
technologies that are in place currently, but it is difficult to address the absence of
implementation policies and the needs for higher-level monitoring on behavior.

In point of behavior analysis, a behavior-based NAC model was proposed at [7].
This model is classified into groups according to the roles of each network object as
pre-defined. When new object access, each group decides the degree of similarity
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through group voting, then decision for entry. In addition, after entry, it is examined
behaviors of a new object deciding whether or not through group voting by the
respective group members. In [8], a method to detect current abnormalities based on
network traffic characteristics, such as past packet count, in 3G mobile network
environment was proposed. Unlike a wired network, a mobile network displays dif-
ferent traffic characteristics according to such environments as time and day of the
week. Therefore, considering time and day of the week elements, this method performs
comparative analysis for current behaviors against behavioral patterns of the past under
a similar environment.

5 Security Framework in BYOD Environments

A corporation should be able to maintain its required levels of security depending on
the roles and objectives of the employees and the value and types of information it
owns. Also, it should ensure that its policies to maintain such levels of security are
based on a sophisticated system that is manageable in an intuitive and flexible manner
while incorporating many complex elements. As such, we propose smart access control
for BYOD environments, which defines context based on context.

Unlike conventional methods that rely on such components as TCP/IP or user
groups, the proposed method is (1) more intuitive, (2) able to define behaviors and
context available to be used as policies, (3) transform user behavior into a pattern,
and (4) combine various environment factors to establish effective policies.

Also, it is constructed in a hybrid format, minimizing its dependency on agents and
factors in a control framework that links analysis of the network with existing security
equipment (Fig. 2).

Fig. 2. Proposed BYOD security framework
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5.1 Smart Context Mining

Context identifies subjects including users, devices and data, and defines access
environment factors like time, location and network. It also includes actions like
inquiry, registration, modification and deletion.

Device/User Context: Personal information data such as user identity or group
information are objects to be identified. Device information consists of types, operating
systems, browsers and installed programs. Usually, this information can be extracted
from the User-Agent of HTTP header [9], Geo API [10], and analyzed using device
fingerprinting methods like OS fingerprinting [11], browser fingerprinting [12], etc.

Access Environment Context. When, where and via which network a device accesses
enterprise network. It does not simply state the time of access but generalizes such
information into a meaningful context such as clock-in time and hours worked. Access
locations are divided into domestic and overseas. Domestic locations are further
divided into inside/outside the company, and GPS information is included when
available.

Service Use Context. Objects of access like the URI and database table, and use
behavior. Here, access resources are identified by analyzing the URI which includes
information of the HTTP header such as the GET and POST. Furthermore, use
behavior can be analyzed (inquiry, registration, modification and deletion) by mapping
them with database usage on the back end of the WAS.

Context collecting requires various traffic analysis techniques. It basically needs
device/OS fingerprinting and an agent that can be installed to collect authentication
request/result information from the authentication system and GPS information of
devices. However, the agent is not a must in this proposal. Depending on policy, it
separately defines context that needs to be collected and requests installation of the agent.

Most contexts are collected in a network but some need analysis on access status.
For example, when a user uses two devices at once, context cannot be collected on a
device level. Instead, it can be identified whether a user is on multiple devices by
controlling the access status activated in the collection system.

5.2 Smart Behavioral Insight

When a user or a device accesses the enterprise network, various environment com-
ponents are collected through context. Once a certain amount of behaviors are
ac-cumulated, a user’s set of behaviors can be turned into a pattern. A profile is defined
based on the users past behavioral pattern. By managing this profile, one can man-age
the history of the user and his/her device.

Context needs to be specified in order to turn behaviors into a pattern. Depending
on the characteristics of a corporation or department, behaviors can be generalized
based on such components as devices used, access time and access day (i.e. weekday or
weekend). Here, it must be configured that a user’s behavior maps with one of the
context components that are comprised as a discrete set. In this case, user behaviors can
be described in a standardized format.
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To create a discriminating behavioral pattern, it is important to select components
that will comprise a behavior. A behavior has a set of behavioral components. A user
has one behavioral component of each behavior. For instance, when Behavior A is
“access time”, its behavioral components can be set as {a1: AM, a2: PM} or
{a1:0H*6H, a2:6H*18H, a3:18H*24H}. Then, when a set of behaviors by a user
or a device is defined Behavior A = {a1, a2,…, ai}, Behavior B = {b1, b2,…, bj},…,
Behavior N = {n1, n2,…, nk}, the current behavior of a user can be modeled as {ax, by,
…, nz}.

User behavior = {ax,by,…,nz} (A = {a1, a2,…, ai}) (Fig. 3).

Accumulating information on behaviors can analyze a user’s access pattern in each
context. Using Bayesian Inference [13], its likelihood can be estimated by analyzing
how often each context component occurs and which behavioral component is highly
likely to occur along with a specific behavioral component Fig. 4. Bayesian Probability
theory generally used in SPAM classification based on frequency of a word in relation
to word composition of a document [14]. In this study is not to decide a specific
behavior pattern as abnormal, but to decide patterns different from the existing to be
abnormal. Once the probability of each behavioral component is analyzed, overall

Fig. 3. User behavior model

Fig. 4. Possibility analysis of behavior with other factor by bayesian inference
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probability can be derived by placing weightings on each behavioral component (which
factors in work characteristics) and using the weighted average based on this.
Weightings can be placed either across the board or per work unit. Discriminating
behavioral components can get a higher weighting based on the analysis of the user’s
past behavioral data. As each individual differs in the way he/she uses a device at work
and how much of his/her behavior has been turned into a pattern, weightings can be
based on entropy analysis of an individual’s behavioral components.

5.3 Context-Based Security Policy Administration

In order to maintain proper security levels per context, it should be possible to rec-
ognize a context and apply a dynamic policy accordingly. For instance, an access from
a foreign country with a vulnerable Internet environment must go through a certain
security app, while an access from a domestic location is only allowed to make inquiry
into specific services. Environment components including user identity and device
types should be factored in when determining enforcement of security policies.

As such, in a BYOD environment, each given situation should be identified with
con-text and policies enforced based on it. A security policy must include at least one
context and allow its administrator to configure the range and level of control with
flexibility. An administrator-friendly GUI that can visually show the relations of
sequence and inclusion is a must as policies need to utilize many components.

Determining which policy to apply can be based on users’ access and use cycles.
That is, there is a policy for when a device approaches an enterprise network, another
one for real-time monitoring of violations after a device is connected, and yet
another one for constant monitoring across the board. Also, once connected, the device
should be monitored to detect any violation of the policy (that only includes constant
context such as accessing user and device), and the operating system of the device
within an activated session. A policy that includes changeable context such as location
and type of services accessed needs to be continuously monitored for potential vio-
lation until the device is disconnected.

As the number of established policies increases, processing policies may hinder
performance. This is because there is a policy to be enforced when a device approaches
an enterprise network and another one for real-time monitoring after a device is con-
nected. In such a situation, monitoring performance can be improved by structuring
policies into a decision tree as policies are comprised of a limited number of context
components.

5.4 Multi-level Dynamic Control

When a policy is violated or a suspicious access/use behavior occurs, no benefit of
BYOD can be earned from simply cutting them off. Uniform ways of control are bound
to lower usability no matter how diverse context-based policies are operated. As such,
BYOD maintains continuity of work while keeping more robust authentication meth-
ods or stricter control over devices for more precise judgment when detecting a vio-
lation of policy or suspicious abnormal behavior. Extreme control such as immediate
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cut-off should be enforced for mission-critical areas of a corporation. However, a multi-
level control policy is required to verify suspicious behaviors or violations of policy.
Multi-factor authentication using OTP or installation of an agent to gain control over a
device is an example of multi-level control policy. When an access deviates signifi-
cantly from a user’s usual access pattern, a strengthened multi-factor authentication
verifies the user one more time before giving permission. A user who is on a business
trip to a country with vulnerable security should install an agent in his access device to
temporarily raise its level of security as required. In addition, if an unusual volume of
information is requested or a scarcely used service is accessed, enforcing extra security
controls can keep the level of security of a corporation in a dynamic and flexible
manner.

Such control requires real-time collection of context and immediate control mea-
sures to detect any violation of policy or suspicious behavior. To ensure actual control,
it must be coupled with authentication portals like the captive portal tech-nique or
security equipment like NAC and the firewall (web firewall) already in place by cor-
porations. Most couplings can be done through a standardized method like SNMP but
also made available using a separate API. Another option is to couple with equipment
like an MDM that controls data inside a device.

6 Conclusion

The practice of BYOD has diversified the previously standardized conventional work
environment. Such diversification has made it difficult to control security with tradi-
tional security equipment. Security threats like information leaks, challenges in man-
aging personal devices, and establishing effective security policies are major challenges
hindering the spread of BYOD environments.

Given that users are already using their personal devices at work, however, cor-
porations should utilize them to raise productivity rather than restrict them all. In order
to achieve this, developing security technologies is required to analyze and address
security threats in BYOD environments. This study defined smart access control as a
security technology required for BYOD environments and proposed a security
framework that satisfies such a requirement. The proposed security framework for
BYOD environments can transform low-level information into an intuitively mean-
ingful context. It also allows corporations to establish context-based, flexible security
policies using accessing objects, access environments and use behaviors, and control
policies for each level depending on context. In addition, by modeling user’s behav-
ioral patterns as a context, it creates profiles for personalized patterns, based on whether
it can detect abnormal behaviors that were not previously recognizable, thereby
enforcing stricter security policies to enlarge the possibility of behavior-based
detection.
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Abstract. This study proposes a highly scalable, autonomous, and easy to
implement mobile device-centric cloud (MDCC) model for secure device-to-
device (D2D) sharing and user-centric services. Users of a certain sociological
relation are connected via mobile devices and based on short secret sharing the
mobile devices initiate an autonomous and tiny mobile data center with an
elected broker. The broker administrates physical network attachments, resource
associations, and multimedia service brokering such that quantitative security
service level agreements (SLA) in addition to streaming quality SLAs are
configured. Content owners or producers in the MDCC immediately share
digital contents without uploading to a specific cloud server. Two examples
are implemented. The first is video broadcasting and the second is service
coverage extension of a DLNA LAN by associating the DLNA gateway with
MDCC to securely publish contents outward over the Internet and to get con-
tents from outside the LAN. Both examples show that secure D2D sharing are
achieved with high scalability and autonomy while anxiety of security issues of
traditional big data centers is relieved.

Keywords: Mobile cloud computing � Device-Centric cloud � User-Centric
service � Device-to-Device sharing � Information security

1 Introduction

Traditional content sharing is through big data centers – upload then share. However,
security issues arise because a user always has no idea what would happen to the
uploaded content and the big data centers give no warranty. The security issues include
privileged user access, regulatory compliance, data location, data segregation, recov-
ery, and investigative support, as mentioned in [1–3]. The primary cause of these
anxieties is because the contents to be shared are totally out of management from the
producer since these contents were uploaded. However, this is the basic nature of
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traditional cloud computing – resources are virtualized and allocation of resources is
always transparent. Proposed in [4] is a security sharing framework with parameter (n,
k) such that quantitative service level agreement (SLA) for security in cloud storage
service can be customized. However, neither mobility nor social network-based peer
sharing among mobile devices were supported in [4]. The mobile-centric computing
model, People as a Service (PeaaS), proposed in [5] is able to generate and keep
sociological profiles of users such that these profiles can be securely provided to third
parties. Users are aware of access control of these profiles for contributing to collective
sociological information. However, we still need a cloud computing architecture based
on mobile devices to achieve social network defined quantitative SLA.

In this paper we propose and implement a mobile device-centric cloud (MDCC)
computing architecture which provides a tradeoff between security and service off-
loading. In this model, devices are contents producers, service providers, and con-
sumers at the same time. When sharing with friends, such as streaming a video to an
individual or a group of users, a mobile device acts as contents producer and service
provider. Thus, the user providing service can configure the access right, compliance
setting, data distribution, and logging of the contents to be shared. To maintain a certain
level of resource transparency, autonomous and scalability are the primary concerns.
After the configuration, the system management and control are then transparent. When
acting a consumer such as receiving video streams, a user remains to be not necessarily
aware of resources status. For example, CPU and memory usage, network topology,
and bandwidth allocation are remained transparent to the consumers.

Different from traditional peer to peer (P2P) sharing, the proposed MDCC model
provides not only sharing of files but also sharing of IT resources. Furthermore, the
grouping of the cloud devices is based on a specific social relation, which can be
instantly created and conducted. For example, a group of friends in a coffee shop
nearby a famous scenic spot are to share their video and photos taken a few minutes
ago and to share in multimedia contents of people who are still strolling outside. The
D2D sharing does not need a specific server. The attending devices group together
becoming a temporary tiny cloud to provide and to acquire services. It is not necessary
to connect to the Internet if the requested services are available in the tiny MDCC.
A broker among the attending devices is elected to monitor resources status and to
connect to the Internet if necessary. The autonomously and dynamically grouped
MDCC is also different from those cloudlets that use a proximate small data centers for
users to subscribe in [6–8].

Device-to-device (D2D) sharing is still a new research field and hence the security
issues are still not much addressed yet. Security of mobile device-centric cloud com-
puting is still an open research challenge [9]. In this paper, the proposed model com-
promises resource virtualization and security. People with this model see what’s going
on while do not have to know how and where the service be retrieved. Thus, the security
anxieties of traditional cloud computing are relieved by the following advantages:

• Social network-privileged user access: the authorization and authentication are
configured by user who produced the contents since the MDCC is created based on
social network profiles. Furthermore, adopting (n, k) security sharing, security is
also parameterized into levels.
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• Reliability against mobility: the mobility in traditional mobile cloud computing
usually refers to that clients are mobile. In MDCC, a device has multiple roles.
Therefore, with (n,k) secret sharing, member device detachment does not cause
service failure if number of available shares is greater than the threshold k.

• Regulatory compliance: the proposed architecture is dedicated to portable devices
which use the same implemented APP. The APP invokes the broker election pro-
cedure and then broker regulate the attending devices.

• Data location: The users publishing contents for sharing are aware of physical
location of the cloud, e.g. the coffee shop nearby certain scenic spots.

• Recovery: a user is responsible for maintaining their contents while recovery is not
an issue for D2D sharing.

• Investigative support: all requests and task assignments are logged. These logs can
be used for later analysis for detection of free-riding or attacking of malware.
Accounting is also achievable by analyzing the log.

This paper is organized as follows. Section 2 gives the system architecture
including broker’s internal queuing structure and essential subsystems. Section 3
depicts the messaging protocols including broker election, MDCC grouping, service
request forwarding and execution. In Sect. 4, exemplar implementations of the MDCC
are conducted to see the effectiveness on D2D sharing. Evaluations and open security
issues of the MDCC are discussed in Sect. 5. Finally, we give conclusion in Sect. 6.

2 System Architecture

The MDCC system includes large amount of resources in user devices. We assume
each user’s resource list including IT resource status, lists of digital contents, and
personal information is protected by the (n, k) secret sharing scheme. At the very first
stage, n proximate users (initiators) of a sociological relation present resource lists for
initiating a MDCC group analog to clubs or fans groups in Facebook. Every resource
list has a respective security level defined by (n, k) and is encrypted with a password
key (PWK). The aggregation of the resource lists from members is called the MDCC
profile. The initiators possess enough number of secrets (PWKs) to maintain admin-
istration of the MDCC. On the management aspect, to adapt to the dynamics such as
dynamic joining and leaving the system domain caused by user mobility, or device
failure, we exploit adaptive brokering mechanism to tackle these uncertain dynamics of
the mobile ad hoc network. Furthermore, MDCC is scalable due to the joining protocol
of each new member is common to all the other devices in the MDCC. Here, we
present the components in the MDCC before we present the protocols in Sect. 3.

2.1 Member Devices

The member devices are facilitated with Web servers such that digital contents are
indexed with URL addresses. For devices in a DLNA LAN, we publish content list in
the Web server of the DNLA gateway. Thus, the DLNA gateway becomes a member
devices and it also forward requests to the broker such that other devices also share
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contents with DLNA devices. A member attaches to a group after successful authenti-
cation by the broker and presents his resource lists to associate with the MDCC. For each
resource list protected by the (n, k) secret sharing, all other member device stores a key
split and data split distributed from the broker. A resource list is available if the number of
splits distributed in members is greater than the threshold k. That is, the number of devices
is greater than k. Thus, reliability of accessing MDCC resources is quantitatively mea-
surable according to events of user leaving and physical connection failure.

2.2 Broker

An MDCC is managed by a broker administrating network connectivity, member
association, request processing, content searching, and task assignment. As shown in
Fig. 1, a MDCC broker is either dynamically elected among initiators according to the
resources status or chosen from a trusted server. The MDCC is similar to the small data
center proposed in [6, 7], owned by a smaller business unit such as a coffee shop or a
clinic. However, what different from [6, 7] is that an MDCC is autonomously grouped
by user devices which also share resources with others. The broker optionally connects
to the Internet. In the proposed architecture, contents and computational resources in
each device are virtualized.

2.3 Broker Internal Architecture

As shown in Fig. 2, the internal architecture comprises queues of requests and tasks, a
feedback control loop and logging units. A feedback control loop further comprises
three subsystems including Cloud Inspection Subsystem (CIS), Cloud Control Sub-
system (CCS), and Cloud Execution Subsystem (CES) which are analog to observer,
controller, and plant respectively in a classic feedback control system. The respective
functions of CIS, CCS and CES are described as follows.

(1) CIS — Cloud Inspection Subsystem. A CIS subsystem receives state updates
sourced from local virtual machines (VMs) and member devices. As an observer,
it filters system states including member devices’ remaining IT resources and
multimedia contents distribution. Then, it retrieves and updates MDCC profile.
Thus, the CIS database becomes distributed. The CIS writes the observed
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Fig. 1. MDCC network topology.
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information to the CIS database for CCS’s reference on performing management
and control. The digital content list is indexed with URL contents. For the statuses
of remaining IT resources, the CIS aggregate them in percentages in the total
inside MDCC respectively according to each member device’s respective CPU
ability, memory/storage size, available bandwidths, and battery energy.

(2) CCS — Cloud Control Subsystem. The broker’s CCS determines distribution of
new MDCC splits to members on CIS accomplishing update of a resource list.
The CCS also locates splits for recovering a resource list. Then, the CCS checks
the request with its CIS database to see which devices are able to serve a
requesting member. If the requested service is available, the serving member
devices are assigned with tasks to provision the requested service. Otherwise, the
request is dropped. The simplest assigned tasks for sharing multimedia contents
are web services indexed by URL addresses of the contents. Having a URL
address replied from the broker, the requester invokes multimedia streaming
service. The CCS checks with CIS’s monitoring about availability of computa-
tional resources for streaming. Thus, for the pure streaming case, service pro-
vider’s IT resources are shared to the requester (consumer) by the MDCC
brokering scheme. Simple SLA such as streaming and video qualities are included
in a multimedia streaming request.

(3) CES — Cloud Execution Subsystem. The CES is an actuator of the control loop
in Fig. 2. The main mission of the CES submission is to receive CCS’s controls
and task assignments, then either invokes local VMs or forwards the task
assignments to members. It makes members transparent to the CCS as if it is the
single plant of the CCS controller. Actually, it regards local VMs its members.
The task execution results and state updates from members are filtered by the CIS
for database refreshment. Since it is CES executing tasks rather than the CCS, the
CCS is able to process next request queued in the “Request Queue” in Fig. 2
without waiting for the end of current job execution.

3 Protocol Design

In this section, we depict messaging protocols for MDCC network virtualization. The
virtualization is accomplished by summarizing IT resources and multimedia contents in
XML lists to update the broker’s CIS database when the member devices are associ-
ating with the group. The CIS is the primary reference for CCS’s resource allocation to
assign service tasks corresponding to a request.

3.1 Broker Election

Before grouping members, the broker is selected. The broker selection has two ways. In
the first way, as Fig. 3(a), the broker is selected by an existing proximate server which
chooses the device of highest score as the cloudlet broker according to the sorted IT
resource status updates. The second way, as Fig. 3(b), is via election that all the user
devices broadcast their resource states and each one performs the same scoring as in the
first way. Both ways are securely performed since message exchanges of states (j, lk)
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are PWK-encrypted. The score evaluation can be multi-concerned. In this paper, the
scoring results in electing the most computational ability (CPU power and memory
size) as the cloudlet broker. Other selection algorithms can also be chosen for opti-
mizations of different metrics. On selected, the broker which is also a user device,
invoke its CCS to grant the admissions of attachment and associate requests and it
control CES to form a device-centric cloud. In case there is a broker leaving or failure
occurrence, the broker election is reinitialized. A malicious device cannot be elected as
the broker since it cannot have enough secrets to pretend one of the initiators. That is, a
later broker is elected only from the MDCC initiators.

3.2 Member Attachment

The admission of network attachment is the first phase of member grouping before
member associations. A member device requests attachment for physical network
connection. The attachment is conducted by the broker. The broker assigns port
number for each requesting device. A device use the port for later authentication
purpose. Being authenticated, a requesting device can then request for association with
the MDCC.

3.3 Device Association

After physical network attachment, user configure resources’ security levels and access
rights quantitatively using thresholds (n, k) for sharing with others. The device infor-
mation is then collected in XML format for broker’s reference. In addition to device
information, a device ID can optionally comprises GPS coordinate, network port, and
IP fields for future authentication, authorization, and accounting (AAA) purposes.
When associating with a group, shown in Fig. 3, the member device j issues association
request “Associate req. state(j, lk)” for uploading resource lists lk of security
level k. The device j presents its ID and PWKs for the lists to the broker. The broker
partitions each list into n splits along with n key splits of the PWK respectively and
then it distributes the split pairs to all members including itself. The CIS database
records location of each split while the CCS maintain the records. A device j updates its
resource list using the request “Associate req. state(j, lk)” occasionally on update event,
on demand of the broker, or periodically. In this paper, we adopt event-driven updates
for digital contents.

3.4 Service Request and Execution

A user inputs service request containing a keyword of a media for content searching.
As shown in Fig. 3(c), the request is encrypted by PWK of a resource list and sent to
the broker for searching keyword in that list. When the request is received and
decrypted, the broker CCS module searches the keyword in the CIS database that
records the MDCC profile share locations. In this paper, the digital content indexing
methods are not studied since we are focusing MDCC cloud computing. On successful
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locating the requested media content, the URL of the content is encrypted using the
PWK of the resource list and sent to the requesting device. The URL includes port and
ID of the server. The serving device is selected by the broker to provide the service. We
noticed that only MDCC profile is distributed in member devices while the digital
contents are not. An owner or producer of contents does not have to launch large
amount of data transfers for uploading contents. Therefore, the content sharing based
on MDCC saves energy especially in a mobile wireless environment.

4 System Implementation and Examples

4.1 Virtualization

We implement an exemplar MDCC where the user devices include cellular phones,
tablets, laptops, and desktops. The cloudlets are grouped by user end devices.
A MDCC link could comprise more than one physical network hops while each hop
could be connected by WiFi, 3G, or wired Ethernet. Handhelds and tablets are
embedded with Android operating systems while desktops are facilitated with Win-
dows systems. Each device is further installed with a Java virtual machine (JVM), Web
server, and SQL/SQL-lite database system. A Windows system can comprise multiple
virtual machines (VMs) in addition to the JVM. The primary programming language is
Java for implementing CCS, CES, the broker queuing architecture (Fig. 2), and the
network virtualization connecting virtual machines. A SQL server plays as the CIS
subsystem and all devices are embedded with web servers for publishing digital con-
tents through the MDCC. Except JVM, all the VMs are managed by the Oracle Virtual
Box manager [10]. Similar to the platform Xen Cloud Platform [11], the manager is
domain 0 managing VMs identified as domain 1 to n and all the domains dwell in a
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desktop Windows physical machine (PM). Each Android system has only one VM, the
JVM. Each VM, JVM or not, acts as either a broker or a member.

4.2 System Operations

As shown in Fig. 4, we implement four system primary operations include network
attachment, member association, request forwarding, and service execution. The net-
work attachment is based on the network virtualization where VM machines are con-
nected. With the initial network connection, each VM member broadcasts its resource
list in XML format to elect the broker. Then, the admitted VM members use the ports
respectively assigned by the broker to synchronize the broker’s CIS SQL database with
their own. This finishes the member association. Then, users issue requests by entering
keyword and optional media quality in the Android GUI. A streaming request is
wrapped with source VM ID (IP, port, GPS coordinate), timeout, keyword, and quality.
Using keyword and quality to constitute the query, the broker returns the URLs of the
content to the requesting VM on successfully retrieving the resource splits, recovering
the resource list, and locating the server VM with available IT resource. Otherwise, the
broker returns an unavailable notification after timeout specification.

4.3 Examples

We illustrate three examples demonstrating that the proposed MDCC architecture
possesses dynamic task offloading ability using member resources such that existing
security techniques are easily applied.

Example (1) Video multicasting. The virtualization enables different type of devices
sharing multimedia contents via different physical network connections in real-time.
The physical environment is shown in Table 1 where we can see different network
interfaces are used. Phone 1 is elected as the broker. Since only phone 2 has the video,
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Fig. 4. Aggregation of resource list splits comprises keywords and IT resource states in a
broker’s CIS database.
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it is assigned as the multicasting server. Users turn in a specific broadcasting channel or
enter their requests forwarded to the broker, the broker and server then provide the URL
of the requested video to all the requesting devices if query of CIS database succeeded.
Via Java service API, the access of the video is automatically started while the streaming
task at the server side is in background. Note that the energy consumption of the server
would be high if the number of clients becomes large. Once the number of clients
exceeds a threshold, the broker assigns relaying task to one of the current clients to
forward its video packets to later incoming clients. Thus, the multicast streaming task is
offloaded. Shown in Fig. 5 is a handheld device elected as a broker logging the system
operation while the serving handheld is performing the multicasting task.

Example (2) Enabling DLNA/UPnP sharing over WAN. Traditionally, DLNA/
UPnP functions are available only inside the LAN where the DLNA device is
deployed. The proposed MDCC enables accesses of DLNA/UPnP resources over the

Table 1. Devices participating the MDCC of Example 1.

Device Laptop 1 Laptop 2 Phone 1 Phone 2 Tablet

Network IF Ethernet WiFi 3G WiFi WiFi
Media File none none none Video.mp4 none
PM OS Windows XP Windows 7 Android Android Android
VM JVM JVM JVM JVM JVM

Broker

Server

Fig. 5. In a video multicasting case, a broker is logging system operation and different types of
clients are playing the same video through different physical networks.

Table 2. Devices participating MDCC of Example 2.

Device Desktop PC Phone 1 Phone 2 (DLNA gateway)

Network IF Ethernet 3G WiFi
Media files none Video2.mp4 jay1.mp4, jay2.mp4
PM OS Windows XP Android Android
VM JVM JVM JVM
Location Kaohsiung (KH) Taipei (TP) Taipei (TP)
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Internet. The videos outside the LAN are also accessible to the DLNA devices. Table 2
lists the devices used in this example. We configure the DLNA gateway as a member
device which is embedded with a Web server such that each multimedia file in the LAN
is publishable via the Web server. We use a desktop PC as the broker in which the CIS
database is updated by the DLNA gateway and a 3G handheld device (Phone 1). To
show the network virtualization, the desktop PC is deployed in the KH City while the
DLNA LAN and the handheld device are in the TP City. These two cities are apart from
each other about 360 KM. The results that the DLNA LAN shares video with the
Internet are shown as Fig. 6(a)–(e), which are respectively resource list update in XML
format received by the broker, parsing result of the XML at the broker, logging the query
response at the broker, responded URLs that match the request keyword “jay”, and the
video stream decoded at the client side (phone1). For the device sharing its video with
the DLNA LAN, the request destined to the DLNA gateway is forwarded to the broker.
Then, on succeeded query, the URL of the video file in the 3G phone is responded via
the DLNA gateway to the requesting device. The results appear the same as Fig. 6
except the video and IT resources contents are different. The treatments to these two
sharing directions are the same and this reveals that resources are virtualized no matter
where they are.

(d) (e)

(b)(a) (c)

Fig. 6. Enabling DLNA/UPnP sharing over Internet: (a) The broker is receiving the resource list
(XML) from the DLNA gateway. (b) The parsing result of the resource list saying “hello” to
admit the DLNA gateway to join the MDCC. (c) Log of the successful query at the broker.
(d) Replied URL results on successful query of “jay.” (e) Video displayed on the requesting
device.
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5 Evaluations and Discussions

5.1 Scalability and Autonomy

From the above examples, we conclude that a MDCC is scalable since a broker can
group as many member devices as possible and the members are of different types
including single device, VM, and even a LAN (DLNA). The video sharing is also
scalable if the multicasting were relayed via some of the MDCC members. The
autonomous advantage comes from that the management is performed by the broker
which is elected among the mobile devices. The authentication of network attachment
and resource association are conducted by the broker in MDCC. In the future, the
authorization such as the conditional access of the media files can be configured by
each device and the configuration becomes part of XML resource list. The accounting
is also possible according to the statistics of IT resource usage and size of media files
shared in the sharing.

5.2 Complexity

The management complexity comes from partition of each resource list state(j, lk) into
n splits split(j, lk, m), encryption and decryption of splits, and distribute the splits. For
an MDCC with n members (include broker itself) each of which has average l lists,
there are n2l splits to distribute to n members. Since every resource list has much
smaller data size than multimedia files, the energy consumption and latency caused by
management overhead will not greater than that caused by uploading multimedia files
to a traditional cloud center. The broker undertakes most of the administration tasks.
Energy-aware broker election and grouping methodology will be developed for fairness
and better energy utilization.

5.3 Open Security Issues in MDCC

The common security anxiety of subscribed users of a big data center is that unseen of
how the shared contents are configured with access right, how and where they are kept,
whether and how the recovery procedure is provided, and how the access history is
logged. The anxiety mainly comes from that the contents are no longer under control of
users since they are uploaded to the big data center. The MDCC provides compromise
between the resource virtualization and security. Users remain control of data to be
shared with since they are produced. Thus, existing security techniques are available to
secure the MDCC computing with the compromised virtualization. Specifically, the
following security techniques are available for the MDCC:

• Fake and harmful files: Users becomes publishers in MDCC just similar to that APP
developers are publishers [12]. The published contents could be malicious execu-
tables. The simplest solution is to prohibit sharing of executables. This is common
seen in many email systems that do not allow executable files being attachments.

• DDoS attack: Large amount of requests from distributed users will slow down the
performance of MDCC and wastes energy. In the broker, incoming request
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sampling time and quota limit by number of requests during the sampling time
interval provide a solution. Furthermore, the MDCC disassociates and detaches
those devices that frequent exceed the quota limit according to a threshold of the
frequency.

• Broker substitution and DOS attack from a virus-infected broker: A virus-infected
initiator device could win the broker position in the election. Then, it keeps
assigning tasks to some specific devices to wastes their IT resources and energy.
A broker evaluation scheme performed by the members, similar to the method
proposed in [13], can be applied to exclude the malicious broker device and then
restart the MDCC grouping procedure.

There are still many open security issues for MDCC such as avoiding free riding,
completeness of AAA, digital right management, and protection from malicious Web
server with fishing, URL redirection, malicious java script injection, etc. This paper
does not intent to solve all the security problems from which mobile computing also
suffer. However, we do implement the MDCC that turns the use of traditional security
techniques more possible.

6 Conclusion

We have proposed the mobile device-centric cloud (MDCC) computing which enables
secured device-to-device (D2D) sharing. Different from traditional P2P that requires a
specific server, the MDCC is autonomously grouped and members are dynamically
associated. The MDCC is also different from those cloudlets which use a small data
center. Devices autonomously elect a broker. The broker administrates physical network
attachments and resources virtualization through the association protocols before reg-
ulating the secured service brokering. Two examples, video multicasting and enabling
DLNA/UPnP sharing over Internet shows that MDCC easily offloads streaming tasks to/
from member devices and it breaks through traditional sharing fashion - upload before
share. The MDCC relieves the anxiety of security when sharing contents through big
data centers. There are still open security issues for MDCC such as free riding, com-
pleteness of AAA, digital right management, etc. In the future, development of robust
security techniques and quantitative analysis of MDCC are to be continued.
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Abstract. This paper introduces SecaaS framework, a solution that
allows security vendors to move their business into the cloud. By doing
so, it is possible for tenants of SecaaS framework to freely choose between
various security products depending on their own business requirements.
OpenFlow protocol is applied in our framework to control the data paths
of tenants and forward those data to a chaining of subscribed services
before going out to the Internet. This paper also proposes the Open-
Flow Dynamic Packet Control (ODPC) system for optimizing network
stability and performance of our system when a new service is added or
existing service is removed. ODPC system, which works as an applica-
tion, will calculate the cost of delay for data paths inside of our network
and set-up the path that guarantees the minimum delay for each tenant.
The contribution of this paper includes the solution to solve the vendor
locked-in limitation in others’ SecaaS architecture. Moreover, this archi-
tecture is also considered as a solution for small scale security vendors to
move their products into the cloud. In this paper, the proof-of-concept
for SecaaS framework is also presented through demonstration. Further-
more, the ODPC system is considered as one of our efforts in order to
improve the network performance in our system.

1 Introduction

One of the emerging trends in the cloud computing is the transfer of security
services onto the clouds, a virtualized environment. Until now, researchers and
cloud vendors have been searching for the suitable and innovative security solu-
tion for applying into their own systems [1,2]. For example, in October 2008,
one of Juniper Networks companies, named Altor Networks Inc., has introduced
Altor Virtual Firewall (Altor VF) 1.0, a security solution for virtual data cen-
ter and clouds [3]. Altor VF is actually a software security application running
on the virtualized environment that provides enforced security policies for vir-
tual machines. CryptZone introduced AppGate Security Server, a secure role
and policy-based access system, to protect virtual and physical IT assets with
inbuilt firewall [4]. In 2010, Brock M. and Goscinski A. have presented a logical
design of Cloud Security Framework that provides cloud infrastructure protec-
tion, security of communication and storage as well as tenants’ authentication
c© Springer International Publishing Switzerland 2015
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and authorization [5]. However, those solutions are facing the vendor locked-
in problem. Because of that problem, customers do not have enough flexibly
security options to build their own security strategy.

Moreover, with the expeditious development of cloud computing, it is possible
for large vendors like Altor Networks or McAfee to invest on SecaaS technologies
and solutions to move their products into the cloud. In the other size, small size
security vendors stuck with their owns products due to limitation of budget.

In order to solve the above problems, SecaaS framework is designed to enables
small sizes security vendors to migrate their security products into the cloud.
The availability of multiple security products that are provided by different
vendors allows customers of SecaaS to make their own security plan based on
their business budget.

For supporting services chaining (service-to-service) mechanism, SecaaS
framework was designed with Software Defined Networking (SDN) technologies
[6,7]. SDN provides the separation between control planes and data planes in
the network. With the help of SDN, SecaaS framework can control data path
and forward those data to a chaining of subscribed services before going out to
the Internet.

Although data path can be consolidate setup, the performance of SecaaS
framework can not be optimized due to the fact that the processing capacity of
security services are fluctuating over time. In addition, the change of the whole
SecaaS network topology (like adding new service, removal of existing services,
services live migration) could cause degradation in network performance. In order
to improve performance problem, this paper also introduces OpenFlow Dynamic
Packet Control (ODPC) System, an application which calculates network delay
and modifies data path of tenants based on the calculation to guarantee mini-
mum process delay of data flows.

The paper is organized as follows. The second section will present the design
of SecaaS Framework as well as how service chaining mechanism can be achieved
in SecaaS framework. The next section will introduce ODPC and explain how
ODPC system with designed algorithm can optimize SecaaS Framework. The
implementation of SecaaS framework is presented on following section. Last
section will summary our work and the direction of our future work.

2 Design of Secaas Framework Architecture

2.1 Design Motivation

Until now, most widely known of SecaaS is the providing of a secure access
system that protects assets of companies and users on the clouds. For exam-
ple, in [5], authors provide a Cloud Security Framework (CSF) for authorizing
accesses to cloud services or in [8], McAfee provides security suites that is called
“Total Protection” to support Network Data Leak Prevention (DLP), Host DLP,
Endpoint Encryption for PC and others security offerings.
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Fig. 1. Cloud security framework

SecaaS framework, unlike other solutions, provides different model by help-
ing security vendors to leverage their systems to cloud-based. Figures 1 and 2
illustrate the model for CSF and Secaas Framework:

As illustrated in Fig. 2, SecaaS ecosystem enables security vendors to migrate
their products to the cloud. Each product will become a security node inside
SecaaS framework. The collection of security nodes will form a network inside
SecaaS framework. With that design, SecaaS framework has different character-
istics than others business models. Table 1 shows different characteristic between
SecaaS Framework and others models:

Table 1. Comparison between Secaas Framework and Other models

Characteristics Secaas Framework Others

Vendors Multiple Single

Services Multiple Multiple

Security service deployment location Network node Network edge

Security Strategy Various options Single option

The main difference between SecaaS framework and other models is the abil-
ity to provide multiple security services, in which each service belongs to a dif-
ferent vendor. Moreover, unlike other design, in which on-transmit packets were
inspected at the network edge, SecaaS framework inspects packets in each net-
work node. With this feature, tenants can choose different security services that
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Fig. 2. Secaas framework

belong to different vendors. Tenants of SecaaS framework can combine various
options to plan their own security strategy. For example, a company can choose
DLP service of vendor A and web filter service of vendor B in the Engineer
Department, and choose DLP service of vendor C combined with mail filter
function of vendor D in their Accounting Department.

2.2 Software Architecture and Design

The overview of SecaaS architecture is illustrated in Fig. 3. In that figure, ten-
ants can register their accounts with subscribed security services through web
interface of SecaaS framework. SecaaS framework will store tenants information
into its database and provides tenant with unique ID and password for log-in
into VPN gateway. Inside of SecaaS framework are collections of security ser-
vices that were registered by service providers. A data packet of a tenant will be
forwarded to his subscribed services and go out to the Internet if it is filtered as
valid.

SecaaS framework is divided into three layer: Infrastructure layer, Opera-
tions Support System (OSS), and Business Support System (BSS). Infrastruc-
ture includes functions related to SecaaS framework’s infrastructure like routing
control, cloud platform management. OSS provides functions that related to
resources of framework. BSS consists of business-related functions like account
management, billing, service management, and others.

SecaaS framework includes three administrator roles: Platform Adminis-
trator, SSP Administrator and Tenant Administrator. Each security provider
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Fig. 3. Secaas framework overview

Fig. 4. Secaas framework software architecture

can register their own account in SecaaS framework, those accounts are called
Security Service Provider (SSP) administrator account. With SSP administra-
tor account, security provider can upload their products into SecaaS Frame-
work. Tenant Administrator can also be registered in SecaaS Framework. Tenant
Administrator account can create tenant accounts and subscribes those accounts
with security services. Platform administrators responsible for account manage-
ment, services management, billing, metering and other platform management
tasks.
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Fig. 5. Path registration

2.3 Secaas Framework Service Chaining Mechanism

Section 2 of this paper has shown the new model called SecaaS framework that
offers multiple services provided by multiple vendors. This chapter will explain
how packet control can be achieved in SecaaS framework.

Nowadays, Software Defined Networking (SDN) has become the one of the
most prominent topics for discussion [9,10]. SDN architectures were made in
order to decouple the network control and forwarding functions. Until now,
there are many SDN solutions and protocols have been proposed, one of those
proposal is OpenFlow protocol [11–13]. In order to provide data path control
and packet forwarding functions in Secaas Framework, OpenFlow protocol is
applied. Figure 5 illustrates how packet control can be applied into Secaas. With
OpenFlow controller installed inside of Secaas framework, the data path will be
updated every time a tenants subscribe or unsubscribe to a service.

Basically, after the registration of data path is finished, no future update
will be made to the Flow Controller. However, any change in security node can
affect the tenants’ data flow. Subscription or unsubscription to a service in the
framework can also lead to reducing of network performance. Figures 6 and 7
show the data flow that originated by a tenant who subscribed some security
services. It can be easily seen that in Fig. 7, after changing the service, the flow
controller has changed the services order. As a result, the path of data flow might
be twisted back and forth among hosts. In this situation, it is not easy to decide
if the data path should be in the order {SN1 to SN4 to SN3} or {SN1 to SN3
to SN4}.

In order to determine the optimized data path for tenant’s packet, a solution
is needed.
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Fig. 6. Original services

Fig. 7. Service changed

3 OpenFlow Dynamic Packet Control

In order to solve the data path optimization problem, we propose the Open-
Flow Dynamic Packet Control (ODPC) system that implements our algorithm
to check and optimize data path for SecaaS framework model.

Basically, ODPC is an application that works with OpenFlow controller and
calculates delay value for all security nodes. The delay value consists of process-
ing delay and travelling cost between two security nodes.

Assume that we have n nodes in Secaas Framework (including the gateway
node). A tenant that chooses k − 1 services will have total of k∗(k−1)

2 possible
paths. Each possible path will have delay value wi. So that for SecaaS framework,
we have the W = {W1,W2, ...W k∗(k−1)

2
}.

The Fig. 8 illustrates SecaaS framework with k = 7:
The delay value between source security node i and destination security node

j can be calculated by the following equation:
Wij = Pij + Tij

Where Pij is the processing delay of security node j and Tij is the travelling
cost to go from node i to node j. Both metrics can be calculated inside controller.
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Fig. 8. Sample network with k = 7 and packets are generated from Gateway (GW)

Based on the delay value, we can choose the destination based on the follow-
ing procedure:

Data: Weight collections (W = {W1,W2, ...W k∗(k−1)
2

})
Result: Ordered list of travelled node
initialization blank list of output;
while Size of W is not equals 0 do

Find minimum weight m in W;
Add minimum weight m into output list;
Remove m from W;

end

Based on the output, we can set the path to the Flow Table in controller.

4 Demonstration of SecaaS Framework

In order to prove the possibility of SecaaS Framework, we have setup a cloud
architecture with the following specification:

1. Hypervisors: 3 Xenserver Citrix, each with 3 network interfaces (Two for
cloud communications, and one connecting with OpenFlow’s domain). Each of
Xenserver deployed 1 Squids transparent proxy servers, each blocks a different
websites. One of those xenservers deploy VPN virtual machine, which acts as
tenant gateway.

2. Cloud Management: 1 Cloudstack server with 2 network interfaces (One for
private network communications, one for public network)
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Fig. 9. Implementation architecture of SecaaS Framework

Fig. 10. Tenant browsing result

3. OpenFlow Controller Server: 1 Floodlight server with 3 network interfaces
(One for private network communications, one for public network, One for
OpenFlow’s domain)

4. Storage Servers: 4 GlusterFS servers with 1 network interface for private
network communications)

The full demonstration of SecaaS Framework architecture is presented in
Fig. 9.

In order to test the possibility of our system, we created a tenant who chooses
all services. This tenant connected to VPN through iPad. It is also noted that it
is possible for tenants to connect to our VPN through other devices (like laptop,
PC, or mobile phones) that run on Android or Windows operating system.

We connect to the website in the following order: One unblocked website and
3 blocked websites. Figure 10 shows the result of a tenant browsing websites.
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The demonstration result shows the possibility of SecaaS framework that can
provide multiple services for tenants.

5 Discussion of the Solution

Most of the cloud environment now consider SDN-based packet control in the
following situation:

1. Firewall/Access control list [14]
2. Network Configuration
3. Routing [15,16]
4. High Availability, Load Balancing [17].

As in our framework, we use SDN to solve the service chaining problem. In
our framework, services within the same host are considered as same distance
because theirs communications belong to the same host, which is done by mem-
ory mapping in the host itself without data control by OpenFlow switch. So the
distance metric is only considerable only when tenant chooses a list of services
that belong to different hosts.

A data path decision algorithm is applied with a modification version of Dijk-
stra routing algorithm, a simple and well known algorithm for ensuring routing
performance. Unlike Dijkstra algorithm that only makes routing decision based
only on node distance, SecaaS framework needs both distance and processing
delay of services for making routing decision. Because of that reason, we create
a weight value, which is the combination between processing delay and travelling
delay. The routing order for a tenant depends on the size of subscribed service
delay, which guarantees the minimum delay for a request.

The performance degradation point of SecaaS framework is the calculation
of processing delay. The time for updating routing table is the factor to be
considered. If we choose to periodically calculate all routing table, the small
calculation period could lead to network congestion, and the large calculation
period could lead to inefficiency of data flow. In this paper, we decide to calculate
the routing decision only in the following conditions:

1. Tenants update their subscribed services (including the case when new tenant
added into the framework)

2. A service is added or removed from framework.

Delay calculation and routing decision are applied to all tenants each time
those conditions occur to prevent congestion and to ensure that all tenants share
equal framework resources.

6 Summary and Future Work

Secaas Framework is one of the interesting approaches that can help small size
security providers to migrate their product into clouds. The result in “Sect. 4:



200 N.-T. Chau et al.

Demonstration of SecaaS Framework” has proved the feasibility of our frame-
work. However, similar to other’s incubating ideas, SecaaS Framework is still
suffering from various weak points as well as security and performance consider-
ation points. It is obvious that optimization should be considered in order to keep
the framework effective. This paper contributes with the solution to solve the
vendor locked-in limitation in others’ SecaaS architecture. SecaaS framework
also introduces security service chaining with mechanism and demonstration,
which provide new research directions for SecaaS. Furthermore, ODPC system
is considered as one of our efforts in order to improve the network performance
in our system. In our future research, the implementations of the whole system
and detail performance analysis in different scenarios as well as performance
improvement plan will be implemented to make SecaaS framework more stable
and effective.
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Abstract. There exists a significant number of domains that have fre-
quently switched their name servers for several reasons. In this work, we
delved into the analysis of name-server switching behavior and presented
a novel identifier called “NS-Switching Footprint” (NSSF) that can be
used to cluster domains, enabling us to detect domains with suspicious
behavior. We also designed a model that represents a time series, which
could be used to predict the number of name servers that a domain
will interact with. We performed the experiments with the dataset that
captured all .com and .net zone changing transactions (i.e., adding or
deleting name servers for domains) from March 28 to June 27, 2013.

1 Introduction

The Domain Name System (DNS) is an essential component in the operation
of the Internet. While domain names are easy to remember by human, Internet
Protocol (IP) addresses are numerical labels for identifying network entities on
the Internet. The process of finding an IP address associated with a domain name
is called the DNS name resolution, and is the first step required for navigating
on the Internet. For example, a user entering “http://www.verisign.com” in the
browser would be unaware of complexities and procedures performed in trans-
lating the domain name verisign.com into the IP address (69.58.181.89) for
the Verisign web server. The resolution process is recursive in nature, meaning
that a request for an IP address of verisign.com will propagate to the author-
itative name server through intermediaries until a resolution happens successful
by reaching such authoritative name server. Figure 1 illustrates the process of
DNS resolution for an example of abc.com.

In the DNS ecosystem, the life cycle of a domain starts with its registration
under a top level domain (TLD; such as .com, .net, etc.). TLDs are maintained
by registries, and as part of the registration process a domain name is paired
with a name server, which serves as the gate keeper of the domain name. Name
servers, specially the authoritative ones, are a significant entity of a domain’s
operation as they will tell users where to look for the domain. A domain name
may have one or more name servers to resolve it.

While it is natural to expect a one-to-one mapping of a domain name to a
name server, it is often desirable to maintain multiple name servers for a domain
c© Springer International Publishing Switzerland 2015
K.-H. Rhee and J.H. Yi (Eds.): WISA 2014, LNCS 8909, pp. 202–215, 2015.
DOI: 10.1007/978-3-319-15087-1 16
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name to facilitate reliability, availability, tolerance to failure, and geographical
diversity, among other desirable performance metrics and features. For example,
when multiple name servers are associated with one domain name, they will
enable connectivity to the domain name by other users even when some of the
name servers fail. Additionally, having multiple name servers can enable load
balancing [1]: a DNS resolver aware of multiple requests for the same domain
name will be able to intelligently distribute the incoming requests to individual
servers, and to provide different translation for the same domain name, thus
serving the contents of the resolved domain from arbitrarily many servers in a
uniform fashion at fairly well-balanced loads. The same idea of load balancing
when couple with the geographical location of the requesting users can be further
utilized to enable geographical diversity: the requests for a domain name can be
resolved to an IP address that is located closer to the user, based on the user’s
location. An example of a technology that utilizes DNS for enabling geographical
diversity is the content distribution network (CDN) [2], which have seen a great
adoption in delivering content to users more reliably and efficiently. To that end,
using multiple name servers can improve reliability, scalability, and utility in IP
networks.

Fig. 1. DNS Resolution of abc.com

Although multiple name servers can be
associated with the same domain, this asso-
ciation does not imply any form of dynam-
ics. The set of multiple name servers is
usually assigned to a domain name at
the registration time of the domain name,
and an update of those name servers hap-
pens less often once the domain name is
set up and operated. Natural causes for
updating the name servers associated with
the domain name can include transferring
between service providers, retiring hardware
used as the name server, among others,
which all are naturally less frequent and
hard to observe in a short term.

It is however noted that there exists a
nontrivial number of domain names that perform frequent updates to their
name servers, even by switching among name servers that belong to multiple
service providers. Such transactions might not be reasonable in many situations
because they demand interference with the existing DNS services. Accordingly,
several studies in the literature were set out to understand this phenomenon and
its implications. In [3], the author interprets name servers switching as a hiding
mechanism of a domain’s intended usage, and shows that domains with such
behavior tend to display unsavory behavior, including the hosting of malware,
pornography, and the sales of unauthorized pharmaceuticals drugs, among other
illicit activities. In [4], researchers used the number of name servers of a domain
within a period of time as a feature to develop a classifier for detecting mali-
cious domain names. In [5], researchers developed an inference system to build
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proactive blacklist of domains where they used the name servers information of
exiting blacklisted domains. They showed that future blacklisted domains tend
to follow the same trend on name servers selection.

All of the prior work has looked at the aggregate feature of association
between domain names and name servers to infer a better understanding of the
use of domain names. A limiting aspect in the prior literature is that nobody had
access to a continuous stream of data representing the dynamics of association
between name servers and domain names over time. To this end, while motivated
by the prior work in [3–5], we look deeper into the subject. Our unique position
on the topic is facilitated by a unique data-point: we have considered not only
the total number of name servers used by a domain or how much switching has
happened within a period of time but also the evolution of the name servers
associated with a domain name. For example, we looked at the changes in the
number of name servers associated with a domain name: in a time slot t how
many name servers are added to the pool of servers associated with a given
domain name, and in time t + 1 how many name servers got deleted. We also
try to understand how the sequence of addition and detection of name servers
associated with a domain name proceeds over time.

We use this name server evolution of a domain to build an identifier called
“NS-Switching-Footprint” (NSSF). Following [5], we hypothesize that NSSF can
be used as a vital artifact to characterize domain names’ intended usage. We
argue that such an artifact can be used as a building block in a security system
that associates the name servers to potentially check whether a domain name
is malicious or benign. The NSSF is not only a feature that can be used to
determine if a domain name is malicious or not, but can be further extended
to highlight many intended uses of domain names, like advertising, traffic redi-
rection, search engine optimization, etc. Our design of NSSF is intended to be
robust, and is not limited to exact footprint matches. Rather, we use a par-
tial match that makes comparison on various substrings within the fingerprint
to achieve the same goal of understanding the intended characterization and
usage of a domain name. To show the feasibility of NSSF, we experimentally
analyzed the relationship between the characteristics of domains and NSSF and
observed that domains of similar types (e.g., malicious domains and advertise-
ment) tend to have similar footprints.

Building on preliminary findings on the power of NSSF, we also developed
a prediction model that can estimate how many name servers a domain might
interact with in the future given historical interactions. The prediction model
serves two purposes. First, it enables us to identify a complete NSSF (within
the certainty guarantees of the prediction model) for interactions that did not
happen yet. Second, it enables us to probabilistically identify intended uses for
domain names, using the predicted NSSF, before the intended use happen. This
latter feature would enable proactive actions to be done in case, for example,
of intended misuse of a domain name. Experimental results of the proposed
prediction model unveil its power and potential use.
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Contributions. First, we introduced the NSSF, a feature for characterizing the
use of domain names based on the dynamics of association between the domain
name and their name servers. Experimental results on .com and .net zone files
show that the proposed feature is capable of capturing the intended use of vari-
ous domain names. Second, we proposed a method for clustering domain names
based on their NSSF structures, which captures their usages with applications
to anomalies. Third, we examined the power of an-off-the-shelf method for pre-
dicting the NSSF.

Organization. The background is in Sect. 2, the proposed method for char-
acterizing domain names by their name server switching patterns is proposed
in Sect. 3. The observations on the proposed method for understanding domain
name servers are in Sect. 4. Clustering of domain names using their NSSFs is
presented in Sect. 5. A model for predicting NSSF is proposed in Sect. 6. The
related work is in Sect. 7, and concluding remarks are in Sect. 8.

2 Background

In this section we will introduce preliminaries required for understanding the
rest of the paper. First we elaborate on the interactions between domain names
and name servers, and their book-keeping, while emphasizing on the terminology
in that field. Then, we elaborate on time series data analysis used for predicting
the intended use of domains.

2.1 Domain and Name Server Interaction

The domain name ecosystem consists of three entities: a registry, registrar, and
registrant. The registrant is the entity that has the right to use the domain
name. The registry is the organization responsible for maintaining a database of
information about domain names and their name server mapping (that database
is also called “registry”). Each TLD is associated with a registry, like VeriSign,
which maintains such information about the TLD. Registrants and the registry
are separated by a registrar, an entity that reserves domain names on behalf of
registrants.

When a registrant wants to register a domain, one of the ICANN (Internet
Corporation for Assigned Names and Numbers) accredited registrars of the reg-
istrant’s choice creates a lease document with the consent of the relevant TLD
registry (i.e., Verisign for .com and .net) for the intended use period. Upon the
activation of the domain, the registry stores the DNS information of the domain
in the corresponding DNS zone file. In the the zone file, all the authoritative
name-servers of a domain are listed. In this work, we only considered .net and
.com domains which in fact constitute almost 50 % of all domains [6]. Any action
that results in the addition or deletion of a domain name, name server, or the
association of a name server with a domain name is called a transaction and is
logged into the zone file. Atomically, there are three types of transactions: add,
update and delete that are considered zone-impacting transactions. Actions that
use those transactions are propagated in the zone file.
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2.2 Time Series Data Analysis and Forecast

Time series analysis is a well-established field in statistics which provides sys-
tematic approaches to model data with time correlations. We focus in this paper
on the (discrete) time domain approach as it is typically more appropriate for
dealing with (possibly) non-stationary, shorter time series with a focus on pre-
dicting future values [7]. As we alluded to earlier, and discussed at length later,
the problem of predicting the number of name-servers of a domain given the his-
tory of interactions can be modeled as a time series prediction problem. To this
end, we specifically focus on the multiplicative models, represented by a system-
atic class called autoregressive integrated moving average (ARIMA) models [8].
These models assume that the observed data results from products of factors
involving differential operators responding to a white noise input. The ARIMA
model is a generalization of the more widely used autoregressive moving average
models (ARMA), which found many applications in statistical process control
[9], financial forecasting [10], biomedical dynamics modeling [11], and web traffic
modeling and forecasting [12]. In this study, we focused on using the standard
ARIMA [8] model for time series name-server prediction. Let Xt be a time series,
where y is an integer index and Xt is a real number for t. The ARIMA model
is defined as Yt = (1 − L)dXt, where Yt is the predicted variable, L is the lag
operator (or backshift; defined as an operator on the time series to produce the
previous element), and d is a multiplicity factor. For more details on the model
and its operation, see [8]. Other techniques from the literature that we use as
tools are hierarchical clustering methods. For a review of the technique and the
different parameters in a similar context, see [13].

3 Proposed Measure of Switching Behavior

In this section we turn our attention to explaining the method used for charac-
terizing the behavior of a domain name using name server switching.

3.1 Name Server Switching

To characterize the dynamics of name servers associated with domain names, we
consider a discretizing process of the time domain. Let w be a window of events
defined as a succession of at least one add operation followed by at least one delete
operation followed by at least one add operation. Let a transition be defined as
the set-theoretic difference of the set of name servers of a window (NSw) and
the set of name servers of the previous window (NSw′). A name server switching
occurs when the transition set is non-empty (i.e., NSw\NSw′ �= φ). The intuition
is that by ignoring individual successive additions and deletions of name servers,
and instead focusing on aggregate changes, we will capture significant changes
in the state of a domain’s NS providers.

Example. The above definition of switching is explained by a simple toy example
shown in Fig. 2, and discussed as follows.
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Fig. 2. A toy example of the NS-Switching

In Fig. 2(a) and (c) there is only
1 window but in Fig. 2(b) there are
2 windows, which can be manually
vetted. At the end of each window we
decide whether a switching of name
server occurs or not. In Fig. 2(a),
the first two add operations cause
the domain “a.com” to have two
name servers. Then following two
delete operations of the previously
added name server cause domain
“a.com” to have no name servers
associated with it, but the last two add operations make the domain “a.com”
associated with two new name servers than before, thus we consider this sce-
nario as switching of name serves. At the end of the first window in Fig. 2(a),
the domain “a.com” has two servers.

In Fig. 2(b), we can see that there are two windows. At the end of the first
window, the domain “a.com” has two name servers where one is a new name
server (“ns3.c.com”) added to the previously allocated name servers in the set of
“a.com” by the end of the first two add operations—hence one switching of name
server is recorded. Then at the end of the second window, domain “a.com” has
two name servers where one (“ns4.c.com”) is new to what “a.com” had at the
end of the first window, and hence the second switching name server is observed.
Finally, in Fig. 2(c), we only have one window. At the end of the window, domain
“a.com” has two domains which are the same as it had at the beginning of the
window, and hence no switching of name server is observed or recorded.

Since the concept of name servers switching is now made clear, we move on to
the description of the name server switching footprint, which is the main feature
used for identifying the use of domain names in the rest of the paper.

3.2 NSSF: Name Server Switching Footprint

The NSSF is a domain name’s unique identifier for characterizing the pattern
of name servers switching over time. In Fig. 3, we present the pseudo code for
building the NSSF for a domain. In the footprint, we incorporate the number of
name servers added or deleted along with the time period of these operations.
Since we have a fixed number of time units of data (at the level of days)—in
which name zone impacting transactions are observed and recorded, we set the
length of each time period to one day. According to the algorithm in Fig. 3,
given a domain, the corresponding NSSF is generated as a string representing
the number of additions, followed by the number of deletions of the name servers
associated with the domain name, followed by a time index. Figure 4 illustrates
a simple example on NSSF building.
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# input = domain d
# output = Footprint of d
# T = Total time period = 90
Build NSSF(domain d):
1. for d exists in t time period where
t ∈ (1, T ):
2. NSSF = concate(NSSF,
concate(#ofAdded-NS(d),

#ofDeleted-NS(d) , t,sep=” ”), sep=”:”)

Fig. 3. Footprint Building Algorithm Fig. 4. NS-Switch Footprint(NSSF)

4 Experiments Observations

Next, we use the NSSF to detect anomalies in the domain name usages based
on name server interactions. We rely in our study on a large corpus of name
zone alerts associated with the registry of .com and .net which are operated by
VeriSign.

Dataset. The dataset used in this study belongs to the registry operation of the
com and net TLDs operated by VeriSign. As outlined in Sect. 2, upon the acti-
vation of a domain name the registry stores the DNS information of the domain
in the corresponding DNS zone file. Verisign, as the registry of the com and net
TLDs, has created the method called Domain Name Zone Alerts (DNZA) to
capture all zone impacting transactions in a specific format in a special exten-
sion file called .rzu (rapid zone update). While the format and extension create
a platform of such information to interested parties (for data usability), they
capture an interesting aspect relevant to our study: the DNZA maintains an
order of the transactions as they happen in reality, and log them in the format.

Using the DNZA files generated for the com and net TLDs, and for a given
domain name, we can extract a completely ordered set of events that impact
the zone file since the creation of the domain name until its retirement. For its
operations, and at any point in time, VeriSign maintains DNZA files for the past
90 days, and makes it available for interested parties (through data agreements
in place). We used this dataset during the 90 days covering the period between
March 28, 2013 to June 27, 2013 in this study.

Table 1. Statistics of DNZA dataset
We only considered the

domains that are registered
within these 90 days since they
are likely to be of interest and
revealed their intended usages
within that period of time.
For that same period, we had
approximately 31 million transactions, averaging about 350 thousand transac-
tions per day, with 7.9 million unique domain names, and about 480 thousand
unique name servers. These statistics are summarized, more precisely, in Table 1.
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Fig. 5. (a) Log-log plot of switching. (b) Scatter plot of switching of all domain

Analysis of Name Server Switching. In the following, we first analyze the
basic name server switching characteristics of domain names added to the zone
of .com and .net in the 90 days covered by the data in this study. We ran our
algorithm to compute the total number of switching of name servers for each
domain in the DNZA dataset based on the definition in Sect. 3.1. We notice
that 25% of all domains performed at least one NS switching. Figure 5(a) shows
the switching distribution of domains, where the distribution exhibits a power
law characteristic. Figure 5(b) shows the total number of switching versus the
number of unique name servers of a domain name.

We also fitted a straight line to capture and demonstrated the positive cor-
relation between the number of name servers and the count of overall switching
associated with a domain. We also observed that most of the domains with a
higher switching count tend to exhibit unusual behaviors and types as discussed
in Sect. 1.

Table 2. Top 5 switching domainsTable 2 shows some of the
major findings by highlighting
some examples of such domain
names. For example, we see
that “amazingweb007.com” is
an adult dating website which
does not follow mainstream
dating website concepts;
“teknotigr.com” is an empty
blog that has a lot of NS activity; “climate13.com” is a fake conference web-
site mentioned in “scamwarners.com”; and “dxsmalvn.com” was not loaded in
the browser. All of the above are only examples of those domain names with an
unfavorable behavior, which were spotted by using the name server switching as
a side channel information.

5 Domain Clustering

One limitation of the findings so far is that a highly supervised process is needed
to make use of the triggers made by the NSSF signature, and to identify the
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intended usage of domain names. While a great part of this process can be
automated (e.g., by automatic crawling, analysis, etc.), for every domain name
with a number of switchings, a manual vetting might be necessary to facilitate
this process and ensure a high accuracy.

To this end, and in search for alternatives to this seemingly costly process,
in the following we look at trading the cost for less supervision. In this section,
we present in detail an experimental analysis of domain clustering based on
the NSSF as the main feature. Initially, we cluster domains based on the exact
matching of a footprint, then we introduce a more robust clustering method
based on the n-grams created from the NSSF. The intuition for using this process
of clustering is that one may have labels for a certain number of domain names,
indicating their usage, and would want to extrapolate those labels for the rest of
unlabeled domains. To that end, groups of domain names based on their NSSF
similarity would greatly facilitate this operation. Next, we discuss the clustering
approach to the problem with various settings.

5.1 Cluster Domains by Exact Footprint Matching
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Given the strict definition of the NSSF,
one would think that it is unlikely for
two domain names to have the same foot-
print using the whole NSSF as a signature
over the entire period of 90 days where
domain names are observed in this study.
However, to motivate for a partial foot-
print, we first tried this extreme scenario:
we clustered domain names based on the
exact match of their total footprint. To
do that, we have followed the following
steps. First, we computed the NSSF of
each domain name from the DNZA files, as described in Fig. 3. Then, using
a simple counting, we grouped the domain names by the exact match of the
footprint.

To manually vet the resulting clustering, we selected clusters with at least 10
domain names, with footprints of length greater than five. Using those settings,
we ended up with 2604 domains in 84 clusters with the median and maximum
sizes of 23 and 99, respectively. After analyzing these clusters, we identified two
special types of groups of domains: take over domains and domains that work
collaboratively to increase the page rank of third party domains. Informally
speaking, take over domain names are domains with registrations that expired
and registered by another registrant in the hope of attracting traffic and utiliz-
ing it based on the previous usage of the domain name. We found 31 takeover
domains in 2 clusters of size 18 and 13 with NSSF of length 40. All of these
domains used DNS providers that have the service of domain parking to gener-
ate revenue. By examining their WHOIS information, we found that all of these
domains are owned by the same entity.
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In the second case, and by statically analyzing the content of the web sites
for the identified domain names, we found a set of domains that maintain links
(referral urls) to the target domains to increase their page rank. After analyz-
ing the contents hosted on these domains, we found that all of these domains
are synthetically generated; we also found 343 domains that work together to
increase the page rank of 32 third party domains, where all of them are owned by
one entity and maintain a similar pattern of NS switching. In Fig. 6, we show the
distribution of incoming links from 343 domain to the 32 third party domains.

Note that, while those experiments are mainly manual, they are easy to
automate using off-the-shelf tools and in-house datasets. As a registry of the
studied TLDs, VeriSign also runs operations of crawling certain level of con-
tents of those TLDs, and identify their usage by analyzing such contents. Also,
information such as WHOIS contents, while are not totally under the control of
the registry, are easy to obtain automatically to identify associations between
domain names based on that additional dimension. To this end, findings in the
work can be easily automated operationally.

5.2 The n-Gram Based Clustering

The exact matching outlined above is promising in identifying certain groups
of domain names based on the whole NSSF, however the major drawback of
the technique is that it will not capture associations between domains which
have partial similarities. To work around this drawback, we consider cluster-
ing domains based on n-grams, defined as the reoccurring substrings within the
footprint. The main challenging part of this clustering model is in identifying
the n-gram given a domain name’s footprint. Particularly, defining the proper
distance metrics and measures is a significant challenge given the special nature
of the NSSF. These distance measures will be used to cluster domains using
any off-the-shelf clustering algorithm. In this experiment, we adopt the agglom-
erative hierarchical clustering. In the following sections, first we introduce two
n-gram based distance metrics and two heuristics on building n-grams from the
footprints.

n-gram based distance metric. After building n-grams from a footprint, we
want to compute a pairwise distance measure between domains. We use two
metrics suitable for that purpose: (I) Tribased Dist [14] and (II) Keselj [15]
distance

Tribased Dist(x, y) = 1 − 1

1 + |tri(x)| + |tri(y)| − 2 ∗ |tri(x) ∩ tri(y)|

Keselj dist(x, y) =
1

|tri(x)| + |tri(y)|
∑

w∈tri(x)∩tri(y)

(
fx(w) − fy(w)

fx(w) + fy(w)

)2

Now we explain two heuristics for identifying the n-grams from a footprint.

Heuristic I. Suppose that a domain “abc.com” has footprint 2 0 1 : 0 2 2 :
4 3 3 which we denote as NSSFabc.com (this footprint can be read as domain



212 A. Mohaisen et al.

“abc.com” adds 2 name servers at time 1, deletes both of the name servers at
time 2, and adds 4 then delete 3 name servers at time 3). To build the n-gram, we
first split the NSSFabc.com across time and consider each part of the footprint
as an item of a set from which we will construct the n-gram. NSSFabc.com spans
over 3 time-stamps, so if we split the footprint across time, we get a set of three
items {2 0 1, 0 2 2, 4 3 3}. We then apply the n-gram construction method over
the set. In all of our experiments, we set n = 3.

Heuristic II. In heuristic II, we relax the rules of splitting the footprint. We split
the footprint based on events (add, delete) and time. For footprint 2 0 1 : 0 2 2 :
4 3 3, we gather the added name server event which construct a set {2, 0, 4}. The
same thing is done for deletion of name servers as well as the time-stamps, and
build a set {0, 2, 3} and {1, 2, 3} respectively. We then construct 3 n-grams from
these sets. Each of these n-grams will compute a distance measure (Tribased or
Keselj) for a domain pair and final distance is taken by averaging these distances.

Empirical evaluation. To empirically evaluate the performance of both of the
heuristics described above, we select a dataset of 7, 830 domains with footprint
length 6 and higher. Then we compute a pairwise distance metric as mentioned
in Sect. 5.2 between a domain pair and analyze the distribution of the measure.
Figures are omitted for the lack of space. We observe that the distribution of
the keselj distance using heuristic I as described in Sect. 5.2 is very skewed. Such
skewness has an impact on the clustering by producing a smaller number of
large size clusters and large number of small size clusters. On the other hand,
we notice that heuristic-II reduces the skewness, with a similar insight on the
resulting cluster size.

Next, we performed a hierarchical (with complete linkage; defined as d(A,B) =
maxa∈A,b∈B d(a, b)) clustering algorithm with an appropriate threshold k on pair-
wise distance. Setting the threshold affects the way clusters are formed: this
means that the algorithm will cluster two domains if the distance between them
is less than k. A threshold k = 0.4 is empirically found to be appropriate in our
dataset. Table 3 shows basic statistics of cluster analysis for both the trigram and
keselj distance metric while using heuristic-II. Table 4, shows the quantile sum-
mary on the size of the top 50 clusters.

Table 3. Cluster statistics of the result
when using heuristic-II.

Table 4. Quantile summary of the top
50 clusters NSSF and heuristic-II.

Clusters vetting. To analyze the identity of the resulting clustering by under-
standing the use of the domain names, we again selected the top 50 clusters in size
and obtained the registration information of those domain names. We extracted
the registration information for the domain name (registrant and registrar) from
the whois database. We found that all domain names within each cluster belong
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to the same registrant, and are registered via the same registrar. For legal rea-
sons, we could not present further details on the registrants, however Table 5
shows the quantile distribution of the percentage of domains that belong to the
same owner in a cluster.

Table 5. Quantile summary (%) of
domains hosted by a same owner per
heuristic-II.

Table 6. Quantile summary (%) of
domains hosted by the same service per
heuristic-II.

Finally, we performed a similar analysis with host information to check
whether domain names that were grouped within the same cluster also were
hosted on the same host, or using the same hosting providers. Our analysis
shows that it is almost always the case that such domains would be hosted using
the same hosting infrastructure. For legal reasons, we could not name those
individual domains and their hosting providers, however general statistics on
the quartile distribution of the percentage of domain names hosted by the same
hosting provider residing in the same cluster are shown in Table 6.

6 Prediction Model

Given the value of the NSSF as discussed above, we looked further into the
predictability of this feature. As discussed in Sect. 1, there are many interest-
ing applications that can be built on such predictability. The final interesting
aspect that we examined is the power of an off-the-shelf prediction algorithm in
predicting the NSSF. For that, we built a time series based prediction model to
estimate the number of name servers that a domain will interact with, given the
history of interaction of the respective domain.

Table 7. Prediction accuracy for top domainsWe used Autoregressive
Integrated Moving Average
(ARIMA) [8] model for pre-
diction. In this model, instead
of time, we consider ordered
events to build the time series
data (i.e., the index used in the
NSSF is used as for the time series). We trained the model with populated data
series and predicted the number of interactive name server for future events. To
validate our model, we omitted the data points for the last 2 events, predicted
them, and computed the errors using the mean sum of squares (MSE; defined as
1/n

∑n
i=1(ai−bi)2). Table 7, presents prediction results for the top three switch-

ing domains in Table 2. By rounding the predicted values, we can marginalize the
error resulting from the prediction, and achieve a high accuracy of the results.
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7 Related Work

To the best of our knowledge, there is no prior work in the literature that looked
at the dynamics of associations between name servers and domain names at the
level of granularity we use in this work to understand domain names’ usage.
However, there are several works in the literature on using aggregates of the
name servers as a feature for identifying the intended use of domain names,
as pointed out earlier. For example, the work in [3–5], identifies the number of
name servers associated with a domain name over a period of time as a feature
for extrapolating the label of malicious or benign and show that this feature is
very effective.

Timeseries are used in the literature, in the context of intrusion detection
systems, to character and process intrusion alerts at an aggregate level [16,17].
Other security applications of time series have found in detection of distributed
of denial services [18,19], and authentication [20], among others.

The use of machine learning techniques in security, including clustering, is
not new. There has been a large body of work in the matter, summarized in [21]
and [13].

8 Conclusion

We analyzed the name server switching patterns for domains to potentially use
this information for security applications. We used the evolution of name servers
to build an identifier for domains that can be used to group domains of sim-
ilar behavior. We clustered domains based on footprint and observed that the
majority of domains in a cluster have the same owner and are hosted by the
same provider. We have also presented a time series analysis to estimate number
of name servers that a domain will interact with.
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Abstract. Due to the rapid growth of online social networking and
mobile devices, proximity based mobile social networks (PMSN) are gain-
ing increasing popularity. PMSN refers to the social interaction among
physically proximate mobile users where they directly communicate
through Bluetooth/Wi-Fi. In PMSN, while making friends, users match
their profiles in accordance with their interests. In this regard, preserv-
ing a user’s privacy is crucial during profile matching. Users use their
profiles for matching. An attacker in user’s near proximity can learn
these profiles’ values. This poses significant threat to a user’s privacy. In
this regard, we propose a protocol to preserve user’s sensitive informa-
tion. During discovery of friends in our protocol we use a broker that
is an intermediate entity between interacting mobile users. Our protocol
does not require trustworthy broker and hence no valuable information is
given to broker that can cause a privacy threat. For secure computations
paillier encryption has been used in our protocol. Furthermore, we imple-
ment and analyze our protocol to show its acceptable computational and
communication cost.

Keywords: Proximity based mobile social network · Broker · Interests ·
Paillier encryption

1 Introduction

With the explosion of mobile devices, mobile social networks (MSNs) are becom-
ing an intimate part of our lives. People use Facebook, Twitter, Hi5 and other
online social networks (OSNs) to find their old college friends, to find job accord-
ing to their skills, salary and level of experience [1]. MSN is the combination of
mobile computing and social networks. MSN not only enables people to use their
existing online social networks (OSNs) anywhere and anytime, but also intro-
duce numerous mobility-oriented applications. These applications include ser-
vices which help mobile user to search friends having same interests or attributes
by using matchmaking mechanism through which users share their common
c© Springer International Publishing Switzerland 2015
K.-H. Rhee and J.H. Yi (Eds.): WISA 2014, LNCS 8909, pp. 216–227, 2015.
DOI: 10.1007/978-3-319-15087-1 17
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interests. Matchmaking applications are very popular nowadays. Among them,
an important service is to make new social connections/friends within one’s
physical proximity based on matching of their personal profiles. Proximity-
based mobile social networking (PMSN) refers to the social interaction among
physically proximate mobile users. In contrast to traditional web-based online
social networking, PMSN can enable more tangible face-to-face social interactions
in public places such as universities, subways, gardens, shopping malls and hospi-
tals. Social serendipity [3], SmokeScreen [4], Mobiclique [5] and E-SmallTalker [8]
etc. are MSN applications that match one with nearby people for dating or friend-
makingbased on their common interests.There aremanyusefulwayswherematch-
making can help users to improve themselves, for example in their social life, in
finding people with common hobbies and even in health issues. To preserve a user’s
privacy,matchmakingneeds toaddressa few issues.During thematchmakingphase
a user needs to show their interests to other user so that their common interests can
be matched. However, there are various scenarios in which a user may not want to
disclose her interests to other user unless she is sure that other user has same inter-
ests.Consider a scenariowhereapatient inahospitalmaywish tofindsomeonewith
same disease or symptoms she is suffering, but on the other hand, she does not want
to reveal her disease to anyone who does not has that disease. This kind of scenarios
make matchmaking a challenge for the privacy concerned users. In PMSN, match-
making mechanisms also have another criterion according to mobile user location.
This criterion isbasedonauser’s location so thaton successfulmatchmakingpeople
can meet with each other and share their experience with respect to their matched
attributes. Due to the described above threats, users are putting themselves at
risk both offline (e.g. stalking) and online (e.g. identity theft). Therefore, following
concerns should be resolved [2].

– The privacy protection of users is related to both their profiles and their profile
matching results.

– Protection from malicious users who are curious about the personal informa-
tion of others.

– Protection from neighbors in mobile environment who may eavesdrop, store,
and correlate their personal information.

– The Internet keeps a permanent record of the online conversation which can
be tracked.

This paper proposes a privacy preserving protocol for profile matchmaking
in PMSN. Our protocol blindly computes the intersection set of the attributes
of participants with the help of an additive homomorphic scheme known as Pail-
lier encryption. Moreover, we have introduced the concept of a trustless broker
which is an intermediate entity in our protocol and in case of compromise no
valuable information will be revealed to the attacker. The reminder of the paper
is organized as follow. Section 2 gives related work. Section 3 includes prelimi-
naries. Section 4 provides proposed protocol. In Sect. 5 performance evaluation
is discuss. Section 6 provides conclusion and future work.
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2 Related Work

Realizing the potential benefits brought by the PMSNs, recent research efforts
have been put on to improve the effectiveness and efficiency of the secure and
privacy preserved profile matchmaking computation among the PMSN user. This
section highlights these protocols and techniques proposed by different authors
and also present their limitations.

2.1 Centralized Approach

The protocols which follow the centralized approach rely on some trusted third
party (TTP). For example Social Serendipity [3] approach relies on server con-
taining users’ profiles along with matchmaking preferences. The profiles are sim-
ilar to those stored in other social software programs such as LinkedIn and
Match.com. Smoke screen [4] replaces trusted server with a service provider plus
an opaque identifier to protect real identities. It also introduces a broker that
knows matching result. These approaches have limitations, for example, not all
users are willing to report their sensitive personal information such as inter-
est and Geo-location to a central server. Looptmix [6] and Gatsby [7] are some
other approaches in which a server tracks users’ location, saves information into
its database and then performs matchmaking. But a central server can have the
risk of being compromised.

2.2 Distributed Approach

In distributed approach user broadcast their information like in MobiClique
[5], in which users download information from Facebook to their device and
broadcast it to any nearby Bluetooth device and then performs matchmaking
between the receiver and owner by sharing profile information. The drawback in
these approaches is the absence of an arbitrator in case of a malicious activity
by a user and also burden of computing intersection on user’s device.

2.3 Private Set Intersection (PSI) Protocols

Matchmaking protocol can also be described as private cardinality of set intersec-
tion (PCSI) problem or private set intersection (PSI) problem [9,10]. Private set
intersection (PSI) deals with the finding of common objects. The term emerged
from set theory where intersection operation is used to find common elements in
two sets. Private cardinality of set intersection (PCSI) only provides the number
of matched elements. Many authors uses Commutative encryption based proto-
col to solve PSI and PCSI problems [11]. Commutative encryption states that
Ek1 (Ek2 (m)) = Ek2 (Ek1 (m

′
)). That means if m is encrypted with a secret

key and again encrypted by another key then changing the order will not have
any effect on the result. Either of the users will know that m = m

′
only when

Ek1 (Ek2 (m)) = Ek2 (Ek1 (m
′
)), but none of them could know the informa-

tion of second party outside of the intersection because of lack of necessary key
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information. However, mostly commutative encryption primitives are all deter-
ministic, which means they provide weaker security guarantees. In [11], authors
uses commutative encryption and TTP but only in setup phase for certifying
users’ interest. The protocol is based on asymmetric key cryptography. How-
ever, this protocol can only be used to find a friend, without considering the
best one who has the largest number of mutual interests with initiator. Wang
et al. proposed a protocol [12] which is a further enhancement of [11] work. In
their work, an initiator can find the best match among the candidates, and only
exchange attributes intersection set with the best match, while other users only
know the size of the attributes intersection set mutually. This protocol prevents
against semi-honest attacks and malicious attacks. But this approach only uti-
lizes Bluetooth technology. Also, there is a verification server (VS) which is used
to certify a user’s identity and also certify the interests a user have. But due to
the use of commutative encryption it inherent the drawbacks of deterministic
encryption, because the number of users interests comprises a finite set hence
multiple run of the protocol may leak information about different queries.

2.4 Paillier Encryption Based Protocol

In [13–15] authors used paillier encryption for secure communication. Previous
approaches are mostly based on coarse grained approach. To get more better
result authors proposed fine grained approaches using paillier encryption. These
approaches use paillier encryption computation on mobile device which can be
costly.

At the end of literature survey we conclude that the distributed protocol
prove too costly for mobile devices because all computations are on mobile
device. While centralized approaches rely heavily trust on the “trusted” server
assumption. The approaches presented [11,12] use commutative encryption
which is computationally not much feasible. In this regard, we propose a pro-
tocol which uses a broker which securely and blindly computes intersection of
users’ interests. The protocol is also secure against semi-honest users as well as
the man-in-middle attacks. Moreover, the protocol utilizes a non-deterministic
encryption technique to prevent the server use brute force attack on limited
number of interested to find their equivalent encryption. This make our broker
trust less entity in Protocol.

3 Preliminaries

This section describes adversary model, assumptions, cryptographic tool and
system model.

3.1 Adversary Model

In this paper, we focus on the users that want to perform matchmaking in a
region or proximity without disclosing their personal information. These are the
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users with mobile devices. Our adversary model considers semi-honest users.
These are those users which follow the protocol but are curious to learn about
other user’s interests. For example consider a scenario in which two parties are
running a matchmaking protocol then one of them can try to learn other’s inter-
ests while not revealing his interests fully or showing only a subset of his interests.
Our protocol prevents user to collude. We also consider the scenario when users
can collude with each other. However we do not consider the collusion among
users and server.

3.2 Assumptions

In our protocol we assume that when a user is connected with the broker, then
the broker will not learn her location. We can encounter it with the help of
Orbot [17] which is free proxy software available at Google play for android
devices. Any phone using Orbot can surf the web anonymously. Orbot uses Tor
to use Internet securely by encrypting the internet traffic. It hides the IP address
by bouncing through different computers over the Internet. A user installs an
Orbot supported web browser such as Orweb [17] and then can access broker for
anonymous communication.

3.3 Paillier Encryption

A Probabilistic Cryptosystem is a Public Key Cryptosystem [18]. In probabilistic
encryption, the encryption results are probabilistic instead of deterministic. The
same plaintext may map to two different ciphertexts at two different probabilistic
encryption processes:

C1 = Ek(M), C2 = Ek(M), C3 = Ek(M), ..., Cn = Ek(M)

The Paillier Cryptosystem provides significant facilities to guarantee the
security of the designed protocols. Our approach rely uses Paillier cryptosystem
that is s an additive homomorphic cryptosystem; this means that, given only the
public-key and the encryption of m1 and m2 , one can compute the encryption of
m1 + m2 . It is suitable for our scenario and semantically secure for sufficiently
large N and g which are of 1024 and 160 bits. Under this assumption:

– a public key<N, g> is of 1184 bits.
– a ciphertext is of 2048 bits.
– a Paillier encryption needs two 1024-bit exponentiations
c= gm. rn mod n2

– one 2048-bit multiplication, and a Paillier decryption costs essentially one
2048-bit exponentiation m=L(c λ(n)) mod n2)μ mod n where
λ = [(p− 1)(q− 1)]
n=p.q
g = non zero integer in Zn2

r = random number
L(.)= Car Michael’s Theorem
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3.4 System Model

Our proposed system comprises of three participants: Initiator, Broker and Users
in a region. Fig. 1 depicts the overall system components

Fig. 1. System model

1. Initiator: An initialer starts the protocol and send request to broker to find
users in his proximity.

2. Broker: Broker keeps a database (DB) for each user and his corresponding
region. It has the ability to find which of the users are in the same region.
It also holds the public key and MAC address of the Wi-Fi module of user’s
device. This is necessary because in case of malicious activity broker can
block the device for taking part further in protocol. We assume that this
information cannot be altered by a user. To support our assumption we argue
this restriction can easily be made during the implementation of the protocol.

Table 1. Sample DB of broker

User Pseudonym Public Key Region-ID WI-FI Mac address

A 16UwLL9Ris 20ABC2 00-15-E9-2B-99-3C

B QfPqBUvKof 30AGF8 00-18-C1-4A-88-5B

C HmBQ7wMtj 25HD1 00-21-D3-8C-52-6B

- - - -

- - - -
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Such that, a client side application, installed on a user device can get its MAC
address and send it to broker. In Table 1, a sample DB is illustrated.

3. Users in a region: In our approach users are divided in regions based on
their proximity. Each region has a unique Region-ID. Regions can be made
large enough to blur the exact location of users. In the proposed approach we
divide the geographic space of the world into cloaking regions. This concept
is similar to our previous work in [16] as shown in Fig. 2.

Fig. 2. An illustration of the concept of regions [16]

Note that each user has a light-weight client side application as discussed earlier
that has the ability to send Region-ID to Broker, generate public keys and also
encrypt a user’s interests/attributes. This application also sends the Wi-Fi MAC
address of the user’s device to the broker. The application is light weight and
can be easily handled by today’s smart phones’ hardware. Furthermore this
application does not need to do paillier computations that can be costly to
perform on mobile device. In our protocol the broker performs this computation.

4 Proposed Protocol

This section describe our proposed protocol. In our protocol each user is identi-
fied by using his paillier public key and his device by Wi-Fi MAC. At the time
of registration, the client side application generates a paillier public private key
pair. Besides this the client side application calculates the current region id of
the user with respect to its longitude and latitude coordinates acquired by GPS
and sends the Region-ID to the broker.

In our protocol, when an initiator initiates the protocol request, the broker
finds her Region-ID from its database and locates other users in that region.
For the sake of the simplicity we are assuming that broker finds three users
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Table 2. Notations

Notation Explanations

I Initiator

A,B,C Users

I 1,I 2,...,I n Initiator’s interests

A1,A2,...,An A’s interests

B1,B2,...,Bn B’s interests

C 1,C 2,...,Cn C’s interests

Table 3. Number of interests

Serial Number Interest Name Value

1 sports 1

2 TV 0

3 reading 0

- - -

- - -

30 Movies 1

in the same region as initiator. Table 2 represents the notations we are using
in our protocol for initiator and users. Note that the client side application
presents each user with a similar interface where interests are shown with their
corresponding positions which forms a vector as shown in Table 3. If a user selects
one attribute as his interest then the client side application assigns a value of 1
to the corresponding position otherwise 0. This will form a vector comprises of
1 and 0 value. The vector will be look like v = {1, 0, 0,...,1}.

4.1 Working of Proposed Protocol

Following is the working mechanism of the proposed protocol. First initiator
requests to start the protocol. She first sends the request (REQ) to initiate the
protocol to the broker along with her interests wrapped in her paillier encryption
public key (I 1)PKI

, (I 2)PKI
,...., (I n)PKI . It is to be noted that these values are

simply the encryption of integer 1 or 0. The broker then finds the users in the
corresponding region and finds A,B and C (as per our assumption). It then
sends public keys of A,B and C to I while sends RTS (Request To Send) to A,
B and C for their interests in their public keys. Users A, B andC encrypt the
interests in their respective public keys and send to broker. It should be noted
that the client side application write these encrypted values in a serialize manner
on a file. (This will be explained more in the implementation). Meanwhile I also
encrypt her interests in A, B and C ’s public keys and sends them to broker.
Now broker have interest of I and each of A, B and C. Broker calculates the
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Fig. 3. Proposed protocol

sum using homomorphic properties of paillier encryption system for each of the
encrypted values of I with each encrypted attribute of users. The Fig. 3 explains
working of our proposed protocol.

Broker then reshuffles the results and sends this back to each user. The
purpose of reshuffling is to prevent a user knowing in advance which attributes
have been matched, thus the users with low number of matches (and hence later
be discarded) will not be able to know the interests of I. It should be noted that
if two users have same interests then their resultant value will be 2 (as they have
same attribute (same integer values)) or a negative 1 or 0 (in case of a mismatch
in corresponding attribute). Upon receiving the values, users will decrypt and
discard the values of 0 and 1, and then adds the 2’s. Hence the user with the
highest sum is closest to I in term of matching interests. All the users will send
their sums to the broker.

Let us suppose that the results were 10, 8 and 12 for users A, B and C
respectively (having matched 5, 4 and 6 of their interests). The broker will select
C because it has the highest matching attributes. Now it will start to confirm
this result by providing C with the public key of I. C will encrypt his interests
in I ’s public key and sends this back to broker. Note that broker already have
I ’s interests in her public key which I gave to broker in the start. Broker will
now again calculates the difference and sends this to I. I will decrypt it and
sends the results back to broker that it is indeed a score of 12 and broker will
notify both parties that they can proceed to be friends.
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5 Performance Evaluation

This section includes analysis of proposed protocol and implementation.

5.1 Analysis of Proposed Protocol

In our proposed protocol we consider semi-honest users. We use a broker as inter-
mediate party but consider it as trustless entity. In case broker compromises no
valuable information can be revealed to an attacker. In fact the attacker only
gets region-ID and public keys and Wi-Fi MAC address which are of no use of
him. Furthermore, the broker blindly computes the intersection of users’ inter-
ests and due to non-deterministic nature of paillier it cannot find any interest
value by launching a brute force attack. In our proposed protocol there is little
computational overhead on user’s mobile device due to encryption/decryption.
This overhead is kind of a trade off because we are not trusting broker to let our
interest know. Also the broker chooses candidate users randomly in region which
prevents an attacker from performing Sybil attacks. Protocol performs paillier
arithmetic computations on broker. Our implementation also shows less com-
munication overhead for attribute exchanging between broker and users and our
results show that a server is quite efficient to perform arithmetic on encrypted
values.

5.2 Implementation

We implemented the client side application with the help of a Java extension for
Android, in Android Enabled Eclipse environment, named as Android Develop-
ers Tools (ADT). The application saves encryptions for each interest serially on
a .ser format for storing BigIntegers. The .ser file is then compressed yielding

Fig. 4. Execution time for calculating results for increasing number of interests
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a size of 1.5 KB for 30 encrypted attribute values. This compressed .ser file is
then transferred to the broker and broker also uses the same file format and
compression to sending back the results.

We took results of our implementation with respect to execution time on
a server and the data which is being transferred to and from server to mobile
devices. Our test bench comprises of an Intel i7 machine with 4 GB RAM acting
as broker. Fig. 4 shows the execution time for calculating results for increasing
number of interests from 5 to 30. It shows a linear increase in computation time
from 0.00 to 0.06 of a milliseconds. The file containing 30 encrypted interests is
taking around 1.5 KB.

6 Conclusion and Future work

Privacy preserving profile match making is an important issue in PMSN. Calcu-
lation of intersection sets with the help of a centralized trusted server is not an
efficient solution while decentralized approaches have their own drawbacks like
absence of an arbitrator in case of deviation of protocol by a user. They also
suffer with the computational burden on users’ mobile devices. After analyzing
various approaches we propose an efficient solution which utilizes a broker who
does not need to be trusted. Not only this solution takes benefit from the advan-
tages of a centralized server like using computational power of the server but also
it prevents a user’s device from computationally expensive cryptographic arith-
metic operations. The broker blindly calculates the users interests. Our results
show that our scheme is not only efficient with respect to running time but
also have lower communications overheads with respect to number of encrypted
attributes exchanging between users and the broker. In future we try to enhance
the protocol by reducing the computational and communication overhead.
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Abstract. To support encrypted data sharing and searching between multiple
users in the remote data storage server, in 2011, Dong et al. proposed a scheme
for data encryption with keyword search in multi-user (all-user) settings.
The scheme allows all authorized users to share their encrypted data. The
encrypted data can be searched using keyword search method by all users. The
keyword search method makes the server find the encrypted data containing
encrypted keywords without decrypting them, so information of both the data
and the keywords is not exposed to the server. However, the scheme only
considered a scenario sharing all stored data with users, and did not consider a
case for storing private data in the server. In this work, we modify the Dong
et al.’s scheme to propose a scheme that a user can select his private data when
he wants to share them with all users in the system.

Keywords: Searchable encryption � Re-encryption

1 Introduction

As the amount of digital data increases, people want to outsource their data to a remote
data storage server (semi-trusted server). However, in this case, the contents of the
stored data could be exposed to the server. Thus, data confidentiality is one of the
important requirements. A typical solution is that a data owner encrypts data using his
secret key. However, in this solution, the server cannot search specific data because the
contents of the encrypted data are not seen to the server. Therefore, the user must
download all encrypted data.

To solve this problem, searchable encryption schemes in single-user setting have
been proposed [1, 5]. These schemes allow users to search encrypted data based on
keywords with maintaining the confidentiality of both the data and the keywords.
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Song et al. proposed a scheme that the entities who have a shared secret key can store
encrypted data with encrypted keywords, and search the encrypted data using the
encrypted keywords [5]. In Boneh et al.’s scheme [1], people who know a user’s public
key can encrypt and store data with keywords for the user, and only the user holding
the corresponding private key can generate a trapdoor for specific keywords to search
the encrypted data.

Nowadays, many practical remote data storage service provide a functionality
which allows all authorized users in a group to share their data, and search the data.
A single-user setting searchable encryption is not appropriate to be applied to this
situation. If we uses a single-user setting searchable encryption in this case, we have to
encrypt the same data n times where n is the number of users in the system. A common
approach to solve this problem is that all authorized user share the same secret key
which is used to store and search data. However, in this case if the system revokes the
rights of a user to exploit the system, the system must generate a new secret key and
transmit it to all users except the user to be revoked. Therefore, the revocation process
is very inefficient in terms of computation and communication costs.

Considering them, a scheme for data encryption with keyword search in multi-user
(all-user) settings is proposed [4]. The scheme allows any authorized users to share
their data with all users and search all data stored by all users. In [4], semi-trusted proxy
server is used for storing and searching each user’s data without leaking any infor-
mation about the data to the server. The trusted key management server (fully trusted
entity) generates both user side keys and the corresponding server side keys. To store
data with keywords, a user encrypts both the data and the keywords using the user side
keys, and sends the result to the proxy server. The proxy server then re-encrypts
the given ciphertexts with the corresponding server side key. To search data for a
keyword, any user in the system generates a trapdoor for the keyword, and sends it to
the proxy server. Then, the proxy server searches the encrypted data using the trapdoor.
If the proxy server finds the encrypted data that the user wants, the proxy server pre-
decrypts the data with the server side keys corresponding to the user who generated the
trapdoor. Then, the user decrypts the pre-decrypted data with his keys to obtain
plaintext of the data. When a user executes the above operations, he only uses the user
side keys only known to him. Because of this, the scheme can revoke a specific user’s
key without affecting other user’s key. Therefore, the scheme can provide revocation
process with lower cost than that of the above common approach which is sharing the
same secret key with all users.

However, in [4], the scheme only considered a scenario sharing all stored data with
users, and did not consider a case for storing private data in the server. In this paper, we
focus on a scenario where a user stores his private data and the user can share his
specific private data with all users at any time he wants. This scenario is more practical
than that of the Dong et al.’s scheme because many people have private data and
sometimes they want to share their specific data with all users. We can use the Dong
et al.’s scheme to satisfy our scenario in two ways. First trivial solution uses an
additional private storage space such as a hard disk. At first, a user stores his data in
private data storage. When he wants to share the data, he searches his data which are
stored in private data storage, and stores it in shared data storage. However, the first
trivial solution requires an additional private data storage and the user needs to store
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data two times in total when he shares his data. Second trivial solution uses the proxy
server as both the private data storage and the shared data storage. Before a user stores
data to the proxy server, the user encrypts the data using a symmetric encryption
scheme with his secret key which is different from the user’s private key in the Dong
et al.’s scheme. The user then uses Dong et al.’s scheme to store the encrypted data.
Namely, in second trivial solution, a message of Dong et al.’s scheme is the encrypted
data. Other users cannot see the contents of the data because the data are encrypted with
the keys only known to the user who stored the data. However, the second trivial
solution is inefficient in terms of communication and computation cost.

In this paper, we modify the Dong et al.’s scheme to satisfy our scenario in the
above. In the proposed scheme, a user in the system can privately encrypt both data and
keywords and store them in the proxy server. Also, the user can search his private data
based on the keyword search method with preserving confidentiality of the data and the
keywords against the proxy server. Only a user who privately stored the data can
generate a trapdoor to search his data. Additionally, if the user wants to share his
private data with all users in the system, the user generates a Re-enc-key for the data
and the keywords. On receiving the Re-enc-key, the proxy server converts the private
data and the private keywords to shared data and shared keywords. Lastly, all users can
generate a trapdoor to search shared data. Compared with the first trivial solution using
the Dong et al.’s scheme to satisfy our scenario, the proposed scheme does not need an
additional private data storage. Although the first trivial solution has to store data two
times (one storing the data in private data storage, one storing the data in shared data
storage), the proposed scheme only stores the data one time in shared data storage.
In the second trivial solution, one decryption of the data and one storing the data are
required to share the data. However, in the proposed scheme, one efficient Re-enc-key
generation and one re-encryption are required. If we generate Re-enc-key efficiently, the
proposed scheme is more efficient in terms of communication and computation than
that of the second trivial solution.

2 Preliminary

2.1 Security Definition

In this section, we describe security notions and security definitions that were proposed
in [2–4].

Definition 1 (DDH assumption). We say that the DDH problem is hard if for any
probabilistic polynomial time adversary A, the probability

Pr A G; q; g; ga; gb; gab
� � ¼ 1 � Pr� ½A G; q; g; ga; gb; gc

� � ¼ 1
� ��� ��

is negligible in the security parameter |q|, where q is an order of a cyclic group G, g is a
generator of G, and α, β, γ are random elements of Zq.

References [2–4] introduced the concept of non-adaptive indistinguishability
security. At first, we define some important notions based on [2–4]. D is the total
documents in the system, containing the sequences of data Dj and keywords w(Dj)
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(i.e. D ¼ ðDj;wðDjÞ for 1� j� n; where n is the total number of the stored documents
in the system). id(D) is the identifier of data such as memory location. q is a query and
Rq(w) is the results of a query for the keyword w (i.e. Rq(w) = {i, id(D)}). A history Ht

is an interaction between a user and the proxy server over t queries on total documents
D. (i.e. Ht = {D, q1, …, qt}). A view V(Ht) is the information that the adversary can
obtain from the history Ht. (i.e. V(Ht) = {id(D1), …, id(Dn), EP(D1), …, EP(Dn), KEP(w
(D1)),…, KEP(w(Dn)), ERE(D1),…, ERE(Dl), KERE(w(D1)),… KERE(w(Dl)), q1,…, qt}
where EP is the private data encryption, KEP is the private keyword encryption, ERE is
the data re-encryption for sharing, KERE is the keyword re-encryption for sharing,
n is the total number of stored data, and l is the total number of shared data). A trace is
all the information the adversary can obtain. (i.e. Tr(Ht) = {id(D1), …, id(Dn), |EP(D1)|,
…, |EP(Dn)|, |KEP(w(D1))|, …, |KEP(w(Dn))|, |ERE(D1)|, …, |ERE(Dl)|, |KERE(w(D1))|,
…, |KERE(w(Dl))|, Rq(w1), …, Rq(wt), ∏} where ∏ is the search pattern over the
history). The non-adaptive indistinguishability security means in the scheme the
adversary cannot obtain any additional information except the information which
the adversary can obtain from the traces. In other words, the scheme only leaks the
information of the traces to the adversary. The basic concepts of the non-adaptive
indistinguishability security is that the adversary is hard to distinguish between two
non-adaptive query histories which have the same traces. The same traces means initial
information is the same. Namely, if the adversary cannot obtain additional information
beyond view of histories from an interaction between a user and the proxy server, the
adversary cannot distinguish between the non-adaptive query histories. Then the
scheme is non-adaptively indistinguishable.

Definition 2. (Non-adaptive indistinguishability against an honest but curious server).
A multi-user searchable data encryption scheme is secure in the sense of non-adaptive
indistinguishable against an semi-trusted server (honest but curious server) if for all
query t, for all PPT adversaries A, the probability

Pr½b0 ¼ b params;mskð Þ  Init 1k
� �

; ðku; ksÞ  Keygen msk; uð Þ;��
ðHt0;Ht1Þ  AðksÞ;
b 0; 1f g;
b0  Aðks;VkuðHtbÞÞ�

is negligibly close to 1/2 in the security parameter k where ku is the user side keys for
every users and ks is the corresponding sever side keys for every users.

3 The Proposed Scheme

3.1 Entities

• The Trusted Key Management Server: We consider the trusted key management
server as fully trusted entity. The trusted key management server allows a user to
join our system by generating user side keys and the proxy server side keys.
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When the trusted key management server makes a decision to revoke the rights of a
user to exploit the system, it requests the proxy server to delete the proxy server side
keys for the user.

• The Proxy Server: We consider the proxy server as semi-trusted entity. The proxy
server can be called honest but curious server. The proxy server correctly executes the
algorithm, but it wants to obtain the information of both stored data and keywords.
The proxy server can search encrypted data using a trapdoor for a keyword. In case that
the result of the search is private data of the user, the proxy server sends it to the user
without any operation. If the result is shared data, the proxy server pre-decrypts the
encrypted data with proxy server side keys corresponding to the user who generated the
trapdoor. After the decryption of the proxy server, the user can obtain plaintext by
decrypting the pre-decrypted data with his private keys. Although the proxy server
decrypts the encrypted data with the keys, the encrypted data is not decrypted com-
pletely, so the plaintext of the encrypted data is not exposed to the proxy server.

• Users: A user privately encrypts both data and keywords with his own keys, and
stores them. The user can generate a trapdoor for a keyword to search the data
containing the keyword over his privately stored data. A proper trapdoor cannot be
generated by users who did not encrypt and store the data and the keyword.
Whenever the user wants to share the private data and the private keyword, the user
generates Re-enc-keys for the data and the keywords and sends them to the proxy
server. The proxy server use Re-enc-key to re-encrypt both the privately encrypted
data and the privately encrypted keywords, then they will be converted to both the
shared data and the shared keywords. All users of the system can generate a
trapdoor to search the shared data, and can decrypt the data.

3.2 Construction

Let m be a message, w be a keyword to be stored, w be a keyword that a user wants to
find, cm1

00 be a part of encrypted data that a user wants to share, and cw1
00 be a part of

encrypted keyword that a user wants to share. A message m could be data itself or a
symmetric key which is used to encrypt data with hybrid encryption. In our scheme, we
assume the message m is the data itself.

Setup
The trusted key management server runs Init(1k) to generate system parameters and its
private keys. If user i wants to use our proposed scheme, the trusted key management
server uses its private keys to run Keygen(x, s, i) which generates user side keys and the
proxy server keys for user i.

Init(1k): Run by the trusted key management server.

– Given the security parameter 1k, determine q; g; k0; k00; and l where q is the order of
the group G, g is a generator of G; k0 is the key size for a pseudorandom function
F; k00 is the output length for a hash function H, and l is the input length for the

pseudorandom function F. Define the pseudorandom function F: f0; 1gk0 � f0; 1gl
→f0; 1gl and the hash function H: f0; 1g� →f0; 1gk00 :
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– Choose a random element s for the key of the pseudorandom function F and another
random element x ∈ Zq, and compute h = gx.

– Output public parameters params = (G, g, q, h, F, H) and secret keys msk = (x, s).

Keygen(x, s, i): Run by the trusted key management server.

– Choose random elements xi1 ; xi11 ; and xi12 2 Zq.
– Compute xi2 ¼ x� xi1mod q and xi13 ¼ xi1 � ðxi11 þ xi12Þmod q:
– Transmit ðxi11 ; xi12 ; xi13 ; sÞ securely to user i and ðxi2 ; xi12Þ securely to the proxy

server.

Private Data and Keyword Encryption
User i who obtained the user side keys runs P-Keygen(i) to generate a secret key for
pseudorandom function F. User i can encrypt his private data m and keyword wj by
running P-Data-Encðxi11 ;mÞ and P-Keyword-Encðxi11 ; s; si;wjÞ for 1 ≤ j ≤ n where n is
the number of the keywords for data m, then transmits them to the proxy server.

P-Keygen(i): Run by user i.

– Choose a random element si for the key of the pseudorandom function F

P-Data-Encðxi11 ;mÞ: Run by user i.

– Choose a random element rm ∈ Zq, and compute cm100 ¼ grm and cm200 ¼ grm xi11m.
– Output ci00 mð Þ ¼ cm100; cm200ð Þ:
P-Keyword-Encðxi11 ; S; Si;wÞ: Run by user i.

– Choose a random element rw ∈ Zq, and compute σw = Fs(w) and rw0 ¼ FsiðwÞ:
– Compute cw100 ¼ grwþrw ; cw200 ¼ grw xi11þxi11rwþxi11rw 0 ; cw300 ¼ Hðgrwxi11þxi11rwÞ; and

cw400 ¼ HðhrwÞ:
– Output ci00 wð Þ ¼ cw100; cw200; cw300; cw400ð Þ:
Private Keyword Search Method and Private Data Decryption
When user i wants to search data containing keyword w, he runs P-Trapdoorðxi11 ; xi12 ;
si;wÞ to generate a trapdoor for keyword w and transmits it to the proxy server. On
receiving the trapdoor, the proxy server runs P-Searchði; TpiðwÞ; E Dið Þ; xi12Þ and
transmits the output to user i, User i then can obtain the data m by running P-Data-Dec
ðxi11 ; ci00 mð ÞÞ:
P-Trapdoorðxi11 ; xi12 ; si;wÞ: Run by user i.

– Choose a random element rpt ∈ Zq and compute rw0 ¼ FsiðwÞ:
– Compute tp1 ¼ grpt and tp2 ¼ g

rpt xi12þxi11rw�
0
:

– Output Tpi(w) = (tp1, tp2).

P-Searchði; TpiðwÞ;EðDiÞ; xi12Þ: Run by the proxy server.

– Compute Tp ¼ tp2 � ðtp1Þ�xi12 :
• tp2 � ðtp1Þ�xi12 ¼ grpt xi12þ xi11rw

0 � ðgrptÞ�xi12 ¼ gxi11rw
0 ¼ Tp:
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– For each ðci00 mð Þ; ci00 wð ÞÞ 2 E Dið Þ where Di is all documents of user i containing the
sequences of data D and keywords w(D), verify the equation Hðcw200� T�1p Þ ¼ cw300:

• cw200 � T�1p ¼ grw xi11þxi11rwþxi11rw 0 � ðgxi11rw 0 Þ�1: If rw0 ¼ rw0;Hðcw200 � T�1p Þ
¼ Hðgrwxi11rwÞ ¼ cw300:

– If the above equation holds, transmit ðci00 mð Þ; cw100Þ to user i.

P-Data-Decðxi11 ; ci00ðmÞÞ: Run by user i.

– Compute m ¼ cm200 � cm100ð Þ�xi11 :
• cm200 � cm100ð Þ�xi11¼ grmxi11m � ðgrmÞ�xi11 ¼ m:

Data and Keyword Re-encryption for Sharing
If user i wants to share his private data m and keyword w with all users, he runs Re-
Enc-Keygenðw; cm100; cw100; xi11 ; xi12 ; xi13Þ to obtain Re-enc-key, and transmits Re-enc-key
and the trapdoor for keyword w to the proxy server (If the proxy server stored the
trapdoor, it is unnecessary to transmit it to the proxy server again). If the user wants

to generate Re-enc-key efficiently, he can generate kdata-re(w) as ðcm100Þðxi12þ xi13 Þ and

kkeyword-re(w) as ðcw100Þðxi12þ xi13 Þ. Since this Re-enc-key does not reveal any information,
it will not decrease the security of the proposed scheme. On receiving Re-enc-key and
the trapdoor, the proxy server runs Re-Encði; kre wð Þ; Tpi wð Þ; EðDiÞ; xi12 ; xi2Þ to share
data m and keyword w with all users.

Data-Re-Enc-Keygenðcm100; xi12 ; xi13Þ: Run by user i.

– Choose a random element rre ∈ Zq.

– Set k1 ¼ cm1
00; k2 ¼ grre , and compute k3 ¼ grrexi12 ðcm100Þðxi12þxi13 Þ.

– Output kdata-re(w) = (k1, k2, k3).

Keyword-Re-Enc-Keygenðcw100; xi12 ; xi13Þ: Run by user i.

– Choose a random element rre′ ∈ Zq.

– Set k4 ¼ cw1
00; k5 ¼ grre

0
, and compute k6 ¼ grre

0xi12 ðcw100Þðxi12þ xi13 Þ.
– Output kkeyword-re(w) = (k4, k5, k6).

Re-Enc-Keygenðw; cm100; cw100; xi11 ; xi12 ; xi13Þ: Run by user i.

– Run P-Trapdoorðxi11 ; xi12 ; si;wÞ, Data-Re-Enc-Keygenðcm100; xi12 ; xi13Þ, and Key-
word-Re-Enc-Keygenðcw100; xi12 ; xi13Þ.

– Outputs Re-enc-key kre(w) = (kdata-re(w), kkeyword-re(w)) and Tpi(w).

Data-Re-Encði; kdata�re wð Þ; ci00ðmÞ; xi12 ; xi2Þ: Run by the proxy server.

– Set cw10 ¼ cw100 and compute cm20 ¼ cm200 � ðk2Þ�xi12 � k3 � ðcm100Þxi2 :
• cm20 ¼ cm200 � ðk2Þ�xi12 � k3 � ðcm100Þxi2 ¼ grm xi11m � g�rre xi12 � grrexi12þ rmðxi12þ xi13 Þ�

grm xi2 ¼ mgrmðxi11þ xi12þ xi13 Þ � grmxi2 ¼ grmðxi1þ xi2 Þm ¼ grmxm:
– Output ci0ðmÞ ¼ ðcm10; cm20Þ.
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Keyword-Re-Encði; kkeyword�reðwÞ; ci00ðwÞ; xi12
; xi2 ; TpÞ: Run by the proxy server.

– Set cw1′ = cw1′′ and cw3′ = cw4′′, and compute cw20 ¼ cw200 � ðk5Þ�xi12 � k6 � ðcw100Þxi2 �
T�1p .

• cw20 ¼ cw200 � ðk5Þ�xi12 � k6 � ðcw100Þxi2 � T�1p ¼ grw xi11þxi11rwþxi11rw 0 � g�rre 0xi12 �
grre

0xi12 ðgrw þrwÞðxi12þxi13 Þ � ðgrw þrwÞxi2 � g�xi11rw 0
¼ ðgrw þrwÞðxi11þxi12þxi13 Þ � ðgrw þrwÞxi2 ¼ ðgrw þrwÞðxi1þxi2 Þ ¼ ðgrw þrwÞx ¼ hrwgxrw .

– Output ci0ðwÞ ¼ ðcw10; cw20; cw30Þ.
Re-Enc(i, kre(w), Tpi (w), E(Di), xi12, xi2): Run by the proxy server.

– Compute Tp ¼ tp2 � ðtp1Þ�xi12 :
• tp2 � ðtp1Þ�xi12 ¼ grpt xi12þxi11rw

0 � ðgrpt Þ�xi12 ¼ gxi11rw
0 ¼ Tp

– For each ðci00ðmÞ; ci00ðwÞÞ 2 EðDiÞ where Di is all documents of user i containing
the sequences of data D and keywords w(D), find ðci00ðmÞ; ci00ðwÞÞ which holds the
equation cm100 ¼ k1 and cw100 ¼ k4:

– Run Data-Re-Enc(i, kdata-re(w), ci00ðmÞ; xi12, xi2) to obtain ci0ðmÞ ¼ ðcm10; cm20Þ:
– Run Keyword-Re-Enc(i, kkeyword-re(w), ci00w; xi12, xi2, Tp) to obtain ci0ðwÞ ¼ ðcw10;

cw20; cw30Þ:
– Store ci0 mð Þ ¼ ðcm10; cm20Þ and ci0 wð Þ ¼ ðc0w1; cw20; cw30Þ:
Multi-user Keyword Search Method and Shared Data Decryption
Any user who wants to search for shared data containing keyword w run
M-Trapdoorðxi1 ; s;wÞ. If the proxy server receives the output of the algorithm, the
proxy server runs M-Searchði; TmiðwÞ;EðDmÞ; xi2Þ and transmits the outputs to the user
who transmitted the trapdoor for keyword w. The user can obtain the data m by
running M-Data-Decðxi1 ; ciðmÞÞ.
M-Trapdoorðxi1 ; s;wÞ: Run by user i.

– Choose a random element rmt 2 Zq and compute σw = Fs(w).
– Compute tm1 ¼ grmt�rw and tm2 ¼ hrmtg�xi1 rmt gxi1rw .

• tm2 ¼ hrmtg�xi1 rmt gxi1rw ¼ gxi2 rmt gxi1rw .
– Output Tmi(w) = (tm1, tm2).

M-Searchði; TmiðwÞ;EðDmÞ; xi2Þ: Run by the proxy server.

– Compute Tm ¼ tm2 � tm1ð Þ�xi2 .
• tm2 � ðtm1Þ�xi2 ¼ grmt xi2þxi1rw � g�rmt xi2þxi2rw ¼ gðxi1þ xi2 Þrw ¼ gxrw ¼ Tm:

– For each ðci0 mð Þ; ci0 wð ÞÞ 2 E Dmð Þ where Dm is all shared documents containing
the sequences of data D and keywords w(D), verify the equation Hðcw20 � T�1m Þ ¼
cw30:
• cw20 � T�1m ¼ hrwgxrw � g�xrw : If rw0 ¼ rw0;Hðcw20 � T�1m Þ ¼ HðhrwÞ ¼ cw30:

– If the above equation holds, set cm1 ¼ cm10 and compute cm2 ¼ cm20 � cm10ð Þ�xi2 :
• cm2 ¼ cm20 � cm10ð Þ�xi2 ¼ grm xm � g�rm xi2 ¼ grm xi1m:

– Transmit ci(m) = (cm1, cm2) to user i.
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M-Data-Decðxi1 ; ci mð ÞÞ: Run by user i.

– Compute m ¼ cm2 � cm1ð Þ�xi1 :
• cm2 � cm1ð Þ�xi1¼ grm xi1m � grmð Þ�xi1¼ m:

Revocation
When the trusted key management server wants to revoke the rights of user i to use the
scheme, the trusted key management server makes the proxy server run Revoke(i).

Revoke(i): Run by the proxy server.

– Delete the proxy server key ðxi2 ; xi12Þ for user i.

3.3 Security Analysis

In this section, we analyze the security of the proposed scheme based on [3, 4].

Theorem 1. If the DDH problem is hard, then in the proposed scheme the private data
encryption and the data re-encryption for sharing are indistinguishable under chosen-
plaintext attack (IND-CPA) secure against the proxy server. That is, for any PPT
adversary A, the probability

SuccAdata kð Þ ¼ Pr½b0 ¼b params;mskð Þ  Init 1k
� �

; ðku; ksÞ  Keygen msk; uð Þ;��
ðm0; m1Þ  AP-Data-Enc ku;�ð ÞðksÞ;
b 0; 1f g;
ci
00
mbð Þ ¼ P-Data-Encðxi 11; mbÞ;

b0  AP-Data-Enc ku;�ð Þðks; ci 00 mbð ÞÞ�

is negligibly close to 1/2 in the security parameter k where ku is the user side keys for
every users and ks is the corresponding sever side keys for every users.

Proof. A PPT adversary A0 uses A as subroutine to challenge the DDH problem.
– Setup: The input of A0 is G, q, g, g1, g2, g3 where g1 = gα, g2 = gβ, g3 = gαβ or gγ,

and α, β, γ are random elements of Zq. A0 chooses H, F, s, and a random element
r1 for h ¼ gr1 . It then transmits (G, g, q, h, F, H) to A. For each user i ∈ u where u is
all users, A0 chooses random elements xi2 ; xi12 ; xi13 2 Zq and computes gxi11 ¼
g1 � g�xi12�xi13�xi2 . A0 transmits ði; xi2 ; xi12Þ to A and keeps ði; xi2 ; xi12 ; xi13 ; gxi11 Þ.

– Query: At any time, A sends m to A0 to access the private data encryption oracle,
A0 chooses a random element r2 ∈ Zq and transmits ðgr2 ; gr2xi11mÞ to A. Whenever
A transmits cm1

00 to A0; A0 computes data re-encryption key k1 ¼ cm1
00; k2 ¼ gr3 ;

and k3 ¼ gr3xi12 ðcm100Þðxi12þxi13 Þ where r3 is a random element of Zq, then sends
kdata-re(w) = (k1, k2, k3) to A.

– Challenge: A outputs m0 and m1, then A0 chooses a random bit b and transmits
ðg2; g3g�xi12�xi13�xi22 mbÞ to A. Also, A0 computes k1

0 ¼ g2; k2
0 ¼ gr4 , and k3

0 ¼ gr4 xi12

g2ð Þðxi12þxi13 Þ where r4 is a random element of Zq, then sends k
0
data�re wð Þ ¼ k1

0
; k2

0
;

�

k3
0 Þ to A:
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– Output: A outputs b0, A0 verifies b = b0. If the equation holds, A0 outputs 1,
otherwise outputs 0.

We can consider two cases depending on the value of g3.

• Case 1. g3 = gγ, in this case g2; g3g
�xi12�xi13�xi2
2 mb

� � ¼ ðgb; gc�b xi12þxi13þxi2ð ÞmbÞ.
If ðgb; gc�b xi2þxi13þxi2ð ÞmbÞ is re-encrypted for sharing, then ðgb; gc�b xi12þxi13þxi2ð Þ
gbxi12þxi13þxi2mbÞ ¼ gb; gcmb

� �
: Because γ is a random element, A cannot obtain

meaningful information to distinguish m0 and m1 from above equation. Therefore,
the output of A is exactly random value. Then, the probability Pr A0 G; q; g; ga;ð½
gb; gcÞ ¼ 1� is 1/2.

• Case 2. g3 = gαβ, in this case g2; g3g
�xi12�xi13�xi2
2 mb

� � ¼ ðgb; gb a�xi12�xi13�xi2ð ÞmbÞ
¼ gb; gb xi11mb

� �
. This is a kind of the ciphertexts encrypted under the private data

encryption (P-Data-Enc). If ðgb; gb a�xi12�xi13�xi2ð ÞmbÞ is re-encrypted for sharing,

then ðgb; gb a�xi12�xi13�xi2ð Þgb xi12þxi13þxi2ð ÞmbÞ ¼ gb; gbamb
� �

. This is a kind of the
ciphertexts encrypted under the data re-encryption for sharing (Data-Re-Enc). Then,
the probability Pr A0 G; q; g; ga; gb; gab

� � ¼ 1
� �

is SuccAdata kð Þ.
If DDH problem is hard, Pr A0 G; q; g; ga; gb; gab

� � ¼ 1
� �� Pr A0 G; q; g; ga;ð½��

gb; gcÞ ¼ 1�j is negligible, then SuccAdata kð Þ � 1=2
�� �� is negligible.

Therefore, SuccAdata kð Þ is negligibly close to 1/2. □

Theorem 2. If the DDH problem is hard, then in the proposed scheme the private
keyword encryption and the keyword re-encryption for sharing are indistinguishable
under chosen-plaintext attack (IND-CPA) secure against the proxy server. That is, for
any PPT adversary A, the probability

SuccAkeyword kð Þ ¼ Pr½b0 ¼ b params;mskð Þ  Init 1k
� �

; ðku; ksÞ  Keygen msk; uð Þ;��
ðw0; w1Þ  AP-Keyword-Enc ku; �ð ÞðksÞ;
b 0; 1f g;
c00i wbð Þ ¼ P-Keyword-Encðxi11 ; wbÞ;
b0  AP-Keyword-Enc ku; �ð Þðks; c00i wbð ÞÞ�

is negligibly close to 1/2 in the security parameter k where ku is the user side keys for
every users and ks is the corresponding sever side keys for every users.

Proof. A PPT adversary A0 uses A as subroutine to challenge the DDH problem.
– Setup: The input of A0 is G, q, g, g1, g2, g3 where g1 = gα, g2 = gβ, g3 = gαβ or gγ,

and α, β, γ are random elements of Zq. A0 chooses H, F, s, si, and sets h = g1. It then
transmits (G, g, q, h, F, H) to A. For each user i ∈ u where u is all users, A0 chooses
random elements xi2 ; xi12 ; xi13 2 Zq and computes gxi11 ¼ h � g�xi12�xi13�xi2 . A0

transmits ði; xi2 ; xi12Þ to A and keeps i; xi2 ; xi12 ; xi13 ; g
xi11ð Þ.
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– Query: At any time, A sends w to A0 to access the private keyword encryption
oracle, A0 chooses a random element r1 ∈ Zq, and computes rw ¼ Fs wð Þ; rw0 ¼
Fsi wð Þ; cw100 ¼ gr1þrw; cw200 ¼ gr1xi11þxi11rwþxi11rw

0
; cw300 ¼ H gr1xi11þxi11rwð Þ; and

cw400 ¼ H hr1ð Þ. It then transmits ci00 wð Þ ¼ cw100; cw200; cw300; cw400ð Þ to A. Also,
whenever A transmits cw1

00 to A0; A0 computes keyword re-encryption key

k4 ¼ cw1
00; k5 ¼ gr2 , and k6 ¼ gr2xi12 ðc00w1Þ xi12þxi13ð Þ where r2 is a random element of

Zq, then sends kkeyword-re(w) = (k4, k5, k6).
– Challenge: A outputs w0 and w1, then A0 chooses a random bit b and computes

rwb ¼ Fs wbð Þ; rwb
0 ¼ Fsi wbð Þ; cwb1

00 ¼ g2g
rwb , cwb2

00 ¼ g3g
�xi12�xi13�xi2
2 gxi11rwbþxi11rwb

0
;

cwb3
00 ¼ Hðgxi112 gxi11rwb Þ, and cwb4

00 ¼ H g3ð Þ. It then transmits ci00 wbð Þ ¼ cwb1
00;ð

cwb2
00; cwb3

00; cwb4
00Þ to A. Also, A0 computes k04 ¼ cwb1

00; k05 ¼ gr3 , and k06 ¼
gr3xi12 ðcwb1

00Þðxi12þxi13 Þ where r3 is a random element of Zq, then sends
k0keyword�re wð Þ ¼ k04; k

0
5; k
0
6

� �
to A.

– Output: A outputs b0, A0 verifies b = b0. If the equation holds, A0 outputs 1,
otherwise outputs 0.

We can consider two cases depending on the value of g3.

• Case 1. g3 = gγ, in this case c00i wbð Þ ¼ cwb100;ð cwb200; cwb300; cwb400Þ ¼ gbþrwb ;
�

gc�b xi12þxi13þxi2ð Þgxi11rwbþ xi11rwb
0
; H gbxi11þxi11rwb

� �
;H gcð ÞÞ: If ðgbþrwb ; gc�b xi12þxi13þxi2ð Þ

gxi11rwbþ xi11rwb
0
; H gbxi11þxi11rwb

0� �
;H gcð ÞÞ is re-encrypted for sharing, then

ðgbþrwb ; gc�b xi12þxi13þxi2ð Þgxi11rwb gðbþrwb Þ xi12
þxi13þxi2ð Þ

; H gcð ÞÞ ¼ gbþrwb ; gcþarwb ;H gcð Þ� � .
Because γ is a random element, A cannot obtain meaningful information to dis-
tinguish w0 and w1 from above equation. Therefore, the output of A is exactly
random value. Then, the probability Pr A0 G; q; g; ga; gb; gc

� � ¼ 1
� �

is 1/2.
• Case 2. g3 ¼ gab in this case ci00 wbð Þ ¼ ðcwb1

00; cwb2
00; cwb3

00; cwb4
00Þ ¼

gbþrwb ; gbxi11þxi11rwbþxi11rwb
0
;H gi11þxi11rwbð Þ;H gab

� �� �
. This is a kind of the cipher-

texts encrypted under the private keyword encryption (P-Keyword-Enc). If ðgbþrwb ;
gbxi11þ xi11rwbþ xi11rwb

0
; Hðgbxi11þxi11rwb Þ;HðgabÞÞ is re-encrypted for sharing, then

gbþrwb ; gabþarwb ; H gab
� �� �

. This is a kind of the ciphertexts encrypted under the
keyword re-encryption for sharing (Keyword-Re-Enc). Then, the probability
Pr A0 G; q; g; ga; gb; gab

� � ¼ 1
� �

is SuccAkeyword kð Þ.
If DDH problem is hard, j Pr A0 G; q; g; ga; gb; gab

� � ¼ 1
� �� Pr A0 G; q; g; ga; gb; gc

� �� ¼
1�j is negligible, then SuccAkeyword kð Þ � 1=2

���
��� is negligible.

Therefore, SuccAkeyword kð Þ is negligibly close to 1/2. □

Theorem 3. If the DDH problem is hard, then the proposed scheme is a non-adaptive
indistinguishable secure multi-user searchable encryption scheme.
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Proof. We will compare each component of the view.

– Data identifiers id(D1), …, id(Dn): As the traces of the histories are the same (i.e.
Tr(Ht0) = Tr(Ht1)), the adversary cannot distinguish the data identifiers.

– Ciphertexts of the private data encryption and the data re-encryption for
sharing EP(D1), …, EP(Dn), ERE(D1), …, ERE(Dl): By Theorem 1, the adversary
cannot distinguish the ciphertexts.

– Ciphertexts of the private keyword encryption and the keyword re-encryption
for sharing KEP(w(D1)), …, KEP(w(Dn)), KERE(w(D1)), …, KERE(w(Dl)): By
Theorem 2, the adversary cannot distinguish the ciphertexts.

– Queries q1, …, qt : As the traces of the histories are the same (i.e. Tr(Ht0) = Tr
(Ht1)), the query pattern is the same.

• A private trapdoor query is TpiðwÞ ¼ ðtp1; tp2Þ ¼ grpt ; grpt xi12þxi11rw
0

� �
. Because

rpt is a random element and σw′ is pseudorandom number, the adversary cannot
distinguish between the private trapdoor queries.

• A multi-user trapdoor query is TmiðwÞ ¼ ðtm1; tm2Þ ¼ ðgrmt�rw� ; hrmt g�xi1 rmt

g
xi1rw�Þ ¼ ðgrmt�rw� ; gxi2 rmt g

xi1rw�Þ. Because rmt is a random element and σw is
pseudorandom number, the adversary cannot distinguish between the multi-user
trapdoor queries. □

4 Discussion and Conclusion

The proposed scheme is also vulnerable to collusion attack shown in [4], which means
that the secret keys of the trusted key management server can be easily computed if one
of the authorized users colludes with the proxy server. One of the authorized users
sends his private keys ðxi11 ; xi12 ; xi13 ; sÞ to the proxy server, then the proxy server
computes x ¼ xi11 þ xi12 þ xi13 þ xi2 using the proxy server secret keys ðxi2 ; xi12Þ.
The proxy server can easily obtain the secret keys of the trusted key management server
msk = (x, s). If the proxy server has msk, he can decrypt all stored shared data. Dong
et al. said the design of fully collusion-resistant scheme is open problem and introduced
some possible solutions in practice to prevent the problem in [4]. The privately stored
data are secure under the collusion attack.

In this work, we modify Dong et al.’s scheme to propose a scheme that a user can
selectively share his specific private data. In the proposed scheme, a user in the system
can privately encrypt both data and keywords and store them in the proxy server. Also,
the user can search his private data based on the keyword search method with pre-
serving confidentiality of the data and the keywords against the proxy server. Only a
user who privately stored the data can generate a trapdoor to search his data. Addi-
tionally, the user can share his specific private data at any time he wants. Lastly, all
users can generate a trapdoor to search shared data.
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Abstract. Numerous signature schemes have been proposed in the lit-
erature. One of the major applications of digital signature is the notion
of multi-signature, that enables many co-signers to authorize a document
on their behalf. Nevertheless, the major impediment in this notion relies
on the need to have all signers to behave in accordance to the proto-
col correctly. If one of the signers does not release his signature, then
all of the other signers will be disadvantaged while the malicious signer
can obtain a valid multi-signature on behalf of the others with his own
knowledge on his partial signature. In this paper, we aim to bridge this
gap by proposing the notion of fair multi-signatures. In our notion, when
there is any dishonest signer in the group, then the honest signers will
not be disadvantaged. Furthermore, if the signing protocol is incomplete,
nobody will be able to produce a valid signature on behalf of the group.
However, if the protocol completes, then each signer can output a signa-
ture on the agreed message. Our notion provides one step ahead in terms
of the adoption of multi-signature in practice.

Keywords: Fairness · Multi signatures

1 Introduction

A multi-signature (MS) scheme allows a group of n parties, who engage in an
interactive protocol, to generate a joint signature on their choices of message m.
Multi-signature schemes provide several advantages over the standard signature
scheme. First, the size of a multi-signature is constant and short, which is com-
parable to a standard signature. Second, the verification algorithm is as efficient
as a standard signature. Nevertheless, multi-signatures enable multiple parties
to co-sign a document that they have agreed. This has offered many practical
applications, such as contract signing.

When all the parties behave correctly, i.e. following the protocol, then multi-
signatures can be invoked securely. Nevertheless, if there exists a malicious signer
in the group, who eventually refused to release his/her signature after receiving
the others’, then multi-signature schemes will no longer be fair to the honest
users. In this situation, the honest users cannot obtain the valid multi-signature,
while the malicious user can enjoy the valid multi-signature after adding his/her
c© Springer International Publishing Switzerland 2015
K.-H. Rhee and J.H. Yi (Eds.): WISA 2014, LNCS 8909, pp. 244–256, 2015.
DOI: 10.1007/978-3-319-15087-1 19
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partial signature to the partial multi-signatures provided by the honest signers.
To illustrate this situation, let us consider the following scenario. Alice, Bob
and Claire would like to jointly sign an agreement. Bob and Claire work in
accordance to the multi-signature scheme to produce their partial signatures, and
release them. However, after Alice obtains the necessary information to output
the signature on the agreement, Alice refuses to send her information which Bob
and Clair need to complete the protocol and output the multi-signature on the
agreement. Hence, the multi-signature becomes unfair to Bob and Claire, who
have engaged in the protocol honestly.

Our Contributions: In this paper, we introduce the notion of fair multi-signature
(FMS) schemes to solve the above problem. In our notion, nobody will be able
to produce a valid signature until all signers produce their partial signatures
correctly. We describe the model of the FMS scheme and its security notions to
capture the integrity of a message, and the non-repudiation of the signers. We
also present a generic construction scheme of FMS schemes which are proven to
be secure in our security model.

Previous Works: A multi-signature scheme is an algorithm for a group of n
signers working together to produce a (constant size and/or short) signature
on the same message. Since its invention in 1983 by Itakura and Nakamura [5],
many schemes have been proposed [2,7,9–11].

An aggregated signature scheme is a variant of multi-signature scheme which
was firstly introduced by Boneh, Gentry, Lynn, and Shacham (BGLS in short)
[3]. In their work, the verifiable encrypted signature based on aggregated signa-
ture was introduced. The idea is similar to the aggregated signature by adding a
simulated signature into an original signature. In 2004, Lysyanskaya, Micali,
Reyzin and Shacham [8] proposed a sequential aggregated signature scheme
based on RSA cryptosystem. Later in Eurocrypt 2006, Lu, Ostrovsky, Sahai,
Shacham and Waters (LOSSW in short) [6] proposed a new sequential aggre-
gated signature scheme and a new verifiable encrypted signature. Their schemes
are efficient and provably secure in the standard model and their completed
proofs can be found in [7].

A fair exchange protocol [1,4] is provided for two parties to fairly exchange
their items so that no one can gain any advantage in the process. A fair exchange
can be realized simply by introducing an online trusted third party who acts as
a mediator: earth party sends the item to the trusted third party, who upon
verifying the correctness of both items, forwards each item to the other party. It
seems that a fair exchange protocol together with a multi-signature protocol can
be used to exchange a multi-signature in a fair way. Nevertheless, in practice, the
above combination scheme is meaningless since there will be always one honest
party who could not completed the protocol and obtain a multi-signature. This
is a drawback of the above approach.

Paper Organization: The rest of the paper is organized as follows. In the next
Section, we will review some preliminaries that will be used throughout this
paper. The definition of FMS and its security notations will be described in
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Sect. 3. In the Sect. 4, we present a generic construction of FMS scheme from
verifiable encrypted signature scheme based on aggregate signature and provide
its instantiation in Sect. 6. Then, in the Sect. 5, we describe the proof of the
security of generic construction. Finally, we conclude the paper.

2 Notation

For the sake of consistency, the following notations will be used throughout
the paper. Let PPT denote a probabilistic polynomial-time algorithm. When a
PPT algorithm F privately accesses and executes another PPT algorithm E, we
denote it by FE(.)(.). We denote by poly(.) a deterministic polynomial function.
For all polynomials poly(k) and for all sufficiently large k, if q ≤ poly(1k) then
we say that q is polynomial-time in k. We say that a function f : N → R is
negligible if, for all constant c > 0 and for all sufficiently large n, f(n) < 1

nc .

Denote by l
$← L the operation of picking l at random from a (finite) set L.

A collision of a function h(.) refers to the case when there is a message pair
m,n of distinct points in its message space such that h(m) = h(n). We denote
by || the concatenation of two strings (or integers). Let G1 and G2 be cyclic
multiplicative groups generated by g1 and g2, respectively. The order of both
generators is a prime p. Let ê : G1 × G2 → GT be a bilinear mapping from G1

and G2 to GT .

3 Notion of Fair Multi-signature Schemes (FMS)

It is assumed that all parties, who need to use his/her public-private key in this
scheme, comply with a registration protocol with a certificate of authority to
obtain certificates on their public key prior to the communication with others.
Let LS be a list of all of the signers’ public keys such that LS = {pkSi

} where
i is an index of the signer and pkSi

is a public key of the i-signer. Let n be the
total number of signer involved in the signature. Let TP denote a semi-trusted
third party who is not included in the list of signer LS and TP is assumed to be
trusted for some certain level. We give a definition of fair multi-signature scheme
as outlined below.

Definition 1. A fair multi-signature scheme Σ is an 7-tuple.

Σ = (Setup, TKeyGen, SKeyGen, Sign, V erify)

such that

System Parameters Generation (Setup): Setup is a PPT algorithm that, on
input a security parameter K, outputs the system parameters param.

TP Key Generator (TKeyGen): TKeyGen is a PPT algorithm that, on input the
system parameters param, outputs strings (skTP , pkTP ) where they denote a
secret key and a public key of semi-trusted third party, respectively. That is
{pkTP , skTP } ← TKeyGen(param).
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Signer Key Generator (SKeyGen): SKeyGen is a PPT algorithm that, on
input the system parameters param, outputs strings (skSi

, pkSi
) where they

denote a secret key and a public key of the ith signer, respectively. That is
{pkSi

, skSi
} ← SKeyGen(param).

Signature Signing (Sign): Sign is an interactive protocol involving a group of
signer and a semi-trusted third party. Let us denote by σ ← Sign.〈S1(skS1),
..., Sn(skSn

), TP (skTP )〉 (LS, pkTP ,M, param) a signing protocol Sign that
involves a group of signer and a semi-trusted third party and outputs a sig-
nature σ, where M is an input message, param is the system parameters and
LS is a list of signer’s public key involving in the signing process.

Signature Verification (V erify): On input the list of signer’s public key LS,
a message M , the system parameters param and a signature σ, Σ.V erify
outputs a verification decision d ∈ {Accept,Reject}. That is d ← Σ.V erify
(M,σ,LS, param).

3.1 Unforgeability

In this paper, when we discuss the unforgeability property, it means that the
security against existential unforgeability under an adaptive chosen message
and chosen public key attack. Intuitively, the unforgeability property of FMS
schemes is provided that, with the corporation of n − 1 corrupted signers and
the corrupted TP, an adversary should not be able to forge the multi-signature
without interacting with an honest signer, where n is a total number of signers
signing on the message. Here, our definition of the unforgeability is to provide
an assurance that one with access to a key generation oracle, a signing oracle
and a verification oracle, and with the entire set of signer public parameters
pkS1 , ..., pkSn

and the knowledge of the n − 1-signer secret keys skS1 , ..., skSn−1

and a TP secret key skTP , should be unable to produce a multi-signature on
a new message even with the capability of arbitrarily choosing the n − 1-signer
secret keys, a TP secret key and message M as inputs. The following game
describes the existential unforgeability of the FMS scheme. Let CM -CPK-A be
the adaptively chosen message, chosen public key and insider corruption attack
and let EUF -FMS be the existential unforgeability of the FMS scheme. We
denote by ACM-CPK-A

EUF -FMS the adaptively chosen message, chosen public key, and
insider corruption adversary. We also denote by F the simulator.

First, let PS be an algorithm that maintains the list of public-private key
pair, where PS ← PS(pkI , skI) is the recording operation that keeps pkI and
skI in the list and skI ← PS(pkI) is the retrieving operation that takes pkI

as input and outputs skI . QS is defined an algorithm that maintains the list of
queried public-private key pair and works in the same way as P + S. Then, we
define the signer’s public key generation oracle SPO, the signer’s private key
generation oracle SKO, the semi-trusted third party’s private key generation
oracle T KO, the interactive signing oracle SSO, and the random oracle HO as
in the Fig. 1. In fact, SKO is not required since the adversary can generate a
pair of public and private keys using SKeyGen directly. However, due to the
registered key model, the adversary also needs to register their the public and
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Oracle SPO: Oracle SSO(S1, ..., Sn, TP )
If I = S then σ ← Sign.〈S1(skS1), ..., Sn(skSn),

(pkSi , skSi) ← SKeyGen(param) TP (skTP )〉(M, pkTP , LS)
ElseIf I = TP then Return σ

(pkTP , skTP ) ← TKeyGen(param) Oracle HO(str):
PS ← PS(pkI , skI) m ← H(str)
Return pkI Return m

Oracle T KO(pkTP ): Oracle SKO(pkSi):
skTP ← PS(pkTP ) skSi ← PS(pkSi)
QS ← QS(pkTP , skTP ) QS ← QS(pkSi , skSi)
Return skTP Return skSi

Fig. 1. Oracles for adversary attacking unforgeability of FMS scheme

private key prior to the signing protocol. Hence, it is smoother in the simulating
process and easier to understand by assuming that the adversary obtains a pair
of public and private keys by using SKO in which we can skip the process of
public key registration. Let LS∗ be a list of all of the signers’ public keys that
at least one signer public key pkSi

∗ that has never been queried for its private
key skSi

∗ . Let M∗ be a message that has never been queried for a signature σ∗.
The experiment in Fig. 2 shows the existential unforgeability of the FMS scheme.
The success probability function such that ACM-CPK-A

EUF -FMS wins the above game is
defined as SuccCM-CPK-A

EUF -FMS (.).

ExptACM-CPK-A
EFC-FMS (k) A wins the above game if:

param ← Setup(1k) 1. pkSi
∗ ∈ LS∗; skSi

∗ SQ∈� .

(⊥, st) ← ASSO(.),SPO(.),SKO(.),HO(.)(param) 2. skTP∗ SQ∈� .
(⊥, σ∗) ← A(LS∗, pkTP∗ , M∗, st) 3. Accept ← Σ.V erify(M∗, σ∗, LS∗).
return σ∗

Fig. 2. The experiment of unforgeability game

Definition 2. The FMS scheme is said to be (t,qH ,qSP ,qSS,qSK ,ε)-secure exis-
tentially unforgeable under an adaptive chosen message, chosen public key and
insider corruption attack if there is no PPT adversary ACM-CPK-A

EUF-FMS such that the
success probability SuccCM-CPK-A

EUF-FMS (k) = ε is negligible in k, where ACM-CPK-A
EUF-FMS

runs in time at most t, makes at most qH , qSP , qSS, and qSK queries to the
random oracles, SPO oracle, SSO oracle and SKO oracle, respectively.

3.2 Fairness

Intuitively, the definition of fairness has two sub-properties. First, completeness,
if the signing protocol is completed and the semi-trusted third party is not
compromised, then every signer in LS should output the same multi-signature.
Second, soundness, if the signing protocol is uncompleted or interrupted and
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the semi-trusted third party is not compromised, then no one should be able
to output a multi-signature corresponding to the list LS and a message M .
However, fairness with completeness is straightforward and its meaning is the
same as the completeness of FMS scheme. Hence, we will only cater for the
fairness with soundness. The following game describes the existential fairness
with soundness of the FMS scheme. We denote by EFS-FMS the existential
fairness with soundness of the FMS scheme. Let ACM-CPK-A

EFS-FMS be the adaptively
chosen message, chosen public key, and insider corruption adversary. Let F be a
simulator of the existential fairness with soundness game. The interactive signing
oracle SSO, the random oracle HO, the signer’s public key generation oracle
SPO and the signer’s private key generation oracle SKO are defined as same as
in the Sect. 3.1. Note that LS∗ is a list of all of the signers’ public keys, including
the honest signer’s public key pkSi

∗ .
Given a choice of messages M and an access to the above oracles, A arbitrarily

makes queries to the oracles. At the end of these queries, F , who plays a role of
the honest signer pk∗

Si
, interacts with A who plays a role of corrupted signers. We

assume that A outputs a forged multi-signature σ∗ on a message M∗ with respect
to LS∗, pkTA. A wins the above game if the private key of the honest signer pk∗

Si

in LS∗ is not known to A and F(as a signer Si
∗) did not fully completed the

signing protocol with A and TP . Note that “not fully completed the interaction”
means that F communicated only with signers in the LS∗ but not with TP
and, hence, neither F nor signers in the LS∗ should be able to output a multi-
signature σ∗. The success probability function such that ACM-CPK-A

EFS-FMS wins the
above game is defined as SuccCM-CPK-A

EFS-FMS (.).

Definition 3. The FMS scheme is said to be (t,qH ,qSP ,qSS,qSK ,ε)-secure exis-
tentially fairness with soundness under an adaptive chosen message, chosen pub-
lic key and insider corruption attack if there is no PPT adversary ACM-CPK-A

EFS-FMS

such that the success probability SuccCM-CPK-A
EFS-FMS (k) = ε is negligible in k, where

ACM-CPK-A
EFS-FMS runs in time at most t, makes at most qH , qSP , qSS, and qSK

queries to the random oracles, SPO oracle, SSO oracle and SKO oracle,
respectively.

3.3 Semi-Trustiness

Intuitively, the definition of semi-trustiness is to prevent an adversary, who acts
as a semi-trusted third party, from outputting the multi-signature after inter-
acting with the signing protocol that involves the honest signers. To simplify
this matter, we say that an adversary, corrupted with the semi-trusted third
party, arbitrarily interacts with honest signers and breaks the semi-trustiness of
FMS scheme if the adversary outputs a multi-signature σ∗ on a new message
M∗ after completing the interaction with the arbitrarily chosen honest signers.
Let us denote by CM -CPK-A the adaptively chosen message, chosen public
key attack and denote by EST -FMS the existential semi-trustiness of the FMS
scheme. Let ACM-CPK-A

EST -FMS be the adaptively chosen message, chosen public key,
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and insider corruption adversary. Let F be a simulator of the existential semi-
trustiness game. The interactive signing oracle SSO, the random oracle HO,
the signer’s public key generation oracle SPO and the signer’s private key gen-
eration oracle SKO are defined as same as in the Sect. 3.1. The following game
describes the existential semi-trustiness of the FMS scheme.

ExptACM-CPK-A
EST-FMS (k):

param ← Setup(1k)
(⊥, st) ← ASSO,SPO,SKO,HO(param)
(⊥, σ) ← Sign.〈S1(skS1), ..., Sn(skSn

),
A(skTP )〉(LS, pkTP ,M)

return σ
A wins the above game if

1. skS1 , ..., skSn

∈ QS

2. Accept ← Σ.V erify(M,σ,LS)

The success probability function such that ACM-CPK-A
EST -FMS wins the above game

is defined as SuccCM-CPK-A
EST -FMS (.).

Definition 4. The FMS scheme is said to be (t,qH ,qSP ,qSS,qSK ,ε)-secure exis-
tentially semi-trustiness under an adaptive chosen message, chosen public key
attack if there is no PPT adversary ACM-CPK-A

EST-FMS such that the success probabil-
ity SuccCM-CPK-A

EST-FMS (k) = ε is negligible in k, where ACM-CPK-A
EST-FMS runs in time at

most t, makes at most qH , qSP , qSS, and qSK queries to the random oracles,
SPO oracle, SSO oracle and SKO oracle, respectively.

4 Generic Construction for FMS Scheme

In this section, we present a generic construction for FMS scheme. Before describ-
ing our generic construction, in the following subsection, we will discuss the aggre-
gated signature and the verifiable encrypted signature which are constructed from
an aggregated signature. Then, we will proceed with the generic construction of
FMS.

4.1 Verifiable Encrypted Signature Scheme from Aggregate
Signature

There are two existing well-known verifiable encrypted signatures (VES) which
are constructed from aggregate signatures. The first scheme [3] is constructed
from BLS signature and the second scheme [6] is constructed from Waters signa-
ture scheme [13]. From the above two schemes, we adopt their VES model and
describe it as follows.

System Parameters Generation (V ES.Setup): Setup is a PPT algorithm
that, on input a security parameter K, outputs the system parameters param.
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Key Generator (V ES.KeyGen): KeyGen is a PPT algorithm that, on input
the system parameters param, outputs strings (sk, pk) where they denote a
secret key and a public key, respectively. That is {pk, sk} ← KeyGen(param).
Note that we assume that the key generator algorithm for a signer is same
as the key generator algorithm for adjudicator. Even VES requires these
algorithms to be different, there are only a trivial adjustment.

Signature Signing (V ES.Sign): On input the system parameters param, the
ith signer’s secret key skSi

, the signer’s public key pkSi
and a message M ,

Sign outputs signer’s signature σ. That is σ ← Sign(param,M , skSi
, pkSi

).
Signature Verification (V ES.V erify): On input the system parameters

param, the ith signer’s public key pkSi
, a message M and a signature σ,

V erify outputs a verification decision d ∈ {Accept,Reject}. That is d ←
V erify(param,M, σ, pkSi

).
Verifiable Encryption (V ES.Enc): On input the system parameters param,

the adjudicator’s public key pkAD and a signature σ, Enc outputs a verifiable
encrypted signature δ. That is δ ← Enc(param, σ, pkAD).

Verifiable Encrypted Signature’s Verification (V ES.EV F ): On input the
system parameters param, the adjudicator’s public key pkAD, the ith signer’s
public key pkSi

, a message M and a verifiable encrypted signature δ, EV F
outputs a verification decision d ∈ {Accept,Reject}. That is d ← EV F
(param,M, δ, pkAD, pkSi

).
Verifiable Encrypted Signature’s Adjudication (V ES.ADJ): On input the

system parameters param, the adjudicator’s public key pkAD, the adjudica-
tor’s secret key skAD, the ith signer’s public key pkSi

, a verifiable encrypted
signature δ and a message M , ADJ outputs a signature σ. That is σ ←
ADJ(param,M, δ, skAD, pkAD, pkSi

).

Note that signatures from V ES.Sign can be aggregated since the verifiable
encryption signature scheme is based on the aggregate signature scheme.

4.2 Aggregate Signature Scheme

We describe an aggregate signature scheme as follows.

Setup (AS.Setup) and Key Generator (AS.KeyGen): AS.Setup and AS.
KeyGen are same as V ES.Setup and V ES.KeyGen in VES scheme, respec-
tively.

Sign (AS.Sign) and Verify (AS.V erify): AS.Sign and AS.V erify are same
as V ES.Sign and V ES.V erify in VES scheme, respectively.

Aggregation (AS.Aggregate): On input the system parameters param, signa-
tures σS1 , ..., σSn

and a message M , AV erify outputs an aggregate signature
δ. That is δ ← Aggregate(param,M, σS1 , ..., σSn

).
Aggregate Signature Verification (AS.AV erify): On input the system para-

meters param, signers’ public keys pkS1 , ..., pkSn
, a message M and an aggre-

gate signature δ, AV erify outputs a verification decision d ∈ {Accept,
Reject}. That is d ← AV erify(param,M, δ, pkS1 , ..., pkSn

).
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4.3 Generic Construction Scheme

In this section, we present our generic construction scheme. The main idea is
to achieve fairness by a composition of verifiably encrypted signature (VES)
that is constructed from aggregate signatures. The outer one is verified by the
public key of the semi-trusted third party while the inner one is verified by a
publicly shared key except the semi-trusted third party who acts as a signature
distributor. Hence, once the signatures are exchanged, a multi-signature can
be easily constructed by relying on the aggregation function of the aggregated
signature scheme. It is also easy to verify the signature by using the verification
function of the aggregated signature scheme. The scheme works as follows.

Σ.Setup: On input a security parameter K, Setup runs V ES.Setup and returns
param.

Σ.TKeyGen: On input a system parameters param, a semi-trusted third party
TP randomly generates a private key skTP and a public key pkTP as follows:
run V ES.KeyGen and output (skTP , pkTP ) as a secret key and public key
of the semi-trusted third party, respectively.

Σ.SKeyGen: Similar to TKeyGen, SKeyGen runs V ES.KeyGen to get (skSi
,

pkSi
) as a secret key and public key of the signer, respectively.

Σ.Sign: Assume that the communication between parties is secure. Given a
message M , a list of signer LS = {pkS1 , ..., pkSn

} and a secret key skSi
of

the ith signer, where i ∈ {1, ..., n}, processes the Sign protocol as follows:

Round 1: All signers work together and run V ES.KeyGen to generate
(skR, pkR) as a shared random secret key and a shared random public key,
respectively. In this round, any secured encryption scheme can be use to con-
struct the shared random secret key and subsequently the shared random
public key.

Round 2: On input skR, pkR, skSi
, pkSi

, pkTP , the ith signer computes as
follows: First, generate a signature �i = V ES.Sign(param,M, skSi

, pkSi
).

Second, using V ES.Enc to encrypt �i with pkR such that ϑi = V ES.Enc
(param,�i, pkR). Let ϑi = (ϑ

′
i, ϑ

′′
i ) where ϑ

′′
i is the random related com-

ponent and ϑ
′
i is the encrypted signature component. Next, V ES.Enc to

encrypt ϑi with pkTP such that δ̄i = V ES.Enc(param, ϑ
′
i, pkTP ). Finally,

gather all components δi = (δ̄i, ϑ
′′
i ). Si then sends Υi = (δi, pkR) to TP .

Round 3: upon receiving the Υ1, ..., Υn, TP first checks whether pkR in
Υ1, ..., Υn are the same. Next, check whether ∀i ∈ {1, ..., n}:

V ES.EV F (param,M, Υi, pkTP , pkSi
) ?= Accept

and let λi = V ES.ADJ (param, δi,M, skTP , pkTP , pkSi
). Then check whether

V ES.EV F (param,M, λi, pkR, pkSi
) ?= Accept.

Finally, if the above holds then TP outputs a vector λ̄ = {λ1, ..., λn} and
sends to all signers.
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Extract the multi-signature: each signer computes ∀i ∈ {1, ..., n} : σi = V ES.
ADJ(param, λi, skR). The multi-signature on message M is Θ := AS .
Aggregate(σ1 , ..., σn).

Σ.V erify: Given LS = {pkS1 , ..., pkSn
}, Θ and a message M , a verifier V runs

AS.AV erify(param, M,Θ, pkS1 , ..., pkSn
). If AS.AV erify outputs Accept

then accept the signature. Otherwise, reject.

5 Security Analysis for the Generic Construction Scheme

5.1 Unforgeability

Theorem 1. Our fair multi-signature scheme is existentially unforgeable under
an adaptive chosen message, chosen public key attack and insider corruption if
the verifiable encrypted signature scheme is secure against existential forgery.

Due to the page limitation, please find the proof for Theorem1 in the full version
of this paper [12].

5.2 Fairness

Theorem 2. Our fair multi-signature scheme is existentially fairness with
soundness secure an adaptive chosen message, chosen public key attack and
insider corruption if the verifiable encrypted signature scheme is secure against
existential forgery.

Due to the page limitation, please find the proof for Theorem2 in the full version
of this paper [12].

5.3 Semi-Trustiness

Theorem 3. Our fairness multi-signature scheme is existentially semi-trustiness
secure an adaptive chosen message and chosen public key attack if the verifiable
encrypted signature is secure against extraction defined in [3].

Due to the page limitation, please find the proof for Theorem3 in the full version
of this paper [12].

6 Instantiation of Signatures

6.1 LOSSW’s Verifiably Encrypted Signatures

Lu, Ostrovsky, Sahai, Shacham and Waters [6] proposed a verifiably encrypted
signature (VES) scheme based on aggregate signature in the standard model. We
present their VES scheme as a 7-triple (Setup, KeyGen, Sign, V erify, Enc,
EV F , ADJ). We elaborate the LOSSW’s verifiably encrypted signature scheme
as follows:
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Setup: Setup sets param = (p, ê, g ∈ G1, u0, u1, ..., uk, ψ : G1 → G2,H :
{0, 1}∗ → {0, 1}k, ê : G1 × G2 → GT ) be a system parameter.

KeyGen: On input a system parameter param, KeyGen choose a random secret
key x, y ∈ Zp. Then, for signer, KeyGen returns pkSi

= X = ê(g, g)x and
skSi

= x as the public key and a private key of the signer, respectively. For
adjudicator, KeyGen returns pkAD = Y = gy and skAD = y as the public
key and a private key of the signer, respectively.

Sign: Given a message M as a bit string (m1, ...,mk) ∈ {0, 1}k, pkSi
and skSi

, S

randomly chooses r ∈ Zp and computes σ = (θ1 = gxu0

∏k
i=1 umi

i , θ2 = gr)
as a signature on message M .

V erify: Given pkSi
, σ and a message M , a verifier V checks whether ê(θ1, g)

ê(θ2, u0

∏k
i=1 umi

i )−1 ?= X holds or not. If not, then it outputs reject. Oth-
erwise, it outputs accept.

Enc: Given a signature σ on message M , Enc chooses a random integer r ∈ Zp

and computes E1 = θ1 · Y r ; E2 = θ2 ; E3 = gr. Then, compute a
verifiably encrypted signature δ = (E1, E2, E3).

EV F : Given pkSi
, pkAD, δ and a message M , a verifier V checks whether

ê(E1, g) · ê(E2, u0

∏k
i=1 umi

i )−1 · ê(E3, Y )−1 ?= X holds or not. If not, then it
outputs reject. Otherwise, it outputs accept.

ADJ : Given a message skAD and δ, S computes σ = (θ1 = E1 · E3
−y, θ2 = E2)

as a signature on message M .

6.2 LOSSW Instantiation

In this section, we present the instantiation of our generic construction scheme
in the standard model. The scheme works as follows:

Σ.Setup: Σ.Setup works as the LOSSW V ES.Setup.
Σ.TKeyGen: Σ.TKeyGen works as the LOSSW V ES.KeyGen. Let skTP =

y, pkTP = Y = gy
1 be a secret key and public key of the semi-trusted third

party, respectively.
Σ.SKeyGen: Run the LOSSW V ES.KeyGen to get skSi

= x, pkSi
= X =

ê(g, g)x as a secret key and public key of the signer, respectively.
Σ.Sign: Assume that the communication between parties is secure. Given a mes-

sage M , a list of signer LS = {pkS1 , ..., pkSn
} and a secret key skSi

of the
ith signer, where i ∈ {1, ..., n}, processes the Sign protocol as follows:

– Round 1: Each signer randomly selects γi and exchange with each other.
Each signer generates skR = γ =

∏n
i=1 γi, pkR = R = gγ

1 as a shared
random secret key and a shared random public key, respectively.

– Round 2: On input skR, pkR, skSi
, pkSi

, pkTP , the ith signer first
randomly selects r, r1, r2 and computes a signature �i = (θ1,i = gxiu0∏k

i=1 umi
i , θ2,i = gr). Then, encrypt �i with pkR such that ϑi = (E1

′
=

θ1 · Rr1 , E2

′
= θ2, E3

′
= gr1). Subsequently, putting aside the random

component in the previous encryption(E3

′
), Si encrypts ϑi with pkTP



Fair Multi-signature 255

such that δ̄i = (E1

′′
= E1

′ · Y r2 , E2

′′
= E2

′
= θ2, E3

′′
= gr2). Finally,

δi = (E1, i = E1

′′
, E2, i = E2

′′
, E3, i = E3

′
, E4, i = E3

′′
). Si then sends

Υi = (δi, pkR) to TP .
– Round 3: upon receiving the Υ1, ..., Υn, TP first check whether pkR in

Υ1, ..., Υn are the same. Next, check whether ∀i ∈ {1, ..., n} : ê(E1, i, g) ·
ê(E2, i, u0

∏k
j=1 u

mj

j )−1 · ê(E3, i, R)−1 · ê(E4, i, Y )−1 ?= Xi and let λi =
(K1, i = E1, i · E4

−y
, i , K2, i = E2, i, K3, i = E3, i) Then check whether

ê(K1, i, g) · ê(K2, i, u0

∏k
j=1 u

mj

i )−1 · ê(K3, i, R)−1 ?= Xi hold or not.
Finally, if the above holds then TP outputs a vector λ̄ = {λ1, ..., λn}
and sends to all signers.

– Extract the multi-signature: each signer computes ∀i ∈ {1, ..., n} : σi =
(θi = K1, i · K3

−γ
, i , φi = K2, i) Finally, each signer computes a multi-

signature on message M which is Θ = (θ =
∏n

i=1 θi , φ =
∏n

i=1 φi).

Σ.V erify: Given LS = {pkS1 , ..., pkSn
}, Θ and a message M , a verifier V checks

whether ê(θ, g)· ê(θ, u0

∏k
j=1 u

mj

j )−1 ?=
∏n

j=1 Xj holds or not. If the equation
holds, then accept the signature. Otherwise, reject.

7 Conclusion

We introduced the notion of fair multi-signature (FMS) schemes to capture the
need for fairness of the authenticity of the message produced by senders (signers)
in multi-signature schemes. Our FMS notion bridges the gap between theory and
practice, by enabling all honest signers to be assured with the fairness of the
scheme. We proceeded with a generic construction of FMS schemes from VES,
together with its instantiation that is secure in the standard model. Moreover,
our current progressing work are transforming fair multi-signatures to optimistic
fair multi-signatures and construct efficient schemes for both fair multi-signature
and optimistic fair multi-signature.
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Abstract. Boneh, Gentry and Hamburg presented an encryption
system known as BasicIBE without incorporating pairings. This sys-
tem has short ciphertext size but this comes at the cost of less time-
efficient encryption/decryption algorithms in which their processing time
increases drastically with the message length. Moreover, the private key
size is l elements in ZN , where N is a Blum integer and l is the message
length. In this paper, we optimize this system in two steps. First, we
decrease the private key length from l elements in ZN to only one ele-
ment. Second, we present two efficient variants of the BasicIBE in terms
of ciphertext length and encryption/decryption speed. The ciphertext is
as short as the BasicIBE, but with more time-efficient algorithms which
do not depend on the message length. The proposed system is very time
efficient compared to other IBE systems and it is as secure as the Basi-
cIBE system.

Keywords: Identity-based encryption · Quadratic residuosity assump-
tion · IND-ID-CPA

1 Introduction

In 1985, Shamir [12] presented the notion of identity-based encryption (IBE) in
which the user’s identity represents his public key and consequently, no public
key certificate is required. Shamir successfully managed to design an identity-
based signature based on the RSA algorithm but he was unable to design an
IBE because sharing an RSA modulus between different users makes RSA inse-
cure [12]. The design of a provable secure IBE remained an open problem for
sixteen years until Boneh and Franklin [4] proposed a provably secure IBE in
the random oracle model based on bilinear maps. Subsequently, there has been
a rapid development in IBE based on bilinear maps, such as [2,3,10,13].

However, all the previously mentioned IBEs are based on pairing operations.
According to MIRACL benchmarks, a 512-bit Tate pairing takes 20 ms while a
1024-bit prime modular exponentiation takes 8.80 ms. The pairing computations
are expensive compared to normal operations. The costly pairing computation
c© Springer International Publishing Switzerland 2015
K.-H. Rhee and J.H. Yi (Eds.): WISA 2014, LNCS 8909, pp. 257–268, 2015.
DOI: 10.1007/978-3-319-15087-1 20
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limits it from being used in wide applications, specially when time and power
consumptions are a major concern such as in limited wireless sensor networks.
Hence, the seek for a scheme that does not rely on pairings is desirable.

Another approach to design IBEs is based on the quadratic residuosity (QR)
assumption. The first IBE based on this approach is due to Cocks [6]. This system
is IND-ID-CPA secure in the random oracle model. It is time-efficient compared
to pairing-based IBEs, but it produces a long ciphertext of two elements in ZN

for every bit in the message.
The design of efficient IBEs without pairings was an open problem until

Boneh, Gentry and Hamburg [5] presented two space-efficient systems (BasicIBE
and AnonIBE) in which the ciphertext is reduced from 2l elements to only one
element in ZN . As in Cocks’ IBE, the security of BasicIBE is based on the QR
assumption in the random oracle model. Although the concrete instantiation of
BasicIBE is highly space-efficient, this comes at the cost of less time-efficient
encryption/decryption algorithms. To encrypt an l-bit message, BasicIBE solves
l+1 equations in the form Rx2+Sy2 ≡ 1 (mod N) for known values of R,S and
N [5]. Solving such an equation requires a ‘solubility certificate’ and obtaining
these certificates requires the generation of primes [6–8]. The obtained certificates
can be used to solve Rx2 + Sy2 ≡ 1 (mod N) efficiently using the Cremona-
Rusin algorithm [8]. The prime generation is a time-consuming process and it is
the bottleneck in the BGH systems. Moreover, the decryption key is l elements
in ZN because the identity ID is hashed to a different value to encrypt each
bit. AnonIBE is based on BasicIBE and it is Anon-IND-ID-CPA secure in the
standard model under the interactive quadratic residuosity (IQR) assumption
[5]. Moreover, the ciphertext length is reduced to one element in ZN plus l + 1
bits.

Jhanwar and Barua [11] made some significant observations on the BGH sys-
tems (for solving equations in the form Rx2+Sy2 ≡ 1 (mod N)) and proposed a
trade-off system that reduces the private key length but increases the ciphertext
length. They found that by knowing the value of S (mod N), one can find a ran-
dom solution to the equation Rx2 + Sy2 ≡ 1 (mod N) using only one inversion
in ZN . The sender solves only 2

√
l equations in the form Rx2+Sy2 ≡ 1 (mod N)

using only 2
√

l inversions in ZN and thus, no prime generation is required. This
increases the encryption/decryption speed dramatically. The private key is only
one element in ZN . However, this system produces a large ciphertext of 2

√
l

elements in ZN .

Our Contribution. In this paper, we first present some definitions and review
Basic IBE. After that, we optimise BasicIBE in two steps. First, we prove that
hashing the identity ID to a different value to encrypt each bit is as secure
as hashing the identity once to encrypt the whole message and therefore, the
private key length is reduced to one element in ZN . Then, we present a variant
of BasicIBE (V-BasicIBE) which is both time- and space- efficient. Moreover, we
prove that V-BasicIBE is as secure as BasicIBE. Although the proposed variant
has the same ciphertext length as BasicIBE, it only solves two equations in the
form Rx2 +Sy2 ≡ 1 (mod N) regardless of the message length. We also present
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another version of V-BasicIBE with a time-space trade-off. For V-BasicIBE,
with only the cost of one more element in ZN , the sender can find a solution to
Rx2+Sy2 ≡ 1 (mod N) using only one inversion in ZN and the receiver does not
have to solve any of these equations. The proposed variant is time- and power-
efficient compared to other IBE systems. It does not use expensive-computational
operations such as pairing like Boneh-Boyen or Boneh-Franklin IBEs [2,4] or even
a prime modular exponentiation such as RSA. Table 1 compares all systems
in this paper, where V2-BasicIBE is the proposed systems with the trade-off
applied. In this table, the symbol m represents prime modular exponentiation
while e and p represents pairing operation and prime generation respectively.
l represents the message length. The symbols G and GT represents an element
in two groups G and GT such that e : G × G → GT .

Table 1. Comparison between various IBEs and the proposed IBEs

Expensive mathematical operations Ciphertext length

Cock’s 0 2l(logN)

The BasicIBE (l + 1)p logN + 2l

The AnonIBE (2l + 1)p logN + l + 1

V-BasicIBE 2p log2 N + 2l

V2-BasicIBE 0 2 log2 N + 2l

Jhanwar-Barua 0 2
√
l logN + 2l

Boneh-Boyen e+3m GT+2G

Boneh-Franklin e G+l

2 Definitions

2.1 IND-ID-CPA

The IND-ID-CPA security model of an IBE is described as a game between an
adversary A and a challenger C [4,12]. This game is as follows:

– Setup(λ): C generates the public parameters (PP ) and sends them to A and
keeps the master secret (MSK) to himself.

– Query Phase: In this phase, A sends private key queries to C for identities
IDs of his choice. These queries are adaptive based on previous queries.

– Challenge: Satisfied with private key queries, A sends to C two messages m1

and m2 for an identity ID∗. C tosses a coin b ∈ [0, 1] randomly and encrypts
mb using ID∗. Note that ID∗ must not be queried in the query phase.

– Guess: A outputs b ∈ [0, 1]. A wins the game if b = b.

The advantage of A to attack a system ξ and win this game is:

IBEAdvA,ξ(λ) = |pr[b = b] − 1
2 |.
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If A submits two pairs of (ID0,m0) and (ID1,m1) in the challenge phase, then
this game is called the ANON-IND-ID-CPA security model. The advantage of
the adversary winning this game is the same as above.

2.2 QR Assumption and Jacobi Symbols

For a positive integer N , define the following set:

J(N) = [a ∈ ZN :
( a

N

)
= 1],

where
(

a
N

)
is the Jacobi symbol of a w.r.t N [5]. The Quadratic Residue set

QR(N) is defined as follows

QR(N) = [a ∈ ZN : gcd(a,N) = 1 ∧ x2 ≡ a (mod N) has a solution].

Definition 1. Quadratic Residuosity Assumption: Let RSAgen(λ) be a proba-
bilistic polynomial time (PPT) algorithm. This algorithm generates two equal
size primes p, q. The QR assumption holds for RSAgen if it cannot distinguish
between the following two distributions for all PPT algorithms A [5].

PQR(λ) : (N,V )(p, q) ← RSAgen(λ), N = pq, V ∈R QR(N),

PNQR(λ) : (N,V )(p, q) ← RSAgen(λ), N = pq, V ∈R J(N) \ QR(N).

In other words, the advantage of A against QR assumption QRAdvA,RSAgen(λ) =

|Pr[(N,V ) ← PQR(λ) : A(N,V ) = 1]| − |Pr[(N,V ) ← PNQR(λ) : A(N,V ) = 1]|

is negligible. i.e. A cannot distinguish between elements in J(N) \ QR(N) and
elements in QR(N).

3 Review of the BasicIBE System [5]

BasicIBE encrypts an l-bit message m using a square S ≡ s2 (mod N) where
s ∈R ZN, the user’s identity ID and a pair of Jacobi symbols for each bit. It
first hashes ID to different values H(ID, i) = uaRi = r2i where a ∈ {0, 1}, u ∈
J(N)\QR(N) and i is the bit index. Then it solves the equations Rix

2
i +Sy2

i ≡ 1
(mod N) and uRix

2
i + Sy2

i ≡ 1 (mod N) to get (xi, yi, xi, yi). The ciphertext is
(S, c, c) where c ← [c1, c2, c3, ..., cl], ci = m · (

2+2yis
N

)
and c ← [c1, c2, c3, ..., cl],

ci = m ·
(

2+2yis
N

)
. To decrypt, one needs to know the square-root of Ri or uRi.

If Ri = r2i , the message is mi = ci · (
1+xiri

N

)
and if uRi = r2i , the message is

mi = ci · (
1+xiri

N

)
.
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4 Optimization of BasicIBE

4.1 Optimization of the Private Key Length

As shown above, the BasicIBE system hashes the identity ID to different values
H(ID, i) = uaRi = r2i , a ∈ {0, 1}. This has a negative impact on the system.
First, the private key length is larger than the message by a factor of ZN which
consumes bandwidth and memory. Second, the Private Key Generator (PKG)
must generate n private keys of l elements in ZN where n is the number of
users in the whole system. This overloads the PKG. Third, this not suitable for
encrypting variable messages length.

In this section, we prove that hashing the identity ID to different values
Ri = H(ID, i) does not have a positive impact on the security of BasicIBE.
Solving the equations Rx2

i + Sy2
i ≡ 1 (mod N) is exactly equivalent to solving

the equations Rix
2
i + Sy2

i ≡ 1 (mod N). Consequently, there is no need for gen-
erating a long private key of l elements in ZN.

Theorem 1. Hashing the identity ID to a different value to encrypt each bit is
as secure as hashing the identity once to encrypt the whole message.

Proof. Jhanwar and Barua [1] showed that there is N − 1 solutions for the
equation Rx2 + Sy2 ≡ 1 (mod N) if S,R ∈ QR(N). The solution (x, y) for that
equation is in the form:

( −2st

R + St2
,

R − St2

s(R + St2)

)

for some t ∈ Z
∗
N such that R + St2 ∈ Z

∗
N .

Rx2
i + Sy2

i = R

( −2st

R + St2

)2

+ Sy2
i =

(
4SR

(R + St2)2

)
t2 + Sy2

i = Rix
2
i + Sy2

i

where Ri = t2 and xi =
−2sr

R + St2
.

Since t is random in Z
∗
N , Ri looks mathematically random exactly as Ri =

H(ID, i). �

4.2 V-BasicIBE

In this section, we explain how to implement a variant of BasicIBE (V-BasicIBE)
that is both time and space efficient. Like any other IBE, V-BasicIBE consists
of four algorithms; Setup, KeyGen, Encrypt and Decrypt.

– Setup(λ): Using RSAgen(λ), generate (p,q), calculate the modulus N ← pq,
choose u ∈ J(N) \ QR(N), and choose a hash function H : ID → J(N). The
public parameters PP are [N,u,H]. The master secret MSK parameters are
p, q and a secret key K for a pseudorandom function FK : ID → [0, 1, 2, 3].
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– KeyGen(MSK, ID, l): Calculate R ← H(ID) ∈ J(N) and w ← FK(ID) ∈
{0, 1, 2, 3}. Choose a ∈ {0, 1} such that uaR ∈ QR(N). Let [z0, z1, z2, z3] be
the four square roots of uaR ∈ ZN , then r ← zw.

– Encrypt(id,m): To encrypt a message m ∈ {−1, 1}l, V-BasicIBE calculates
[xi, yi, xi, yi], i ∈ [0, l − 1] such that these variables satisfy the following equa-
tions:

[xi, yi] ← Rx2
i +Sjy2

i ≡ 1 (mod N) , [xi, yi] ← uRx2
i +Sjy2

i ≡ 1 (mod N)

for an odd number j = 2i + 1. To solve these equations, we review a product
formula presented by Boneh, Gentry and Hamburg [5].

Lemma 1. For i = 1, 2 let (xi, yi) be a solution to Rix
2 +Sy2 ≡ 1 (mod N).

Then (x3, y3) is a solution to

R1R2x
2 + Sy2 ≡ 1 (mod N),

where x3 = x1x2
Sy1y2+1 and y3 = y1+y2

Sy1y2+1 .

Proof. By directly substituting the values of x3 and y3 in the equation
R1R2x

2 + Sy2 ≡ 1 (mod N).

Jhanwar and Barua [11] presented a variant of Lemma 1 to implement their
system. This lemma states that:

Lemma 2. For i = 1, 2 let (xi, yi) be a solution to Rx2 +Siy
2 ≡ 1 (mod N).

Then (x3, y3) is a solution to

Rx2 + S1S2y
2 ≡ 1 (mod N),

where x3 = x1+x2
Rx1x2+1 and y3 = y1y2

Rx1x2+1

Proof. Same as Lemma 1.

To solve these equations, BasicIBE calculates [x0, y0] and then uses Lemma 2
to find [xi, yi] as follows.

x̂ =
2x0

Rx2
0 + 1

, ŷ =
y2
0

Rx2
0 + 1

, xi =
x̂ + xi−1

Rx̂xi−1 + 1
, yi =

ŷyi−1

Rx̂xi−1 + 1
,

where [x̂, ŷ] is a solution to Rx̂2 + S2ŷ2 ≡ 1 (mod N). Similarly, [xi, yi] are
generated as shown above.
The message m ← [m0,m1, ...,ml−1] is encrypted using the following formula:

ci ← mi ·
(

2yis
j + 2
N

)
, ci ← mi ·

(
2yis

j + 2
N

)
.

The ciphertext is C ← (S, c, c).
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– Decrypt(C, r): The message can be retrieved from the ciphertext as follows.

mi ← ci ·
(

xir + 1
N

)
if r2 = R and mi ← ci ·

(
xir + 1

N

)
if r2 = uR.

Correctness: As in [5], it is easy to prove that:

(xir + 1) · (2yis
j + 2) = 2xiryis

j + 2xir + 2yis
j + 2 + (Rx2

i + Sjy2
i − 1)

= (xir + yis
j + 1)2,(

xir + 1
N

)
·
(

2yis
j + 2
N

)
= 1,

(
xir + 1

N

)
=

(
2yis

j + 2
N

)
.

4.3 V-BasicIBE Security

Theorem 2. Suppose the quadratic residuosity assumption holds for RSAgen
and F is a secure PRF. Then the proposed V-BasicIBE is IND-ID-CPA secure
based on the QR assumption when H is modelled as a random oracle. In partic-
ular, suppose A is an efficient IND-ID-CPA adversary, then there exist efficient
algorithms B1, B2 whose running time is the same as that of A such that:

IBEAdvA,V −BasicIBE(λ) ≤ 2QRAdvB2,RSAgen(λ) + PRFAdvB1,F (λ).

We first introduce Lemma 3 [5].

Lemma 3. Let N = pq be an RSA modulus, Si, R ∈ J(N). Then

– 1-When R ∈ J(N)\QR(N), Si ∈ QR(N), the Jacobi symbols
(

g(si)
N

)
for any

function g are uniformly distributed in {±1}, where si is a random variable
uniformly chosen among the four square roots of Si modulo N and g(si)g(−si)
R ∈ QR(N) for all the four values of si.

– 2-When Si ∈ J(N) \ QR(N), R ∈ QR(N), the Jacobi symbols
(

f(r)
N

)
for any

function f are uniformly distributed in {±1}, where r is a random variable
uniformly chosen among the four square roots of R modulo N and f(r)f(−r)
Si ∈ QR(N) for all the four values of r.

– 3-When Si, R ∈ QR(N), the Jacobi symbols
(

g(si)
N

)
and

(
f(r)
N

)
are constant,

i.e. the same for all four values of r and si.

Proof. Let si, si be the four square roots of Si ∈ QR(N) such that si = si

(mod p) and si = −si (mod q), then the four square roots of Si are {±si,±si}.
We can assume the same for R ∈ QR(N) and the four square roots are {±r,±r},
where r = r (mod p) and r = −r (mod q).
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Case 1 (
g(s)g(−s)R

N

)
=

(
g(s)g(−s)R

p

)
=

(
g(s)g(−s)R

q

)
= 1.

(
R

p

)
=

(
R

q

)
= −1,

(
g(s)g(−s)

p

)
=

(
g(s)g(−s)

q

)
= −1,

(
g(s)
p

)
= −

(
g(−s)

p

)
and

(
g(s)
q

)
= −

(
g(−s)

q

)
,

(
g(s)
N

)
=

(
g(−s)

N

)
.

(
g(s)
p

)
=

(
g(s)
p

)
.

(
g(s)
q

)
=

(
g(−s)

q

)
= −

(
g(s)
q

)
,

(
g(s)
p

)(
g(s)
q

)
= −

(
g(s)
p

) (
g(s)
q

)
,

(
g(s)
N

)
= −

(
g(s)
N

)
,

(
g(s)
N

)
=

(
g(−s)

N

)
= −

(
g(s)
N

)
= −

(
g(−s)

N

)
.

That means that among the four Jacobi symbols
(

g(a)
N

)
,
(

g(−a)
N

)
,
(

g(a)
N

)
,(

g(−a)
N

)
two are +1 and two are −1. Case 2 and Case 3 can be proven sim-

ilarly to Case 1.

– Security Proof. We define a sequence of games and let Wi represents the
winning of the ith game by the adversary A. These games are defined as
follows.
• Game-0. This game is the usual adversarial game.
• Game-1. This game replaces the PRF F with a truly random function.
• Game-2. This game explains how to simulate the hash function H.
• Game-3. This game sets u ∈ QR(N).
• Game-4. This game explains how to respond to an encryption query

from A.
• Game-5. This game sets R ∈ J(N) \ QR(N).
• Game-6. This game sets Si = s2i for each bit.
• Game-7 replaces the message m with a random number z.

– Game-0. This is the usual adversarial game for defining the IND-ID-CPA
security of IBE protocols. The challenger picks the random oracle H : ID →
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J(N) at random from the set of all such functions in the Setup algorithm and
allows A to query H at arbitrary points. Thus, we have

|Pr[W0] − 1
2
| = IBEAdvA,V −BasicIBE(λ).

– Game-1. This is the same as Game-0, with the following change. In Setup
algorithm, instead of using a PRF F to respond to A’s private key queries,
we use a truly random function f : ID → {0, 1, 2, 3}. If F is a secure PRF,
A will not notice the difference between Game-0 and Game-1. In particular,
there exists an algorithm B1 (whose running time is about the same as that
of A) such that

|Pr[W1] − Pr[W0]| = PRFAdvB1,F (λ).

– Game-2. (N,u,H) are the public parameters PP given to A in the previous
game where u is uniform in J(N) \ QR(N) and the random oracle H is a
random function H : ID → J(N). We make the following change in the
random oracle H in this game. The challenger responds to a query to H(ID)
by picking a ∈R {0, 1} and v ∈R ZN and setting H(ID) = uav2. Thus the
challenger implements a random function H : ID → J(N) as in the previous
game. The challenger responds to a private key query as follows.

Suppose R = H(ID) = uav2 for some a ∈R {0, 1} and v ∈R ZN . The chal-
lenger responds to a private key query for ID by setting either R

1
2 = v

(when a = 0) or (uR)
1
2 = uv (when a = 1). Since v is uniform in ZN this will

produce a square root of R or uR which is also uniform among the four square
roots, as in the previous game. Thus, A’s views in Game-1 and Game-2 are
identical and therefore,

|Pr[W1] = Pr[W2]|.
– Game-3. In this game, the challenger chooses u uniformly in QR(N) instead

of J(N)\QR(N). Since this is the only change between Game-2 and Game-3,
A will not notice the difference assuming that the QR assumption holds for
RSAgen. In particular, there exists an algorithm B2 (whose running time is
about the same as that of A) such that:

|Pr[W3] − Pr[W2]| = QRAdvB2,RSAgen(λ).

– Game-4. We describe below in detail how, in this game, the challenger responds
to an encryption query from A.
• He chooses R ∈ QR(N) and sets H(ID) = R. (*)
• He chooses s ∈R ZN and computes Sj = s2j for an odd value j.
• He sets c ← Encrypt(PP, ID,mb).
• He sends (S, c) to A.

– Game-5. In this game, we make a change in the challenge phase. We replace
the line (*) in Game-4 with the following:
• He chooses R ∈ J(N) \ QR(N) and sets H(ID) = R.
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Since the only difference between Game-5 and Game-4 is that R ∈ J(N) \
QR(N) in Game-5 instead of R ∈ QR(N) in Game-4, A will not notice the
difference assuming that the QR assumption holds for RSAgen. In particular,
there exists an algorithm B2 (whose running time is about the same as that
of A) such that:

|Pr[W5] − Pr[W4]| = QRAdvB2,RSAgen(λ).

– Game-6: In this game, we encrypt the message by choosing si ∈ ZN inde-
pendently and randomly for each bit. In other words, we replace the Jacobi
symbols

(
2yis

j+2
N

)
and

(
2yis

j+2
N

)
with the Jacobi symbols

(
2yisi+2

N

)
and(

2yisi+2
N

)
respectively i.e. ci = mi · (

2yisi+2
N

)
and ci = mi ·

(
2yisi+2

N

)
. To

prove that Game-6 is indistinguishable from Game-5, we present the follow-
ing Theorem.

Theorem 3. The distribution of the Jacobi symbols
(

2yis
j+2

N

)
is indistin-

guishable from the distribution the Jacobi symbols
(
2yisi+2

N

)
.

The proof of this theorem is based on the work of Damgard [9]. He proved that
the Jacobi sequences are indistinguishable from random. i.e. if an adversary
knows the value of

(
a
N

)
, it is a hard problem to find

(
a+1
N

)
for an unknown

value a. Although the values of a and a+1 are highly correlated and dependent,
that does not mean that their Jacobi symbols are correlated. We now present
a formal proof for the above theorem.

Proof. Damgard proved that the following is a hard problem [9].

Lemma 4. Let J be the Jacobi sequence modulo N with a starting point a
and length P(k), for a security parameter k and polynomial P. Given J, find(

a+P (k)+1
N

)
.

This means that, knowing
(

a
N

)
,
(

a+1
N

)
,
(

a+2
N

)
, ...,

(
a+a1

N

)
, ...,

(
a+a2

N

)
, ...,(

a+P
N

)
, it is a hard problem to find

(
a+P+1

N

)
.

We first choose a and P such that a + P + 1 = 2yis
j + 2, then we can write

the above sequence in two different forms:

( a

N

)
,

(
a + 1

N

)

,

(
a + 2

N

)

, ...,

(
2yi1s

j1 + 2

N

)

, ...,

(
2yi2s

j2 + 2

N

)

, ...,

(
a + P

N

)

where a1 = 2yi1s
j1 + 2 − a, a2 = 2yi2s

j2 + 2 − a, and j1 < j2 < j.

( a

N

)
,

(
a + 1

N

)

,

(
a + 2

N

)

, ...,

(
2yi1sj1 + 2

N

)

, ...,

(
2yi2sj2 + 2

N

)

, ...,

(
a + P

N

)

where a1 = 2yi1sj1 + 2 − a, a2 = 2yi2sj2 + 2 − a.

Since ZN is an additive group, the values of a1, a2 and P exist in both
sequences for any value y or s which means that both sequences represent
the Damgard hard problem. Moreover, guessing the Jacobi symbol

(
2yis

j+2
N

)
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from the sequence
(
2yis+2

N

)
,
(

2yis
2+2

N

)
,...,

(
2yis

j−1+2
N

)
is as hard as guessing

the same Jacobi symbol from the sequence
(
2yis1+2

N

)
,
(
2yis2+2

N

)
,...,

(
2yisj+2

N

)
.

The same holds for
(

2yis
j+2

N

)
and

(
2yisi+2

N

)
. �

Based on Theorem 3, A will not be able to distinguish between Game-5 and
Game-6. i.e.

|Pr[W6] = Pr[W5]|.
– Game-7: In this game, we replace the message m(b) by a random string z ∈R

{−1, 1}l i.e., ci = zi · (
2yisi+2

N

)
and ci = zi ·

(
2yisi+2

N

)
. We first prove that

(2yisi + 2)(−2yisi + 2)R ∈ QR(N).

Proof. Let g(si) = (2yisi + 2), then we have

g(si)g(−si)R = 4(yisi + 1)(−yisi + 1)R,

g(si)g(−si)R = 4(1 − (yisi)2)R,

g(si)g(−si)R = 4(Rx2
i )R = (2Rxi)2 ∈ QR(N).

Similarly, we can prove that (2yisi + 2)(−2yisi + 2)uR ∈ QR(N).

Since si ∈ QR(N), R ∈ J(N) \ QR(N), (2yisi + 2)(−2yisi + 2)R ∈ QR(N)
and (2yisi + 2)(−2yisi + 2)uR ∈ QR(N) then Case 1 in Lemma 3 can
be applied and the distribution of the Jacobi symbols

(
2yisi+2

N

)
and

(
2yisi+2

N

)
are random in {±1}. Thus, A will not be able to distinguish between Game-6
and Game-7. i.e.

|Pr[W7] = Pr[W6]|.
– Clearly in Game-7 we have

|Pr[W7] =
1
2
|.

Combining all the previous equations proves theorem.

5 Space-Time Tradeoff

In this section, we present a trade-off between the time and the ciphertext length
of the proposed systems. For V-BasicIBE, instead of sending S along with c and
c as the full ciphertext C, the sender sends C = (x0, x0, c, c). Thus, he can
solve Rx2 + Sy2 ≡ 1 (mod N) using only one inversion in ZN . This results in
high encryption speed. In the decryption, the receiver does not have to solve
any equations and he can generate xi or xi (based on if r2 = R or uR) using
Lemma 2. This, of course, comes at the cost of sending one more element in ZN .
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6 Conclusion

This paper proposed a variant of BasicIBE. The proposed variant is more efficient
(in terms of computation time) than previous IBE systems. We also proved
that the proposed variant has the same security level as the BasicIBE system.
Moreover, the proposed systems have only one element in the ZN private key
instead of l elements in ZN as in BasicIBE. We also produced a time-space
trade-off variant that is both time- and space-efficient.
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Abstract. The goal of leakage-resilient cryptography is to build schemes
secure even if the secrets are partially leaked to the adversary. As far as
we know, most existing leakage-resilient cryptographic schemes are stud-
ied in the setting of single secret, e.g., signing key of signature scheme,
decryption key of encryption scheme. In this paper, we study the case of
double secrets, i.e., the notion of a joint signature and encryption in the
presence of continual leakage, for the first time. Following the terminol-
ogy of [2], we refer to this primitive as leakage-resilient signcryption. In
particular, we give two instantiations of such signcryption scheme based
on existing leakage resilient signature and encryption schemes.

Keywords: Digital signatures · Public-key encryption · Continual
leakage

1 Introduction

Signcryption. Digital signatures and public-key encryption schemes are two of
the most fundamental and well studied cryptographic primitives for providing
authenticity and confidentiality, respectively. In the beginning, they have been
viewed as important but distinct basic building blocks of various cryptosystems,
and have been designed and analyzed separately. But for most real-word appli-
cations, we need both confidentiality and authenticity at the same time. Based
on this consideration, Zheng [25] studied the notion of a joint signature and
encryption with the primary goal of reaching greater efficiency than when car-
rying out the signature and encryption operations separately. Whereafter, An,
Dodis, and Rabin [2] argued that efficiency is not the only one concern, albeit it
is important, when designing a secure joint signature and encryption. They used
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the term “signcryption” to refer to a “joint signature and encryption” for any
scheme achieving both authenticity and confidentiality in the public key setting.
Following [2], we also use the term “signcryption” for any scheme have properties
of confidentiality and authenticity but irrespective of its performance.

Security for signcryption. An, Dodis, and Rabin [2] studied the security for
the signcryption schemes in the two-user setting and analyzed its security that
are constructed by generically composing signature and encryption schemes.
Depending on the adversary’s knowledge of the keys, they gave two definitions
for security of signcryption depending on whether the adversary is an “outsider”
(i.e., a third party who only knows the public information) or “insider” (i.e.,
a legal user of the network, either the sender of the receiver, or someone that
knows the secret key of either the sender or the receiver). Correspondingly, they
called them “outsider security” and “insider security”. We may note that the
inside adversary is more powerful than the outside adversary, and hence the
notion of insider security is stronger than the notion of the outsider security.
In this paper, we define the security of the signcryption scheme in the model
of insider security. Baek, Steinfeld, and Zheng [10] then studied the security of
signcryption scheme in the multi-user setting. The definitions of the two-user
and multi-user settings will be given in Sect. 3. In addition, Boyen [8] studied
the security for the signcryption schemes in the identity-based setting that will
not be considered in this paper.

Black-box assumption vs. reality. The formal security proofs (for cryptographic
schemes) traditionally treat the scheme as a “black box”, meaning that an adver-
sary is able to access in a relatively limited fashion. For example, in the model
(of outside adversary) of signcryption schemes, an adversary is given the pub-
lic keys, then allowed to query the challenger for valid ciphertexts (or decrypt
ciphertext) on some messages of its choice, but is unable to obtain any other
information about the secret key or any state information used during cipher-
text generation or decryption. That is, in the black-box model, we assume that
the honest users’ secret information is completely hidden to the adversary. How-
ever, for most real-word applications, on the other hand, an adversary may be
able to recover a significant amount of leakage information not captured by the
standard security models. Examples include information leaked by various of
side-channel attacks, e.g., power consumption [16], fault attacks [5], and timing
attacks [3]. Therefore, when the traditional proof encounters real-world attacks,
the security of the signcryption schemes is problematic.

Leakage-resilient cryptography. In order to modeling the security with informa-
tion leakage for cryptographic schemes, in the past few years cryptographers
have made tremendous progress, and in constructing leakage-resilient cryptosys-
tems secure even in case such leakage occurs. A cryptographic scheme is said to
be leakage-resilient if its security could be proved in the presence of information
leakage. To modeling the behavior that the adversary exploits partial informa-
tion about the secret state from the physical device, we define an additional
oracle, named leakage oracle, besides the ordinary oracles which can be accessed
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by the adversary in the setting of black-box model. Then the adversary can
query the leakage oracle on input a computable function f : {0, 1}∗ → {0, 1}λ

(where the f is called a leakage function and λ is the leakage parameter), and
finally the adversary is returned back a value that the leakage function acts on
the secret states.

Leakage model. We may note that if the leakage function f outputs the secret
state or key totally (e.g., f is an identity function f(sk) = sk), then the adversary
can do everything that the honest user can do. Therefore, we should specify the
domain and range of the leakage function with some appropriate and reasonable
ways. A different way defines a different leakage model, here we present three
kinds of them which will be used in this paper.

– Only computation leaks information model [19]: The leakage is assumed that
only occurs on the values which have accessed during current computation.
Hence, the domain of the leakage function is defined on the active part of the
secret state.

– Bounded leakage model: The size of the overall amount of the leakage is
bounded on a pre-fixed value λ, e.g., the allowed leakage is less than half
of the size of the secret key.

– Continual leakage model: The size of the overall amount of the leakage can be
unbounded.

Obviously, in order to resist the continual leakage attacks, the secret key should
be refreshed every once in a while (while its public key should be remain fixed).
In the continual leakage model, the amount of the leakage is bounded only in
between any two successive key refreshes.

Leakage-resilient signature and encryption schemes. In the past few years, many
leakage-resilient signature and encryption schemes have been proposed, e.g.,
PKE [17,21], IBE [11,24], and signatures [9,13–15,18,20,22]. More specifically,
in [17], Kiltz and Pietrzak used the technique of blinding (i.e., the secret key
is split into two parts which will be blinded when invoking them) to con-
struct a leakage-resilient ElGamal encryption in the continual leakage model.
A main advantage of their scheme is that its efficiency is close to that of non
leakage-resilient pairing-based ElGamal scheme. Kiltz et al. [17] proved that
their scheme is leakage-resilient in the generic group model. They considered
the model of IND-CCA1 in the presence of continual leakage, i.e., the scheme
remains IND-CCA1 secure even if with every decryption query the adversary can
learn a bounded amount (almost half of the bits of the secret key) of arbitrary
state information about the computation. Then, Galindo and Vivek [15] used
Kiltz et al.’s technique to construct a leakage-resilient signature scheme based
on Boneh-Boyen IBE scheme [4]. After that, Tang et al. [22] also used this tech-
nique to construct two more efficient leakage-resilient signature schemes based
on Boneh-Lynn-Shacham (BLS) signature [7] and Waters signature [23] schemes,
respectively. Following [17]’s results, all of these three signature schemes (one of
[15] and two of [22]) allow for continual leakage and can tolerate leakage of almost
half of the size of the secret key at every new signature invocation.
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Our results. As far as we know, most existing leakage-resilient cryptographic
schemes are studied in the setting of single secret, e.g., singing key of signature
scheme, decryption key of encryption scheme. That is, there is only one party (of
the communication) has secret which will be partially leaked to the adversary.
In this paper, we consider the case of double secrets, i.e., the notion of a “joint
signature and encryption” in the presence of continual leakage, for the first time.
Following the terminology of [2], we refer to this primitive as leakage-resilient
signcryption. First, this paper provides a formal treatment of signcryption in
the presence of continual leakage. Second, we give two secure instantiations
based on Kiltz et al.’s [17] leakage-resilient PKE and Tang et al.’s [22] leakage-
resilient signature (that one based on the BLS signature) schemes. In [2], An
et al. showed that, in the black-box model, “encrypt-then-sign”, “sign-then-
encrypt”, and “commit-then-encrypt-and-sign” methods, when modeled prop-
erly, are secure composition methods in the public key setting. Following [2], we
use the “sign-then-encrypt” method to construct leakage-resilient signcryption
schemes.

2 Definitions of Signcryption

A signcryption scheme involves two parties, a sender and a receiver. In order
to send messages with a confidential and authentic way, the sender signs and
encrypts the message using his secret key and the receiver’s public key, respec-
tively. For convenience of description, we fix the sender and receiver to Alice and
Bob, respectively.

2.1 Syntax

A signcryption scheme Π consists of the following six algorithms:

– Setup is a PPT algorithm takes as input a security parameter k, then outputs
the system’s global parameters params which will be used in all of the following
algorithms and we omit this implicit description from now on. We write it
params ← Setup(1k).

– KeyGen is a PPT algorithm takes as input the security parameter k, then
outputs user Alice’s signing key skA and verification key pkA, Bob’s decryp-
tion key skB and encryption key pkB . We write it (skA, pkA, skB , pkB) ←
KeyGen(1k)1.

– Sig is a PPT algorithm, Alice takes as input (skA,m) to produce a signature
Σ. We write it Σ ← Sig(skA,m).

– Enc is a PPT algorithm, Alice takes as input (pkA, pkB ,m,Σ) to produce a
ciphertext Δ. We write it Δ ← Enc(pkA, pkB ,m,Σ).

1 In our definition, each user has a single key pair (sk, pk) which can be used for both
signing and decryption, in some other definitions, e.g., [2], the signing and decryption
keys may be generated by different key-generation algorithms.
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– Dec is a deterministic algorithm, Bob takes as input (skB ,Δ) to recover
(m,Σ). We write it (pkA,m,Σ) ← Dec(skB ,Δ).

– Ver is a deterministic algorithm, Bob takes as input (pkA,m,Σ) to verify the
validity of the signature, if it is valid then outputs 1 (accept m). Otherwise,
outputs 0 (reject m). We write it 1/0 ← Ver(pkA,m,Σ).

The definition of the signcryption scheme, in many other papers (e.g., [2,25]),
the Sig and Enc algorithms are merged as a single “Signcryption” algorithm, and
the Dec and Ver algorithms are merged as a single “Unsigncryption” algorithm.
We adopt the approach of [8,12] that the signcryption scheme defined as above
supports a separation is conducive to the analysis of the security. However, we
should note that Sig and Enc are not two independent algorithms, the output of
these two algorithms is a signcryption ciphertext. When we need describe them
as a single algorithm, we write it Sig&Enc (Signcryption). Similarly we denote
Dec&Ver (Unsigncryption) as the merged algorithm of the Dec and Ver algo-
rithms, in some cases, the outputs of the algorithm Dec&Ver (Unsigncryption)
denoted by the signature (pkA,m,Σ) which can be verified by anyone.

Correctness. For correctness, we require that for all security parameter k, all
message m, and keys (skA, pkA, skB , pkB) ← KeyGen(1k), we have

Pr[Ver(pkA,Dec(skB ,Sig&Enc(skA, pkB ,m))) = 1] = 1.

2.2 Stateful Signcryption

The general signcryption schemes obviously cannot tolerate leakage directly, e.g.,
the adversary learns the signing key skA or decryption key skB bit by bit and
finally recover the whole skA or skB . The reason that the adversary can do like
this is that the signing key or decryption key always been used directly. One
method to avoid this problem is that blinding the signing key or decryption
key such that the blinded keys have the same functionality as the original ones.
However, if we always use the single blinded signing or decryption key, the adver-
sary finally also can obtain them and recover the original secret key. Hence, we
need to refresh the blinded keys every once in a while and thus the adversary
cannot collect enough leakage information to recover it. Kiltz and Pietrzak [17]
used this method to construct a leakage-resilient ElGamal encryption scheme.
They split users’ secret key into two parts which are stored in two memories,
then the decryption algorithm is divided into corresponding two phases, and
the input/output behaviors of the two memories will exactly the same as the
real decryption key. Subsequently, Galindo et al. [15] and Tang et al. [22] used
this technique to construct three efficient leakage-resilient signature schemes.
Similarly, we call the signcryption scheme is stateful if its signing key or decryp-
tion key (or both) will be refreshed before (or after) each signing or decryption
algorithm invocation while the corresponding public keys remain fixed.

Formally, the signing key skA is split into two initial states A0 and A′
0 in

the beginning. Then the signing algorithm consists of a sequence of two phases
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Sig = (SigPha1,SigPha2). The i-th invocation of signature (with key (Ai−1, A
′
i−1))

is computed as:

(Ai, wi) ← SigPha1(Ai−1,mi); (A′
i, Σi) ← SigPha2(A

′
i−1, wi), (1)

where the parameter wi is some state information passed from SigPha1 to SigPha2.
After this round of signature, the signing key will be updated to (Ai, A

′
i). Simi-

larly, the decryption key skB also will be split into two parts which are stored in
two memories, then the decryption algorithm also be divided into corresponding
two phases, Dec = (DecPha1, DecPha2). The i-th invocation of decryption (with
key (Bi−1, B

′
i−1)) is computed as:

(Bi, vi) ← DecPha1(Bi−1,Δi); (B′
i, (mi, Σi)) ← DecPha2(B′

i−1, vi), (2)

where vi is some state information passed from DecPha1 to DecPha2. After this
round of decryption, the decryption key will be updated to (Bi, B

′
i). Both of the

signing and decryption keys will not be accessed in the encryption and verifi-
cation algorithms, hence there is no leakage during the invocation of these two
algorithms (in the only computation leaks information model).

3 Security Notions for Leakage-Resilient Signcryption

In this section, we define the security notions for signcryption schemes in the
presence of continual leakage. The security of the signcryption scheme could be
divided into outsider and insider security forms [2]. Informally the outsider is
a third party except that the sender Alice and receiver Bob, and the insider is
a legal user of the system (i.e., the sender or the receiver themselves or some
who knows either the sender’s signing key or the receiver’s decryption key). The
insider security is a quite strong notion which is considered in this paper.

We now define the leakage for the signcryption scheme. As shown in the
Introduction, the leakage is modeled as some computable functions chosen by
the adversary, the domain and range of the functions are depend on the leakage
model. In this paper, we consider the continual leakage model, hence the amount
of the leakage is assumed to be bounded in between any two successive key
updated and the total amount of the leakage is unbounded. We also consider
the only computation leaks model, hence we always assume that the used keys
can be erasure securely and the internal state that the adversary can exploit is
that only accessed during an invocation. Because the internal state of the four
algorithms, SigPha1, SigPha2, DecPha1, and DecPha2 are different, we define four
groups of leakage functions ei, fi, gi, and hi, respectively. Though, of course, if
the signing (resp. decryption) algorithm can be run with a secure way means
that no adversary can launch side-channel attack to the device of signing (resp.
decryption) program, then we have no need to split the signing (resp. decryption)
algorithm into two parts. Without loss of generality, we treat the case of both
keys leak information.
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We say that a signcryption scheme is leakage-resilient (LRSC) if it has the
following two properties: unforgeability and confidentiality, in the presence of
leakage.

3.1 Unforgeability in the Presence of Leakage

This notion guarantees that the receiver can be convinced that a valid signcryp-
tion ciphertext from a purported sender. This notion is defined by the model
of existential unforgeability under adaptive chosen message and leakage attacks
(EU-CMLA). This model is defined by the following experiment Expeu−cmla

Π,A (k)
played by a EU-CMLA adversary A and a challenger.

1. Initial: The challenger runs params ← Setup(1k) and (skA, pkA, skB , pkB) ←
KeyGen(1k), then gives (params, pkA, pkB , skB) to the adversary.

2. Queries: The challenger is probed by the adversary who makes the following
queries.
– Sig&Enc oracle: The adversary submits a message m and an arbitrary

receiver’s public key pkR to the challenger. The challenger runs algorithm
Sig&Enc(skA, pkR,m) and gives the resulting Δ to the adversary.

– Leakage oracle: The adversary submits two leakage functions ei and fi to
the challenger. The challenger retrieves the state information staei

and
stafi

, which has involved in the corresponding execution, and computes
Λ = ei(staei

) and Λ′ = fi(stafi
), then gives the resulting Λ,Λ′ to the

adversary.
3. Output: Finally, the adversary outputs a forgery Δ∗.

We say that the adversary wins this experiment if: (1) Δ∗ is a valid signcryp-
tion ciphertext under the sender Alice and receiver Bob and (2) the adversary did
not query the Sig&Enc oracle for (m∗, pkB), where m∗ is the embedded message
of the signcryption ciphertext Δ∗. The advantage of the adversary is defined as
Adveu−cmla

Π,A (k) = Pr[A wins].
In the above experiment, the insider adversary is given the receiver’s secret

key skB , and hence he has no need to query the Dec&Ver oracle and leakage
oracle on the Dec algorithm. In addition, the above experiment defined in the
multi-user setting. In the two-user setting, the adversary is only allowed to query
the Sig&Enc oracle on input (m, pkB) (i.e., pkR = pkB).

Definition 1. A signcryption scheme Π is EU-CMLA secure if no PPT adver-
sary can win the above experiment with non-negligible advantage.

3.2 Confidentiality in the Presence of Leakage

Message confidentiality provides the guarantee that any adversary (other than
the appointed receiver) cannot obtain any information about the signcrypted
message even if the adversary obtains some leakage information about the decryp-
tion key of the legal receiver. We define the notion of indistinguishability under
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chosen ciphertext and leakage attacks (IND-CCLA1). This notion is formalized
by the following experiment Expind−ccla1

Π,A (k) which is played by an IND-CCLA1
adversary A and a challenger.

1. Initial: The challenger runs params ← Setup(1k) and (skA, pkA, skB , pkB) ←
KeyGen(1k), then gives (params, pkA, pkB , skA) to the adversary.

2. Queries: The challenger is probed by the adversary who makes the following
queries.
– Dec&Ver oracle: The adversary submits a ciphertext Δ and an arbitrary

sender’s public key pkS to the challenger. The challenger runs Dec&Ver(skB ,
pkS ,Δ) and then gives the result to the adversary.

– Leakage oracle: The adversary submits two leakage functions gi and hi

to the challenger. The challenger retrieves the state information stagi
and

stahi
, which has involved in the corresponding execution, and computes

Θ = gi(stagi
) and Θ′ = hi(stahi

), then gives the resulting Θ,Θ′ to the
adversary.

3. Challenge: The adversary outputs a pair of equal-length messages (m0,m1).
The challenger first chooses a random bit b, then runs Sig&Enc(skA, pkB ,mb)
to generate a challenge signcryption ciphertext Δ∗. Next, it gives Δ∗ to the
adversary.

4. Output: Finally, the adversary outputs a bit b′.

We say that the adversary wins this experiment if b′ = b. The advantage of
the adversary is defined as Advind−ccla1

Π,A (k) = |Pr[b′ = b] − 1
2 |.

In the above experiment, the insider adversary is given the sender’s secret key
skA, and hence he has no need to query the Sig&Enc oracle and leakage oracle
on the Sig algorithm. In addition, the above experiment defined in the multi-
user setting. In the two-user setting, the adversary is only allowed to query the
Dec&Ver oracle on input (Δ, pkA) (i.e., pkS = pkA).

Definition 2. A signcryption scheme Π is IND-CCLA1 secure if no PPT adver-
sary can win the above experiment with non-negligible advantage.

4 Instantiations

In this section, we give two instantiations of signcryption schemes which can
tolerant continual leakage. Our constructions are based on bilinear groups. Let
G and GT be two multiplicative cyclic groups with a same prime order p. Let g
be an arbitrary generator of the group G. We say that e : G × G → GT is an
admissible bilinear mapping if it satisfies the following three properties:

– Bilinearity: ∀a, b ∈ Zp, e(ga, gb) = e(g, g)ab.
– Non-degeneracy: e(g, g) �= 1.
– Computability: ∀a, b ∈ Zp, there exists efficient algorithm to compute e(ga, gb).

We assume that BilGen(1k) is a PPT algorithm takes as input a security para-
meter k to generate parameters (G,GT , p, g, e) to satisfy the above properties.
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4.1 An LRSC Scheme Using Sign-then-Encrypt Method

As shown by An et al. [2], a EU-CMA adversary can easily replace the encryption
with its own encryption albeit this attack does not break the security of existen-
tial unforgeability. (Please refer to [2] for details.) To avoid such attack, we use
An et al.’s idea that binding together the signature and encryption used in the
signcryption with the public key of the sender, i.e., C ← Enc(pkB , (m||Σ||pkA)).

Construction. We adopt Kiltz and Pietrzak’s leakage-resilient PKE scheme
[17], denoted by EKP, and Tang, Li, Niu, and Liang’s leakage-resilient signature
scheme [22], denoted by STLNL, as the building blocks to construct a leakage-
resilient signcryption scheme as follows.

– Setup(1k): The global parameters are params = (G,GT , p, g, e,H), where
(G,GT , p, g, e) ← BilGen(1k), and H : {0, 1}∗ → G is a hash function.

– KeyGen(1k): Alice first chooses a random number x ← Zp, then computes
X = gx ∈ G and XT = e(X, g) = e(g, g)x. She also chooses a random number
a0 ← Zp and sets (A0, A

′
0) = (ga0 , gx−a0). Her public key and initial state of

secret key are pkA = XT and skA0 = (A0, A
′
0), respectively. Similarly, Bob’s

public key and initial state of secret key are pkB = YT and skB0 = (B0, B
′
0),

respectively, where B0 = gb0 , B′
0 = gy−b0 and YT = e(Y, g) = e(gy, g).

– Sig(skAi−1 ,m): Alice’s secrets are stored into two memories MA1 and MA2 .
Therefore, the signing algorithm should be sequential processed as the follow-
ing two phases:
1. Phase 1 (Ai−1,m): In the first phase, Alice takes as input Ai−1 and m,

where the i is the state information indicates that the i-th invocation of
the signature. She first chooses a random integer ai ← Zp to blind her
secret key, i.e., Ai = Ai−1g

ai . Then she chooses another random number
s ← Zp and computes S = gs and σ′ = AiH(m)s. Finally, the memory
MA1 passes state information wi = (ai, S, σ′) to the next memory.

2. Phase 2 (A′
i−1, wi): After receiving wi from the last memory, the memory

MA2 does as follows: it first computes A′
i = A′

i−1g
−ai and σ = A′

iσ
′. Then,

it outputs the signature Σ = (S, σ).
– Enc(pkA, pkB ,m,Σ): After the signature Σ is generated, Alice runs the encryp-

tion algorithm on inputs pkA, pkB ,m, and Σ. She first chooses a random num-
ber r ← Zp and computes R = gr. Then she computes c = Y r

T ⊕ (m||Σ||XT ),2

and sets C = (R, c). Finally, she outputs the ciphertext Δ := C.
– Dec(skBi−1 ,Δ): Bob’s secrets are stored into two memories MB1 and MB2 .

Therefore, the decryption algorithm should be sequential processed as the
following two phases:
1. Phase 1 (Bi−1,Δ): In the first phase, Bob takes as input Bi−1 and Δ,

where the i is the state information indicates that the i-th invocation of the
decryption. He first chooses a random number bi ← Zp to blind his secret
key, i.e., Bi = Bi−1g

bi . Then the memory MB1 computes K ′ = e(Bi, R),
and passes the state information vi = (bi,K

′) to the next memory.
2 Here, we need a public hash or encoding function to map Y r

T to a bit string whose
length is same as the bit representation of (m||Σ||XT ). Then, the same function will
be used in the decryption algorithm.
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2. Phase 2 (B′
i−1, vi): After receiving vi from the last memory, the memory

MB2 does as follows: it first computes B′
i = B′

i−1g
−bi ,K ′′ = e(B′

i, R), and
K = K ′K ′′. Finally, it computes and outputs (m||Σ||XT ) = K ⊕ c.

– Ver(pkA,m,Σ): After the message and signature are recovered, Bob veri-
fies its validity as follows: he first parses Σ as (S, σ) and check whether

e(σ,g)
e(H(m),S)

?=XT . Output 1 if it holds; else output 0 and reject the message.

Security. The security of the above signcryption scheme Π is rely on the security
of the underlying signature scheme STLNL and encryption scheme EKP. Due to
the limitation of space, the proofs of the following two theorems will be given in
the full version of this paper.

Theorem 1. The signcryption scheme Π is EU-CMLA secure with respect to
the Definition 1 in the multi-user setting. The advantage of a q-query adversary
who gets at most λ bits of leakage of the signing key per each invocation of
SigPha1 or SigPha2 and all bits of the decryption key is O( q2

p 22λ).

Theorem 2. The signcryption scheme Π is IND-CCLA1 secure with respect to
the Definition 2 in the multi-user setting. The advantage of a q-query adversary
who gets at most λ bits of leakage of the decryption key per each invocation of
DecPha1 or DecPha2 and all bits of the signing key is O( q3

p 22λ+1).

4.2 An LRSC Scheme Using a Single Random Number

We now give a variant scheme which, denoted by Π∗, is slightly modified from
the scheme Π. In Π, the random numbers used in the Sig and Enc algorithms
are different. In Π∗, however, we use a single random number for the Sig and
Enc algorithms. This approach actually has been used repeatedly to construct
signcryption schemes, e.g., [1,6,12].

Construction. Π∗ = (Setup∗,KeyGen∗,Sig∗,Enc∗,Dec∗,Ver∗), where Setup∗,
KeyGen∗, Dec∗, and Ver∗ algorithms are same as the Setup, KeyGen, Dec, and
Ver algorithms of the scheme Π, respectively. For the Sig∗ and Enc∗ algorithms,
other than the scheme Π in which choosing the random number independently
(i.e., s for the signing algorithm and r for the encryption algorithm), we use a
single random number s for the both algorithms.

In the encryption execution, Alice needs to compute c = Y s
T ⊕ (m||Σ||XT ),

and hence the random number s should be passed from Sig∗
Pha1 to Enc∗ (note

that the random number s only used in Sig∗
Pha1 but not Sig∗

Pha2). Therefore,
if we run the Enc∗ algorithm in the second memory MA2 , then the random
number s should be transmitted from MA1 to MA2 . To avoid that the single
randomness s may be leaked twice in Alice’s two memories (it also may be leaked
in the channel from MA1 to MA2), we put these two algorithms Sig∗

Pha1 and
Enc∗ in Alice’s first memory MA1 , and the Sig∗

Pha2 algorithm is putted in Alice’s
second memory MA2 . Therefore, to generate a signcryption ciphertext, M1 first
runs Sig∗

Pha1 to generate partial signature σ′, then passes the state information
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wi = (ai, σ
′) to the memory M2. After receiving wi, M2 runs Sig∗

Pha2 to generate
σ and returns it to MA1 . Next, MA1 integrates a full signature Σ = (S, σ) and
runs the Enc∗ algorithm, i.e., c = Y s

T ⊕ (m||Σ||XT ). Finally, it outputs the
signcryption ciphertext Δ = (S, c). Here, we should note that such allocation
strategy does not change the input-output behaviors of the scheme Π∗.

Security. We give the following theorems that the security of Π∗ in the two-user
setting. Due to the limitation of space, the proofs of the following theorems will
be given in the full version of this paper.

Theorem 3. The signcryption scheme Π∗ is EU-CMLA secure with respect to
the Definition 1 in the two-user setting. The advantage of a q-query adversary
who gets at most λ bits of leakage of the signing key per each invocation of
Sig∗

Pha1 or Sig∗
Pha2 and all bits of the decryption key is O( q2

p 22λ).

Theorem 4. The signcryption scheme Π∗ is IND-CCLA1 secure with respect
to the Definition 2 in the two-user setting. The advantage of a q-query adversary
who gets at most λ bits of leakage of the decryption key per each invocation of
Dec∗

Pha1 or Dec∗
Pha2 and all bits of the signing key is O( q3

p 22λ+1).
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Abstract. Security methods have traditionally been deployed in the
upper layers of the protocol stack. Therefore, the properties of the
physical layer, like the wireless channel, have remained unexplored for
authentication and confidentiality purposes. Some methods to expand
the security mechanisms to lower levels have been suggested and thor-
oughly analyzed. The usage of the wireless channel for the development of
key exchange protocols is based on two main properties: reciprocity and
multipath propagation on fading channels. Several methods on how to
extract and generate common secrecy using these properties have already
been proposed. However, some security drawbacks have also been iden-
tified. In this paper, we propose to increase the security of these tech-
niques by additionally utilizing hardware-related properties, namely the
impairments in the transceivers’ local oscillators. The validation of this
technique is performed in an experimental setup using the USRP/GNU
Radio software-defined radio platform.

Keywords: Confidentiality · Physical layer · Reciprocity · Fading ·
Frequency · Impairments · Local oscillator

1 Introduction

Cryptography is an essential pillar in the architecture of modern communica-
tion systems. Symmetric encryption can be achieved when both communicating
parties share some kind of secret - the secret key. This implies that these parties
must somehow previously exchange this key. The challenge of key distribution in
the public channel can be addressed using public key cryptography techniques.
As a result, hybrid systems were developed, combining public key techniques for
the key exchange (as RSA or Elliptic Curve Cryptography) with private cryptog-
raphy methods (e.g., AES) for the encryption and decryption of the transmitted
messages. Nevertheless, public key cryptography methods strongly rely on com-
putational assumptions (like the factoring problem in the RSA cryptosystem)
and usually require a big amount of time and energy consuming calculations,
making it not often suitable for mobile communications, where such resources
are limited.
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K.-H. Rhee and J.H. Yi (Eds.): WISA 2014, LNCS 8909, pp. 283–294, 2015.
DOI: 10.1007/978-3-319-15087-1 22



284 J. Müller-Quade and A.S. de Almeida

Wireless key exchange is a solution for the problem of key exchange relying
on no computational assumptions. The key extraction is simply performed from
the physical structure of the environment where the wireless transmission takes
place. The common randomness is originated by sounding the common chan-
nel between both legitimate parties. Hereby, a probing signal is sent through
the channel. This signal will be scattered and reflected in several objects in the
surrounding environment. As a result, a receiver antenna will receive a super-
position of several echoes corresponding to different reflections. This technique
is based on two properties of the wireless channel: reciprocity and multipath
interference. On the one hand, reciprocity ensures that both legitimate parties
will receive a similar wave from the bidirectional successive channel sounding
process. Different methods have been proposed to transform the analog probing
received signal into a binary key. On the other hand, assuming that the environ-
ment is complex enough, multipath interference guarantees secrecy.

Being located far enough from both parties, an adversary will receive strongly
decorrelated signals from the signals both legitimate parties receive ([MTM+08]).
This is a consequence of the different reflection paths that the waves reaching
the adversary have to travel. These methods aim to be reliable, efficient and
to generate a key having as much entropy as possible. They are suited for key
extraction and key agreement in wireless and mobile settings, such as wireless
sensor networks. We propose to explore the properties of some hardware com-
ponents, namely the local oscillators of the transceivers, as an additional source
of randomness shared by the legitimate parties. This is done without affecting
the overall system symmetry. Consequently, reciprocity will still hold, allowing
key extraction. The method has still the advantage of being more resistant to
known side-channel attacks on reciprocity-based wireless key exchange, due to
the fact that those hardware properties are also unpredictable for an adversary.

In Sect. 2, we shortly describe some previous results about the wireless key
exchange protocol and its different implementations. We will present the con-
cepts necessary for understanding reciprocity-based key exchange using symme-
try in the channel in Sect. 3 and explain how we can extend this symmetry to
the hardware, using the example of a direct-conversion receiver. We then intro-
duce our key extraction method in Sect. 4. In Sect. 5, we describe in detail our
implementation of the protocol and we validate our method with the results
obtained in several indoor environments. Our work is concluded in Sect. 6.

2 Previous Work

Cryptographic algorithms have traditionally been implemented in the upper lev-
els of the protocol stack. Lower levels seemed not to offer any properties that
could be employed for security purposes. In recent years, a few authors have
been proposing methods for exploring the lower levels of the stack, namely the
physical layer, for improving the security of the overall system, as described in
[BB11]. Several approaches for security on this layer have been proposed by dif-
ferent authors. Some other information-theoretic solutions have been introduced,
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like the ones based on reciprocity, such as [HHY95] or [HSHC96]. More recent
works discuss a few security problems in the protocol given that the environ-
ment is not complex enough. A side-channel attack [DLMQdA10] on wireless
key exchange implementations has also been described. An attack against this
protocol in presented in [ESWM12]. In [AHT+05] and [SHOK04], reciprocity-
based key exchange is combined with techniques using ESPAR antennas in order
to improve the security by introducing a new variable that the adversary can-
not predict - the controlled beam-forming of these antenas. A few practical
setups performing this protocol have been implemented. In all of them, the
authors present different key extractors for generating the key from the received
signal, given that some non-reciprocities (like different hardware employed or
additive noise) strongly influence the final result ([MTM+08]). Hence, most
of the recent research focus on finding stable and efficient key quantizers that
deal with these impairments ([CPK10] and [PJC+13]). Moreover, other authors
pondered the possibility of using device-dependent data, i.e. information that
depends on the transmitter hardware, for the purpose of transmitter authen-
tification. In Brik et al. [BBGO08], this property is referred to as radiometric
identity or radio-frequency (RF) fingerprinting.

3 The Key Exchange Protocol

3.1 Channel

It is usual to describe mathematically the radio channels through their impulse
response. hAB(t) represents the impulse response of the multipath fading channel
between Alice and Bob in a time-invariant channel (during the short time period
of the protocol execution), while hBA(t) the impulse response of the channel
in the opposite direction. Because of reciprocity, we can state that hBA(t) =
hAB(t), which means that the channel characteristics are approximately the
same in both directions, within the coherence time for fading channels (which is
around 2.5 ms, according to [TV05]). Hershey et al. [HHY95] proposed to use this
common characteristic in order to generate a secret key between Alice and Bob,
as this signal corresponds to the signature of the channel between these parties.
Because of the spatial decorrelation of signals in a fading channel, the channel
responses hAE(t) and hBE(t) that Eve receives are uncorrelated to hAB(t) and
hBA(t), respectively. This guarantees the secrecy of the key. In [MTM+08], and
[CPK10], some practical implementations of this protocol have been described
in detail.

However, the measured values might be influenced by several impairments,
like additive noise, differences in hardware [CPK10], interference, manufacturing
conditions and the fact that the channel is not sounded in both directions at the
same time [PJC+13]. This can affect the channel state information and induce
“asymmetries” in the system. Consequently, information reconciliation should
be performed at the end of the protocol, in order to ensure that both parties
possess the same key.
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Some issues related to synchronization are also addressed in [CPK10]. This
protocol only accounts for passive attackers. This means that it is assumed that
Eve is not able to jam the probing signals. Eve is supposed to be sufficiently
separated (at least a few wavelengths) from Bob.

Now let sA(t) = A cos(2πfAt) be the channel probing carrier signal sent by
Alice. Bob receives the signal

rB(t) =
n∑

i=1

ρisA(t − τi) = A
n∑

i=1

ρi cos(2πfA(t − τi)), (1)

which is the sum of n attenuated and delayed replicas of the original wave of
amplitude A, sA(t), corresponding to the different signal components arriving
to Bob throught n different paths. ρi and τi are the attenuation coefficients and
delays for each path, respectively.

3.2 Direct-Conversion Receivers

One important type of common receivers are the so-called direct-conversion
receivers. This is the kind of receivers often used by the software-defined radio
community. It is an example of a simple receiver, where only one conversion
stage is employed. Nevertheless, our observations are still valid for the multi-
conversion case. Unlike superheterodyne receivers, a direct-conversion receiver
(DCR) uses no intermediary frequency for performing the demodulation. It uses
instead a local oscillator with a similar frequency to that of the carrier signal.
A simplified diagram of a DCR can be seen in Fig. 1.

Fig. 1. Direct-conversion receiver (simplified) at Bob.

The received signal rB(t) (Eq. 1) will then be downconverted in the mixer
with local oscillator with frequency fB and phase ϕB . The resulting signal is
therefore

rM
B (t) = A

n∑
i=1

ρi cos(2πfA(t − τi)) cos(2πfBt + ϕB) (2)

Applying well-known trigonometric identities to (2), we obtain
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rM
B (t) =

n∑
i=1

Ci[cos(2π(fA − fB)t + φi)+

+ cos(2π(fA + fB)t + φi)︸ ︷︷ ︸
filtered out

], (3)

where Ci are amplitude coefficients depending on A, ρi and τi, and φi phases
depending on τi and ϕB .

As we can see from Eq. 2, due to the mixing of different frequencies, new
signal components with frequencies fA − fB and fA + fB are created in this
process. Therefore, a filtering stage is applied in order to filter out the signal’s
higher frequency components. This process removes the fA + fB component.
Applying a low-pass filter to rM

B (t), we then obtain the baseband signal

rBB
B (t) =

n∑
i=1

Ci cos(2π(fA − fB︸ ︷︷ ︸
δf

)t + φi) (4)

This means that the DCR-receiver outputs a signal whose amplitude is basi-
cally defined by the channel characteristics and whose frequency, δf , is exclu-
sively due to the sender and receiver local oscillators’ frequencies. Combining
these two factors, we propose the protocol described next.

3.3 Protocol

In real-world applications, the transceivers’ local oscillators inherently contain
unavoidable errors, i.e., small unpredictable variations of the oscillation fre-
quency. As an example, an absolute error of 500 kHz in an oscillation frequency
of 2.4 GHz accounts for a relative error of 0.02%. A totally accurate oscillation
frequency is therefore unattainable. Actually, when Alice intends to tune her
local oscillator to a certain frequency fcj , the device gets tuned for fcj ± εA,
where εA is the inherent frequency error depending on manufacturing condi-
tions, temperature, and other uncontrollable variables. The same happens with
Bob, whose device gets tuned for fcj ± εB . The difference in the actual tuned
frequencies, δf = |εA − εB |, will be responsible for the creation of a new signal
baseband component of frequency δf , as explained in Sect. 3.2. Our measure-
ments show that the values of δf are smaller than the predictable coherence
bandwidth for this type of environments for line-of-sight (LOS) positions, whose
values for the band 2.4 GHz can reach 250 MHz [Jan92]. Therefore, the received
sounding signals will not be affected by the slight difference of the sounding
signals frequencies.

Taking this into consideration, we developed the following protocol:

1. Alice tunes her local oscillator to the value fcj . Consequently, a carrier wave
with frequency fcj ± εA is generated and used for sounding the channel.

2. Using a packet transmission, sync signal, Alice signalizes Bob that she already
started sending a signal with a theoretical frequency fcj .
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3. Bob saves the incoming signal during a certain period of time, Δt, tuning his
local oscillator for the same frequency value fcj ± εB .

4. Bob informs Alice that she can already stop sending the analog probing signal
and Alice interrupts the transmission of the wave. A signal with frequency
δf = |εA − εB | is generated.

5. Alice and Bob exchange their roles and perform the previous steps accord-
ingly.

6. Repeat this procedure F times for other frequency values fcj , j = 2, ..., F .

4 Key Extraction

In this Section, a novel method for generating the key extracted from the sur-
rounding environment is described in detail.

Basically, all key extractors consist of two components:

1. Features Extraction block (filter): selects and processes some selected features
of the incoming signal.

2. Quantizer: transforms the signal coming out of the filter into a binary sequence.

Most experimental studies on this subject use the time variation of the sig-
nals’ RSSI (Received Signal Strength Indicator) values as input of the quan-
tization block. The values are then processed in such a way that the system
disparities are minimized and the entropy rate of the secret keys maximized
([MTM+08,CPK10], and [PJC+13]).

We consider the baseband signal demodulated by the transceiver in iteration
j, represented as rBB

j (t). As explained before, we do not restrict ourselves to the
amplitude values, but we also consider the effect of the frequency of this signal
as a new source of common entropy. Keeping this in mind, a simple Features
Extraction block is developed. For each iteration j of the protocol, each party
computes the output of this block as:

q(j) =
1
N

N∑
k=1

|Xk|
︸ ︷︷ ︸

fading

· 1
M − 1

M−1∑
l=1

|Zl+1 − Zl|
︸ ︷︷ ︸

local oscillators

, (5)

where Xk are the local maxima and minima, and Zl the zero crossings, respec-
tively, of the signal rBB

j (t), as depicted in Fig. 2. This equation corresponds to
the product of the averages of the main features: the amplitude (contained in
the values Xk) and the frequency (translated in the values Zl, being the inter-
val between two zero crossings approximately half of the period of the wave).
The averaging process tends to minimize the influence of the measurements’
associated noise.

This technique is quite efficient since the number of performed calculations
needed for the key generation is small: for each sent frequency, one just needs
to calculate the peaks and the zero crossings of the signal. This is not hard to
implement either in software or hardware.
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Fig. 2. Baseband Signal with local extrema and zero crossings.

The key extractor (Eq. 5) combines the signal strength and frequency offset
together through multiplication. Therefore the signal strength values are scaled
non-linearly in the Features Extraction block: a higher frequency (closer zero-
crossings) leads to a smaller combined value. However, the output of this block is
quantized uniformly, which means that an increasing number of signal strength
values are quantized to the same bit sequence. This reduces the entropy of the
generated key. In order to cope with this problem, we propose the usage of
non-linear quantization methods for further work.

5 Implementation

In this Section, our experimental efforts to measure the feasibility of our tech-
nique are described. A testbed was designed and the results analyzed.

5.1 Channel

In order to experimentally validate this protocol, we conducted a series of experi-
ments in different positions at a static indoor environment. The experiments were
performed during an inactivity time period at our Institute.

5.2 Equipment

We used one USRP1 device per party as a transceiver frontend for generating
the probing signals and measuring the corresponding echoes. Each USRP1 device
was equipped with RFX2400 daughterboards. They provide a good performance
in the 2.4–2.483 GHz band and have 50 mW of output power. Our implementa-
tion uses the GNU RADIO platform [gnu] installed in similar laptops running
Linux-OpenSUSE distributions for the interaction with the transceivers. Syn-
chronization was performed by sending and receiving packets through the 802.11
Ethernet cards installed in the laptops.

We collected data for each carrier frequency fcj , j = 1, ..., F of the protocol
presented in Sect. 3.3. 4096 points were saved for each received wave. In order to
avoid any interferences between the sounding signal sent by the USRP1 and the
sync signal around 2.4 GHz being sent by the laptop’s ethernet cards (Fig. 3b),
the starting sounding carrier frequency was chosen to be higher than 2.4 GHz,
namely fc1 = 2.43 GHz. The sounding frequencies were separated by Δf =
1 MHz, until reaching the value of 2.473 GHz, which corresponds to F = 44
probing bands. These values lie within the 2.4 GHz ISM band.
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The signal traces were saved in the laptop and later transfered to a PC,
where the analysis and processing steps of the key extractor described in Sect. 4
were performed offline using MATLAB R©. Each USRP receiver measures an in-
phase (or real) component (I) and a quadrature (Q) component for each received
signal RBB(t), say RBB(t) = RBB

I (t) + jRBB
Q (t). As input of our signal trans-

formation block, we considered only the in-phase component of the signal, i.e.,
rBB(t) = RBB

I (t) = Re(RBB(t)), since the quadrature component brings no
further information about the channel.

5.3 Measurements

In order to investigate the feasibility of our method, we tested at long distances,
namely at the long corridor at our Institute. For this group of experiments, two
transceiver platforms (a set of USRP, laptop and antenna) are placed constantly
at positions X (Alice) and Y (Bob), whereas the platform (Eve) is subsequen-
tially placed at positions Z = a, b, c, ..., k (see Fig. 3a and b). Each position Z
defines a topological layout. We performed five complete runs of the protocol for
each layout.

(a) Layout. (b) Inside view.

Fig. 3. Corridor.

This procedure is repeated for each one of the layouts Z = a, ..., k.

5.4 Results and Discussion

As figure of merit for the quality of our method, we defined the key agreement
rate (KAR) as the ratio of the Hamming-Distance, HD, between the generated
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keys at Alice, kA and Bob, kB , and the length of the keys, L = |kA| = |kB |.
Mathematically, KAR = HD(kA, kB)/L. Table 1 shows the average KAR for
the experiment. For all layouts, the KAR values for the Alice-Bob channel are
more than 85%, which numerically confirms the reciprocity property. The KAR
values for the eavesdropper’s channels (channels Alice-Eve and Bob-Eve) are
clearly smaller than the KAR values for the Alice-Bob channel. For most cases,
Eve’s KAR values are around 50%, which numerically validates the multipath
property. Further work is needed to explain the few exceptions, like for Z = d.

Table 1. KAR (%) values for all layouts.

Layout/Parties A-B E-A E-B Layout/Parties A-B E-A E-B

a 85.8 43.5 47.0 g 92.0 43.5 26.4

b 93.2 59.8 47.4 h 90.6 42.9 50.2

c 91.5 47.7 46.8 i 87.6 53.9 37.3

d 93.8 51.5 79.1 j 91.5 40.0 33.9

e 90.3 44.0 53.7 k 94.4 42.7 59.8

f 88.0 49.5 54.2

Fig. 4. Key extractor output for layout Z = a.

The obtained plots from the output of the key extractor (we plot, as an
example, the output for layouts Z = a and Z = g in Figs. 4 and 5) validate
the reciprocity and multipath properties of the wireless channels, as well as the
effect of the local oscillators. Using visual inspection, we consistently observed
that both signals received by Alice and Bob (upper plots) are identical, whereas
those received by Eve seem to be quite different (column-by-column comparison).
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Comparing the quantizer output for layouts Z = a and Z = g, one can see
that the channel is quite static, since the signals received by Alice and Bob prac-
tically don’t change with the time. On the other hand, Eve’s position changed
from position a to position g. This becomes clear when comparing Eve’s quan-
tizer’s output for both layouts (downer plots of Figs. 4 and 5).

Fig. 5. Key extractor output for layout Z = g.

Moreover, the quantization method accounts for the difference of scale result-
ing from impairments like different transmitted and received gains set at the
amplifiers, since the amplitude of the output of the Features Extraction block is
divided in equal parts during the quantization process.

However, we acknowledge that more entropy in the key would be desirable.
This correponds to more abrupt transitions in the quantizers’ profiles. As men-
tioned in Sect. 4, this could be achieved by employing a different kind of quan-
tizer, namely some kind of non-linear quantizer.

6 Conclusions

The usage of the physical layer properties for the key agreement problem has
lately been a fast growing research topic in wireless security. Some implementa-
tions aiming to extract a key from common randomness have been proposed.

The shared randomness is contained in the common wireless channel between
both legitimate parties.

The current focus of research in this area has been to maximize the bit gen-
eration rate and to cope with impairments in the transceiver and asymmetries in
the channel. The eventuality of a too simple environment, providing low entropy,
or even the existence of side-channel attacks on this protocol has been mostly
neglected. We extend the source of randomness to a certain type of unavoidable
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imparities in the transmitter and receiver hardware. In this work, we leverage
the differences in the oscillation frequency of the local oscillators in order to
enhance the security of the wireless key exchange method. We demonstrate how
the spurious signals usually created by mixing signals with different frequencies
can be used in order to augment the security of the key exchange system based
on Rayleigh fading, in the presence of a passive attacker.

We established the validity of our method in certain kind of transceivers and
we evaluate its feasibility for real-world applications with a proper implementa-
tion in a testbed. Our experimental results evidence that this method seems to
be a robust technique for secret key generation, at least in indoor environments,
as the key agreement ratio indicates. This conclusion is also supported by the
quantizers’ output profile. The experiments suggest that the oscillation impar-
ities act in the same way as the ESPAR antennas. In this case, the adversary
is not able to find the beam-forming characteristic of the antennas. Similarly,
in our technique for key generation, the adversary is unable to predict the fre-
quency of the received waves resulting from the unavoidable differences in the
legitimate parties’ local oscillators. By taking this into account, we introduce
another source of entropy when generating the key.

One advantage of extending the source of randomness to the hardware com-
ponents lies in the fact that known side-channels attacks against this protocol
will be hardened. The environment might be too simple or an adversary might be
able of collecting reradiation from the antennas; however, as long as Eve doesn’t
know to which frequency she should tune her receiver, the received signals by
Alice and Bob are, by itself, no longer enough for her to reconstruct the base-
band signal. In order to launch an attack on this method, Eve additionally needs
to measure very precisely (i.e., with an error ε ≈ 0) Alice and Bob’s frequencies,
which substantially increases the overall difficulty of guessing the secret key. Due
to the deployment of a linear quantizer in our experiments, we limited the gen-
erated entropy. Therefore, the usage of non-linear quantizers should be a topic
for further work.

Another advantage of our method resides in the fact that it is easy to imple-
ment, both in software and hardware. This means that such a system can be
directly implemented in off-the-shelf equipment.
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Abstract. In traditional multiple precision large integer multiplication
algorithm, the required number of additions approximates the number
of multiplications needed. In some platforms, the great number of add
instructions will occupy about half of computing latency in the over-
all implementation. In this paper, we propose a multiplication algo-
rithm using separated multiply-add-with-carry instruction supported by
NVIDIA GPUs. In the algorithm, we reorder the computational sequence,
in which nearly all additions and carry flags handling can be combined
with the multiplication instructions. The number of add instructions
needed decreases from O(n2) in prevailing schoolbook algorithm to O(n).
Our resulting 256-bit modular multiplication and modular square over
Mersenne prime respectively achieve 3.3837 billion and 5.9928 billion
operations per second and reach 96 % of GPU hardware limitation. An
elliptic curve point multiplication implementation using our algorithm
achieves 43.6 % speedup compared to the existing fastest work.

Keywords: GPU · CUDA · Modular multiplication · ECC

1 Introduction

Asymmetrical cryptography is the core of modern Internet security. Widely used
secure communication protocols in financial industry and e-commerce, rely on
secure key exchange and digital signature algorithms such as the ECC [13,15]
and RSA [20] algorithms. Unfortunately, great number of large integer modular
multiplications seriously affects the performance of the algorithms, and becomes
the bottleneck that restricts its wider application. To offload the costs, many
researchers resort to graphics processing units (GPUs).
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Many previous papers report performance benchmark results to demonstrate
that the GPU architecture can already be used as an asymmetric cryptogra-
phy workhorse, such as RSA [9,11,16,22], and ECC [1,4–6,8,22]. References
[4,5,9,22] pioneered implementation of modular multiplication on CUDA. Bern-
stein et al. [5] implemented an 280-bit modular multiplication with single pre-
cision floating point (SPF) instructions, in which several threads compute an
modular multiplication. In their follow-up work [4], they turned into integer
instructions and employed single thread to handle an entire multiplication with-
out the overhead of thread synchronization. Giorgi et al. [9] proposed a C++
library (PACE) to support modular arithmetic on an NVIDIA 9800GX2 GPU,
in which the Montgomery representation of large integers is used to perform
modular multiplication using the Finely Integrated Operand Scanning (FIOS)
[14]. Antão et al. [1,2] used RNS (Reside Number System) to implement modular
multiplication. In latest work [19], Pu et al. employed several threads to handle
one multiplication with parallel RNS-based [3] computing model. The implemen-
tations above are based on generic modulus. In 2012 Bos et al. [6] accomplished
modular multiplication over NIST P-224 modulus. His optimization focuses on
elliptic curve point multiplication and only uses schoolbook modular multipli-
cation algorithm [10], which is not suitable for GPUs. In this paper, we aim to
fully exploit the potential of GPU for the implementation of the large integer
modular multiplication over Mersenne prime [21].

Our contribution is to make full use of CUDA-featured separated multiply-
add-with-carry instruction to avoid most of the add instructions and make the
algorithm procedure more suitable for CUDA hardware framework. Using this
instruction, we integrate nearly all additions in multiply-add instructions and
very few carry flags need to be handled using extra instruction. The number of
add instructions needed decreases from O(n2) in prevailing schoolbook algorithm
to O(n).

Directed at NVIDIA GeForce GTX Titan, a 2688-CUDA-core GPU, our
resulting modular multiplication and modular square respectively reach 3.3837
billion and 5.9928 billion operations per second, reaching nearly 96 % of the
GPU’s limitation. For better evaluation, we also implement an elliptic curve
point multiplication implementation using our algorithm which reaches 391,595
operations per second.

The paper is organized as follows. Section 2 presents the overview of NVIDIA
GPU and its multiplication instruction. Section 3 describes our proposed algo-
rithm in detail. Section 4 analyses performance of proposed algorithm and com-
pares it with previous work. Section 5 concludes the paper.

2 Background

2.1 CUDA GPUs and Its Multiplication Instruction

Our target platform GTX Titan is a GK-110 GPU, which contains 14 streaming
multiprocessors (SM). 32 threads (grouped as a warp) can concurrently run in
a clock. Following the SIMT (Single Instruction Multiple Threads) architecture,
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each GPU thread runs one instance of the kernel function. A warp may be
preempted when it is stalled due to memory access delay, and the scheduler may
switch the runtime context to another available warp. Multiple warps of threads
are usually assigned to one SM for better utilization of the pipeline of each SM.
These warps are called one block [18].

Multiplication instruction of NVIDIA GPU has a unique feature: when cal-
culating the 32-bit× 32-bit multiplication, the whole 64-bit product cannot be
obtained using one instruction, but requires 2 independent instructions: one is for
lower-32-bit half, the other for upper-32-bit half. Although the whole multipli-
cation (mul.wide) is provided which is used in [12,17], it is a virtual instruction
but not the native instruction, which will be broken into 2 instructions (mul.lo.
and mul.hi) when running on the GPUs.

Ten work patterns of multiplication (or multiply-add) instruction are
supported by NVIDIA GPUs. Among them, the separated multiply-add-with-
carry instruction s = madc.cc{.lo,.hi}(a, b, c) can multiply 32-bit integer a and
b, extract lower or upper half of the 64-bit product, and add a third value c with
CF (carry flag) bit in the condition code register (CC). The 32-bit result and the
carry that it produces will be respectively written to s and the CF bit in CC [18].

3 Proposed Algorithm Description

3.1 Large Integer Multiplication Algorithm

Traditional large integer multiplication algorithm is introduced in Guide to Ellip-
tic Curve Cryptography [10]. Bos et al. [6] used this algorithm to accomplish
modular multiplication. However, this algorithm is not well supported in CUDA
due to its separated multiplication instruction. Through experiment, we found
that, when compiling, 2(m−1)(n−1) add instructions are needed, whose number
approximates the number of multiply instructions.

Based on this observation, we make attempt to minimize the number of
add instructions. As mentioned in Sect. 2.1, CUDA platform supports sepa-
rated multiply-add-with-carry instruction. Taking advantage of this character,
we propose a brand new algorithm. In the proposed algorithm, the computa-
tional sequence is carefully scheduled to utilize separated multiply-add-with-
carry instructions and reduce extra handling of carry flags. We take 5-word ×
5-word multiplication for example to demonstrate the overall computational
sequence, which is shown in Fig. 1, where A[0 : 4] =

∑4
i=0 ai2

ri and B[0 : 4] =∑4
i=0 bi2

ri are the multiplicands, C[0 : 9] =
∑9

i=0 ci2
ri is the product, r stands

for word length.
The upper part of Fig. 1 indicates the adjusted computational sequence. We

accumulate each row into the product C[0 : 9] from the top to the bottom. For
convenience, we color each row by white or gray. The white rows contain only
the lower-half instructions, while, the gray rows include only the upper-half.

The lower part of Fig. 1 takes the last 2 rows to demonstrate the detailed
step of the accumulation. In each row, from left to right, we accumulate the
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(a0b0)lo (a1b0)lo (a2b0)lo (a3b0)lo (a4b0)lo
(a0b0)hi (a1b0)hi (a2b0)hi (a3b0)hi (a4b0)hi
(a0b1)lo (a1b1)lo (a2b1)lo (a3b1)lo (a4b1)lo

(a0b1)hi (a1b1)hi (a2b1)hi (a3b1)hi (a4b1)hi
(a0b2)lo (a1b2)lo (a2b2)lo (a3b2)lo (a4b2)lo

(a0b2)hi (a1b2)hi (a2b2)hi (a3b2)hi (a4b2)hi
(a0b3)lo (a1b3)lo (a2b3)lo (a3b3)lo (a4b3)lo

(a0b3)hi (a1b3)hi (a2b3)hi (a3b3)hi (a4b3)hi
(a0b4)lo (a1b4)lo (a2b4)lo (a3b4)lo (a4b4)lo

(a0b4)hi (a1b4)hi (a2b4)hi (a3b4)hi (a4b4)hi

C5 C6 C7 C8

(a0b4)lo

C4

carry

(a1b4)lo

C5

(a2b4)lo

C6

(a3b4)lo

C7

(a4b4)lo

C8 C6

carry carry carry carry

0+0

(a0b4)hi

C5

carry

(a1b4)hi

C6

(a2b4)hi

C7

(a3b4)hi

C8

(a4b4)hi

C6

carry carry carry

C4C3

Temporary 
Product after 

Last Loop

Middle Product 

Temporary 
Product of 
This Loop

C4C3

Fig. 1. 5 − word × 5 − word multiplication structure using proposed algorithm

half product into C[0 : 9]. Firstly, we accumulate the white row. Using instruc-
tion madc.cc, each cell in the white row accumulates its lower half product into
the corresponding word of C[0 : 9], also accumulates the CF bit that previous
instruction produces (except the first instruction), then writes back its carry
to CF bit. The CF bit that the last instruction produces needs to be stored
using add-with-carry instruction addc(0,0). The accumulation for the gray row
is similar, but we do not need to handle the CF bit that the last instruction
produces because it will not produce carry. Note that there are n white rows
totally. Among them, the 0th white row need no temporary variable, because
its last instruction adds zero thus will not produce carry. Therefore, 2mn mul-
tiplication and (n − 1) add instructions are needed in total. Detail is shown in
Algorithm 1.

3.2 Large Integer Square Algorithm

Compared with multiplication, square operation has a natural advantage: some
sub-products can be reused. Equation below shows this advantage in detail,
which takes (A[0 : n − 1])2 for example, where A[0 : n − 1] =

∑n−1
i=0 ai2ri.
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Algorithm 1. Proposed Multiplication Algorithm(r bits per word)
Input:

m-word-length Multiplicand, A[0 : m − 1] =
∑m−1

i=0 ai2
ri;

n-word-length Multiplier, B[0 : n − 1] =
∑n−1

i=0 bi2
ri;

m > n
Output:

(m+n)-word-length Product, C[0 : m + n − 1] = A[0 : m − 1] × B[0 : n − 1] =
∑m+n−1

i=0 ci2
ri;

1: C[0 : m + n − 1] = 0
2: for i = 0 to n − 1 do
3: for j = 0 to m − 1 do
4: set CF = 0
5: ci+j = madc.cc.lo(aj , bi, ci+j)
6: end for
7: if i �= 0 then
8: ci+n = addc(0, 0)
9: end if

10: set CF = 0
11: for j = 0 to m − 1 do
12: ci+j+1 = madc.cc.hi(aj , bi, ci+j+1)
13: end for
14: end for
15: return C[0 : m + n − 1];

(A[0 : n − 1])2 =
∑

0≤i<j≤n−1

[2r(i+j)(ai × aj)lo + 2r(i+j+1)(ai × aj)hi]

+
∑

0≤i≤n−1

[22ri(a2i )lo + 2r(2i+1)(a2i )hi]

+
∑

0≤j<i≤n−1

[2r(i+j)(ai × aj)lo + 2r(i+j+1)(ai × aj)hi]

= 2
∑

0≤i<j≤n−1

[2r(i+j)(ai × aj)lo + 2r(i+j+1)(ai × aj)hi]

+
∑

0≤i≤n−1

[22ri(a2i )lo + 2r(2i+1)(a2i )hi]

In this way, only (n(n−1)
2 + n) × 2 = n2 + n multiplications are needed.

For convenience, we take 5-word square operation for example. Firstly, we
calculate

∑n
0≤i<j≤n−1[2

r(i+j)(ai × aj)lo + 2r(i+j+1)(ai × aj)hi]. In upper part of
Fig. 2, the 2 white pieces are corresponding to it. We choose the upper separated
piece to calculate. Before calculation, we carry out a transformation for it. As
demonstrated in the middle part of Fig. 2, we “flatten” it into the new structure.
In this structure, we can accumulate each row into the product from the top to
the bottom, which is similar with the operation in previous section. And in each
row, we accumulate the product from left to right.
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(a0a0)lo

(a1a0)lo (a2a0)lo (a3a0)lo (a4a0)lo

(a0a0)hi

(a1a0)hi (a2a0)hi (a3a0)hi (a4a0)hi

(a0a1)lo (a1a1)lo

(a2a1)lo (a3a1)lo (a4a1)lo

(a0a1)hi (a1a1)hi

(a2a1)hi (a3a1)hi (a4a1)hi

(a0a2)lo (a1a2)lo (a2a2)lo

(a3a2)lo (a4a2)lo

(a0a2)hi (a1a2)hi (a2a2)hi

(a3a2)hi (a4a2)hi

(a0a3)lo (a1a3)lo (a2a3)lo (a3a3)lo

(a4a3)lo

(a0a3)hi (a1a3)hi (a2a3)hi (a3a3)hi

(a4a3)hi

(a0a4)lo (a1a4)lo (a2a4)lo (a3a4)lo (a4a4)lo
(a0a4)hi (a1a4)hi (a2a4)hi (a3a4)hi (a4a4)hi

C2 C3 C4 C5 C6

C3

carry

C4 C5 C6 C7

carry carry carry

(a2a1)hi

C4

carry

(a3a2)lo

C5

(a3a2)hi

C6

(a4a3)lo

C7

(a4a3)hi

C8

carry carry carry

(a1a0)lo (a2a0)lo (a3a0)lo (a4a0)lo
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(a4a0)hi
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(a4a3)lo (a4a3)hi

(a2a1)lo (a3a1)lo (a3a1)hi (a4a2)lo (a4a2)hi

Fig. 2. 5 − word × 5 − word square structure using proposed algorithm

The lower part of Fig. 2 takes the last 2 rows to demonstrate the detailed
step of the accumulation. Using instruction madc.cc, each cell in the row accu-
mulates its lower or upper half product into the corresponding word of C[0 : 9],
also accumulates the CF bit that previous instruction produces (except the first
instruction), then writes back its carry to CF bit. CF bit that the last instruction
produces needs no extra handling, because that if the last instruction of each
row is upper-word multiply-add instruction, it will not produce carry. It can be
proved as below.

Proof. Assuming a, b is 32-bit integer, their upper half product is at most 232−2,
because

(a × b)hi ≤ � (232 − 1) × (232 − 1)
232

� = 232 − 2 (1)

We take a row as a unit to employ mathematical induction.
(1) Obviously, the last instruction of row 0 will not produce carry, because

it adds with zero.
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(2) Assume the last instruction of row k − 1 does not produce carry. Thus
it affects only the (n + k − 1)-th or lower word of the product. In this way,
the (n + k)-th or higher word of temporary product remains zero. As to row k,
the second-last instruction may produce carry to the (n + k)-th. According to
equation (1), after executing its last instruction, the (n+k)-th word of temporary
product is less than or equal to (232 − 2) + 1 = 232 − 1. It implies that it will
not produce carry, either.

In this way, we prove that when every last instruction of the row is the upper-
half multiply-add instruction, it will not produce carry. As shown in Fig. 2, every
last instruction of the row meets this requirement. Thus, we do not need to handle
the CF bit that the last instruction produces.

Secondly, we need to double the temporary product. Since temporary prod-
uct is (2n − 2) words (from 1th to (2n − 2)-th word), we need (2n − 1) add
instructions to double it (extra one add instruction is used for storing CF the
last add instruction produces).

Thirdly,we add the graypiece,which is corresponding to
∑n

0≤i≤n−1[2
2ri(a2i )lo+

2r(2i+1)(a2i )hi]. Like what we did before, gray piece can also be flattened into one
row similarly. Using the instruction madc.cc, no add instruction is needed.

Therefore, in total, (n2+n) multiply and (2n−1) add instructions are needed.
There is a slight difference between situations when n is odd or even. Detail is
shown in Algorithm 2.

4 Implementation and Performance Evaluation

4.1 Comparison between Traditional and Proposed Algorithm

In theory, our proposed algorithm needs only O(n) add instructions, while the
traditional one needs O(n2). However, in practice, we should take other factors
into consideration.

In CUDA GPU, integer add and multiplication instruction use different com-
puting units, which allows the 2 kinds of instructions to execute parallelly. Due
to multi-thread feature of GPU, when some threads occupy the multiplier, oth-
ers can use the adder. Thus, in some situations, the decrease of add instruction
may not lead to significant performance promotion.

To measure how the number of add instructions affects the overall perfor-
mance, we conduct an experiment. A function which contains 128 multiply-add
instructions (that 256-bit multiplication needs) with several add instructions
appending is constructed for evaluation. To ignore other overheads, we run 10,000
loops of the test function, in which uses result in the loop as a new operand for
the next loop. In this experiment, 14 × 1024 threads are used to fully occupy
the computing resource. Varying the number of add instructions, we record its
latency. The experimental data shows in Fig. 3.

We can see from Fig. 3, when the number of add instructions is less than 128,
the performance changes slightly. After reaching the threshold 128, the latency
starts to correlate positively with the number of add instructions. From this
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Algorithm 2. Proposed Square Algorithm(r bits per word)
Input:

n-word-length Multiplicand, A[0 : n − 1] =
∑n−1

i=0 ai2
ri;

Output:
2n-word-length C[0 : 2n − 1] = A[0 : n − 1]2 =

∑2n−1
i=0 ci2

ri;
1: C[0 : 2n − 1] = 0,set CF=0
2: for i = 0 to �n

2
− 2� do

3: for j = i + 1 to n − i − 2 do
4: ci+j = madc.cc.lo(aj , ai, ci+j)
5: end for
6: for k = 0 to i do
7: cn+2k−1 = madc.cc.lo(an−1−i+k, ai+k, cn+2k−1)

cn+2k = madc.cc.hi(an−1−i+k, ai+k, cn+2k)
8: end for
9: set CF=0

10: for j = i + 1 to n − i − 2 do
11: ci+j+1 = madc.cc.hi(aj , ai, ci+j+1)
12: end for
13: for k = 0 to i do
14: cn+2k = madc.cc.lo(an−1−i+k, ai+k+1, cn+2k)

cn+2k+1 = madc.cc.hi(an−1−i+k, ai+k+1, cn+2k+1)
15: end for
16: end for
17: if n is even then
18: set CF = 0
19: for k = 0 to n

2
− 1 do

20: cn+2k−1 = madc.cc.lo(an/2+k, an/2+k−1, cn+2k−1)
cn+2k = madc.cc.hi(an/2+k, an/2+k−1,n+2k )

21: end for
22: end if
23: set CF=0
24: for i = 1 to 2n − 1 do
25: ci = addc(ci, ci)
26: end for
27: set CF=0
28: for i = 0 to n − 1 do
29: c2i = madc.cc.lo(ai, ai, c2i)

c2i+1 = madc.cc.hi(ai, ai, c2i+1)
30: end for
31: return C[0 : 2n − 1];

phenomenon, we can speculate that the traditional and proposed multiplication
algorithms will perform the same. Because the number of add instructions does
not reach the threshold in both algorithms.

However, our optimization is not useless. We choose P = 2256 − 2224 − 296 +
264 − 1 as modulus, which is used in Chinese Public Key Cryptographic Algo-
rithm SM2 Based on Elliptic Curves [7]. As a Mersenne prime, fast reduction
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method can be applied to conduct modular reduction based on the work by
[21]. Through optimizing, a 256-bit modular reduction over P consumes about
110 add instructions in total. Due to the great decrease of add instructions,
when cooperating with modular reduction, our proposed modular multiplication
algorithm is still on the “flat” line, while, traditional modular multiplication
algorithm has surpassed the threshold, whose latency increases by nearly 20 %.
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Fig. 3. Latency of 10,000 loops of test function (128 multiplication instructions with
varying number of add instructions appending)

Our performance evaluation comparison proves the speculation well, which
is shown in Table 1.

Table 1. Comparison between the traditional algorithm and the proposed algorithm
(GeForce GTX Titan, 14 × 1024 threads)

Traditional Proposed

256-bit multiplication Throughput (109/s) 3.3939 3.4121

Latency (µs) 4.2241 4.2015

256-bit modular multiplication Throughput (109/s) 2.8853 3.3837

Latency (µs) 4.9687 4.2368

256-bit square Throughput (109/s) 5.6436 6.0011

Latency (µs) 2.5402 2.3889

256-bit modular square Throughput (109/s) 5.1661 5.9928

Latency (µs) 2.7750 2.3922
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4.2 Related Work Comparison

In this section, we compare our resulting implementation with previous work
[2,4,6,9,19]. For fair comparison, we firstly evaluate the CUDA platform of each
work.

It is difficult to evaluate performance of each CUDA platform since they
are constructed in different architectures. Note that [2,4,6,9,19] and ours are
all based on integer arithmetic. Therefore, we can measure their performance
depending mainly on integer processing capability as shown in the former part
of Table 2. The parameters in Table 2 origin from [23], but the integer processing
power is not given directly, we calculate them by SM Number, processing power
of each SM and Shader Clock. Note that 9800GX2, GTX 285 and GTX 295 sup-
port only 24-bit multiply instruction, while, the other platforms support 32-bit
multiply instruction. Hence, we adjust their integer multiply processing capa-
bility by a correction parameter (2432 )2. The overall integer processing capability
Int Capability is graded by how many operations including a multiplication (or
multiply-add) and an add instruction can be accomplished in a second.

Since the results of modular multiplication are not given in some papers, we
also implement a simple elliptic curve point multiplication using our algorithm
for evaluation. In overall structure, we use single thread to execute one elliptical
curve point multiplication. Except for the modular multiplication, we do not
take special optimization for it.

For better comparison, we scale the modular multiplication performance of
each implementation using the Eq. 2:

MulMod(scaled) = MulMod× 370.7

Int Capability
× (

Bits

256
)2 × (1 + isModulusGeneric) (2)

The scaled point multiplication performance Curve(scaled) is defined similarly.
The latter part of Table 2 shows the corresponding numerical results.

From Table 2, we can see that our algorithm makes great improvement com-
pared with previous implementations. We gain over 3 times performance of the
next fastest implementation [4]. Our point multiplication implementation also
outperforms others by a considerable margin. We achieve 43.6 % performance
promotion of the existing fastest implementation [6].

Additionally, we measure the hardware limiting performance for 256-bit mod-
ular multiplication. In modular multiplication, the number of multiplication
instructions is the bottleneck of the performance, which cannot be reduced. From
Table 2, we can see that the throughput of the 32-bit multiplication instruc-
tion reaches 448.6 × 109/s in GTX Titan. 256-bit modular multiplication costs
( 25632 )2 × 2 = 128 instructions, thus the upper bound of modular multiplication
performance is 448.6

128 = 3.5047 × 109/s. Similarly evaluated, the upper bound
of the modular square performance is 448.6

72 = 6.2306 × 109/s. Respectively,
our modular multiplication and square algorithm reach 3.3837

3.5047 = 96.5% and
5.9928
6.2306 = 96.2% of the GPU hardware limitation.
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Table 2. Throughput and latency of operations per second

Giorgi et
al.[9]

Antão et
al.[2]

Bernstein
et al.[4]

Bos et
al.[6]

Pu et
al.[19]

Ours

Bits 256-bit 224-bit 210-bit 224-bit 224-bit 256-bit

isModulusGeneric Yes Yes Yes No Yes No

CUDA platform 9800GX2 GTX
285

GTX
295

GTX
580

GTX
680

GTX
Titan

SM Number 32 30 60 16 8 14

Shader Clock(GHz) 1.500 1.476 1.242 1.544 1.006 0.993

Int Mul/SM(/Clock) 8 8 8 16 32 32

Int Add/SM(/Clock) 10 10 10 32 160 160

Int Mul(G/s) 216 199 335 395 257 448.6

Int Add(G/s) 480 443 791 745 1288 2224

Int Capability(G/s) 149.0 137.3 235.3 258.1 226.4 370.7

MulMod (106/s) 12.34 - 481 - 219 3383.7

MulMod(scaled) (106/s) 61.40 - 1019 - 549 3383.7

SqrMod (106/s) - - - - - 5992.8

Curve(/s) 1,620 9,827 - 290,535 47,000 391,595

Curve(scaled)(/s) 8,061 40,627 - 272,681 117,839 391,595

5 Summary

In this paper, we propose and implement a new modular multiplication algo-
rithm for ECC implementation in CUDA, aiming to minimize the number of add
instructions and develop the full potential of GPU. In our proposed multiplica-
tion algorithm, the number of add instructions needed decreases from O(n2) in
prevailing schoolbook algorithm to O(n). Our resulting modular multiplication
and modular square respectively reach 3.3837 billion and 5.9928 billion opera-
tions per second, reaching over 96 % of GPU hardware limitation. And a simple
elliptic curve point multiplication using our algorithm is implemented at speed
of 391,595 per second, which achieves 43.6 % speedup compared to the existing
fastest work.
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Abstract. Authenticated Encryption (AE) schemes are an important
security tool. Especially, GCM has been widely adopted on account of
its performance and efficiency and used widely. As GCM has some weak-
nesses, SGCM has been proposed in 2011 and both AE schemes some-
times are used in the same system or hardware architecture. In this
paper, we present the novel unified hardware for GCM and SGCM. Both
modes are readily integrated into single architecture with little modifica-
tion. The main contributions are three folded. Firstly, we unified GCM
and SGCM using dual field adder. Secondly, we improved the previous
dual field multiplier to fit our architecture. Our dual field multiplier just
needs half cycles of referred one. For quantitative analysis, we calculate
areas except for LEA core and add areas of AES which was used by
each of previous works. We expect to achieve 29 % or 35 % less size than
previous one. Lastly, we applied LEA instead of AES for the compact
hardware implementation. Our unified hardware for GCM and SGCM is
implemented within 16,133 GE and achieves 0.5 Gbps on 500 Mhz. Our
unified hardware using LEA has 48 % less size than the one using AES.

Keywords: Unified GCM and SGCM · Hardware · Dual field multi-
plier · Block cipher

1 Introduction

Message authentication schemes are an important security tool. Especially,
Authenticated Encryption (AE) scheme is a symmetric-key mechanism by which
a plain-text is a transformed into a cipher-text with MAC code. It is a block
cipher mode of operation which provides authenticity, confidentiality, integrity
at once. New other Authenticated Encryption schemes have been development
and proposed until now. Six different authenticated encryption modes (GCM,
CCM, CWC, OCB, and EAX) have been standardized in ISO/IEC until 2009.
From among these, GCM has been widely adopted on account of its performance
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and efficiency. GCM is included in NASA Suite B cryptography and [10,23] show
that it is used in IETF IPsec standards. we also confirm that it is one of mode of
operations in SSH in [6]. Besides, GCM mode is used in various parts like ANSI
Fibre Channel Security Protocols (FC-SP), IEEE 802.1 AE (MACsec), Ethernet
security, IEEE 02.11ad known as WiGig, and TLS 1.2. [15].

But GCM has a weakness once it is employed with a short authentication
tag [3]. The weakness is to raise the probability of successful forgery significantly
and attacker can know the authentication key if they are able to create successful
forgeries. So, SGCM has been proposed as a variant of the GCM mode overcom-
ing it’s weaknesses in 2011 [14]. SGCM uses prime field GF (p) known as Sophie
Germain prime, instead of the binary field GF (2128). Thus, It is time for GCM
and SGCM to use in the same period and we feel the necessity of making the
design of unified hardware for GCM and SGCM.

Many previous GCM implementations are proposed until now and two types
of designs which is sequential and parallel exist. GCM architecture in [12] imple-
mented with Mastrovito multiplier and we changed S-box among LUT (Look-up
Table) S-box or composite S-box. Yang et al. [25] employed two AES core. Itera-
tive AES is used for generating H for the finite field multiplication and the other
one is pipelined AES for encryption. Designs in [12,25] is sequential but both
areas is above 100,000 GE using fully pipelined AES which is all of the round
steps are pipelined. GCM Hardware implementations in the following have areas
under 100,00 GE. We find two kind of implementations in [16]. The first is
the sequential implementation completely and the second is the implementation
using 4 parallel AES and one multiplier. Both designs in this paper use 4-stage
pipelined loop and composite field GF (((22)2)2). Lastly, GCM architectures in
[19,24] have single encryption and simple loop. Areas of them achieved smaller
size than previous ones and this implementations are suitable to compare with
our implementation. In the case of SGCM, it is proposed in 2011 but studies
about implementation of SGCM in hardware have not been proposed briskly. In
addition, there are no papers about unifying both GCM and SGCM.

In this situation, we have proposed the compact implementation of the uni-
fied hardware for GCM and SGCM. We have three main contributions. Firstly,
GCM and SGCM have similar architecture. Thus, we unified GCM and SGCM
using dual field multiplier. Secondly, we improved dual field multiplier proposed
in [4] to fit our architecture. Our dual field multiplier just needs half cycles of
referred one. For quantitative analysis, we calculate areas except for LEA core
and add Areas of AES which was used by each of previous works. we expect to
achieve 29 % less size than [19] and 35 % less size than [24]. Lastly, we applied
LEA instead of AES for the compact hardware implementation. Our implemen-
tation of the unified hardware for GCM and SGCM features size of 16,133 GE,
500 Mhz frequency, and 0.5 Gbps throughput. LEA-Unifiedd has 48 % less size
than AES-Unifiedc.

For describing this, the paper is structured as follows. In Sect. 2, we explain
related works such as GCM, SGCM, Dual Field multiplier, and LEA. In Sect. 3,
we introduce our architecture and design of unified hardware for GCM and
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SGCM, and our Dual Field Multiplier in detail. In Sect. 4, we analyzed the results
obtained by our design and compare it to other previous ones. Conclusions are
described in Sect. 5.

2 Related Works

2.1 Galois/Counter Mode GCM

An authenticated encryption (AE) symmetric scheme provides both encryption
and authentication using a single key, and is often more efficient and easy to
employ than using two separate encryption and authentication schemes (e.g.
AES-CTR with HMAC). The Galois/Counter Mode (GCM) is an AE scheme
which is built upon a block cipher, usually AES [9,23]. It was standardized
by NIST and is used in IPSec, SSH and TLS. For each message block, GCM
encrypts it using the underlying block cipher in CTR mode and xors the cipher-
text into an accumulator, which is then multiplied in F2128 by a key-dependent
constant. After processing the last block, this accumulator is used to generate
the authentication tag.

GCM has four input strings: secret key K, an initial vector IV (96 bits),
authenticated data A, and plaintext P. We use n and u for indicating the total
number of bits in the plaintext is (n−1) ·128+u, where 1 ≤ u ≤ 128. the plain-
text, ciphertext, and authenticated data is donated as: (P1, P2, ..., Pn−1, P

∗
n),

(C1, C2, ..., Cn−1, C
∗
n), and (A1, A2, ..., An−1, A

∗
n), where the number of bits in

C∗
n is u and the total number of bits in A is (m − 1) · 128 + v and 1 ≤ v ≤ 128.

Each final bock of P ∗
n and C∗

n is filled with zeros when it is shorter than 128
bits. The authenticated encryption operation is defined as follow equations:

H = E(K, 0128)

Y0 =
{

IV ||0311 if len(IV ) = 96,
GHASH(H, , IV ) otherwise,

Yi = Yi−1 + 1 for i = 1, ..., n
Ci = Pi ⊕ E(K,Yi) for i = 1, ..., n − 1
C∗

n = P ∗
i ⊕ MSBu(E(K,Yn))

T = MSBt(GHASH(K,A,C)) ⊕ E(K,Y0)

(1)

The GHASH function defined over the GF (2128) is operated for tag creation.
When GHASH(H, A, C) = Xm+n+1 and variables Xi for i = 0, ....,m + n + 1,
GHASH is defined as follow:

Xi =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 for i = 0
(Xi−1 ⊕ Ai) · H for i = 0, ...,m − 1
(Xm−1 ⊕ (A∗

m||0128−v))) · H for i = m
(Xi−1 ⊕ Ci) · H for i = m + 1, ...,m + n + 1
(Xm+n−1 ⊕ (C∗

m||0128−u))) · H for i = m + n
(Xm+n−1 ⊕ (len(A)||len(C))) · H for i = m + n + 1

(2)
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2.2 The Sophie Germain Counter Mode SGCM [14]

Sophie Germain Counter Mode (SGCM) is an authenticated encryption mode of
operation, to be used with 128-bit block ciphers such as AES. SGCM is a variant
of the NIST standardized Galois/Counter Mode (GCM) which has been found
to be susceptible to weak key/short cycle forgery attacks. The GCM attacks
are made possible by its extremely smooth-order multiplicative group which
splits into 512 subgroups. Whereas Instead of GCM’s GF (2128), SGCM uses
GF (p) with

p = 2128 + 12451 = 340282366920938463463374607431768223907. (3)

Here p−1
2 is also a prime. SGCM is intended for those who want a concrete

largely technically compatible alternative to GCM. All aspect of SGCM except
for using GF (p) instead of GF (2128) are equivalent to GCM. Let the input of
sequences Xi and H = E(K, 0128) + 2 is defined. When staring encryption, we
iterate for i = 1, ..., n as follow:

Yi = (Yi−1 + Xi) · H mod p. (4)

The results of SGHASH(H, X) should be equal to 2128 or larger and we
may require more than 128-bits width blocks. But the final iteration block of
SGHASH(H, X) is truncated mod 2128. In this paper, we SGHASH is donated
as GHASH because we designed unified both SGHASH and GHASH using dual
field multiplier. As below, we show the example of SGCM in little-endian fashion:

X = �2126π� = 267257146016241686964920093290467695825
X = D11CDC808B62C6C434C26821A2DA0FC9

Y = �2126e� = 231245843636555084287727758960834198769
Y = F13C3D272056DCAF9A4ABBA25854F8AD

Z = XY mod p = 92057282056387974665238950822035710352
Z = 90E1BD2C9607A36319D9D9AE6D964145

2.3 Dual Field Adder and Multiplier

Because operation time of the multiplication in finite fields GF (p) or GF (2m)
are the most time consuming operations in cryptographic applications such as
GCM/SGCM, elliptic curve cryptography, RSA, Diffie-Hellman key exchange
algorithm, Digital Signature Standard, the design of multiplication units that
provides efficient and fast execution in both GF (p) and GF (2m) is of interest
for cryptographic applications. Papers such as [4,20–22] are proposed for Dual
Field Multiplier in hardware. There are two types of Dual Field Multiplier,
which is using the Montgomery algorithm or Bit-Serial Multiplier. Montgomery
algorithm is proper to use continuously the multiplication like in elliptic curve
cryptography, as needing a conversion overhead, but not suitable for GCM or
SGCM which demand frequently conversion from Montgomery numbers to real
numbers. So, we employ the Bit-Serial Multiplier to unify GCM and SGCM.
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Fig. 1. Architecture of Dual Field Multiplier in [4]

We refer to [4] and thus we introduce it in this section. Figure 1 (a) indicates
the multiplication unit proposed in [4]. Two Carry Save Adders have to be
operated with (n + 1)-bit precision. The sum output RS and the carry output
RC of the adders are loaded to each registers REG A and REG B. One of two
CSA (Carry Save Adder) generates a partial-product and the other makes a
subtraction for the modular operation. The subtraction is performed by adding
the two’s complement, which is indicated as the input Modular. So, addition
and subtraction are essentially the same operation. According to the MSB-first
iterative algorithm, B has left shift at every clock cycles and b[i] which is a
output of the MSB-bit of B also changes at every clocks. The addition of the
partial product A ∗ b[i] is implemented at the top of Fig. 1. The output of first
CSA is saved to REG A and used to evaluate the multiple of the modulus to be
subtracted at the second CSA. The evaluation is to select the Modular among
the one value of 0 ∗ M , 1 ∗ M , or 2 ∗ M . At the next clock, the second CSA
subtract Moduler from RS and RC and the result of the second CSA is saved
to REG B. As next processing is starting, the output of the REG B is shifted
in module Shift. If an extra subtraction is demanded, the outputs RS and
RC of the second CSA are fed back to the first CSA without a left-shift. If no
extra subtraction is needed, the processing of the multiplier bit is finished. The
outputs of the second CSA are fed back to the inputs of the first CSA with a
1-bit hard-wired left-shift.

After the least significant bit B[0] has been processed, result (RS , RC) is
saved to Multiplier REG and Multiplicand REG in Fig. 1 (b). Next the redun-
dant result should be changed into the non-redundant value. It is done by r-bit
Pipelined CLA (Carry − Lookahead Adder) and it takes �n/r� clock cycles.
The result of Pipelined CLA is loaded to Multiplier REG again. The differ-
ence GF (2m) to GF (p) in Dual Field Multiplier just is decided by the addition
operation and whether Carry is used or not. The signal eval decide to perform
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the extra subtraction. Whenever eval is 1, Multiplier REG stop the shift and
Arithmetic Unit operates subtraction until eval = 0. We improved Dual Field
Multiplier proposed in [4] and describe it as the following section.

2.4 LEA [5]

LEA is a block cipher with 128-bit block. Key size is 128-bit, 192-bit, and 256-
bit. LEA also has each of the number of rounds: 24 rounds of 128-bit key, 28
rounds of 192-bit key, and 32 rounds of 256-bit key. Just using LEA having the
128-bit of the key for GCM and SGCM, we explain on only LEA having 128-bit
key length in the this section.

Notations. As we use notations in this section, We specify notations following
as:

– P: 128-bit plaintext, consisting of 32-bit words P = (P [0], P [1], P [2], P [3]).
– C: 128-bit ciphertext, consisting of 32-bit words C = (C[0], C[1], C[2], C[3]).
– K: Master key. It is a concatenation of 32-bit words. K = (K[0],K[1],K[2],

K[3]).
– Xi: 128-bit intermediate value (an input of i-th round in the encryption func-

tion,
consisting of 32-bit words Xi = (Xi[0],Xi[1],Xi[2],Xi[3]).

– RK: Concatenation of all round keys, defined by
RKi = (RKi[0], RKi[1], RKi[2], RKi[3], RKi[4], RKi[5]).

– x
⊕

y: Exclusive OR of 32 bit strings x and y.
– x + y: Addition modulo 2 power of 32 of 32 bit strings x and y.
– r: The number of rounds. (r = 24 when using 128 bit block).
– ROLi(x): The i-bit left rotation on a 32-bit value x.
– RORi(x): The i-bit right rotation on a 32-bit value x.

Key Schedule. LEA use constants for key schedule, which is specified as:

δ[0] = 0xc3efe9db, δ[1] = 0x44626b02,
δ[2] = 0x79e27c8a, δ[3] = 0x78df30ec,
δ[4] = 0x715ea49e, δ[5] = 0xc785da0a,
δ[6] = 0xe04ef22a, δ[7] = 0xe5c40957.

128-bit LEA employs only four constants. Others are used for 192- and 256-
bit LEA. Constants are XORed T [i] for 0 ≤ i ≤ 3 in the key schedule. The fully
key scheduling for making round keys is defined as:

T [0] ← ROL1(T [0] + ROLi(δ[imod4])),
T [1] ← ROL3(T [1] + ROLi+1(δ[imod4])),
T [2] ← ROL6(T [2] + ROLi+2(δ[imod4])),
T [3] ← ROL11(T [3] + ROLi+3(δ[imod4])),
RKi ← (T [0], T [1], T [2], T [1], T [3], T [1]).

Next, we made the LEA key schedule module for a hardware implementation.
Master key K = (K[0],K[1],K[2],K[3]) is a concatenation of 32-bit words. Let
set T0[i] = K[i] for 0 ≤ i ≤ 3 in initialization. Round key RKi are produced by
using Ti for 0 ≤ i ≤ 24.
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Encryption Process. The encryption procedure sets the X0[i] = P [i] for 0 ≤
i ≤ 3 in initialization. During the 24 rounds, encryption process is processed by
using the round key RKi, called as Iterating Rounds. It is defined as:

Xi+1[0] ← ROL9((Xi[0]
⊕

RKi[0]) + (Xi[1]
⊕

RKi[1])),
Xi+1[1] ← ROR5((Xi[1]

⊕
RKi[2]) + (Xi[2]

⊕
RKi[3])),

Xi+1[2] ← ROR3((Xi[2]
⊕

RKi[4]) + (Xi[3]
⊕

RKi[5])),
Xi+1[3] ← Xi[0].

Also, Finalization is accomplished at the last round, which defined as:

C[0] ← Xr[0], C[1] ← Xr[1], C[2] ← Xr[2], C[3] ← Xr[3].

3 Proposed Methods

3.1 The Architecture of the Unified Hardware for GCM and SGCM

I/O Interface. We designs the module Wrapper as I/O interface for communi-
cation between our unified hardware and the outside world. We show Wrapper
in Fig. 2. It has the similar access way like dual port RAM memory seemingly
but actually has registers used for inputs of the unified hardware for GCM
and SGCM. If the signal wr is one, 32-bit width data from Data in is saved
into registers depend on addr which specifies location and address to read or
write to. Otherwise, if wr us zero, we can read data from Data out pointed by
addr. Wrapper also has 128-bit width data-path between I/O interface and our
unified hardware for GCM and SGM, which supplies data such as IV , Key,
MESSAGE IN , MESSAGE OUT , and MAC.

wr

MESSAGE_IN

 len(A) || len(C)

IV

Key

MESSAGE_OUT

MAC

I/O 
Interface

Unified Hardware 
for

GCM and SGCM

Data_in

Data_out

addr

Fig. 2. Wrapper for I/O interface of Unified GCM and SGCM

Unified Hardware for GCM and SGCM. Figure 3 shows our architecture of
the unified hardware for GCM and SGCM. We concentrated on making designs
for size-optimization. The module Counter changes the input of Encryption each
loop of GCM or SGCM. IV (Initial vector) is supplied from I/O and Counter is
increases whenever the previous block is processed. 128-bit (IV 96 || Counter32)
are used as the input of the Encryption module. Encryption is core of the block
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cipher module and we employed two kinds of block cipher algorithms: AES or
LEA. We selected LEA block cipher for the core of the block cipher to apply
unified GCM and SGCM method, named as LEA-Unified. We also designed
unified GCM and SGCM using AES which is named as AES-Unified. When
we designed LEA-Unified, we used LEA using 32-bit width operations referred
in [7]. In case of using AES for unified hardware, we summarize our implemen-
tation of AES in the next section.

Counter

+1

IV IV

32 bit

Encryption

32 bit

Key

MESSAGE_IN  len(A) || len(C)

B (H)

Auth Data

A

MESSAGE_OUT = Multiplicand REG

= Multiplier REG

SMULT_H

= Result REG

MAC

Fig. 3. Our Architecture of the Unified Hardware for GCM and SGCM

MULT H is the GHASH function to generate the authentication code. In
Fig. 3, the register A, S, and B(H) represent Multiplier REG, Result REG, and
Multiplicand REG, respectively. MULT H receives the output of the module
Encryption and save the register A, then it implements the multiplication using
dual field multiplier. Finally, the complete authentication code is placed into the
register S after all of blocks are processed. In the next section, we describe our
Dual Field Multiplier which is the most important arithmetic module for the
unified hardware.

3.2 Proposed Dual Field Multiplier

GCM and SGCM have the similar architecture except for the multiplier. Dual
Field Multiplier is a important part in our unified hardware for GCM and
SGCM. We present novel dual field multiplier in Fig. 4. Our Dual Field Multi-
plier have half cycles of the design in [4]. The multiplier in [4] saves results of
first Carry Save Adder (top of the Fig. 1) to REG A firstly. At the next cycle,
REG A is not used and just REG B saves results of second Carry Save Adder
(bottom of the Fig. 1). REG A and REG B are employed alternately. In con-
trast, proposed Dual Field Multiplier employs REG A and REG B simultane-
ously. Our Dual Field Multiplier deal with A ∗ b[i] according to the input of
registers Multiplier REG which has even or odd bit. When REG A handles
odd bit of Multiplier REG, REG B saves results of second Carry Save Adder
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Fig. 4. Proposed Dual Field Multiplier

that received even bit result form the REG A at previous clock. When REG A
handles even bit of Multiplier REG, REG B saves results of odd bit from
second Carry Save Adder.

In Fig. 5, we further explore the proposed method. Figure 5 (a) describes tran-
sitions of both registers: REG A and REG B in [4] and Fig. 5 (b) indicates
transitions of both registers in our Dual Field Multiplier. It expresses process
of A ∗ B and clock cycles (time) is increased toward the under. Boxes about
REG A and REG B show how to transfer the value is saved to both registers
by the time. In Fig. 5 (a), when REG A saves results of A ∗ b[i] and REG B
don’t load results of reduction. So, It needs two clock cycles for processing each
of A ∗ b[i]. But, in Fig. 5 (b), REG A and REG B load values simultaneously.
If REG A deals with A ∗ b[i] where i is odd, REG B saves results of reduction.

Because REG A keeps sum of A ∗ b[i] where i is odd and REG B has sum
of it where i is even after processing last A ∗ b[i], we need to add the output
of Reg A and the output of REG B by using Carry Select Adder(64 bit). For
this last reduction, they used pipelined Carry Lookahead Adder in [4], but we
considered Carry Select Adder(64 bit) because it makes more high frequency
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time time
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than one using CLA. Thus, our Dual Field Multiplier just needs half cycles of
Dual Field Multiplier in [4].

4 Evaluation

In this section, we analyzed and evaluated the results obtained by our designs.
All implementations of our designs reported in this paper were described using
Verilog HDL and verified by ModelSim 5.6f. Then, we synthesized implementa-
tions in ASIC. We employed Synopsys Design Compiler ver. B-2008.09-SP5 in
ASIC. In particular, Our RTL level designs of the unified hardware architecture
used the TSMC 0.13 µm single-poly five-metal CMOS process library for the
synthesis to ASIC.

4.1 Consideration of the Encryption Core

We discuss encryption module for size-optimization in the proposed hardware
architecture in this section. Previous works mainly concerns on high performance
in terms of speed by adopting pipeline and parallel techniques. But we aimed
at size-optimization and considered the block cipher LEA for the core of the
unified hardware for GCM and SGCM. We compare LEA to AES in Table 1. LEA
has strong points in approximately 5,000 GE, whose frequency is 500 Mhz and
which is higher than AES implementations, because LEA consists of only ARX
operations for 32 bit words and can achieve these operations with low hardware
resources and short critical path. By contrast, AES has high throughput when
implementing as large areas.

Table 1. ASIC Synthesis Results of AES and LEA core

Architecture Size Maximum frequency Throughput Process

(GE) (MHz) (Gbps) (µm)

References

[8] 66,000 200.00 2.33 0.18

[1] 49,300 200.00 2.33 0.18

[17] 5,398 131.24 0.31 0.13

[17] 6,292 137.55 0.40 0.13

[11] 2,400 – 0.06 0.13

[2] 3,400 80.00 – 0.35

[18] 5,400 13.00 0.31 0.11

[13] 7,000 30.00 0.07 0.60

Our designs

LEA 4,142 500.00 0.53 0.13

AES 18,949 200.00 2.33 0.13
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As seeing another side, we used the dual field multiplier whose 128 × 1 mul-
tiplier is implemented 128 times as bit-serial method. Because it takes 128 clock
cycles, we should fit this clock cycles when the encryption module is running
for size-optimization. When we compare with AES and LEA having under 128
clock cycles, LEA having 96 clock cycles and 2.33 Gbps is faster than previous
AESs. We can confirm it easily in Table 1. We can also see our non-pipelined
AES implementation in the table. Our AES is needed to compare our unified
hardware to previous GCMs in the following section and is used for calculation
areas of unified hardware using AES instead of LEA.

4.2 Comparison of Areas

We designed the unified hardware for GCM and SGCM using the dual field
multiplier and our designs should be evaluated by using GE (Gate Element) of
the architecture. But the previous work trying to unify GCM and SGCM is not
existent and research of the SGCM hardware implementation also is not at all.
So, we evaluate proposed hardware implementation only using previous GCM
architectures.

We researched other previous GCM implementations and summarized them in
the Table 2. We found two designs including sequential and parallel. Comparing
our results to enormous parallel designs is pointless because our implementation
is for size-optimization and ours size is smaller than surveyed parallel implemen-
tations as much as it is meaningless. So, we just considered sequential GCM and
size-optimized implementations and ones having areas under 100,000 GE.

In Table 2, GCM architecture in [12] implemented with Mastrovito multiplier
and changed S-box among LUT (top of the cell) S-box or composite S-box (bot-
tom of the cell). Yang et al. [25] have two AES core. Iterative AES is used for
generating H for the finite field multiplication and the other one is pipelined AES
for encryption. Designs in [12,25] is sequential but both areas is above 100,000
GE using fully pipelined AES which is all of the round steps are pipelined. GCM
Hardware implementations in the following have areas under 100,00 GE and are
comparable with ours implementation. We find two kind of implementations
in [16]. The first is the sequential implementation completely (top of the cell)
and the second is the implementation using 4 parallel AES and one multiplier
(bottom of the cell). Both designs in this paper use 4-stage pipelined loop and
composite field GF (((22)2)2). Lastly, GCM architectures in [19,24] have single
encryption and simple loop. Areas of them achieved smaller size than previous
ones and this implementations are suitable to compare with our implementation.

To compare areas of the unified hardware for GCM and SGCM with areas
of the GCM, we calculate areas except for LEA core and add Areas of AES
which was used in each of previous works. It is for more accurate comparison
by applying each of referred AESs in our unified architecture and is indicated as
AES-Unifiedb. We can easily assure that all of AES-Unifiedb is smaller than areas
of each of GCM architectures. References [12,16,25] are classified as sequential
implementations but used pipelined loop heavily. So, difference of areas between
ours and these is great and quantitative analysis is meaningless. Comparing
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proposed results to [19,24], if we implement the unified hardware design in both
references, we expect to achieve 29 % less size than [19] and 35 % less size than
[24]. Because it is just comparison between ours and GCM sizes not areas of
GCM with SGCM, difference between proposed results and adding areas of the
GCM reference and SGCM became bigger.

Table 2. GCM ASIC Synthesis Results Summary

Architecture Size Maximum frequency AESa AES-unifiedb Process

(GE) (MHz) (GE) (GE) (µm)

References

a. [12] 245,062 286.00 100,000 111,991 0.13

177,103 222.00 100,000 111,991

b. [25] 463,328 271.00 287,184 299,175 0.18

c. [16] 73,104 200.00 15,127 27,118 0.13

96,241 200.00 15,127 27,118

d. [19] 34,466 200.00 12,454 24,445 0.13

e. [24] 40,335 500.00 14,050 26,241 0.13

Our designs

AES-Unifiedc 30,940 200.00 – 0.13

LEA-Unifiedd 16,133 500.00 – 0.13
aAreas of AES used in each of references
bAES-Unifiedb = (LEA-Unifiedd − Areas of LEA) + AESa

cAES-Unifiedc = (LEA-Unifiedd − Areas of LEA) + (our AES in Table 1)
dThe proposed design of unified hardware for GCM and SGCM

Lastly, when we employed LEA instead of AES, areas of the unified hardware
for GCM and SGCM is more decreased. LEA-Unifiedd has 48 % less size than
AES-Unifiedc. Though excepting for AES-Unifiedc and comparing LEA-Unifiedd

to each of AES-Unifiedb column, we can understand Using LEA in our architec-
ture instead of AES has more efficient size. LEA-Unifiedd features size of 16,133
GE, 500 Mhz frequency, and 0.5 Gbps throughput.

5 Conclusion

In this paper, we proposed the compact implementation of the unified hardware
for GCM and SGCM. We have three main contributions. Firstly, GCM and
SGCM have similar architecture. Thus, we unified GCM and SGCM using dual
field multiplier. Secondly, we improved dual field adder proposed in [4] to fit
our architecture. Our dual field adder just needs half cycles of referred one. For
quantitative analysis, we calculate areas except for LEA core and add Areas of
AES which was used by each of previous works. we expect to achieve 29 % less
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size than [19] and 35 % less size than [24]. Lastly, we applied LEA instead of AES
for the compact hardware implementation. Our unified hardware for GCM and
SGCM is implemented within 16,133 GE and achieves 0.5 Gbps on 500 Mhz.
Our unified hardware using LEA has 48 % less size than the one using AES.
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Abstract. Power analysis attacks have received a great deal of atten-
tion, because they can be carried out easily than conventional crypt-
analysis. Profiling attacks are one of the most efficient attacks among
power analysis attacks. However, profiling attacks have the limitation
of using the same experimental environment for both the profiling and
attacking phases. If two sets of power traces are obtained from different
setups, then the attack may not be feasible. We propose a new method
to overcome this limitation with different measurement environments
using multivariate regression analysis. Our results show that the pro-
posed method can successfully retrieve a secret key using two different
types of power traces. Moreover, the success rate is higher than for non-
profiling attacks, i.e., Correlation Power Analysis (CPA).

Keywords: Power analysis attack · Profiling attack ·Multivariate regres-
sion analysis · Advanced Encryption Standard (AES)

1 Introduction

Kocher et al. introduced the first power analysis attack in 1999. Since then,
various types of attacks have been proposed. Among them, the so-called ‘profiling
attack’ is the most efficient method [1]. Profiling attacks, involve an adversary
deploying prior leakage information obtained with a reference module, that has
the identical physical characteristics as the target module. Profiling attacks have
existed for years and come in many forms, e.g. template attacks [2], stochastic
model attacks [3], and multivariate regression analysis attacks [4].

Several researchers have studied the performance and effectiveness of profil-
ing attacks [5–9]. However, all of the prior research assumes that an adversary
will utilize the exact same measurement environment in both the profiling and
attacking phases. Profiling attacks use a set of captured traces in the profiling
phase when an attack is performed. Therefore, to retain the physical features of
the traces, the adversary deploys the same measurement setup in both phases. In
other words, if an adversary deploys two different measurement setups for each
phase, the physical characteristics of the measured traces obtained from each
phase will be widely dissimilar. Therefore, a naive approach to profiling attacks
may not be feasible.
c© Springer International Publishing Switzerland 2015
K.-H. Rhee and J.H. Yi (Eds.): WISA 2014, LNCS 8909, pp. 321–330, 2015.
DOI: 10.1007/978-3-319-15087-1 25
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Elaabid et al. showed that the template attacks almost have same success rate
even though they used two different acquisition campaign for each phase [10]. In
addition, Choudary et al. introduced very interesting experimental results using
4 different devices and 5 different types of traces (4 types of traces are obtained
from each devices, 1 type of traces is captured from same device, but different
date) [11]. In [10,11], they argue that they utilized different acquition campaigns,
the major different parameters for each measurement are VCC for target device,
acquition date, and resistor. However, the most of other parameters are fixed
for measurement yet. Mainly, they used a same acquisition board which have an
exact same measurement mechanism. In this paper, we utilized totally different
measurement environments for each phase. We propose a method to resolve the
limitation to acquitision environments. In this paper, we demonstrate concrete
results using two sets of power traces.

Our proposed method is examined through the Advanced Encryption Stan-
dard (AES) implementation on an 8-bit Atmel AVR microcontroller. From the
results, the proposed method is robust against these types of the measure-
ment environments. In this study, we utilized two different commercial measure-
ment tools, Differential Power Analysis (DPA) Workstation from Cryptographic
Research, and Inspector from Riscure. We deployed two different tools for each
phase and still, we successfully retrieved the secret AES key in the attacking
phase. We also show results for non-profiling attacks, i.e., Correlation Power
Analysis (CPA) [12], and the typical multivariate regression attack using same
types of traces for comparison purposes.

2 Profiling Attacks

2.1 Discussion

Various types of attack have been introduced to date, e.g., CPA [12], Mutual
Information Analysis (MIA) [13], Template Attack [2], etc. These power analysis
attacks can be divided into two classes: (i) attacks without a reference mod-
ule (non-profiling attacks), and (ii) attacks with a reference module (profiling
attacks). The reference module is identical to the target module, and is fully
controllable by the adversary. For example, the adversary is able to modify the
secret key in the reference module and run the encryption (or decryption) process
as he can with any plaintext (or ciphertext) value. Profiling attack adversaries
exploit not only power traces directly measured from the target module, that
non-profiling attack adversaries do, but also exploit power traces from the refer-
ence module with known plaintext (or ciphertext) and a secret key. Therefore,
profiling attacks, can retrieve a secret key from inside a module with a smaller
amount of information (fewer power traces) than typical non-profiling attacks.

Profiling attacks consist of two phases: (i) the profiling phase, and (ii) the
attacking phase. In the first phase, an adversary captures power traces from a
reference module, and determines the physical characteristics for the next phase.
In the attacking phase, the adversary measures the power traces from a target
module to reveal a secret key.
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However, if the two sets of power traces obtained from each phase have
different physical characteristics, it is difficult to apply the profiling attacks,
because the prior information (e.g. mean and covariance of power traces in the
template attack) obtained from the profiling phase is not similar to the physical
characteristics of the measured power traces from the target module. Therefore,
profiling attacks assumed that an adversary is able to use the reference mod-
ule. However, even if the reference module is deployed, if different measurement
environments are used for each phase, the physical characteristics will also be
varied. Actually, all previous profiling attack research is assumed to use exactly
the same measurement environment for both phases. We propose a new method
using a multivariate regression attack to overcome this limitation to measure-
ment setups. We have shown, for the first time to the best of our knowledge, a
concrete experimental results using two different sets of power traces for each
phase in the profiling attacks. However, other profiling attacks (i.e., template
attacks and stochastic model attacks) are not feasible if an adversary deploys
different types of traces. Therefore, we do not show results for other types of pro-
filing attacks in this paper. Next, we describe multivariate regression attacks.

2.2 Multivariate Regression Attacks

Multivariate regression attacks are robust against selection of interesting points,
which are time instants containing data-dependent variations, and efficient for
modeling in the profiling phase with fewer power traces than other profiling
attacks [4]. This type of attack has two phases as follows.

Profiling Phase. First, the hypothetical power consumption, hi (given by the i-
th input) is the response variable in the multivariate regression model. Normally,
hi is equivalent to the hamming weight (or distance) value seen in many cases.
The CPA result provides the k interesting points, p = (p1, p2, · · · , pk), and each
point is sorted in descending order of the CPA correlation coefficient value. The
explanatory variables are selected as follows:

wi,p1 , wi,p2 , · · · , wi,pk
. (1)

In this phase, the multivariate regression model is built as,

ŝi = β̂0 +
∑
n∈p

β̂nwi,n, (2)

where ŝi, β̂ are represented by the fitted value of the hamming weight (or dis-
tance) and the estimator of coefficients, respectively.

Attacking Phase. In this phase, an adversary deploys the regression model,
Eq. 2 to estimate the hamming weight (or distance) value using measured traces
from the target module. Then, it finds the highest correlation value between the
estimated value and calculated hamming weight (or distance) value, i.e., si,kj

,
for each key candidates, kj as follows:

kck = argmax
kj∈k∗

corr(ŝi, si,kj
), (3)

where corr(a, b) is the correlation coefficient between a and b.
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3 Experimental Method

In this section, we explain in detail, how we utilize the multivariate regression
attack in two different measurement environments. First, we briefly describe
the two commercial tools that we used in this study. Those tools have different
measurement mechanism for power consumption.

3.1 Commercial Tools

There are several tools used to examine cryptographic modules against side-
channel attacks. In this paper, we used the following two commercial tools.

DPA Workstation. The DPA Workstation from Cryptographic Research is
the pioneering testing tool for side-channel attacks [14]. The DPA Workstation
consists of hardware and software. The hardware includes a workstation, high-
speed Peripheral Component Interconnect (PCI) data acquisition hardware, a
digital oscilloscope and a smart card test fixture to measure power consumption
or Electromagnetic (EM) emanation from a smart card. The main board for
measurement is isolated from the communication board by an optical cable to
the reduce noise effect. Users are required to write a script to operate the DPA
Workstation. The script may include encryption and data acquisition commands
for the digital oscilloscope.

Inspector SCA. Riscure developed Inspector Side-Channel Attack (SCA) as
a side-channel test platform [15]. This tool provides a smart card reader (Power
Tracer) with measurement points, a trigger signal generator, and accompanying
software (Inspector) to control the Power Tracer and analyze captured traces.
Moreover, they provide additional optional equipment such as an EM probe
XYZ-station and a CleanWave to remove carrier wave noise from contactless
smart cards, current probes, etc. Inspector is based on JAVA; therefore, users
may write and compile the code to extend its usage. In addition to Inspector’s
source code, an open API, hardware SDK, and an integrated development envi-
ronment are provided. Power Tracer is a hardware tool with a smart card insert,
trigger generation module, and many other detailed configurations modules (e.g.,
card voltage, delay, clock frequency) that are controlled by Inspector.

3.2 Method

We implemented the AES on a smart card based on an 8-bit AVR microcontroller
as the reference and the target modules. We measured 400 power traces both
from DPA Workstation and Inspector SCA. The sampling rate of two sets of
traces may differ from each other, due to a different digital oscilloscope parame-
ter. Therefore, all traces are resampled at a constant frequency rate, to maintain
the equivalent sampling rate. We merely calculate the average value of multiple
points, and make one point as follows:

w′
i =

T×i∑
j=T×(i−1)+1

wj

T
, (4)
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where wj(w′
i), T represents power traces at j-th (i-th) time instants and a

parameter for resampling, respectively. For example, if the original traces are
captured at 200 MHz, then T will be 50 in order to resample traces at 4 MHz.

Even if we set the exact same parameter on the digital oscilloscope for cap-
turing, the two sets of traces captured from the tools will have different physical
characteristics, because they include different shunt resistors, circuit boards noise
characteristics, electronic components, etc. Therefore, we need to normalize the
different scales to a common scale as follows:

w′
i =

P∑
i=1

wi − μw

σw
, (5)

where P , μw, and σw represents the total number of sample points, average value
of traces, and standard deviation value of traces, respectively.

Once all preprocessing has finished, we determine the interesting points in
power traces with a data-dependent order for each measurement environment.
There are alternative methods for deciding the order of points, and this remains
an open problem. However, in this paper, we do not discuss the detailed method
used for point selection.

Next, we describe the detail of the setup. We set the same master key and
the interesting points for all cases. The first round of AES encryption was our
target; therefore we adjusted the range of the oscilloscope and captured power
traces to include the first round encryption.

Case 1. We utilized 400 power traces captured from DPA Workstation for the
profiling phase, and deployed Inspector to capture another 400 traces for the
attacking phase.

Case 2. On the contrary, we used the same number of traces from Inspector
and DPA Workstation for the profiling and the attacking phase, respectively.

Case 3. For comparison, we carried out typical profiling attacks. In this case,
we used the DPA Workstation for both phases.

Case 4. The Inspector SCA is deployed for both phase.

4 Results

Figure 1 shows the measured traces for both tools after resampling and normal-
ization. Figure 1 shows that, both traces Y-axis (the magnitude in Eq. 5) show
almost the same range (between −4 and 4), because we normalized the scales
for both traces.

At first, we explain why the template attack is not feasible of our measure-
ments. In the attacking phase of template attack, an adversary find out which
template (i.e. mean, m and covariance, C obtained in profiling phase) is well
matched with power trace, w = (w1, · · · , wW ). It is conducted by calculating
probability density function of multivariate normal distribution as follows:
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Fig. 1. Measured trace from (a) DPA Workstation, and (b) Inspector SCA

p(w; (m,C)h) =
exp

(− 1
2 (w −m)TC−1(w −m)

)
√

(2π)W det(C)
, (6)

where det(C), qT and h denote the determinant of C, the transpose of vec-
tor q and the hamming weight (or distance) value. Therefore, an adversary
find the hamming weight (or distance) value by finding the highest probability
when the power trace w is given in attacking phase. The value can be used to
retrive a secret key finally. If any of templates is not matched, the probability is
extremely low.

We used 3 sets of traces: (i) DPA WS (Profiling) and (ii) DPA WS (Attack) is
traces from DPA Workstation in profiling phase and attacking phase.
(iii) Inspector (Attack) is traces from Inspector SCA in attacking phase. In Fig. 2
represents mean and variance of traces (we use the main diagonal of covariance
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Fig. 2. Mean and variance of traces obtained different acquisition campaign (a) Mean,
and (b) Variance
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Fig. 3. CPA result

for a reason of visualization) on 10 interesting points, and the corresponding
hamming weight value is 3. As shown in the figure, (i) and (ii) traces are very
similar in mean and variance, however (i) and (iii) traces are widely different
forms. However, in [10,11], the main differences of each trace from different
acquision campaigns is a constant offset, so it is relatively easy to compensate it
to apply template attack. The probabilities (Eq. 6) are 0.8158 and 1.0054×10−8

using (i)–(ii) and (i)–(iii) pairs, respectively. Therefore, it is hard to apply tem-
plate attack by just adjusting the offset using our experimental environments.

Figure 3 presents the result of a non-profiling attacks, i.e., CPA, for the sake
of comparison. The y-axis represents the percentage of success rate calculated
as follows:

SuccessRatei =
N ck

i

16
× 100, (7)

where N ck
i denotes the number of correctly estimated keys using i traces. For

example, SuccessRate120 = 100 means that 16 subkeys of AES were correctly
retrieved using 120 traces. The minimum number of traces to have 100 % success
rate is defined as Measurements To Disclosure (MTD) as an evaluation criteria
for performance of attacks in this paper. Our results confirmed that the MTD of
CPA by using DPA Workstation and Inspector is 30 and 340, respectively. We
assumed that the Signal-to-Noise Ratio (SNR) of traces using DPA Workstation
was higher than those using Inspector.1

Figure 4 uses the traces from Fig. 1 to show the results for all cases. This
confirmed that the profiling attack was successfully conducted, even though two
different measurement environments were used. The performance of attacks for
1 We do not represent DPA Workstation is better than Inspector SCA. Because the

SNR can be very varied depends on target device, environmental settings, etc. There-
fore, SNR of traces from Inspector SCA can be higher in some case.
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cases 1 and 2 are obviously lower than those for cases 3 and 4. However, this is
the first concrete result that an adversary can utilize different types of traces for
the profiling and attacking phases and still successfully retrieve a secret key.

Next, we investigated the effectiveness of the order of interesting points. First,
we determined the interesting points in descending order of the correlation, as we
described in the previous section. However, sometimes, it is impractical to order
the points. Therefore, we examined how much the order of the points affects the
performance of the attacks. We randomly selected the index of the interesting
points first. In addition, we expected that if we determined the points in reverse
order (ascending order), this would have had a negative effect on the results.
Therefore, we also determined the reverse order of the interesting points for
comparison. Figure 5 show the success rates using the different orderings of the
interesting points. Figure 5(a) shows, as we expected, the MTD was the lowest
when the reverse order of points was used. In addition, we saw the intermediate
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Fig. 5. Success rate using different order of the points (a) Case 1, and (b) Case 2
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performance when random order was used in case 1. However, Fig. 5(b) shows
that it was almost the same performance despite using different ordering of the
points in case 2. We think that the order of points has a small influence on the
performance of attacks if the SNR of traces is relatively high.

Finally, Table 1 presents the MTD of all the case including CPA. We define
the improvement as follows for comparison with the non-profiling attack (CPA).

Improvementc(%) =
MCPA − Mc

MTDCPA
× 100, (8)

where c and MCPA represents case number and the MTD using CPA. Our results
showed that the profiling attacks still performed better that the CPA, in spite
of using different sets of power traces.

Table 1. The MTD and improvement of all experimental results

Experiment Tool MTD Improvement (%)

CPA DPA WS 30 -

CPA Inspector 340 -

Case 1 DPA WS - Inspector 115 66.2

Case 2 Inspector - DPA WS 20 33.3

Case 3 DPA WS - DPA WS 8 73.3

Case 4 Inspector - Inspector 36 89.4

5 Conclusion

A method to apply profiling attacks using two different sets of power traces
captured by different tools, and concrete results were presented in this paper.
Conventionally, power traces are obtained using the same measurement environ-
ment in both the profiling and attacking phases of a profiling attack, because
two sets of power traces should have exactly the same physical characteristics.
However, this assumption is unnecessary with the proposed method. For the
first time, we have shown that our method can successfully extract all AES keys
despite using two different measurement setups. Our method is more practical
than others in many cases. Moreover, we have additional types of measurement
setups and several cryptographic modules. Therefore, our future research will
concern developing a framework to integrate the power traces from all different
tools.
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Abstract. Masking schemes have been developed to implement secure
cryptographic algorithms against Side Channel Analysis(SCA) attacks.
Technically, the first-order masking method is vulnerable to the second
order Differential Power Analysis(2ODPA) attacks, but the current solu-
tions against 2ODPA are expensive to implement. Moreover, worse per-
formance will be shown if the cryptographic algorithms include boolean
and arithmetic operations. In this paper, we propose a new masking
scheme to resist SCA attacks, which is called the Function Masking.
Function Masking method conceals functions instead of data in the algo-
rithms and makes it resistant to attacks as much as 2ODPA. We apply
our masking scheme to the HIGHT algorithm. The encryption of function
masked HIGHT takes only 1.79 times more than one of the original algo-
rithm, even though it needs 25 kbytes to store lookup tables in memory.

Keywords: Side channel attack · Countermeasure · Second-order
masking

1 Introduction

A lot of researches have been published about various methods to secure imple-
mentations of different kinds of cryptographic algorithms, after Kocher et al. [11]
introduced Simple Power Analysis(SPA) and Differential Power Analysis(DPA),
types of power analysis. SCA attacks are physical attacks to find out secure data
by using Side Channel Information such as power consumption, electromagnetic
wave, timing, and so on during the execution. The attacks are based on the
statistical dependency between the intermediate values and leaked information.
It means that it is possible for adversaries to determine the entire secret key
related to the intermediate values.

It is very common to randomize the sensitive variables by masking techniques
when a countermeasure is used to protect implementations of block ciphers
against SCA. One or several random values are added to the secret data during
the execution of cryptographic algorithms, which means that every intermediate
c© Springer International Publishing Switzerland 2015
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value is independent of any secret variable. But, the first-order masking method
is vulnerable to a second-order SCA. The second-order masking schemes should
be considered to resist the attacks, but decrease performance.

Some cryptographic algorithms use the boolean and arithmetic operations
to make the security. To counteract the SCA attacks, it is necessary to con-
vert back and forth between the boolean masking and the arithmetic mask-
ing. Thus, Goubin et al. [3] has suggested a secure method to convert between
masks, which is only applicable to the first-order masking. However, it is shown
that it is impossible to apply the Goubin’s method to the second-order masking
schemes [4]. Vadnala et al. [4] has proposed masking conversion for the second-
order masking, but it requires 1027 times more operations to convert 8-bit size
of masks. It is not possible to use it on embedded devices.

In this paper, we suggest a new countermeasure method which randomizes all
the intermediate values of cryptographic algorithms. We call it a function mask-
ing. Our scheme makes lookup tables which randomly convert all the functions
and operations in the algorithms with encoding and decoding(we call it lin-
ear and non-linear function masks). The algorithms are reconstructed by using
these lookup tables. Actually, this method is similar to white-box cryptogra-
phy because of encoded lookup tables. However, our method dynamically inputs
the round keys while white-box cryptography includes the round keys in lookup
tables. Thus, it is possible to change the round keys depending on the envi-
ronments and the attackers cannot predict all the intermediate values during
the execution of cryptographic algorithms. We show the security of the function
masking, apply it to HIGHT algorithm, and compare with second order masking.

The remainder of this paper is organized as follows. Section 2 describes the
existing countermeasures of SCA and HIGHT cryptography algorithm which we
applied the function masking. In Sect. 3, we introduce the concept of function
masking and explain the implementation method of HIGHT algorithm to apply
function masking. We show the security and performance analysis in Sect. 4.
Finally, in Sect. 5, we offer the conclusion.

2 Related Work

2.1 Countermeasures Against Side Channel Attacks

To the best of our knowledge, the most widely used technique protecting against
DPA is to mask key-dependent intermediate data by random values. This is
called masking. For a key-dependent intermediate byte x and a random mask
m, masking requires a function f(x,m) = x · m, where · is defined as bitwise
XOR(boolean masking), modulo addition (additive masking) or multiplication
(multiplicative masking).

y ⊕ m′ = MaskedSbox(x ⊕ m ⊕ k)
m,m′ : random values(mask), y = Sbox(x ⊕ k)
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However, using only one mask which is called a first-order masking is vulner-
able to a second-order DPA.

y1 ⊕ m′ = MaskedSbox(x1 ⊕ m ⊕ k1), y1 = Sbox(x1 ⊕ k1)
y2 ⊕ m′ = MaskedSbox(x2 ⊕ m ⊕ k2), y2 = Sbox(x2 ⊕ k2) (1)

y1 ⊕ m′ ⊕ y2 ⊕ m′ = y1 ⊕ y2 = Sbox(x1 ⊕ k1) ⊕ Sbox(x2 ⊕ k2) (2)

To be specific, Eqs. (1) and (2) show that an attacker can obtain a non-masked
result value of XORing two S-box outputs by XORing two masked S-box outputs.
This is due to the fact that m′ is canceled out by the XOR operation. A second-
order DPA is therefore started by making two target points of a power trace as
one point using subtractions or multiplications. The next step is to mount DPA
based on a hypothetical value computed by XORing two S-box outputs [2].

Protection of second-order DPA requires more than two masks, and all inter-
mediate values have to be masked through out the execution of the algorithm.
Especially, each of input and output bytes of S-box must use different masks.
For this reason, a masked AES implementation requires 16 masked S-boxes. As
a result, a high-order masking of AES gives rise to an efficient implementation of
S-boxes. Unfortunately, Table 1 shows that implementing a high-order masking
scheme affects the performance of AES. To be more precise, the countermeasures
are 150–300 times slower than a straightforward implementation. This might be
an intolerable performance for a practical solution. HIGHT algorithms, which we
will apply function masking, includes both boolean and arithmetic operations.
To properly apply data masking, it is required to use a secure boolean-from/to-
arithmetic mask conversion without exposing non-masked intermediate values
against a second-order DPA. Goubin proposed secure mask conversion which
can hide sensitive intermediate in convert process [3]. However, this conversion
can only resist for first-order DPA. Vadnala et al. [4] proposed new conver-
sion method which can work for second-order DPA. This method as shown in
Algorithm 1 requires 4 × 2k + 3 operations for conversion of a k-bit mask. An
arithmetic-to-boolean conversion also requires the similar number of operations.
It must be a critical overhead when it is applied to all mask conversions.

Table 1. Performance of the high-order masking scheme in AES

Method Cycles RAM(bytes) ROM(bytes)

Unprotected implementation

No masking [7] 2 × 103 32 1150

Provably Secure second-order SCA resistant implementation

[5] 675.4 × 103 0 768

[6] 265.5 × 103 0 816
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Algorithm 1. Boolean to arithmetic conversion of 2nd order
Input: Boolean share: x1 = x ⊕ x2 ⊕ x3, x2, x3

Output: Arithmetic share: A1 = (x − A2) − A3, A2, A3

1: Randomly generate n-bit numbers r,A2, A3

2: r′ ← (r ⊕ x2) ⊕ x3

3: for a = 0 to 2n − 1 do
4: a′ ← a ⊕ r′

5: T [a′] ← ((x1 ⊕ a) − A2) − A3

6: end for
7: A1 = T [r] return A1, A2, A3

2.2 HIGHT Algorithm

The HIGHT(HIGh security and light weigHT) [8] is a symmetric cipher which
encrypts and decrypts data with a 64-bit block cipher using a key of size 128 bits.
It provides light-weight and low-powered hardware implementation for ubiqui-
tous computing devices. We will briefly introduce the algorithm of HIGHT. The
64-bit plaintext and ciphertext are denoted by concatenations of 8 bytes such
as P = P7‖P6‖P5‖P4‖P3‖P2‖P1‖P0 and C = C7‖C6‖C5‖C4‖C3‖C2‖C1‖C0.
Round functions are consisted of several mathematical operations: � addition
mod 28, � subtraction mod 28, ⊕ XOR, and ≪ r r-bit left rotation. The encryp-
tion of HIGHT algorithm is totally made up of initial transformation, round
function, final transformation, and key schedule. It is described in detail below.

Algorithm 2. HIGHT encryption
Input: P = P7‖P6‖P5‖P4‖P3‖P2‖P1‖P0

Output: C = C7‖C6‖C5‖C4‖C3‖C2‖C1‖C0

X0,i = Pi for i = 1, 3, 5, 7
X0,0 = P0 � WK0

X0,2 = P2 ⊕ WK1

X0,4 = P4 � WK2

X0,6 = P6 ⊕ WK3

for i = 0 to 31 do
Xi+1,1 = Xi,0; Xi+1,3 = Xi,2; Xi+1,5 = Xi,4; Xi+1,7 = Xi,6

Xi+1,0 = Xi,7 ⊕ (F0(Xi,6) � SK4i+3)
Xi+1,2 = Xi,1 � (F1(Xi,0) ⊕ SK4i+2)
Xi+1,4 = Xi,3 ⊕ (F0(Xi,2) � SK4i+1)
Xi+1,6 = Xi,5 � (F1(Xi,4) ⊕ SK4i)

end for
C0 = X32,1 � WK4; C1 = X32,2

C2 = X32,3 ⊕ WK5; C3 = X32,4

C4 = X32,5 ⊕ WK6; C5 = X32,6

C6 = X32,7 � WK7; C7 = X32,0
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WK0≤i≤7 means whitening key and SK0≤i≤127 is subkey. Round function
uses functions F0 and F1:

F0 = (x ≪ 1) ⊕ (x ≪ 2) ⊕ (x ≪ 7)
F1 = (x ≪ 3) ⊕ (x ≪ 4) ⊕ (x ≪ 6)

The decryption process is similar to the encryption of HIGHT.

3 Function Masking for Symmetric Cryptography
Algorithm

3.1 Function Masking

Our function masking is inspired by a white-box implementation [9] of block
ciphers. Protection of a key-customized encryption function Ek in a white-box
implementation is replaced by E′

k = G · Ek · F−1, where F and G are input
and output encoding, respectively. Being chosen randomly without reference to
k, the use of G and F unlikely weakens the ordinary black-box security of Ek.
However, one of the serious problems of this solution is the large size of the
lookup tables. Our motivation in this matter is that an attacker in a gray-box
model is not fully privileged to access the lookup table. For this reason, we try
to generate a dynamic-key lookup table which takes both a key and an operand
as an input. To be specific, it can be represented by

E(k, x) = G(E(k, F−1(x)))

where x is an operand to be involved with k.
By generating a lookup table for E(k, x), we can significantly reduce the total

size of the lookup table than a white-box implementation because the table can
be shared throughout all rounds. Also, this yields an additional advantage over a
white-box lookup table: it can support dynamic key applications. In other words,
this method can be also used when a secret key is updated from time to time
like in the case of a session key. A potential problem is how to design the lookup
table within practical size because a key is added to an input to the table. In
the following, we explain how to apply function masking to HIGHT in such an
efficient way.

3.2 Applying Function Masking to HIGHT Algorithm

Function Masking Method
Encoding & Decoding. It is required to conceal all of the intermediate val-
ues. The function masking method uses non-linear, linear encoding and random
masking. Chow et al. [9] has suggested input and output encodings to protect
a table. An encoding is a bijection. Encodings are networked with input and
output of tables. If a table T is prevented with chosen bijections G,H

T ′ = H ◦ T ◦ G−1
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G is the input encoding and H is the output encoding. In case of two tables for
lookup operations, it is expressed in a networked fashion. For example, tables
T1 and T2 are protected with encodings as follows.

T ′
2 ◦ T ′

1 = (H ◦ T2 ◦ G−1) ◦ (G ◦ T1 ◦ H−1) = H ◦ T2 ◦ T1 ◦ H−1

Encodings make all lookup tables to obfuscate in Function Masking method.
Furthermore, linear functions L and M are used to achieve diffusion for security,
defined by Shannon [12]. There is also random mask to conceal 2 × 4-bit output
values. Random mask is used to encode the modular addition in round.

4-bit non-linear function mask G,H,G−1,H−1: {0, 1}4 → {0, 1}4
8-bit linear function mask L,M,L−1,M−1: {0, 1}8 → {0, 1}8
8-bit random mask C1, C2(0 ≤ C1 ≤ 255, 0 ≤ C2 ≤ 255)

Several types of lookup tables (See Figs. 1, 2 and 3) could be generated with
above masks.

Reduction of Lookup Table Size. The modular addition and XOR operation
result in a value with two operands. If two input values are 8-bit, it can be
shown that all of the 216(= 65536) possible output values produce distinct lookup
tables. However, it is too much big to store in memory sometimes. To overcome
this problem, it could be transformed into 2×212(= 8192) lookup tables. Then, it
could significantly reduce the size of lookup tables. At first, an 8-bit operand and
a high 4-bit of another operand will become input values of the first lookup table.
An 8-bit output of the first table and a low 4-bit of another operand produce an
8-bit result value of the modular addition or XOR operation by using the second
table. For example, the XOR operation of two 8-bit operands can be computed
with type III-1 and III-2 tables. There are also two tables of type IV-1 and IV-2
for the modular addition.

Applying Function Masking to HIGHT Algorithm. The Function Mask-
ing method is applied to the HIGHT algorithm. It is required to make 12 lookup
tables of 5 types for HIGHT algorithm.

Initial Transformation downsizing the size of lookup tables is applied to the
modular addition and XOR with 2×8-bit input. P0 and P1 are encoded by a type
I-2 table. In the case of P0, the encoded value is added with Whitening Key by
using two tables of type IV-1 and IV-2 tables. Then X0,0 is obtained after chang-
ing the mask from type I-4 table. The intermediate value X0,1 is the encoded
value of P1. Moreover, P2 and P3 are encoded by type I-1 table. The encoded
value of P2 is XORed with Whitening Key by using two tables of type III-1 and
III-2 tables. Thus, a table lookup of type I-3 yields the intermediate value X0,2.
The intermediate value X0,3 is the encoded value of P3. P4, P5 and P6, P7 are
the same process as above lookup operations P0, P1 and P2, P3 respectively.

Round Transformation. Let’s take a close look at the first two 8-bit values of
the round inputs shown in Fig. 4. Subkey is protected by encoding through type
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I-1 table. Type II-1 and III-2 tables operate functions F and XOR. A high 4-bit
of the encoded subkey and the 8-bit value Xi−1,0 are the input value of the type
II-1 table. Thus, The output and a low 4-bit of the encoded subkey go into the
type III-2 table. And the 8-bit value of Xi−1,1 and a high 4-bit of the XORed
value make the 8-bit output by using a type IV-1 table. The intermediate value
Xi,2 is obtained by a type IV-2 table with the central output and a low 4-bit of
the XORed value. Xi−1,0 becomes Xi,1 just as it is.

The next process is similar to the previous process but the modular addition
and XOR operation are out of order. A type I-2 table encodes a subkey to con-
ceal. A high 4-bit of the encoded subkey and the 8-bit value Xi−1,2 are the input
of a type II-2 table. The result and a low 4-bit of the encoded subkey calcu-
late the modular addition by the type IV-2 table. After computing the modular
addition by lookup operations, the output is divided into 2× 4-bit values. Thus,
the high 4-bit output and the value Xi−1,3 are the input of a type III-1 table. The
8-bit outcome value of the type III-1 table and the low 4-bit output make
the intermediate value Xi,4. Xi,3 is gained by the Xi−1,2. The rest of process
is the same as before. Xi,5,Xi,6 could be output of Xi−1,4,Xi−1,5 by the same
process of the first one. The later process makes Xi,7,Xi,0 with input of Xi−1,6,
Xi−1,7. Lastly all of the output values are rearranged by a left cyclic shift.

Final Transformation. It is easy to look into the final transformation since it
is similar to the initial transformation. The value X32,0 is added with a Whiten-
ing Key by using lookup tables, type IV-1 and IV-2 tables. A first byte C0 of
ciphertext is obtained after decoding table of a type V-1. C1 is the output of
the type V-1 from the intermediate value X32,1. The value X32,2 XOR with a
Whitening key by using lookup tables of type III-1 and III-2. C3 is obtained by
a type V-2 table with an input value X32,3. C4, C5 and C6, C7 are derived from
X32,4,X32,5 and X32,6,X32,7 by the same process of X32,0,X32,1 and X32,2,X32,3

respectively.

Fig. 1. Tables of Type I

4 Security and Performance Analysis

4.1 Security Analysis

To demonstrate the security of the proposed method against side channel attack,
we mainly show that a masked intermediate value is independent from a
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Fig. 2. Tables of Type II and Type III

Fig. 3. Tables of Type IV and Type V

non-masked value. To do so, we first compare each bit of a masked and a
non-masked intermediate values using the proposed and the original HIGHT
implementations, respectively. The target intermediate value to be compared is
X2(third byte, see Algorithm 2) in the first round output because it is affected by
the first byte of the first round key. The main step of single-bit DPA is to com-
pute a differential trace after dividing power traces into two sets according the
value of a target bit. The protection of DPA can be then justified if two bits of
the non-masked and the masked X2 at each bit position are different with prob-
ability 1/2. For the verification, we have performed encryption for 10,000,000
different plaintexts using the two HIGHT implementations, and also compared
each bit of the masked and the non-masked values of X2. As a result, Table 2
shows that they are different with a nearly 1/2 probability for every bit posi-
tion. This property prevents a DPA attacker from constructing the correct sets
of power traces and thus DPA is unlikely to work when using function masking.

In the case of CPA(correlation power analysis), an attacker computes a cor-
relation value between the Hamming weights of a hypothetical value and the
power consumption [13]. This is due to the fact that the power consumption
of a micro-controller at a given point is known to be proportional or inversely
proportional to the Hamming weight of a processed data. To demonstrate the
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Fig. 4. Round transformation

Table 2. Probability of different bit between function masking and no masking inter-
mediate

Bit position 1 2 3 4 5 6 7 8

Probability 49.99 % 50.00 % 50.01 % 50.00 % 50.01 % 49.97 % 50.00 % 49.99 %

protection of CPA, we show that the Hamming weights of a masked and a non-
masked values of X2 are independent from each other. Let HWα denote the set
of plaintexts that lead to the Hamming weight α of the non-masked value of X2.
Then, we have α ∈ [0, 8] because there are nine possible Hamming weights for
an 8-bit value. We have performed encryption for 10,000,000 random plaintexts
using the original HIGHT implementation and divided the plaintexts into HWα,
where α ∈ [0, 8]. The next step is to show that the plaintexts in HWα lead to
well-distributed Hamming weights of X2 in our implementation. For this pur-
pose, we have repeated encryption on our proposed implementation for each set
of plaintexts in HWα, where α ∈ [0, 8]. If the Hamming weights of the masked
values of X2 are uniformly distributed, they will show the probabilities for the
Hamming weights of an 8-bit value shown in Table 3. For α ∈ [0,8], our exper-
imental result shown in Table 4 gives us that the plaintexts in HWα cause the
Hamming weights of X2 to be almost uniformly distributed in our implementa-
tion. This means that a masked and a non-masked values are not correlated to
each other with overwhelming probability. We can therefore conclude that our
function masking can also protect against CPA.

4.2 Performance Analysis

In this section, we compared the performance of the data masking and function
masking. There is no secure implementation of HIGHT with second-order mask-
ing so far. Thus, it was tried to estimate the approximate overhead by calculating
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Table 3. Probability distribution for the Hamming weight of a uniformly distributed
8-bit value [10]

HW 0 1 2 3 4 5 6 7 8

Prob 0.004 0.031 0.109 0.219 0.273 0.219 0.109 0.031 0.004

Table 4. Probability distribution for the Hamming weight of a function masked value

���������HWα

Masked HW
0 1 2 3 4 5 6 7 8

HW0 0.0038 0.0307 0.1062 0.2201 0.2773 0.2196 0.1073 0.0313 0.0038

HW1 0.0038 0.0311 0.1100 0.2189 0.2730 0.2197 0.1093 0.0303 0.0039

HW2 0.0040 0.0312 0.1092 0.2185 0.2738 0.2190 0.1092 0.0312 0.0039

HW3 0.0039 0.0312 0.1097 0.2189 0.2730 0.2186 0.1095 0.0313 0.0038

HW4 0.0040 0.0312 0.1094 0.2186 0.2736 0.2189 0.1092 0.0312 0.0039

HW5 0.0039 0.0312 0.1091 0.2188 0.2736 0.2189 0.1094 0.0312 0.0039

HW6 0.0039 0.0312 0.1090 0.2191 0.2735 0.2189 0.1093 0.0312 0.0039

HW7 0.0038 0.0311 0.1089 0.2183 0.2746 0.2187 0.1088 0.0317 0.0039

HW8 0.0040 0.0314 0.1097 0.2150 0.2744 0.2189 0.1121 0.0306 0.0039

the number of operations required additional. Conversion of boolean and arith-
metic mask is needed 10 times for one round function, when an implementation
is used converting algorithm of [4]. Initial and final transformation are required
two times mask conversion.

If data masking is applied at the beginning and end of 4 round, namely 8
rounds, initial and final transformation, the required operations of mask conver-
sion are 86,268(((8 × 10) + (2 × 2)) × 1027) because one mask conversion needs
1,027 additional operations. In the case of no masking HIGHT, 392 operations
are required because initial and final transformation need 4 operations in each
and one round needs 12 operations where the HIGHT is composed of 32 rounds.
Thus, it can be estimated that data masking version is over 200 times slower than
the straightforward version. Even this is optimistic estimate excluding random
number creation for mask conversion.

HIGHT applied function masking requires 16 times table lookup for initial
transformation, 20 times for final transformation and 20 times for each round.
For 8 rounds masking, table lookup will be 196 times. Since rest of unmasked
24 rounds require 288 operations, total operations for function masking are 484
times. Although this means function masking is 1.2 times slower than original
HIGHT, actual runtime should be slower than the expectation because memory
operation takes longer than ALU operation in CPU.

We implemented the function masked HIGHT in C language using a Intel
core i7. Table 5 shows that lookup tables are around 25 Kbytes and it takes 1.79
times longer than original HIGHT.
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Table 5. Lookup table size and time complexity of function masked HIGHT

Size of lookup tables Time complexity

Type I 4 tables 4 × 256 HIGHT (no masking) 754 cycles

Type II 2 tables 2 × 4096

Type III 2 tables 2 × 4096 HIGHT (function masking) 1351 cycles

Type IV 2 tables 2 × 4096

Type V 2 tables 2 × 256

Total 26,112 bytes (25.5 kbytes) Ratio 1.79 times

5 Conclusion

Prior works have documented the masking methods against the standard DPA
attack. However, The masking method is vulnerable to the high-order DPA
attacks since the attacks use correlation coefficient between two points or more.
To resist the high-order attack, the high-order masking schemes have been pro-
posed but it is not easy to implement in reality because of bad performance.
In this study, it is possible to implement our function masking scheme which
needs only a little overhead in reality. Thus, our scheme takes only 1.79 times
more than the original HIGHT algorithm, but spends almost 200 times less than
the second-order masking method. It means that it is possible to implement the
masked HIGHT algorithm on the microprocessor against SCA by using 25 KB
memory.

In the future, we should consider about the reduction of table size. The
efficiency and security of the masked HIGHT should be verified by applying
the function masking to the standard cryptographic algorithms, AES or ARIA.
We expect that it is possible to compare with the high-order masked AES
since many researches of high-order masking AES have been published. And
it will be confirmed on the small processor devices as well as PC with different
environments.
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Abstract. In recent years, there has been an increasing interest in security of
Industrial Control System (ICS) to figure out vulnerabilities in Supervisory
Control and Data Acquisition (SCADA) system. One of the popular methods to
find vulnerabilities is fuzzing, which is test of pushing data to the target for more
secure operations. However, it is necessary to have in-depth knowledge of
protocol specification as long as we want to utilize fuzzing in both intelligent
and time-efficient manner. Although extensive research has been carried out on
protocol specification, most studies in this field have focused on plain text
protocol such as typically Hyper Text Transport Protocol (HTTP). In this paper,
we have proposed multivariate statistic approach to binary protocols in SCADA
system in order to obtain information of field specification. Then, we showed
that informative results with field specification from our approach.

Keywords: Security � Reverse engineering � Binary protocol � SCADA

1 Introduction

Supervisory Control and Data Acquisition (SCADA) system is an Industrial Control
System (ICS) designed to facilitate the control of devices and acquire information in a
centralized manner. To effectively operate SCADA system, protocol over communi-
cation channel is essential. Recently, the uses of protocols have been steadily extended
to include communication with components such as sensors, actuators, and program-
mable logic controllers (PLCs), etc.

As the operational environment for SCADA was recently switched from local to
remote, a new threat to security has arisen. According to ICS-CERT, which deals with
ICS security, not only have vulnerabilities related to ICS been steadily reported, but
also the number of cyber incidents involving ICS has rapidly increased [1]. ICS-CERT
also warned that some control systems can be directly accessed via remote access due
to the conjunction point between the closed network and the Internet [2]. Moreover, the
trend of communication using control devices has changed from serial to TCP/IP.
Therefore, the threat to SCADA is receiving critical attention.

From the perspective of mitigating the threat, ‘fuzzing’, which takes all combina-
tions of data as input is one good method of detecting vulnerabilities. However,
information on the protocol should be provided somehow prior to undertaking fuzzing
in an intelligent manner. Namely, it is an ineffective and time-consuming task due to a
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lack of knowledge. Furthermore, most protocols operating in SCADA system are not
published publicly, making it a major problem to acquire in-depth knowledge of a
target.

In its current state, research on the extraction of protocol information has been
largely restricted to different areas of research than SCADA system. Almost all of the
research focuses on the plain text protocol, which is a human-readable like Hyper Text
Transport Protocol (HTTP), SIP (Session Initiation Protocol), and SMTP (Simple Mail
Transfer Protocol) [3–16].

Despite all of these efforts, it is essentially inadequate for application to a com-
munication protocol in ICS environment. Basically, industrial communication proto-
cols are mostly binary protocols rather than plain text protocols. A binary protocol is
intended to be machine-readable in order to provide fast interpretation. Thus, different
approach is needed to reflect on binary information in contrast to plain text protocols.

In this paper, we attempt to show how binary protocol can be successfully ana-
lyzed. First, we collect a binary stream over the communication channels of DF1 and
Modbus, which are widely used in SCADA systems. After that, we apply our multi-
variate statistic composed of variance and Shannon entropy to DF1 and Modbus. Based
on the results obtained from our methods, we finally provide a template including a
structure of field and specifications as well. It is expected that our approach could
contribute to the application of security such as smart fuzzing and obfuscation in an
early stage.

The rest of the paper is organized as follows. Section 2 presents the general
background to communication protocols in SCADA. We then explain the motivation
for conducting a multivariate statistic approach and its application in Sect. 3. In Sect. 4,
we analyze results obtained from the proposed approach. Section 5 presents limitations
and future work related to this study. Finally, we conclude in Sect. 6.

2 Background

2.1 DF1 [17]

DF1 protocol is an industrial protocol developed by Allen-Bradley for controlling their
products including PLCs. DF1 protocol consists of two layers, data link layer for
transferring data over physical link (DH, DH+, and DH485) and application layer for
sending commands and command specific data. ASCII control characters, for example
DLE (10 h), STX (02 h), and ETX (03 h) are used in DF1 protocols. Following Fig. 1
describes DF1 protocol structures of fields and Table 1 shows its function.

Fig. 1. Structure of field among layers in DF1
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2.2 Modbus [18]

Modbus developed by Modicon is a protocol designed to locally or remotely control
and manage PLCs in supervisory control and data acquisition (SCADA) systems.
Basically, Modbus is easy to implement because of simple structure of protocol. In
addition, Modbus can operate in various communication environments. Available types
of support for environments include serial communications such as RS-232, RS-422,
and RS-485 as well as TCP/IP over LAN based on Ethernet. According to the envi-
ronment, Modbus can be classified into various versions including Modbus Serial,
Modbus Plus, and Modbus over TCP/IP. All versions of Modbus have layered archi-
tecture. In particular, all of the layers (except the application layer) are transparently used
without any changes. Figure 2 shows how the structure of field is composed at the
application layer in the case of Modbus over TCP/IP. In comparison with the ADU
(Application Data Unit) in the Modbus Serial frame, the Modbus frame with TCP/IP
transmission takes the function code and data, which are not modified, for the PDU
(Protocol Data Unit). Table 2 shows the functions offield in the Modbus frame with TCP/
IP. From the perspective of transmission, the RTU (Remote Terminal Unit) and ASCII
(American Standard Code for Information Interchange) are supported in Modbus.

3 Multivariate Statistic Approach

3.1 Motivation of Methods

Prior to determining which statistical methods to use, we reasoned out methods based
on simple observation of the value among each packet in respect of the communication
protocol in SCADA system. Figure 3 shows the results obtained from the preliminary
observation of values at each byte position in two different protocols, DF1(Type C) and

Table 1. Functions of field among layers in DF1

Layer Field Length
(byte)

Function

Data-link DLE 1 Indicates beginning of message
STX 1
DLE 1 Indicates end of message
ETX 1
BCC/
CRC

2 Checks integrity of data from
application layer

Application DST 1 Address of receiver
SRC 1 Address of sender
CMD 1 Performs operation for a

desired command
STS 1 Status of received message
TNS 2 Verifies transaction and

redundant message
Data Varies Information related to CMD
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Modbus(Type G) represented in Table 5. Taken together, these results suggest that
there is an association between distributions of value. In Fig. 3 (a), we cannot distin-
guish each value of the packet at the first to sixth byte positions because all values at
the same position overlap completely. In the case of eighth byte position, almost all of
the values are evenly distributed and scattered. This situation is substantially the same
as that for Modbus shown in Fig. 3 (b).

The reason why the situation happened is that each field is responsible for its own
roles complied rules of protocol. Thus, for the next step, we investigated several
common elements between DF1 and Modbus as well as observing the trend of values
for the elements as shown in Table 3 based on collected data represented in Table 5.

From views upon the observation, we adopted the multivariate statistic approach,
which we applied to both variance and Shannon entropy so that we could separate the
conjunct field regardless of the protocol. Shannon entropy is appropriate for the occur-
rence of different values. Our approach is explained more specifically in the next section.

Table 2. Functions of field at application layer in Modubs over TCP/IP

Field Length
(byte)

Function

Transaction
identifier

2 Transaction pairing along the same TCP
connection

Protocol
identifier

2 Presenting Modbus services

Length 2 A byte count of the remaining fields
Unit
identifier

1 Identifying a remote server located on a non
TCP/IP network (for serial bridging)

Function
code

1 Providing pre-defined operation

Data Varies Including data as requested

Fig. 2. Structure of field at application layer in Modbus over TCP/IP
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3.2 Alignment

When network traffic is collected on a communication channel, it is naturally sorted as
a time-series. In this paper, we need to rearrange the collection of traffic to obtain better
results. Put simply, the first method of alignment concerns the size of the packet. If the
packets are the same size, then there is a high probability that these packets will have
same the structure of field. Moreover, there is no interference in each packet. That is,
each field cannot be vertically mixed up in the same position.

Second, Needleman-Wunsch algorithm, which reorders the sequence of value by
searching for a common value at different locations, can be applied for rearrangement
[19]. It has been noted that Needleman-Wunsch algorithm is effective only if the
packets include a delimiter (separator). As a result, we first applied Needleman-Wunsch
algorithm. If it is impossible to align using the algorithm due to unused separator in the
first step, we secondly rearrange packets by the size of packets.

3.3 Variance

Variance generally indicates how far numbers are scattered from the basis of the mean
(expected value). According to the definition of variance, the closer numbers are to the
mean and to each other, the smaller the variance is and vice versa. Therefore, the range
and frequency of values can be fairly represented by variance. In accordance with
Table 3, the identifier of transaction sequentially increases so that it tends to show a

(a) DF1 (b) Modbus 

Fig. 3. Value in each byte position for communication protocol in SCADA system

Table 3. Charateristic of valid value for each element

Elements Range of
values

Frequency of
values

Occurrence of
different values

Address Wide High Low
Function code Narrow High Low
Transaction
identifier

Wide Low High

Checksum Wide Mid High
Data Wide+ High High
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discrete uniform distribution, and we can obtain its variance defined as Eq. (2), where
n is 2 to the power of bit size.

var Xð Þ ¼ 1
n

Xn

k¼1
k2 � ðnþ 1Þ=2 ¼ ðn2 � 1Þ=12 ð1Þ

Variance is 5461.25 if the transaction identifier uses a single byte and if all values
from 0 to 255 are present with equal frequency. On the other hand, variance is intui-
tively 0 in the case of a fixed value like the separator when all the values are the same.
However, the variance is not enough to clearly divide a packet into several fields
because it cannot measure how many different values there are. As a result, we must
additionally adopt Shannon entropy.

3.4 Shannon Entropy

Shannon entropy was first introduced in an article including on information theory
written by C. E. Shannon [20]. In this article, Shannon entropy, which is a measure of
uncertainty, can be denoted by H(X) with a set of probabilities as expressed in Eq. (2)

H Xð Þ ¼ �
Xn

i¼1
PðxiÞ logb PðxiÞ ð2Þ

Shannon entropy is a suitable method for dealing with diversity of value as men-
tioned in the previous section. For Shannon entropy in case of bit information, the base
of the logarithm uses 2 derived as Eq. (3), where n is 2 to the power of the bit size
m like the number of cases for generating valid value within the bit space m and P(xi) is
the probability of occurrence of the value xi.

H Xð Þ ¼
Xn

i¼1
P xið Þ log2 P xið Þ; n ¼ 2m ð3Þ

Regarding the previous problem for variance, we can bring forward a case as shown
in Table 4. In the case of variance, they cannot be separated since the difference
between variances is not big enough if these two cases are found in consecutive fields.
In contrast to variance, Shannon entropy can easily distinguish between cases since
uniform case is nearly seven times bigger than the skew case.

Table 4. Comparison of statistics between uniform and skew case

Case Value Variance Shannon
entropy1st 2nd 3rd 4th 5th 6th 7th 8th 9th 10th

Uniform 1 2 3 4 5 6 7 8 9 10 8.25 ≈3.3219
Skew 1 1 1 1 1 1 1 1 1 10 7.29 ≈0.4690
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3.5 Multivariate Statistic Approach

To apply multivariate statistic approach, Shannon entropy is paired with variance for
coordinate of multivariate statistic. We then put all the pairs as coordinate value on the
plane composed of variance and Shannon entropy. To distinguish the pairs, we define
degree of division (θ), which stands for the ratio of the interval to statistics. The interval
can be calculated with multiplying θ by a difference between minimum and maximum
value of each statistics. Thus, the smaller θ makes the more regions in the plane. Based
on the regions, the pairs can be separated. Additionally, we can combine the pairs with
rule as follows: First, the pairs should be located in the same area; Second, the pairs
should be adjacent byte position.

4 Analysis of Results

To capture a bit stream over the communication channel, we composed an environment
for DF1 and Modbus. In the case of DF1, we made a link on MicroLogix1100 for the
PLC and an engineering tool for RSLogix 500 using a serial port (RS-232). Also,
WAGO 750-741 was used for Modbus over TCP/IP with the Ethernet port (RJ-45).
Based on this environment, we then collected the bit stream over each channels for DF1
and Modbus. Table 5 shows in brief the network data that we gathered. It should be
noted that all the response messages were the same for protected typed logical read
with three addresses. Therefore, we excluded those messages from our analysis. In
addition, we ignored a part of the TCP/IP header in Modbus due to out of scope. We
can also define ‘granularity of block’ for an in-depth analysis. The granularity can be
either a byte or a bit. In this paper, we defined the granularity as a byte.

4.1 Results of DF1

In the step of aligning for traffic of DF1, we found a common value using Needleman-
Wunsch algorithm, so the network data did not need to be organized by size.

Table 5. Summary of network data

Protocol Type Command Size
(byte)

Num. of
pkt.

DF1 A Protected typed file read 19 245
B Response for protected typed file read 24 245
C Diagnostic status 13 246
D Response for diagnostic status 37 245
E Protected typed logical read with three

address
18 58

Modbus F Read holding register 12 538
G Response for read holding register 209 538
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Figure 4 provided the statistics with variance and Shannon entropy at the byte
position. It was apparent from this figure that strong evidence of a fixed value (i.e., the
reserved value for the separator) was found when both variance and Shannon entropy
were zero at the first, second, thirty-fourth, and thirty-fifth positions. If both statistics
were near zero or low enough, it indicated that few values were frequently found so that
the values involved in the field act as identifiers of address.

Interestingly, conflicting statistics were observed at the ninth position. This was
because that few values, which were far, repeatedly appeared as seen in the example of
the skew case. This situation was strongly correlated with function code or command
which were repetitive and monotonous.

At the eighth, thirty-sixth, and thirty-seventh positions, both sets of statistics were
remarkably higher than the others. For this, the candidates for those locations were
transaction and checksum because the value of transaction was supposed to be
sequentially increased and checksum had to be randomly generated.

For a straightforward view of the field characteristic, we turned next to the
experimental evidence on multivariate statistic. Figure 5 shows the results of field
specification by our multivariate statistic approach. As shown in Fig. 5, we could figure
out the distribution of values on the axis of variance and Shannon entropy.

First of all, we divided the data into several fields by splitting the XY plane in
Fig. 5 based on multivariate statistic. Table 6 shows that the detected field in the data-
link layer varying degree of division (θ) for DF1. We found that correctly detected field
for all types at data-link layer was higher than about 77 % by multivariate statistic
where θ was 0.05.

Second, we also counted how many fields in the application layer were detected
even though we did not know a specification of fields in the application layer unlike the
data-link layer. Regarding the case of A, C, and E, we excluded a result due to the
absence of data from application layer. In the case of types B and D, which were
response messages, the greatest number of detected fields was found when θ was 0.05
as shown in Table 7. When we looked through the captured streams of B and D in
detail, we identified that the both are two kinds of template for response message
referred to detected field.

Fig. 4. Variance and Shannon entropy at byte position for DF1
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Figure 6 presents the template of field specification from which we selectively took
two types of message due to constrains on space. The shaded areas in the box represent
the correctly detected field. However, we did not apply shade to field in the application
layer due to unknown format.

Fig. 5. Multivariate statistic approach for DF1

Table 6. Comparison of correctly detected field in the data-link layer varying θ

Type Actual num. of field Num. of correctly detected field
θ = 0.05 θ = 0.1 θ = 0.2

A 12 10 10 8
B 7 6 6 4
C 8 6 6 4
D 7 6 6 4
E 13 10 10 8

Table 7. Comparison of detected filed in application layer varying θ

Type Num. of detected field
θ = 0.05 θ = 0.1 θ = 0.2

B 9 8 8
D 12 9 9
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4.2 Results of Modbus Over TCP/IP

In the case of network data from Modbus over TCP/IP, the separator could not be
identified, so all the data had to be sorted by size. After the process of alignment, we
obtained the variance and Shannon entropy for each data size data as shown in Fig. 7.

For request of reading holding register represented by Fig. 7 (a), variance and
Shannon entropy, except for the first and second positions, were 0, which means that
one kind of value appeared repeatedly. This was similarly observed in Fig. 7 (b) as long
as the byte position was lower than eight (i.e., the size of the application header of
Modbus over TCP/IP and the function code in the protocol data unit). Notably, it seems
that the second position could be the transaction identifier or checksum because var-
iance and Shannon entropy were extremely high.

Figure 8 shows all the values for request and response for reading holding register
on the axis of variance and Shannon entropy. As shown in the figure, the symbol of
request was placed on three points and the symbol of response was located in three
different points because the value was mainly 0.

(a) Type of A                                          (b) Type of B  

Fig. 6. Comparison of DF1 message format derived by multivariate statistic where θ = 0.05

(a) Size 13 (Read holding register) (b) Size 209 (Response for read holding register) 

Fig. 7. Variance and Shannon entropy at byte position for Modbus
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For this reason, we obtained the same number of detected fields in the area of the
header just before the seventh byte in types F and G, where θ was 0.05, 0.1, and 0.2,
respectively. Contrary to the application header, we found that the pattern of values at
the seventeenth, twenty-first, twenty-ninth, and thirty-first positions in the application
data were fully identical. Therefore, it could be useful information to construct template
of Modbus over TCP/IP based on the results obtained from the collection of data.

5 Future Work

This research is an early stage for application as mentioned. For this reason, we showed
DF1 and Modbus without sufficient data. For example, few fields can be identified for
Modbus over TCP/IP unlike DF1. Therefore, the collection of more diverse data under
various situations would help us to establish a greater degree of accuracy on this matter.
Additionally, most of the communication protocols used in SCADA systems are
proprietary, i.e., they are closed protocols. Thus, it faced with application for security.
For our future work, we will carry out a multivariate statistic approach to fuzzing and
obfuscation in order to overcome a lack of knowledge.

6 Conclusion

In this paper, we have proposed a multivariate statistic approach based on the obser-
vation of the binary protocol, DF1 and Modbus over TCP/IP. The multivariate statistic
approach considered distribution not only frequency of values but also the diversity of
values at each position, thereby helping us correctly identify fields. By analyzing
variance and Shannon entropy which are simple and complementary methods, we
could show that informative results with field specification are provided. The multi-
variate statistic approach is in an early stage to extract specification of the binary

Fig. 8. Multivariate statistic approach for Modbus
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protocol, making it necessary to research additional methods. In addition, the results
tend to depend upon diversity of the collected data. By compensating for these limi-
tations, we expected that it can help a stage move from dummy fuzzing to smart
fuzzing, as well as obfuscation as preparing template by multivariate statistic.
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Abstract. ICS (Industrial Control System) is a computer-controlled system that
monitors and controls distributed field devices for power grid, water treatment
and other industrial areas. Because ICS components fulfill their own roles, the
network traffic of ICS has obvious regular patterns. These patterns can be used
effectively in monitoring ICS network and detecting signs of cyber-attacks. In
our previous work, we proposed a burst-based anomaly detection method for
DNP3 protocol using the regularity of ICS network traffic. Traffic monitoring
method such as switch mirroring causes many problems; packet duplication,
packet out-of-order, and packet loss. The problems cause many false alarms.
Furthermore, it is hard to decide whether the alarms caused by lost packets are
true or false. In this paper, we apply our burst-based approach to TCP protocol
in SCADA network and propose a method to manage monitoring problems for
burst-based anomaly detection.

Keywords: Industrial control system � SCADA � ICS � Traffic analysis �
Whitelist

1 Introduction

ICS (Industrial control system) is computer-controlled system that monitors and con-
trols distributed field devices. It is also known as SCADA, DCS, or Process Control
System. We can easily find ICSs in various areas such as electricity, chemical industry,
water treatment, manufacturing and so on. They are closely related with our conve-
nience and safety.

Although almost ICSs have proven to be highly vulnerable to cyber-attack, vendors
and utilities haven’t considered cyber security with deep insight. If a malicious attacker
breaks into ICSs and controls them in his own way, critical accidents such as black-out
or plant explosion may occur. For example, a train signaling system on the east coast of
the US was shut down due to infection of Sobig.F worm [5], while nuclear centrifuges
in Iran were destroyed by Stuxnet, which reprograms an original ICS’s control logic
into an evil control logic [6]. Nowadays cyber threat to ICSs have become very real and
the encountered problems urgently need to be resolved.

Until now, cyber security for ICS has focused on the connection link into SCADA
network from outside with Firewall, IDS and so on. These security techniques are
suitable for protect against external cyber threats, but they have limits on detection of
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internal threats such as malware infection by thumb drive, attacks by an insider or
penetration from field devices. Therefore, monitoring internal traffic in ICS has become
becoming significant issue.

We gathered and analyzed the internal network traffic of various control systems
currently in operation. After scrutinzing the traffic, we concluded ICS traffic has some
charateristic features. First, only fixed nodes work in the network. Any new nodes don’t
appear or disappear unexpectely. Next, control devices communicate with other spe-
cific devices because they only perform their functions in the control system. Addi-
tionally, one of the most interesting features which we identified is groups of packets
were repeated in the control system traffic. Each of repeated pattern is composed of
several packets of the same direction and same size. Figure 1 shows clearly this
characteristic of SCADAtraffic. We concluded this pattern of packets called as a burst
[8] could be used to detect anomalies ICS effectively [1] on the DNP3 protocol [9]
which is widely used in SCADA system.

Based on the characteristic, we developed a monitoring system for the ICS, which
we named it SNOW (SCADA Network Observatory with Whitelist). We define the
whitelist as the communication list (server IP, server Port, protocol, client IP) and its
repetitive communication pattern as the burst type. SNOW’s main functions consist in
extracting whitelist from network traffic and monitoring ICS traffic. SNOW generates
alarms whenever it detects any violations incompatible with whitelists. During
SNOW’s field test with burst type, we found that SNOW generated far more false
alarms than we expected. The main reasons for the false alarms are as follows.

• Packet loss
• Packet retransmission
• Out-of-order packet

The above problems are unavoidable issues for monitoring systems especially in
when using port mirroring [4]. These monitoring problems induce dirty bursts
(rightmost burst in Fig. 1) which make it hard to generate right whitelists needless to
say about matching incoming packets with whitelists. Therefore, we enhanced our
whitelist generating and monitoring mechanisms with considerations of the monitoring
problems.

Fig. 1. Characteristic of ICS network traffic
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In this paper, we describe how to build whitelist based on burst types and analyzes
traffic using the whitelist. After investigating errors including packet loss, we propose
an enhanced method to handle dirty burst caused by such errors. Finally we prove the
improvement of our method with real ICS network traffic using TCP protocol.

2 Background

2.1 Burst-Based Network Whitelisting in SCADA System

Previous studies observed that the control system networks have different behavior
characteristic compared to IT networks [1–3]. For their mission critical goals, every
control system node performs its role at a predefined time except under special cir-
cumstances, such as unexpected emergencies or manual operations. So some statistical
patterns could be found in control networks traffic. These approaches [10] are worthy
of consideration, but the approach requires lots of computational power during building
learning model and couldn’t avoid high false positive. So Yun [1] suggested an
alternative whitelist model based on the observation that groups of packets were
repeated in ICS communication. Such a packet group is called as a burst which is
gathered with a short inter-arrival time [7, 8].
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Burst type can be defined as a list of signed number in Fig. 2 to express bursts. Each
number means size of each packet. Plus sign means the packet was sent from client to
server and minus sign is vice versa.

On our experimental basis, we decide that employing burst type is appropriate for a
4-tuple (Server IP, Server Port, protoccol, Client IP) when less than 10 burst types are
extracted in normal communication of the 4-tuple. Figure 3 simply depicts the system
outline of SNOW.

2.2 Consideration on Packet Capture

There are two typical ways of collecting network traffic, namely network tap and port
mirroring. A network tap is a device that is located in-line in a communication line and
duplicates every packet transmitted in the communication line to other devices, such as
a network traffic capture system or a traffic analyzer. Usually one network tap is
required for one communication line monitoring. Port mirroring as a common feature
of network switches is used to copy transmitted traffic from monitored ports to a
mirrored port for the purpose of monitoring or diagnosing. For port mirroring, we need
simple efforts at configuration and one network cable per mirrored port. But the per-
formance and availability of a network switch must be checked because performance
degradation by port mirroring has a negative effect on its main function, packet
switching.

SNOW is designed to analyze all internal traffic, so port mirroring is an appropriate
way of monitoring ICS traffic. Although we adopted a superb network switch compared
to real traffic rates, we faced several problems such as out-of-order packets, packet
retransmissions and packet loss. These problems lead to undesirable consequences
when building and using the whitelist specially about using burst type. For instance,
SNOW will extract the wrong burst type and generate false alerts whenever a packet
loss occurs.

3 Captured Data Analysis

3.1 Data Description

We collected control network traffic from five different sites in operation. the network
switch’s mirroring function was used to collecting network traffic. If there are several
switches, we merged mirrored traffic via an aggregator tap. Table 1 describes the cap-
tured traffic data. We will focus on only TCP traffic in the later part of this paper. But,
burst-based anomaly detection can be applied to other protocols such as UDP, ICMP,
and ARP. We cannot reveal site names and detail information for security reasons.

3.2 TCP Traffic Exception Analysis

After analyzing the captured traffic, we categorized the errors as retransmission and lost
packet as shown in Table 2.
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The reason of each error in network monitoring is judged;

• (Fast) Retransmission: low-performance of network nodes
• Lost packet: low-performance of network switch

One regularity between errors was found after examining them minutely. i.e. rep-
etition of ‘packet loss’ error and ‘packet retransmission’ error. The cause of this
recursive emergion is a ‘out-of-order packets’ in network monitoring. When n + 1th
packet enters the monitoring device earlier than nth packet, the traffic analyzer draws a
hasty conclusion, namely ‘lost packet’ was occured. Next, when nth packet enters the
monitored device, the device judges that the packet has been retransmitted because nth
packet was regarded as a previously sent (but missed) packet. Out-of-order packets
were easily found in all captured network traffic and the count of out-of-order errors is
in Table 3. SNOW may regard the out-of-order packets in burst as difference burst type.
So these errors must be managed.

4 Packet Loss Consideration

SNOW provides two main functions for detecting anomaly based on burst type.

Table 1. Dataset descriptions

Site Period
(days)

Size
(Total)

Mbps
(avg)

Size
(TCP)

No. of TCP
Packets

No. of
IPs

1 10 400.5 GB 3.8 271.8 GB 746,109,381 136
2 7.2 38.8 GB 0.5 18.6 GB 332,170,501 29
3 9.7 212.5 GB 2.1 62.1 GB 1,107,967,125 49
4 8.1 432.4 GB 5.1 427.9 GB 7,615,649,340 43
5 12.0 197.0 GB 1.6 36.4 GB 654,074,353 53

Table 2. Retransmissions and lost packets in dataset (TCP)

Site Retransmission Lost packets Sum

1 3,419,988 551,694 3,971,682 (0.532 %)
2 9,273,813 4,446 9,279,259 (2.794 %)
3 335,013 2,019 337,032 (0.030 %)
4 183,891 14,055 197,946 (0.003 %)
5 328,781 130,828 459,609 (0.070 %)

Table 3. Our-of-order packets in dataset (TCP)

Site 1 Site 2 Site 3 Site 4 Site 5

Out-of-order Packets 112,237 3 44 40 969
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– Burst Type Generation: SNOW divides network traffic into each flow which
shares same 5-tuple values (Server IP, Server Port, Client IP, Client Port, Protocol).
SNOW extracts burst type candidate appeared repetitively in each flow. Finally
SNOW aggregates burst types and produce whitelist.

– Anomaly Detection based on Burst Type: SNOW monitors network traffic and
judges each flow violates whitelist including burst type or not in real time

In our prior research [1], we presumed that every packet arrived at the monitoring
device in order. But after intricate analysis, we found captured traffic has some errors
such as ‘out-of-order sequence’, ‘packet retransmission’, and ‘packet loss’. So here we
propose improved methods that cover the errors that occur in traffic collecting.

4.1 Improving Burst Type Extraction for Whitelist Generator

Figure 4 shows how SNOW builds whiltelist briefly. First FlowManager splits network
traffic into each flow based on 5-tuple. Burst type extrator finds repeated pattern of
packets in each flow and extracts burst type candidates. Next, Burst type aggregator
merges burst types of 5-tuples which share 4-tuple.

We present a simplified algorithm for burst type extraction in Fig. 5 without
considering errors in the mirrored traffic. The original algorithm reads packets
sequentially, so the monitoring problems cause the insertion of abnormal burst types
into the whitelist.

Fig. 6. Func: NewExtractBurstType
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Packet out-of-order and packet retransmission can be easily solved by reordering
packets by sequence number. However, if there are lost packets in a burst, we cannot
verify whether it is a real burst type. Therefore, if a packet is lost in a burst, the burst
type must not be added to the whitelist.

Figure 6 shows our improved algorithm, named NewExtractBurstType, to con-
sider the monitoring problems for burst type extraction. NewExtractBurstType
reorders packets based on sequence numbers. The reordering corrects packet out-of-
order and detects packet duplication and packet loss. If there is no lost packet in a burst,
NewExtractBurstType adds its burst type to the whitelist.

In NewExtractBurstType, we add normalized sequence numbers to the format of
burst type. The information is used to consider lost packets during burst type com-
parison for whitelist rule match.
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4.2 Improving Burst Type Comparison for Anomaly Detector

To detect anomalies usign burst types, SNOW divides the bursts of each 5-tuple and
checks whether the burst types of all the bursts are included in the whitelist of its
related 4-tuple. This process is simply depicted in Fig. 7. Although its actual imple-
mentation is more complicated, the details of implementation are omitted in this paper.

In Fig. 7, BurstTypeAnalyzer is the function to detect anomaly of a 5-tuple.
BurstTypeAnalyzer extracts burst types and checks whether they are included in
whitelist of the 4-tuple that is related to the 5-tuple. Because BurstTypeAnalyzer does
not consider monitoring problems, packet duplication or packet loss can cause
abnormal burst types although the original bursts has permitted burst types. Figure 8 is
the pseudo code of BurstTypeAnalyzer.

Pseudo code of the improved version, NewBurstTypeAnalyzer, is Fig. 9. Similar
with NewExtractBurstType, NewBurstTypeAnalyzer uses packet reordering. Packet
reordering solves packet duplication and packet out-of-order but also detects packet loss.
Using sequence number information in burst types, we can check the possibility whether
the burst can have a burst type in whitelist if the lost packet has proper packet size.

Figure 10 shows examples of the generation of alerts considering a lost packet.
Candidates are burst types with a lost packet. Regardless the lost packet, candidate1

Fig. 9. Func: NewBurstTypeAnalyzer
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cannot match any burst type in whitelist. But, Candidate2 is possible to have a burst
type in whitelist following the lost packet. Therefore NewBurstTypeAnalyzer dis-
tinguishes the degrees of alert among the candidates.

5 Experiment

In this chapter, we verified improvement made when we applied the proposed method
to the collected network traffic from 5 different sites.

Table 4 shows number of bursts that are extracted from all of the collected network
traffic. The notable point here is the ratio of dirty bursts is greater than the ratio of error
packets in Table 2. This tendency shows that the negative effect of the error packets
will be amplified when we build the whitelist.

In Table 5, when we apply burst-based anomaly detection to 4-tuples using under
10 burst types, average 40 % of 4-tuples are included in the watch list which is 4-tuple
list that uses under 10 burst types during normal communication. Using our improved
whitelist generator, we can add several 4-tuples into the watch list.

In our experiment, the watch list is stable when we extract burst types from 7 days
network traffic. There are no false alarms except that are caused by dirty bursts. Our
improved burst type checker eliminates the false alarms caused by packet retrans-
mission and out-of-order. In addition, our improved method distinguishes bursts
including packet loss or not. Packet loss cannot convince that the bursts including
packet loss are abnormal bursts in real traffic. Different alert level can help to analyze
anomaly detection result based on burst types.

+6, 0 -6, 0 +19, 10 -5, 7 +6, 20 -6, 14Whitelist

(packet size, sequence number)

+6, 100 -6, 200 LOST -5, 207 +6, 120 -6, 214

Candidate1

LOW Alert

+6, 100 -6, 200 LOST -15, 207 +6, 120 -6, 214 HIGH Alert

Candidate2

Fig. 10. Example: alert generation considering lost packets

Table 4. Dirty bursts in the collected traffic data

Site 1 Site 2 Site 3 Site 4 Site 5

No. of Bursts 109,415,045 19,970,822 14,840,869 52,350,721 42,180,622
No. of Dirty Bursts 2,038,697 1,746,473 70,666 55,781 89,061
Ratio of Dirty

bursts (%)
1.86 8.75 0.48 0.11 0.21
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6 Conclusion

Cyber threats to ICS are increasing persistently. Only with conventional security
solutions, it is not enough to protect ICS. Therefore research and development for ICS
specialized security solutions are urgently needed. We recognized ICSs are originally
vulnerable because of its characteristic. Especially, difficulties in installation of security
agents into non-general purpose computers and poor patch management due to network
separation are a major cause of these vulnerabilities. Therefore, we need a security
solution which monitors internal network traffics without agent installation and attack
signature updates.

After analyzing ICS traffic, we judged using a burst type as a whitelist is effective
for detecting initial sign of cyber-attacks. However, during a field test, we found not a
few false alarms generated by problems such as packet loss which may occur in
monitoring process. To solve these problems, we proposed a method for whitelist
generation and anomaly detection based on burst types. Consequently, we proved our
burst-based anomaly detection in ICS networks is very useful.
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Abstract. Cyber-security refers to all approaches to protect cyberspace against
cyber-attacks. In order to identify vulnerabilities and develop countermeasures
against cyber-attacks, we should be able to reenact both cyber-attacks and
defenses. Simulations can be useful for the reenactment by overcoming its
limitations including high risk and cost. However, it is difficult to model a
variety cyber-attacks making use of pre-developed simulation models, because
there is a lack of theoretical basis for modeling cyber-security simulations. In
addition, because most simulation models are developed according to their own
simulation purposes, it is very difficult to use them as primitives for modeling of
new behaviors of cyber-attacks. In this paper, we propose a method for defining
behavior primitives for developing flexible attack scenarios by combining the
primitives considering flows of cyber-attacks and defenses. We also develop the
scenario as simulation models and the models can be executed on the discrete
event simulation system. To elicit a new scenario all modeler need to do is to
choose primitives from pools and combine them considering simulation pur-
poses and security issues. To extract the possible primitive behaviors, we have
analyzed and abstracted all attack patterns of CAPEC (Common Attack Pattern
Enumeration and Classification) database.

Keywords: Cyber-security � Cyber-attack � Modeling and simulation � CA-
PEC (Common Attack Pattern Enumeration and Classification)

1 Introduction

Cyber-security covers a wide range of security domains, such as network security,
application security, information security, and so on. This means that there are many
types of resources to be protected. It also means that cyber-attacks can be occurred
using various attack methods that are based on the characteristics of the target resources
and their vulnerabilities. Therefore, in order to study cyber-security more thoroughly, it
would be helpful to reenact various forms of cyber-attacks and countermeasures to see
if the countermeasures are effective for defending against the cyber-attacks or not.
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However, there are still inevitable the risks and high cost of reenacting cyber-attacks in
the real systems [1]. One alternative to solve the issue is a modeling and simulation.
A simulation is a process that involves designing and experimenting with models of
real systems or processes [2, 3]. It enables dangerous or expensive experiments to be
conducted in virtual environments [4, 5]. Accordingly, we can reenact cyber-attacks in
virtual environments by using the simulation. In the domain of cyber-security, how-
ever, there is a lack of theoretical basis for modeling a wide range of cyber-security
problems. Most of previous studies on cyber-security simulations have addressed
network attack simulations, such as a worm simulation and a distributed denial of
service (DDoS) simulation. However, most of the studies have designed simulation
models according to their own experiment environment and scenarios based on the
modelers’ knowledge. Because those are already developed with the abstractions
considering each simulation purpose and security issue, it is difficult to observe
primitive behaviors of cyber-attacks. As a result, we thought that it is very hard to make
use of the previously existing models for new goals. If we have a pool of attack and
defense primitives for developing attack scenarios, it will be effective and flexible for
developing new scenarios under the new security goals and issues.

In this work, we propose a new way of defining attack and defense primitives for
the flexible attack scenario development. We analyzed and abstracted the content of
CAPEC [6] database (version 2.2) to consider all kinds of attacks and defenses. A part
of the behavior primitives of attacks and defenses is shown in Appendix. To develop
the new attack scenario, all modeler have to do is to choose primitives and sequence
them considering the goal and effect of the scenario. Moreover, our primitives and
scenarios are not just conceptual things but executable under the discrete event sim-
ulation environment. In this paper, we suggest a method for developing an attack
scenario model considering components of discrete event simulation models. We also
develop example scenario models of attack patterns of CAPEC in order to explain our
method. In addition, we describe a process for transforming a scenario model into a
discrete event simulation model considering a simulation purpose as a case study. We
model our simulation model based on the discrete event system specification (DEVS)
formalism, and execute the model using DEVSJAVA [7], a simulation library for
DEVS models. This case study shows the contribution of our proposing method of
defining primitives eliciting scenarios by simulation results.

The remainder of this paper is organized as follows. Section 2 identifies related
works including previous modeling studies of a cyber-security domain and CAPEC
analysis. Section 3 elicits components of a scenario model, and the example models are
developed in Sect. 4. In Sect. 5, we model and simulate a worm attack as a case study.
Finally, the conclusion is presented in Sect. 6.

2 Related Works

2.1 Previous Modeling Studies of Cyber-Security Domain

The most representative modeling method in the cyber-security domain is the attack
tree [8], which models a process to achieve a final attack goal by representing detailed
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purposes or attacks with combinations of the AND/OR relations. A defense tree [9]
represents methods designed to defend against attacks by adding lists of the methods to
each node of the attack tree. However, even though the attack tree and a defense tree
can help efficiently design a simulation scenario, it is not appropriate to develop a
simulation model because these are process-centered modeling methods. For the
simulation, we should be able to trace state variables that are changed by the process.
Accordingly, in order to develop a cyber-security simulation model, a modeling
method for representing state variables of attackers and targets is required.

2.2 Analysis of Cyber-Security Characteristics Through
CAPEC Analysis

In order to simulate cyber-security problems, we need to understand the common
characteristics of cyber-attacks and defenses in advance and develop a modeling
method to represent them. In this section, we extract those characteristics by analyzing
CAPEC. CAPEC, which is supported and managed from U.S. Department of Home-
land Security and MITRE, defines 400 types of attacks [6]. Some other studies have
been conducted to define and classify various computer and network cyber-attacks.
Reference [10] defines 24 types of attacks including Trojan horses, viruses, and worms,
Ref. [11] defines three types of attacks, including corruption, leakage, and denial,
and Ref. [12] classifies attacks into secrecy-confidentiality, accuracy-integrity-
authenticity and availability. In addition, Ref. [13] classifies eight types of attacks using
an empirical classification method. However, because the purpose of those studies is to
define the types of attacks, they do not provide information about attack methods and
procedures to be needed for various cyber-security simulations. In comparison, CAPEC
provides detailed information including purposes, methods, execution flow, targets,
exploiting vulnerabilities, and countermeasures. Thus, we can collect the information
needed to model cyber-attacks and defenses by analyzing the CAPEC.

The CAPEC defines 10 types of attack methods including injection, modification of
resources, and so on. Because most attack patterns consist of more than one attack
method, we have to develop a cyber-attack scenario by combining them. In addition,
we need to consider detailed behaviors of each method. For example, a man-in-the-
middle attack (CAPEC-ID 94) utilizes three methods, such as spoofing, analysis, and
modification of resource, to exploit data between a server and client. However,
according to the CAPEC information about the attack execution flow, behaviors of
intercepting, modifying, and transmitting data can be executed to implement these
methods. Thus, these behaviors must be reflected in an attacker model in a cyber-
security simulation.

By analyzing the CAPEC, we extracted two characteristics of cyber-attacks: (1) An
attack may consist of more than one attack behavior to achieve the final attack purpose.
(2) The execution result of each behavior affects the attack flow. In addition, defense
methods can also be modeled with combinations of multiple defense behaviors. In
order to simulate a variety of cyber-attacks, accordingly, we extracted all of possible
behaviors of cyber-attacks and defenses by analyzing the CAPEC.
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3 Elicitation of Components of a Scenario Model

In this section, we elicits components of a scenario model by taking into account attack
flows and requirements of a discrete event simulation model. Figure 1 shows an
example of a cyber-attack scenario modeled using the attack tree, a representative
method of attack modeling. As the figure shows, to achieve the final goal A, both goal
A1 (which can be achieved using a successful attack behavior 1) and goal A2 (which
can be achieved using successful attack behaviors 2 and 3) should be achieved.

To develop a simulation model with this scenario model, we must take into account
the following additional considerations:

(1) Consideration 1 - Source and destination of a cyber-attack behavior
The source and destination information explains which element executes a behavior
and which element is targeted by the behavior. The scenario in Fig. 1 can be modeled
into various types of models. In this work, we explain with three examples of models as
shown in Fig. 2. Figure 2(a) shows that one attacker executes all the behaviors, and
Figs. 2(b) and (c) show an attacker using other elements of cyberspace to execute an
attack. Figures 2(b) and (c) differ in the number of behaviors that the attackers execute.

(2) Consideration 2 - Sequence of cyber-attack behaviors
If the event that all the cyber-attack behaviors in Fig. 1 succeed, the flow and result of
the attack could differ, depending on characteristics of the attack. We define three types
of these characteristics, as shown in Fig. 3.

(a) Type 1 - a cyber-attack that does not allow each attack behavior to fail (Fig. 3(a))

• This type of cyber-attack is terminated when one of the attack behaviors fail,
causing the cyber-attack to fail.

• For example, in worm attacks if a host installs patches against the worm, the host
cannot progress to the next step because the host removes the worm or its
vulnerabilities.

• As a countermeasure, it is possible to defend against this type of attack by devel-
oping one of the defense behaviors.

Goal A

sub Goal A1 sub Goal A2

sub Goal A2-2sub Goal A2-1 

attack behavior 1  
and

and

attack behavior 2  attack behavior 3

Fig. 1. An example of modeling a cyber-attack scenario using an attack tree
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(b) Type 2 - a cyber-attack that allows each attack behavior to fail and requires
successive successes of all the behaviors (Fig. 3(b))

• If one of the attack behaviors fails, an attacker executes the first behavior again.
• For example, in leveraging time-of-check and time-of-use race condition attacks

(CAPEC-29), an attacker injects a command to modify a resource between the times
an application checks and requests a resource. Accordingly, attack behaviors such
as command injection, resource checking, and resource request should be succes-
sively executed.

• As a countermeasure, it is possible to defend against this type of attack by devel-
oping one of the defense behaviors.

(c) Type 3 - a cyber-attack that allows each attack behavior to fail and requires
sequential successes of all the behaviors (Fig. 3(c))

• An attacker repeats a failed attack behavior so that the attack can progress to the
next step.

• For example, in advanced persistent threat (APT) attacks, a variety of attacks are
attempted simply to achieve specific step even though the step fails.

• Defense behaviors against all of the attack behaviors should be developed to defend
against this type of a cyber-attack.

(3) Consideration 3 - Processing time of cyber-attack behaviors
In discrete event simulations, the processing time is a key element for scheduling input/
output events. Figure 4 shows the concept of modeling processing time. In Fig. 4, t1, t2,
and t3 denote the processing time for attack behavior 1, 2, and 3, respectively. In addition,
tL and tN denote the last and next event times. The next event time tN is scheduled
according to a result of each behavior. If attack behavior 3 fails, the tN is scheduled by
adding the time of t1, t2, or t3 according to the next type of behavior that is scheduled.

attack behavior 1 
attack behavior 2 
attack behavior 3

attack  
behavior 1 

(a)

(b)

attack 
behavior 2 

attack  
behavior 3 

attack  
behavior 1 

(c)

attack 
behavior 2 

attack  
behavior 3 

attacker

attacker

attacker

Fig. 2. Example cases of modeling a cyber-attack process using different source and destination
elements
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Considerations such as the source/destination, sequence, and processing time of the
attack behaviors can also be used to defend against these behaviors. If a defense
behavior has been executed between two attack behaviors, the simulation’s flow and
next event time will differ, depending to the result of the defense behavior and the
processing time of the next behavior. Based on these considerations, the scenario
model should be able to represent the following information.

attack  
behavior 1 achieving 

goal

attack  
behavior 2

attack  
behavior 3achieving 

goal

fail fail

defense behavior 1

fail

attack  
behavior 1 achieving 

goal

attack  
behavior 2

attack  
behavior 3achieving 

goal

defense behavior 1 defense behavior1 defense behavior 1or or

defense behavior 1defense behavior 1 or or

attack  
behavior 1 achieving 

goal

attack  
behavior 2

attack  
behavior 3achieving 

goal

fail

defense behavior 3defense behavior 2defense behavior 1

(a)

(b)

(c)

Fig. 3. Three types of cyber-attack flows

attack  
behavior 1

attack  
behavior 2

attack  
behavior 3

tN = tL + t2

tN = tL + t1

tN = tL + t3t1 t2 t3

Fig. 4. Time scheduling considering the processing time of the next attack behavior
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• source element(element-type) – unique name of an element that executes attack or
defense behaviors (the types of elements of cyberspace)

• attack/defense behavior – the types of attack or defense behaviors executed by a
source element; a behavior represents a state of a discrete event simulation model

• destination element(element-type) – unique name of an element targeted from an
attack or defense behavior (the types of elements of cyberspace)

• processing time – the time for an attack or defense behavior that is executed by a
source element

• return state – the next behavior that is scheduled to execute after the failure of
attack or defense behavior

• output – transmitted data from a source element to a destination element

We will list above information in sequence for the representation of the scenario
model as follows:

<source element(element-type), attack/defense behavior, destination element(ele-
ment-type), processing time, return state, output>

4 Modeling of a Scenario Model

We develop example scenario models of cyber-attacks focusing on the key behaviors
described in CAPEC. The models can, however, be designed differently, according to
the modelers’ decisions regarding the implementation level of attacks.

Figure 5 shows a buffer attack process (CAPEC-123).
The following is an example scenario developed by listing derived information in

Sect. 3.
Step 1. <Attacker(process), manipulate, buffer, 10, manipulate, none>
Step 2. <Target(process), read, buffer, 5, read, none>
We can model this scenario into the scenario model based on a discrete event

simulation model as shown in Fig. 6. In the figure, s0 means an initial state.
Regarding state variables that require that we observe the changes of the model, we

can elicit both default attributes of a process (element-type) and user attributes elicited
by modeler. For example, a process has several default attributes, such as PID (process
ID), name, creation time, parent PID, child PID, and so on. As user attributes, we can
elicit security statuses, such as whether the process manipulates a target buffer with
malicious intent, whether the process has vulnerabilities, and whether the process has
already been damaged.

Target
B

Target 
A 

(buffer)

Attac-
ker 1. buffer  

manipulation 
2. reading  

buffer 

Fig. 5. A buffer attack process (CAPEC-123)
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For the second example, Fig. 7 shows the attack process of a man-in-the-middle
attack (CAPEC-94).

We develop the following example scenario for a man-in-the-middle attack:

Step 1. <Target A(System), transmit, Target B, 10, transmit, data>
Step 2. <Attacker(System), intercept, data, 20, intercept, none>
Step 3. <Attacker(System), modify, data, 15, modify, none>
Step 4. <Attacker(System), transmit, Target B, 10, transmit, data>
Step 5. <Target B(System), process, data, 15, process, none>
Step 6. <Target B(System), transmit, Target A, 10, transmit, data>
Step 7. <Attacker(System), intercept, data, 20, intercept, none>
Step 8. <Attacker(System), modify, data, 15, modify, none>
Step 9. <Attacker(System), transmit, Target A, 10, transmit, data>
Step 10. <Target A(System), process, data, 15, process, none>

Figure 8 shows a developed scenario model using above scenarios. To observe
changes in Target A, Target B, and Attacker, the default attributes of a system (ele-
ment-type), such as host name, IP address, MAC address, memory, CPU, and OS, and
the user attributes regarding vulnerabilities and patching can be set.

s0

manipulate
10

Attacker (process)

s0

read
5

Target (process)

Fig. 6. A structure and state diagram of a scenario model of a buffer attack

Target 
B

Attac-
ker

Target 
A

1. data transmission

2. data interception  3. data modification
7. data interception  8. data modification

5. data processing

6. data transmission

4. data transmission9. data transmission

10. data processing

Fig. 7. The process of a man-in-the-middle attack (CAPEC-94)
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5 Case Study

We describe a process for modeling a scenario model of a worm attack and trans-
forming it into a simulation model according to the simulation purpose. With regard to
a general worm propagation, a host performs three functions: worm execution, scan-
ning the other hosts, and worm transmission. Listed below are scenarios developed on
the basis of the proposed method. All hosts have the same process, but their targets are
different. ‘#’ denotes any host ID in the network. We develop the scenario model as
shown in Fig. 9.

Step 1. <Host#(System), execute, worm, 5, execute, none>
Step 2. <Host#(System), scan, Host#, 20, scan, none>
Step 3. <Host#(System), transmit, Host#, 10, transmit, worm>

We develop a scenario that observes the state of each host. This scenario can be
useful to simulate numerous previous studies, because they usually observe the state of
a host to find infected host. We can create this simulation model considering a state
relation between the scenario model and the simulation model, as shown in Table 1.

s0

intercept 
20

Attacker (system)

15
modify

transmit

10

s0

transmit 
10

TargetA (system)

process
15

s0

process
15

TargetB (system)

transmit
10

data

datadata

Fig. 8. A structure and state diagrams of a scenario model of a man-in-the-middle attack

s0

execute
5

Host # (system)

20
scan

transmit

10

worm

Fig. 9. Structure and state diagram of hosts in a worm simulation
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Figure 10(a) shows the states of the scenario model during simulation. There are
100 hosts in the network, and we set the rate of invulnerable hosts from 20 to 30
percent. In addition, the initial state of each host is set to ‘normal.’ Over time, the
number of behaviors classified as ‘normal’ decreases while those classified as ‘scan’
and ‘transmit’ increase as a result of the worm propagation. In the figure, the number of
‘scan’ behaviors is greater than that of ‘transmit’ because infected hosts are repeatedly
scanning until they discover a vulnerable host. The number of ‘execute’ is very low
because ‘execute’ is performed only once when a vulnerable host is infected with
worms. Figure 10(b) compares the scenario model with the simulation model. In the
figure, the number of infected hosts increases with the ‘scan’ behaviors because all
vulnerable hosts can be discovered and infected by scanning until the simulation ends.

6 Conclusion

In order to simulate a variety of problems of cyber-security domain, we have developed
a method for eliciting new attacks that can be modeled into various simulation models
according to modelers’ purposes or security issues. By considering characteristics of
cyber-attack flows and requirements of a discrete event simulation model, we have
elicited components of a scenario model, such as elements of source and destination,
behaviors of cyber-attacks and defenses, processing time, return state and output. In
order to extract possible behavior primitives, we have analyzed CAPEC that defines

Table 1. Relation between a scenario model and a simulation model

Types of model States

Scenario model execute scan transmit
Simulation model vulnerable infected

Fig. 10. Simulation results of a scenario model and a simulation model
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400 types of attacks. By sequencing the extracted primitives, we can make flexible
scenarios of cyber-attacks and defenses. We have developed scenario models of a
buffer attack and a man-in-the-middle attack through CAPEC analysis in order to
describe a process of our scenario modeling. As a case study, we have developed a
scenario model of a worm attack, and then modeled a simulation model considering a
specific simulation purpose of the worm simulation. We then have simulated and
analyzed the model to verify the model’s design and execution. Through the simula-
tion, we can see that the developed worm scenario model can be executed as a primitive
model of the worm simulation. In addition, it can be useful for developing various
simulation models according to security purposes.

As future work, we need to continuously update the primitives from CAPEC,
because new behaviors of cyber-attacks and defenses are being developed. In addition,
we will develop building blocks of cyber-security simulations using our scenario model
so that modelers enable to simulate various cyber-attacks by making use of pre-
developed building blocks. This study is expected to provide an environment for
researching countermeasures, which include security techniques and policies, in a
secure, inexpensive, and convenient manner by simulating them in the virtual
environment.

Acknowledgement. This research was supported by Basic Science Research Program through
the National Research Foundation of Korea (NRF) funded by the Ministry of Education (NRF-
2013R1A1A2062654).

Appendix. Extraction of Behaviors of Cyber-attacks and Defenses
through CAPEC Analysis (Examples)

Category : Data leakage attacks (ID: 118)
ID cyber-attack behaviors defense behaviors
31 sniff / steal / guess / decode / analyze / modify / replace generate / validate
157 monitor / read obfuscate / hide / customize
259 load / setup / capture encrypt / detect
463 decrypt / produce verify

Category : Resource Depletion (ID: 119)
ID cyber-attack behaviors defense behaviors
82 create / send check
99 execute / consume / determine validate
147 record / explore / analyze / send monitor / disable

Category : Injection (ID: 152)
ID cyber-attack behaviors defense behaviors
6 record / create / detect / inject audit / limit
7 research / determine / add / inject / debug / extract / exploit filter / validate
23 inject scan / execute / validate
41 create / inject / send monitor / validate / filter
66 survey / inject / add search / alert / validate
91 exeplore / identify / upload / inject / record monitor / encode / validate
101 send / gain / execute / find / view / execute encode / cert / monitor / create

193 load / execute / use / record / explore / analyze / inject / 
develop validate 

(Continued)
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Category : Abuse of Functionality (ID: 210)
ID cyber-attack behaviors defense behaviors
12 authenticate / change encrypt
37 extract / monitor / remove / identify / decode  -
141 intercept / modify / send / modify send / listen / disable
169 footprint / probe / explore / identify / gather shut down / change / encrypt
213 access / explore execute /validate / configure
215 send / modify obfuscate / hide / cusomize

Category : Probabilistic Techniques (ID: 223)
ID cyber-attack behaviors defense behaviors

39 capture / examine / disassemble / decompile / modify / 
injection / modify / debug generate / validate

49 enter / determine update

61 create / load detect / alert / record / 
disconnect / regenerate

62 debug / analyze / sniff / create / send / click check / authenticate
102 sniff / monitor / capture / insert modify / detect
467 create / induce / send / tick / click logout

Category : Exploitation of Privilege/Trust (ID: 232)
ID cyber-attack behaviors defense behaviors
1 capture / record / execute / access / survey deny
69 find / inject / execute / write patch / scan / check / monitor / 

validate
237 analyze / explore / call obfuscate / update
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Abstract. Initially, the field only dealt with sensitive security information.
However, as operations on cyber space increases, the need for security in
internet also increased. Thus, areas that requires security assessment also
increased. But, to date, a security evaluation for each area is performed partially.
Since security assessment does not reflect the characteristics of each area, the
correct security level is difficult to determine. Therefore, new security indicator
is required for the effective and efficient management. In this paper, we provide
an advanced security assessment using edited indicators and common indicators.

Keywords: ISMS � Security assessment � Security index

1 Introduction

Most of the organization’s business today are performed online. Therefore, to prevent
security incidents worldwide, organizations and companies introduced information
security management system [6]. This management process is divided into several
parts. Among them, the security assessment is the most important part of the man-
agement process. In general, security assessment conducted is based on the control
items in ISO 27000 series and NIST SP 800 series. These items were used after tuning
the control items. Using the above items, organization can check whether items are
performed or not. It is common method in Identifying security control status by
applying control items [1]. However, the subject of a security assessment is very
diverse organization such as general industry or critical infrastructure etc [4]. The
Arithmetic formula mentioned above does not reflect the characteristics of each field.
Thus, this study suggests a security evaluation method that reflects the characteristics of
each following industries (Fig. 1).

This management consists of common indicators and specific indicators. Common
indicator mentioned above is Arithmetic method. The purpose of this approach is to
grasp the overall security status of organizations. Edited indicators are to reflect the
characteristics of the institution such as organizational size, top management support,
and industry type [5]. For example smaller organizations suffer from a lack of human
and financial resources. The reason why the smaller organizations often implement
their information security in an optimal way is due to insufficient managerial and
technical skills or the lack of funds to acquire such skills. This fact can lead smaller
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organizations to attaining fewer benefits compared to larger organizations. This is why
indicator based on the model is needed [6].

It is based on the relevant laws or regulations of each field and the characteristics of
each field. Advanced security index and direction of security management is derived
using these two indicators.

This paper introduces an advanced security assessment methodology and conduct
the simulation to target the infrastructure of South Korea to show the effectiveness.

2 Assessment Methods

This section will introduce Arithmetic, C.B.I1 and Weighted Arithmetic formula. These
formula are used for security assessment. Each assessment formula is used for different
purpose. This table shows measured value and purpose (Table 1).

Explaining the method for measuring must proceeded before describing a specific
formula. Basically, assessment is performed with a checklist. Checklist is composed of
four choices composed of Yes, N/A2, No and Partial. Each response shows different
level of security and graded with score. Details are shown in the table below [1, 3]
(Fig. 2 and Table 2).

Table 1. Goal of each assessment

Category Technique Measurement Goal

Commonly

used

Arithmetic

formula
Average value using equal weighting factor

Security control

fulfillment

Newly

Suggest ed

C.B.I

Value using weighting mode according to

classification, such as M (Mandatory),

SR (Strongly Recommended), R (Recommended)

Observance of the

relevant regulations

Weighted

Arithmetic

formula

Value using weighting mode according to

correlation coefficient of domain
Properties of each field

Fig. 1. Advanced security assessment method

1 C.B.I: Classification by Business Impact.
2 N/A: Not Applicable.
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The evaluation sheet below, answers to each items classified as Yes, No, Partial and
N/A.

2.1 Arithmetic Formula for Understanding Overall Security Control
Fulfillment

This formula use average of the response result to got a value. The values are calculated
by dividing sum of response result score by the number of controls. At this moment,
the response result ‘N/A’ is excepted. The formula of the arithmetic is shown as below.

Arithmetic Score ¼ The sum of all the scores of controlsðexceptN=AÞ
The number of all items� The number answered N=A

This value range is from 0 to 1. It uses equal weighting factor for all of the controls.
This value is used for understanding current state of security control fulfillment.

Fig. 2. Example of work sheet

Table 2. Grade score of responses

Answer Score Description

Yes 1 Fulfill with reference and documents
N/A - Unrelated
No 0 No reference or document, Non-compliance
Partial 0.5 Partial reference or document, Incomplete compliance
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2.2 Classification by Business Impact for Observance of the Relevant
Regulation

This formula is used for classification of controls. The importance of each domain is
applied considering the related law or the environment of the targeted facility. This
process is done in order to assess the each domain in depth.

At first, all of the controls are classified by level of importance such as M(Mandatory),
SR(Strongly Recommended), and R(Recommended). The control that can lead to critical
problem when violated is categorized as mandatory item. The control that effect organi-
zation but unrelated with the law is categorized as strongly recommended items. Controls
that have insignificant impact to organization is categorized as recommended items.

If the Domain includes non-fulfilling mandatory items, it will receive a zero score.
Then if the domain is checked ‘No’ or ‘Partial’ on mandatory items, it will get a score
of zero.

M Mandatoryð Þ ¼ The sum of scores of Mandatoryitems
The number of all Mandatory items

If existing answer ‘No’ or Partial; then M ¼ 0ð Þ

SR Strongly Recommendedð Þ ¼ The sum of scores of Strongly Recommened items
The number of all Strongly Recommended items

R Recommendedð Þ ¼ The sum of scores of Recommended
The number of all Recomended items

You are able to calculate the total score of each domains using M, SR and R score.
Weighting is assigned by the importance of the item. The weight value is applied on
three criteria. In the equation, the M corresponds to c, SR corresponds to a and R
corresponds to b. Variable a, b, c is in decimal point which sums to 1. The formula is as
in the following.

Domain Score ¼ M � a � SR + b � Rþ cð Þ

aþ bþ c ¼ 1ð Þ

For example, if Mandatory is 0.7, SR is 0.2 and R is 0.1, the domain score
calculation formula.

Domain Score ¼ M � ½ 0:2ð Þ � SRþ 0:1ð Þ � Rþ 0:7ð Þ�

aþ bþ c ¼ 1ð Þ

The total score is calculated by average of all of the domain score.

M=SR=R Score ¼ The Sum of scores of domains
The number of all domain

This method is able to notify the observance of the relevant regulations.
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2.3 Weighted Arithmetic Formula Considering Each Field’s
Characteristics

Facilities damage rate can vary from less critical to critical according to the fulfillment
of each controlled domain. In this method, technique applies influential aspect to each
domain. This allows formula to apply high points to a domain with high influence that
leads to higher contribution. For the lower influential domain, it applies lower point in
the influential rate that lead to lower contribution. Through this technique, facilities can
differentiate the domains in the importance rate so that they can reflect important
domain and apply it in their security assessment.

This formula calculates the score similar to Arithmetic. If you check ‘Yes’ on the
choice, you will receive 1 point, 0 point for ‘No’, 0.5 point for ‘Partial’ and ‘N/A’ is
excepted. Domain score is sum of the choices. Then, we can figure out correlation
coefficient of domain (Recommend the use of SPSS). Correlation coefficient means the
effect of the domain on the whole domain. This value range is from 0 to 1. We can get a
weight value from correlation coefficient.

Weighted Domain Scorei ¼
Coefficient of correlationiP
Coefficient of correlation

� Domain Scorei

Weighted arithmetic score is generated by weighted domain.

Weighted Arithmetic Score ¼
X

Weighted Domain Scorei

2.4 Decision Making Process and Method to Derive Security Index

All of the formula above are used in decision-making of efficient security management.
The process of deriving the direction of security management is as follow (Fig. 3).

First, the security control state is measured. Next, calculate the Arithmetic,
Weighted Arithmetic, C.B.I values respectively. Then, we will be able to figure out
Security Index using each formula.

Fig. 3. Decision-making process
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The Security Index formula is shown below.

Security Index ¼ a � Arithmeticð Þ � ðb � Weighted ArithmeticÞ � ðc � C:B:IÞ
ð0� Security Index� 1; a þ b þ c ¼ 1Þ

The total sum of weight is 1, and it can be adjusted according to the purpose. Then
results are compared calculated values. Then, characteristic of the field is derived in
according to each formula. Through integrating all derived characteristics, it is able to
present directions for security investment.

3 Simulation

In this study, a simulation was conducted to target the infrastructure of South Korea.
The assessment targeted the 15 thermal power generation facilities.

Control items are based on the security guidelines of ICS Appendix of NIST
SP800-53 for evaluation that reflects the characteristics of the ICS information system.
It consists of 186 items and 17 domains. [2, 4] Each domain type, derive ratio of
Mandatory, Strongly Recommended, Recommended items and calculates weight of
each domain. The calculated values of each domain are as follows. Classification of M/
SR/R refers to the criteria of the National Intelligence Service, the energy-related laws
and regulations of South Korea (Table 3).

Table 3. Domains weight and catagorization with M/SR/R

M SR R Weight

D.1 Access Control 20 19 8 0.664

D.2 Audit and Accountability 3 9 3 0.610

D.3 Security Assessment and Authorization 2 7 1 0.653

D.4 Configuration Management 3 2 0 0.464

D.5 Contingency Planning 6 3 0 0.664

D.6 Identification and Authentication 4 2 0 0.545

D.7 Incident Response 3 3 0 0.579

D.8 Maintenance 4 4 1 0.614

D.9 Media Protection 7 3 1 0.633

D.10 Physical and Environmental Protection 9 5 1 0.485

D.11 Planning 0 3 0 0.621

D.12 Personal Security 2 0 0 0.599

D.13 Risk Assessment 1 6 0 0.627

D.14 System and Services Acquisition 3 0 1 0.666

D.15 System and Communications Protection 8 4 9 0.451

D.16 System and Information Integrity 3 4 4 0.660

D.17 Awareness and Training 1 1 3 0.501
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By calculating each score of the Weighted Arithmetic and C.B.I based on the table
above, it can be compared with the Arithmetic.

3.1 Comparison Between the Arithmetic and C.B.I

Based on the calculated score, we can compare C.B.I and Arithmetic. Difference
between the C.B.I score and Arithmetic score shows the following data.

– Arithmetic > C.B.I: Security control is conducted properly as a whole. However,
this state did not conduct the Mandatory item.

– Arithmetic < C.B.I: Fulfillment of Mandatory and Strongly Recommended in good
condition (Fig. 4).

The result is an overall score drop. This means that there is no power plant that
conducts all Mandatory items. The large difference in the score indicates that fulfill-
ment of Mandatory item is unsatisfactory.

In the case of ‘K’ power plant, the difference is shows the largest number of 0 point
domain. This means that, unlike shown in the Arithmetic score, fulfillment ratio of
Mandatory item is very low. Therefore, it is possible to determine that ‘K’ power plant
have a big threat in practice. Overall trend in the score difference is as follow (Table 4).

Fig. 4. Comparison graph of Arithmetic and C.B.I

Table 4. Trend of difference between scores by Mandatory items
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Overall, fulfilment of the Mandatory item is incomplete state in five or more
domains. Domain of the top four has high frequency of 0 points is as follow (Table 5).

With reference to the above items in order to prevent the occurrence of the deadly
threat for each facility, security investment priority must be performed.

3.2 Comparison Between the Arithmetic and Weighted Arithmetic

Based on the calculated score, this paper compared Weighted Arithmetic and Arith-
metic. This means that difference between the Weighted Arithmetic score and Arith-
metic score is as follows.

Table 5. Domain of the top four has high frequency of 0 points

Domain Domain name Not Fulfil Mandatory detailed item

D.1 Access Control

Access control policies and procedures

Separation of Duties

Least Privilege

Unsuccessful Login Attempts

Remote Access

Wireless Access

Access Control for Mobile Devices

D.6
Identification and
Authentication

Identification and Authentication
(Organizational Users)

Device Identification and Authentication

Identifier Management

Cryptographic Module Authentication

D.10
Physical and
Environmental
Protection

Physical Access Control

Fire Protection

Prevent flooding

D.15
System and
Communications
Protection

Application Partitioning

Transmission Integrity

Transmission Confidentiality

Cryptographic Key Establishment
and Management

Collaborative Computing Devices
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– Arithmetic > Weighted Arithmetic: Security control is conducted properly as a
whole. But, it is a state in which the important item of the corresponding field were
not conducted.

– Arithmetic < Weighted Arithmetic: Fulfillment of the important item of the corre-
sponding field in good condition.

Difference between calculate score of Arithmetic and Weighted Arithmetic is as
follow (Fig. 5).

‘K’ and ‘P’ is the power plant with largest score rise. This indicates that ‘P’ and ‘K’
power plant is investing their fund in the security area affectively according to the
characteristics of the thermal power generation sector. On the other hand, in ‘L’ and ‘V’
power plant, it showed the large drop in the score. ‘V’ and ‘L’ power plant indicate that
it does not reflect well the characteristics of thermal field. The above facilities need
security investment as following direction. Weighted Arithmetic reflects the domain
influence to other domains. This means does not mean that there is no increase in a
simple score rise. When investment is applies at the domain of high specific area, there
is a synergistic effect of the security control proceeds substantially in other domains.

Therefore, a high degree of contribution to an increase in security overall effect
security investment is showed. It is necessary to concentrate investment in domain of
the top four.

– D.1 Access Control
– D.5 Contingency Planning

Fig. 5. Comparison graph of Arithmetic and Weighted Arithmetic
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– D.14 System and Services Acquisition
– D.16 System and Information Integrity.

3.3 Summary of Simulation

Integrating above results is possible to decision-making on security investments. ‘L’
power plant for example, need to take complementary measures from M/SR/R and
Weighted Arithmetic standpoint. First, if the domain is showed on both formula, it is
the first to be considered. Then, it is possible by calculating the Weight of Domains and
Mandatory ratio of C.B.I, to determine the priority of investment as follows.

1. D.1 Access Control
2. D.10 Physical and Environmental Protection
3. D.5 Contingency Planning
4. D.15 System and Communications Protection
5. D.6 Identification and Authentication
6. D.14 System and Services Acquisition
7. D.16 System and Information Integrity.

This accuracy and depth is less when compared with Risk Analysis. However, this
will take least cost, simplified and assessed in rapid rate when applied to all institutions.
Thus, it is possible to effectively invest in security.

4 Process of Using Advanced Security Assessment

A.S.A can be used in following process (Fig. 6).

Prior management list is deducted after performing Advanced Security Assessment
through Arithmetic, C.B.I and Weighted Arithmetic. With the result of Advanced
Security Assessment, organization will make the means to improve the security status
of the domain based on the priority. Among the control items that is positioned in high
priority domain, organization will consider their security investment capacity to select
the control item. Then, improvement will be conducted based on the selected control
item. After the improvement, organization will once again perform Advanced Security
Assessment. In the process of performing Advanced Security Assessment, C.B.I will be

Fig. 6. Process of using Advanced Security Assessment
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edited and weight is recalculated. This paper suggest that effective and efficient security
management is possible when Advanced Security Assessment is applied in the cycle.

5 Conclusion

As simulated above, each formula is able to support the decision making for security
measure. We must deal with mandatory item first in the C.B.I. If we do not take a
security measure of mandatory item, the facility will face critical problem. After that,
we take a measure of strongly recommended item and recommended item in sequence.
Also, we are able to cut low weighted domain out the priority of measurement and can
deal with high weighted domain first. If the high weighted domain is improved, we will
be able to take the measure of the low weighted domain. This way, facilities will
improve the effect of security investment.

Although the risk analysis is precise, in reality, it is almost impossible to analyze
risk of all the organizations periodically. However, utilizing this formula makes it
possible to make assessment per year or half-year. And through assessment, it is also
possible to set directions of security management.

Advanced security assessment is able to compensate the weakness of existing
fragmentary security assessment. And it is able to present the whole view of security
status based on industrial character.

Furthermore, this assessment not only applicable to thermal power station but also
whole of energy industry and critical infrastructure.
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Abstract. The presentation entitled ICS Spear Phishing, held at the 2013
edition of Digital Bond’s Supervisory Control and Data Acquisition (SCADA)
Security Scientific Symposium (S4) demonstrated that an attacker could employ
a spear phishing attack to obtain rights to the accounts of the Industrial Control
System (ICS) administrators or technicians. Motivated by this announcement,
this paper analyzes the definition, principle, and problem of spear phishing,
which is a social engineering attack. Furthermore, the need for countermeasures
to the attack was presented. Attacks with spear phishing are gradually increased,
but the existing system used in many organizations (e.g. e-mail filtering system)
cannot follow the trend utilized by most attackers. Also, organizations have yet
to establish adequate countermeasures, much less any standards for the coun-
termeasures, to the problem of spear phishing. There is an urgent need to
accomplish these objectives because the attack is gradually evolving. In sum-
mary, this paper advocates the awareness of the spear phishing threat and the
implementation of countermeasures such as security education or simulation.
In addition, it suggests on how to carry out the simulation effectively and how to
quantify the gathered data.

Keywords: Phishing � Social engineering � Policy � Simulation

1 Introduction

Spear phishing, named after a fishing method, refers to an attack used to steal the
personal information of a specific target such as a senior government executive or a
military officer.

This new type of phishing (spear phishing) has appeared as the damage caused by
preexisting phishing attacks increased. The defining characteristic of spear phishing is
that the attack is targeted on specific purpose. So the attackers can obtain information in
advance from posts on a user’s blog or his LinkedIn and Facebook pages. Utilizing this
data, an attacker can send an e-mail containing information relevant to the target, as
well as a payload in the form of a file or URL link. If the target opens or downloads the
file, or clicks on the URL, the attackers can obtain personal or financial information on
the target.

Spear phishing poses a serious threat to corporations owing to the possibility of
access to trade secrets and other classified information. This issue was underscored by
the ICS Spear Phishing announcement made at the 2013 edition of Digital Bond’s
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SCADA Security Scientific Symposium (S4) [1, 13]. The data presented indicates that
a quarter of the ICS asset owners who participated in the spear-phishing mail test
clicked the link. If they did not have an updated security patch, the attacker could
obtain access rights to their system. Moreover, according to the 2013 news report, spear
phishing is a social issue owing to the estimated significant damage produced by the
attack. Reference [2] Based on an analysis of the Phishing Activity Trends Report 2013
(Table 1, Fig. 1), the percentage of spear phishing attempts increased from 35 % to
73 %. In addition, the attacks initiated on sites that do not utilize port 80 have increased
steadily (Table 1, Fig. 2) [3–6].

In spite of these problems, corporations have yet to establish any security policy or
standard operating procedures.

2 Concepts, Model, and/or Methodology

Even though they are not legally obligated to do so, several organizations perform
simulations to assess their defense against malicious mail. The common procedures
employed during the simulations are as follows. First, all members of an organization
receive a malicious mail without any advance notice. Second, if a member clicks on the
malicious URL or downloads the attached file, a warning mail should be sent to him (or
her). As illustrated in Fig. 3, in spear phishing, the target is decided in advance. Since
the adversary researches the environment of the target beforehand, the probability of a
successful attack is high. Furthermore, because it is difficult to capture the adversary,
the best method for an e-mail account owner to avoid the attack is to be careful and
with cautious.

Table 1. Phishing Activity Trends Report 2013 (1st quarter-3rd quarter), Phishing Activity
Trends Report 2012 (4th quarter) [3–6].

(UNIT: %)

Contain some form of target name in URL

No hostname; only IP address

Percentage of sites not using port 80

Contain some form of target name in URL

No hostname; only IP address

Percentage of sites not using port 80

January

50.03

1.84

1.36

July

35.24

0.15

0.04

February

50.75

1.92

2.33

August

73.51

3.20

0.32

March

55.89

5.24

0.64

September

56.22

1.73

0.86

April

50.92

4.57

0.38

October

60.31

1.63

0.30

May

57.45

5.23

0.45

November

54.23

1.87

0.24

June

51.52

5.26

0.80

December

53.59

1.93

1.04
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Thus, it is crucial to introduce some policy with consideration of phishing attack’s
characteristic as described in Fig. 4 which shows policy making processes.

In this paper, the author tries to design simulation score system model after ana-
lyzing the principle of spear phishing attacks to overcome limitation of existing e-mail
filtering system. After performing the simulation score system modeling, classify the
people who read the e-mail, downloaded the file, and reported the e-mail. Based on
the compiled data, utilize the statistics to provide additional security education and
enhance security regulations [12].

In addition, privileged members such as the database server administrator should
construct a virtual environment to minimize the damage to an organization’s assets in
the case of infection by malicious e-mails. Furthermore, monitoring technologies such
as intrusion detection systems (IDS) and intrusion prevention systems (IPS) should be
employed for the initial detection of these attacks [16].

Fig. 1. Number of unique phishing websites detected [3–6]

Fig. 2. Target name in URL and percentage of sites not using port 80 [3–6]
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3 Experiments, Simulation, and/or Analysis

According to the analysis of Trend Micro, trusted and frequently utilized filename
extensions such as .RTF, .XLS, and .ZIP are commonly employed in spear phishing
attacks (Fig. 5). In addition, the attacker frequently changes the URL leading to the
malicious sites [14, 15, 17].

Therefore, policies concerning the simulations, including their timing, target and
period, must be mandated prior to any further attacks (Fig. 6).

The simulation timing is determined in advance to be once a quarter or at a specific
date.

If a simulation is performed regularly, it should be conducted four times a year, and
if the simulation score does not at least match a standard score, the frequent simulation
is carried out. In this scenario, the simulation time is performed at a particular date such
as a personnel change time, evaluation time, year-end adjustment period, the budget
cleanup time, payday of month, and the date of previous occurrence of a distributed
denial of service (DDoS) attack. If an e-mail simulation is to be performed at a specific
date, it should be similar to the actual attack.

If a simulation is performed regularly, that process should be conducted at the
corporate level. If, however, a simulation is performed frequently, the targets of evo-
lution will be the issued team and the other team members will be randomly chosen.

Fig. 3. Spear Phishing attack scenarios [11]

Fig. 4. Policy making processes
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For example, during a personnel change, the targets of evolution are the human
resources team and the randomly chosen members belong to another team such as the
administrating department, planning department, or sales department. The various
members should occupy diverse roles.

The proportion of the chosen members should differ according to the size of the
organization. If a corporation employs more than 1000 employees, the proportion of
the other department members should be 10 % of all employees. In the case of 300 to
1,000 employees (mid-sized organization), the proportion of the other department
members chosen should be 7 % of all employees. For a small to mid-sized organization
of 20 to 300 employees, the proportion of other department members chosen should
be 5 % of all employees. A small business, with fewer than 10 employees, should chose
3 % of all employees from the other department members. The proportion of the
randomly chosen members should be based on the numbers given above, but can
be adjusted within a 1 % margin.

Finally, if the simulation is performed regularly, it should be implemented and
completed within a week from having written the e-mails to having collected the con-
tents. On Day 1, e-mails are written and sent to the members; then, the data from the
simulation e-mails are collected from Day 2 until the morning of Day 5. On Day 5,
the gathered data are compiled to obtain the statistics encompassing categories such as
the number of people who downloaded the file, clicked the link, and ran the file in the
e-mail. Once the statistics have been reported, the simulation ends.

Fig. 5. Top attached file types of spear-phishing in e-mail
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However, an organization performs different types of operations, and it may be the
case that the simulation constitutes another considerable task. If the regular simulation
is the main simulation, and the result of the statistical calculation does not exceed the
standard infection rates, the frequent simulation can be omitted. On the other hand, if
the infection rates are higher than the infection rates of other organizations, the frequent
simulation can be performed. Thus, this scoring procedure, which could be mandated
by policy, incentivizes or penalizes an organization based on its performance.

Fig. 6. Simulation procedures and standards

Fig. 7. Simulation score system modeling
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For example, assume an organization hires 100 employees, having 20 members
each in five departments.

After simulation, each department imposes a 0.5 point penalty to each member who
read the mail, a 0.5 + 0.5 * 0.5 point penalty to the ones who downloaded the attached

Table 2. Example of simulation scores system

(Continued)
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file, a 1 point penalty to the ones who clicked the link, or who executed the attached file.
The penalty points are then deducted from 100 (the standard number of points) and
added to the product of the number that members who reported the spam mail and

Table 2. (Continued)
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10 % (0.1) (Fig. 7, Table 2). The departments whose total number falls below the
average should be instructed to simulate frequently until the score is above average
(Table 3).

Table 2 describes an example of executing the regular test on an organization which
consists of 5 departments (each department has 20 members). The average score of this
organization is 51.975, and department B and D’s scores are under the average.
Therefore, these two departments should be the subject for occasion test.

Table 3 is an example of executing the occasion test for department B.
Before testing, testers have to consider the different objective scores for each

organization, since the methods used in the spear phishing attack differ by the char-
acteristic, size, security level of target organization. This objective score means the
minimum level of security that organization should maintain.

First, the level of security for target organization is calculated by conducting
simulation score system suggested in this paper. And then target organization decides
the objective goal that needs to be maintained to counter phishing attacks.

With accumulating the data by conducting tests for several years, analyzing the
level of security by departments would be easier. Additionally, an organization can
determine the criteria for regular test to prevent spear phishing attacks if it is possible to

Table 3. Example of the Simulation results belonging to the department with below average
results
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get data from other organizations. The method suggested in this paper is quite useful
when it comes to organizing budget on security and education to prevent future spear
phishing attacks.

4 Conclusions

On the surface this paper contains information on the definition, attack principle,
problem, and severity of spear phishing attack appear to be well-recognized. However,
no security countermeasures to spear phishing have been established and users are left
with the suggestion that they should read emails carefully.

The customary method is not sufficient to counteract the spear phishing attack.
(E-mail filtering system etc.) Therefore, the author suggests utilizing existing e-mail
filtering system used by organization as the effective countermeasure against the spear
phishing attack. It took the form of a policy that mandated a simulation that mimicked
the real-world environment as closely as possible. Detailed information pertaining to
the spear phishing attack, such as collection procedures of data, timing, and target was
prepared, and the damage caused by spear phishing was presented numerically. These
figures were utilized to determine security awareness and educational status, as well as
to provide a means to frequently update these measures.

The proposed simulation is the best policy to counteract the spear phishing attack,
from large to small organizations. It is the authors’ belief that mandatory enforcement
of the proposed simulation will prove to be the most effective method of preventing the
attack within the shortest time frame. Future work will involve considering how the
proposed simulation procedure will be mandated by policy.

Acknowledgements. This work was supported by the IT R&D program of MSIP/KEIT
[010041560, A development of anomaly detection and a multi-layered response technology to
protect an intranet of a control system for the availability of pipeline facilities].
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