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Preface

This booklet presents a collection of essays and discussion or white
papers on Big Data, the ongoing Digital Revolution and the emer-
gent Participatory Market Society. These have been written since
the year 2008 in anticipation of and response to the financial and
other crises. While we have seen a pretty peaceful period after the
fall of the Berlin Wall in 1989, the world seems to have increasingly
destabilized in the aftermath of September 11, 2001.

If we want to master the related challenges, we must analyze the
underlying problems and change the way we manage our techno-
socio-economic systems.

I would like to thank many friends and colleagues, in
particular the worldwide FuturICT community, for the inspiring
discussions and the continued support. I am also grateful to
Stefano Balietti, James Breiding, and Markus Christen for their
reprint permissions regarding two of the chapters in this booklet.

November 2014 Dirk Helbing
Zürich
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1
Introduction−−Have We
Opened Pandora’s Box?

This chapter first appeared in the FuturICT Blog on September 10,
2014, see http://futurict.blogspot.ch/2014/09/have-we-opened-
pandoras-box_10.html, and is reproduced here with minor stylistic
improvements. Acknowledgments: I would like to thank many friends
and colleagues, in particular the world-wide FuturICT community,
for the inspiring discussions and the continued support. I am also
grateful to Stefano Balietti, James Breiding, and Markus Christen for
their reprint permissions regarding two of the chapters in this booklet.

1.1 Global Financial, Economic and
Public Spending Crisis

The first of the contributions in this booklet dates back to March
2008, when Markus Christen, James Breiding and myself became
concerned about the stability of the financial system that we felt
urged to write a newspaper article to alert the public (see the En-
glish translation in Chap. 4). Unfortunately, at that time, the
public was not ready to listen. Newspaper editors found our anal-
ysis too complex. We responded that a financial crisis would be
impossible to prevent, if newspapers failed to explain the com-
plexity of problems like this to their audience. Just a few months
later, Lehmann Brothers collapsed, which gave rise to a large-scale
crisis. It made me think about the root causes of economic prob-
lems [1–4] and of global crises in general [5, 6] (see Chaps. 4, 5,

© Springer International Publishing Switzerland 2015
D. Helbing, Thinking Ahead—Essays on Big Data, Digital Revolution,
and Participatory Market Society, DOI 10.1007/978-3-319-15078-9_1
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2 Thinking Ahead—Essays on Big Data . . .

and 7). But my collaborators and I saw not only the financial crisis
coming. We also voiced the surveillance problem early on and the
political vulnerability of European gas supply. We studied conflict
in Israel, the spreading of diseases, and new response strategies to
earthquakes and other disasters. Shortly after, all of this turned
out to be highly relevant, almost visionary.

When I attended a Global Science Forum in 2008 organized
by the OECD [7], most people still expected that the problems in
the US real estate market and the banking system could be fixed.
However, it was already clear to me and probably also to many
other complexity scientists that they would cause cascade effects
and trigger a global economic and public spending crisis, which
we would not recover from for many years. At that time, I said that
nobody understood our financial system, our economy, and our
society well enough to grasp the related problems and to manage
them successfully. Therefore, I proposed to invest into a large-scale
project in the social sciences—including economics—in the very
same way as we have invested billions into the CERN elemen-
tary particle accelerator, the ITER fusion reactor, the GALILEO
satellite system, space missions, astrophysics, the human genome
projects, and more. I stressed that, in the twenty-first century,
we would require a “knowledge accelerator” to keep up with the
pace at which our societies are faced with emerging problems [8].
Today, business and politics are often based on scientific findings
that are 30 to 50 year old, or not based on evidence at all. This
is not sufficient anymore to succeed in a quickly changing world.
We would need a kind of Apollo project, but not one to explore
our universe—rather one that would focus on the Earth and what
was going on there, and why.
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1.2 Need of a ‘‘Knowledge
Accelerator’’

As a consequence, the VISIONEER support action funded by the
European Commission (http://www.visioneer.ethz.ch) worked
out four white papers proposing large-scale data mining, social
supercomputing, and the creation of an innovation accelerator
[9]. Already back in 2011, VISIONEER was also pointing out
the privacy issues of modern information and communication
technologies, and it even made recommendations how to address
them [10].

Then, in response to the European call for two 10-year-long
one billion EURO flagship projects in the area of Future Emerg-
ing Technologies (FET), the multi-disciplinary FUTURICT
consortium was formed to turn this vision into reality (see
http://www.futurict.eu). Thousands of researchers world-wide,
hundreds of universities, and hundreds of companies signed up
for this. 90 million € matching funds were waiting to be spent in
the first 30 months. But while the project was doing impressively
well, to everyone’s surprise it was finally not funded, even though
we proposed an approach aiming at ethical information and com-
munication technologies [10, 11], with a focus on privacy and
citizen participation [12].

This possibly meant that governments had decided against Fu-
turICT’s open, transparent, participatory, and privacy-respecting
approach, and that they might invest in secret projects instead.
If this were the case, a worrying digital arms race would result.
Therefore, while spending my Easter holidays 2012 in Sevilla, I
wrote a word of warning with the article “Google as God?” (see
Chap. 9). Shortly later, Edward Snowden’s revelations of global
mass surveillance shocked the world, including myself [13]. These
unveiled past and current practices of secret services in various
countries and criticized them as illegal. Even though an informed
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reader could have expected a lot of what was then reported, much
of it just surpassed the limits of imagination.

The sheer extent of mass surveillance, the lack of any limits to
the technical tools developed, and the way they were used fright-
ened and alarmed many citizens and politicians. The German
president, Joachim Gauck, for example, commented: “This af-
fair [of mass surveillance] concerns me a lot. ... The worry that
our phone calls and emails would be recorded and stored by a
foreign secret service hampers the feeling of freedom—and with
this there is a danger that freedom itself will be damaged.” [14]
Nevertheless, many important questions have still not been asked:
How did we get into this system of mass surveillance? What was
driving these developments? Where will they lead us? And what if
such powerful information and communcation technologies were
misused? Such questions will be addressed in this booklet.

1.3 We are Experiencing a Digital
Revolution

One of the important insights is: We are in the middle of a digital
revolution—a third industrial revolution after the one turning
agricultural societies into industrial ones, and these into service
societies. This will fundamentally transform our economy and
lead us into the “digital society” [15]. I claim that not only the
citizens haven’t noticed this process early enough, but also most
businesses and politicians. By the time we got a vague glimpse of
what might be our future, it had already pervaded our society, in
the same way as the financial crisis had infected most parts of our
economy. Again, we have difficulties to identify the responsible
people—we are facing a systemic issue.

Rather than blaming companies or people, my effort is to raise
awareness for the implications of the techno-socio-economic
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systems we have created: intended and unintended, positive and
negative ones, and to point the way to a brighter future. As it
turns out, we do in fact have better alternatives. But before I
discuss these, let me first give a reasonably short summary of
the current insights into the side effects of information and
communication technologies, as far as they must concern us.

1.4 Threats to the Average Citizen

Let me begin with the implications of mass surveillance for citi-
zens. It is naive and just wrong to assume mass surveillance would
not matter for an average citizen, who is not engaged in any
criminal or terrorist activities. The number of people on lists of
terror suspects comprises a million names [16]—other sources
even say a multiple of this. It became known that these lists con-
tains a majority of people who are not terrorists nor linked with
any. Furthermore, since friends of friends of contact persons of
suspects are also under surveillance, basically everyone is under
surveillance [17].

Of course nobody would argue against preventing terrorism.
However, mass surveillance [18] and surveillance cameras [19]
haven’t been significantly more effective in preventing crime and
terror than classical investigation methods and security measures,
but they have various side effects. For example, tens of thousands
of innocent subjects had to undergo extended investigation proce-
dures at airports [20]. In connection with the war on drugs, there
have even been 45 million arrests [21], where many appear to be
based on illegal clues from surveillance [22]. Nevertheless, the war
on drugs has failed, and US Attorney General Eric Holder finally
concluded: “Too many Americans go to too many prisons for far
too long, and for no truly good law enforcement reason” [23].
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Recently, many people have also been chased for tax evasion.
While I am not trying to defend drug misuse or tax evasion, we
certainly see a concerning transition from the principle of assumed
innocence to a situation where everyone is considered to be a po-
tential suspect [24]. This is undermining fundamental principles
of our legal system, and implies threats for everyone. In an over-
regulated society, it is unlikely that there is anybody who would
not violate any laws over the time period of a year [25]. So, ev-
eryone is guilty, in principle. People (and companies) are even
increasingly getting into trouble for activities, which are legal—
but socially undesirable, i.e. we are increasingly seeing phenomena
comparable to “witch hunting.” For example, in December 2013,
thousands of people got sued by a law firm for watching porn
[26]. For the first time, many people became aware that all of
their clicks in the Internet were recorded by companies, and that
their behavior was tracked in detail.

1.5 Threats so Big that One Cannot
Even Talk About Them

On the side of the state, such tracking is being justified by the de-
sire to prevent danger to society, and child pornography is often
given as one of the reaons. Again, nobody would argue against the
need to protect children from misuse, but this time the subject is
even so taboo that most people are not even aware of what exactly
one is talking about. You can’t really risk to look up information in
the Internet, and you are advised to delete photographs depicting
yourself when you were a child. Only recently, we have learned that
Internet companies report thousands of suspects of child pornog-
raphy [27]. It is not known what percentage of these people have
ever touched a child in an immoral way, or paid money for uneth-
ical pictures or video materials. This is particularly problematic, as
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millions of private computers are hacked and used to send spam
mails [28]; illegal material might easily be among them.

Note that passwords of more than a billion email accounts
have been illegally collected, recently [29]. This might imply that
almost everyone living in a first world country can be turned into a
criminal by putting illegal materials on one of their digital devices.
In other words, if you stand in somebody’s way, he or she might
now be able to send you to prison, even if you have done nothing
wrong. The evidence against you can be easily prepared. Therefore,
your computer and your mobile device become really dangerous
for you. It is no wonder that two thirds of all Germans don’t trust
that Internet companies and public authorities use their personal
data in proper ways only; half of all Germans even feel threatened
by the Internet [30].

1.6 Are we Entering an Age of
Discrimination?

On the side of big business, our clicks are being collected for the
sake of personalized advertisements, but also to make cash in ways
that are highly problematic. Whenever you apply for a loan or a
health insurance, between 3000 and 5000 personal data about you
might be used to determine the rate you have to pay—or whether
you get an offer at all. You would probably be shocked to see what is
known about you, and how many thousands or millions of people
in the world have access to these data. The people looking into our
sensitive personal data, including health data, range from secret
services over border police to banks and insurance companies to
the businesses that sell and provide advertisements.

While these data are collected even if you don’t implicitly agree
to share them (by accepting the terms of use of a software, browser,
or app), it has become common to apply them in increasingly
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more business areas. Some of the data that were collected with-
out informed consent may be “whitewashed” by intermediary data
providers buying illegal data and declaring their legal origin (“data
laundry”). Personal data are used, for example, to make personal-
ized offers when buying products on the Internet. In fact, offered
products and prices now often depend on your country, neigh-
borhood, and salary. In other words, if you live in the “wrong
neighborhood,” you may have to pay a higher price, and if you
don’t walk enough or if you frequently eat at fastfood restau-
rants, your life insurance may be more expensive. In other words,
discrimination will increasingly become an issue (see Chap. 11).
Besides, about half of the personal data sets contain mistakes [31].
As a consequence, you will get wrong offers without any chance
to check and challenge them. It is obvious that we have currently
a great lack of transparency, and also of mechanisms to get wrong
data corrected.

1.7 Threats to Companies

But the age of Big Data is not only becoming a threat to citizens.
The same applies to companies as well. There is an increasing
risk of espionage of sensitive trade secrets. For example, it has
been proven that intellectual property of the Enercon company
was stolen and patented by a competing company [32]. One may
wonder, how such cyber espionage works, but most computer
systems are more vulnerable than one would think [33]. Every
hour, there are thousands of cyberattacks, and it is often just a
matter of time until one of them succeeds. It does not have to
be a secretary who opened a virus or trojan horse attachment of
an email. Stuxnet, for example, was even able to reach computers
that are not directly connected to the Internet [34]. Any USB
port may be a problem [35], too, and even your water boiler in
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the kitchen [36], not to talk about hardware backdoors [37, 38]
or software vulnerabilities such as zero day exploits, which may
spread by autoupdates [39].

Most mobile devices can be easily hacked [40], and the
xKeyscore program is said to be able to follow the correspondence
of any known e-mail address, and even keyboard entries as you
type [41] (which also means that there is probably no safe pass-
word). As there are about a million people who have (had) access
to data on the same level as Edward Snowden [42], among them
mostly people working for private companies, business espionage
may not necessarily involve government employees. It could as
well be done by employees of private businesses with privileged
access to the information infrastructure of a secret service or just
similar technology. Encryption is only a partial protection. Many
encryption methods have been weakened [43], not to talk about
problems such as the heartbleed bug [44] or interfaces for remote
service access [45]. This has made sensitive data, such as money
transfers or health data highly vulnerable. The providers face in-
creasing difficulties to guarantee data security. Many companies
recently had to report the theft of sensitive data, and the same
applies to public authorities, including the military [46].

1.8 Political and Societal Risks

However, the age of Big Data also implies considerable political
and societal risks. The most evident threat is probably that of
cyberwar, which seriously endangers the functionality of critical
infrastructures and services. This creates risks that may materialize
within milliseconds, for extended time periods, and potentially for
large regions [47]. Therefore, the nuclear response to cyberattacks
is considered to be an option [48]. Some countries also work on
automated programs for responsive cyberattacks [49]. However,
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as cyberattacks are often arranged such that they appear to origi-
nate from a different country, this could easily lead to responsive
counterstrikes on the wrong country—a country that has not been
the aggressor.

But there are further dangers. For example, political careers
become more vulnerable to what politicians have said or done
many years back—it can all be easily reconstructed. Such prob-
lems do not require that these people have violated any laws—it
might just be that the social norms have changed in the mean-
time. This makes it difficult for personalities—typically people
with non-average characters—to make a political career. There-
fore, intellectual leadership, pointing the way into a different,
better future, might become less likely.

At the same time, Big Data analytics is being used for person-
alized election campaigns [50], which might determine a voter’s
political inclination and undermine the fundamental democratic
principle of voting secrecy. With lots of personal and social media
data it also becomes easier to give a speech saying exactly what
the people in a particular city would like to hear—but this, of
course, does not mean the promises will be kept. Moreover, if
the governing political leaders have privileged access to data, this
can undermine a healthy balance of power between competing
political parties.

1.9 Are the Secret Services
Democratically well Controlled?

It has further become known that secret services, also in demo-
cratic countries, manipulate discussions in social media and
Internet contents, including evidence, by so-called “cyber ma-
gicians” [51]. In South Korea, the prime minister is even said
to have been tweeted into office by the secret services [52]. But
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not always are secret services playing in accord with the ruling
politicians. In Luxembourg, for example, it seems they have ar-
ranged terror attacks (besides other crimes) to get a higher budget
approved [53]. They have further spied on Luxembourg’s prime
minister Jean-Claude Juncker, who lost control over the affair and
even his office. One may therefore hope that, in his current role
as the president of the European Commission, he will be able
to establish proper democratic control of the activities of secret
services.

In fact, there is a serious but realistic danger that criminals
might gain control of the powers of secret services, who should be
protecting the society from organized crime. Of course, criminals
will always be attracted by Big Data and cyber powers to use
them in their interest, and they will often find ways to do so. In
Bulgaria, for example, a politician is said to have been trying to
gain control over the country’s secret services for criminal business.
The Bulgarian people have been demonstrating for many weeks
to prevent this from happening [54].

1.10 What Kind of Society are we
Heading to?

Unfortunately, one must conclude that mass surveillance and Big
Data haven’t increased societal, econonomic, and cyber security.
They have made us ever more vulnerable. We, therefore, find our
societies on a slippery slope. Democracies could easily turn into
totalitarian kinds of societies,1 or at least “democratorships,” i.e.
societies in which politicians are still voted for, but in which the

1 Just imagine the mass surveillance data would get in control of extreme political
parties, and they would use these to terrorize the people. Germany has had a Nazi
and a Stasi regime, and knows, how terrible this can end.
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citizens have no significant influence anymore on the course of
events and state of affairs. The best examples for this are proba-
bly the secret negotiations the ACTA and TTIP agreements, i.e.
laws intended to protect intellectual property and to promote free
trade regimes. These include parallel legal mechanisms and court
systems, which would take intransparent decisions that the public
would nevertheless have to pay for.

It seems that traditional democracies are more and more trans-
formed into something else. This would perhaps be ok, if it
happened through an open and participatory debate that takes
the citizens and all relevant stakeholders on board. In history,
societies have undergone transformations many times, and I be-
lieve the digital revolution will lead us to another one. But if
politicians or business leaders acted as revolutionaries trying to
undermine our constitutional rights, this would sooner or later
fail. Remember that the constitution—at least in many European
countries—explicitly demands from everyone to protect privacy
and family life, to respect the secrecy of non-public information
exchange, to protect us from misuse of personal data, and to
grant the possibility of informational self-determination, as these
are essential functional preconditions of free, human, and liv-
able democracies [55]. The secret services should be protecting
us from those who question our constitutional rights and don’t
respect them. Given the state of affairs, this would probably re-
quire something like an autoimmune response. It often seems
that not even public media can protect our constitutional rights
efficiently. This is perhaps because they are not able to reveal is-
sues that governments share with them exclusively under mutually
agreed confidence.
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1.11 ‘‘Big Governments’’ Fueled by
‘‘Big Data’’

In the past years, some elites have increasingly become excited
about the Singaporian “big government” model, i.e. something
like an authoritarian democracy ruled according to the principle
of a benevolent, “wise king,” empowed by Big Data [56]. As
logical as it may sound, such a concept may be beneficial up
to a certain degree of complexity of a society, but beyond this
point it limits the cultural and societal evolution (see Chaps. 9
and 13). While the approach to take decisions like a “wise king”
might help to advance Singapore and a number of other countries
for some time, in a country like Germany or Switzerland, which
gain their power and success by enganging into balanced and fair
solutions in a diverse and well-educated society with a high degree
of civic participation, it would be a step backwards. Diversity and
complexity are a precondition for innovation, societal resilience,
and socio-economic well-being [15]. However, we can benefit
from complexity and diversity only if we allow for distributed
management and self-regulating systems. This requires to restrict
top-down control to what cannot be managed in a bottom-up
way. That is, where the transformative potential of information
and communication systems really is: information technology can
now enable the social, economic and political participation and
coordination that was just impossible to organize before.

It is now the time for a societal dialogue about the path that
the emerging digital society should take: either one that is author-
itarian and top-down, or one that is based on freedom, creativity,
innovation, and participation, enabling bottom-up engagement
[57]. I personally believe a participatory market society is offering
the better perspectives for industrialized services societies in the
future, and that it will be superior to an authoritarian top-down
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approach. Unfortunately, it seems we are heading towards the lat-
ter. But it is important to recognize that the dangers of the current
Big Data approach are substantial, and that there is nobody who
could not become a victim of it. It is crucial to understand and
admit that we need a better approach, and that it was a mistake
to engage into the current one.

1.12 We Must Move Beyond
September 11

The present Big Data approach seems to be one of the many conse-
quences of September 11, which did not change our world to the
better. By now, it has become clear that the “war on X” approach—
where “X” stands for drugs, terror, or other countries—does
not work. Feedback, cascade and side effects have produced
many unintended results. In the meantime, one is trying to find
“medicines” against the side effects of the medicines that were
applied to the world before.

The outcome of the wars on Iraq and Afghanistan can hardly
be celebrated as success. We rather see that these wars have desta-
bilized entire regions. We are faced with increased terrorism by
people considering themselves as freedom fighters, a chaotic af-
termath of Arab spring revolutions, devastating wars in Syria,
Israel and elsewhere, an invasion of religious warriors, increased
unwelcomed migration, poverty-related spreading of dangerous
diseases, and larger-than-ever public spending deficits; torture,
Guantanamo, secret prisons, drones and an aggressive cybersecu-
rity approach have not managed to make the world a safer place
[58]. As these problems demonstrate, globalization means that
problems in other parts of the world will sooner or later affect us
[59].
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In other words, in the future we must make sure that, if we want
to have a better and peaceful life, others around us will also need
to find peaceful and reasonable living conditions. To better un-
derstand the often unexpected and undesirable feedback, cascade
and side effects occurring in the complex interdependent systems
of our globalized world, it is important to develop a Global Sys-
tems Science [5]. For example, it has been recently pointed out,
even from unexpected sides such as Standard and Poor’s, that too
much inequality endangers economic and societal progress [60].
It is also important to recognize that respect and qualified trust are
a more sustainable basis for socio-economic order than power and
fear [61] (see Chap. 10). I believe the dangerous aspect of mass
surveillance is that its impact will become obvious only over a time
period of many years. By the time we notice this, it might be too
late to protect us from harm. Like nuclear radiation, one cannot di-
rectly feel the effects of mass surveillance, but it nevertheless causes
structural damages—in this case to democratic societies. Mass
surveillance undermines trust and legitimacy. However, trust and
legitimacy are the fabric that keeps societies together—they create
the power of our political representatives and public institutions.
Without trust, a society becomes unstable.

1.13 What Needs to be Done

It is not unreasonable to be afraid of the “genie out of the bottle”
that mass surveillance released. Some people consider it to be one
of the things that escaped from Pandora’s Box in the aftermath
of September 11. But hope never dies. What can we do? First
of all, to ensure accountability, it seems necessary to record each
access to personal data (including the computational operation
and the exact data set it was executed on). Second, one must
restore lost trust by the public, which requires a sufficient level of
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transparency. For example, the log files of data queries executed
by secret services and other public authorities would have to be
accessible to independent and sufficiently empowered supervising
authorities.

Similarly, log files of data queries executed by companies should
be regularly checked by independent experts such as qualified sci-
entists or citizen scientists. To be able to trust Big Data analytics,
the public must know that it is scientifically sound and compliant
with the values of our society and constitution. This also requires
that users, customers, and citizens have a right to legally challenge
results of Big Data analytics. For this, Big Data analytics must be
made reproducible, such that the quality and law compliance of
data mining results can be checked by independent experts.

Furthermore, it should be ensured that the power of Big Data
is not used against the legitimate interests of people. For example,
I recommend to use it to enable people, scientists, companies
and politicians to take better decisions and more effective actions
rather than applying it for the sake of large-scale law enforcement.
The use of Big Data for criminal investigation should, therefore,
be restricted to activites that endanger the foundations of a well-
functioning society. It might further be necessary to punish data
manipulation and data pollution, no matter who engages in it
(including secret services).

Given the many instances of data manipulation today, data
traces should not be considered as pieces of evidence themselves.
Furthermore, for the sake of just and legitimate sanctioning sys-
tems, it must be ensured that sanctions are not applied in an
arbitrary and selective way. In addition, the number of criminal
investigations triggered by data analytics must be kept low and
controlled by the parliament. Otherwise, in an over-regulated so-
ciety, Big Data analytics might be misused by the elites to shape
the society according to their taste—and this would surely end
in a disaster sooner or later. In particular, the use of Big Data
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should not get into the way of freedom and innovation, as these
are important functional success principles of complex societies.

It is also important to recognize that the emergent digital so-
ciety will require particular institutions, as it was also the case for
the industrial and the service societies. This includes data infras-
tructures implementing a “new deal on data” [62], which would
give users control over their own data and allow them to ben-
efit from profits created with them. This can be done with the
“Personal Data Purse” approach, which has recently been devel-
oped to comply with the constitutional right of informational
self-determination [63]. Further infrastructures and institutions
needed by the digital society will be addressed in Chap. 13.

1.14 A Better Future, Based on
Self-Regulation

Finally, I recommend to engage into the creation of self-regulating
systems. These can be enabled by real-time measurements,
which the sensor networks underlying the emerging “Internet of
Things” will increasingly allow. Interestingly, such applications
can support socio-economic coordination and order based on self-
organization, without requiring the storage of personal or other
sensitive data. In other words, the production of data and their use
for self-regulating systems would be temporary and local, thereby
enabling efficient and desirable socio-economic outcomes while
avoiding dystopian surveillance scenarios. I am convinced that this
is the information-based way into a better future and, therefore,
I will describe further details of this approach in an upcoming
book on the self-regulating digital society [64]. While the booklet
in your hands is more focused on concerns related to the current
trends and developments, the forthcoming book will be focused
on the question, what we can do to promote a “happy end.”
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2
Lost Robustness

This chapter first appeared in the NAISSANCE Newsletter under the
title ‘‘Lost Robustness’’ and is reproduced here with kind permission
of Naissance Capital and with minor stylistic improvements.

The current financial crisis is the expression of a systemic change that
has occurred in the global economy slowly but profoundly during the
last few decades. Our thesis results from an analysis of the financial
world from the perspective of the theory of complex systems (which
describes common features of social, traffic, ecnomic and ecological
systems). The key question guiding our analysis is: what properties
make the financial system robust, and therefore stable?

Is the present financial crisis different from preceding ones?
Many different answers are given to this question. However, what
is more important than the answers themselves is the validity of
the theoretical concepts, on which they are based. It is obvious
that the prevalent mathematical models of economic processes and
the risks attributed to them have failed—a failure that happened
just at the time when they would have been most needed. In our
opinion, it is not only the faulty use of risk evaluation models
that underlies this failure, but a wrong description of the financial
system itself. Since the early 1980s, the financial system has funda-
mentally changed, which must be viewed as a systemic change of
financial markets. Keywords here are the creation of new financial
instruments (e.g. derivatives), an acceleration on all process levels,

© Springer International Publishing Switzerland 2015
D. Helbing, Thinking Ahead—Essays on Big Data, Digital Revolution,
and Participatory Market Society, DOI 10.1007/978-3-319-15078-9_2

27



28 Thinking Ahead—Essays on Big Data . . .

and the removal of obstacles that formerly impeded international
capital flows.

Although the present analysis of the crisis touches these issues,
it does not well enough elaborate its systemic aspects, leaving it
inadequate and incomplete. In our opinion, it is necessary to
examine the robustness of the financial system. Robustness is a
concept from complexity theory, which in general focuses on uni-
versal patterns of behavior and development in complex systems.
We want to show that this approach is useful for an understanding
of the current crisis, because it illustrates that recent changes in
the financial system have seriously undermined its robustness.

2.1 Understanding Complex Systems

Complex systems are characterized by numerous interacting ac-
tors and factors. Examples are social, economic, or traffic systems,
as well as the behavior of crowds or ecosystems. The behavior
of these systems is often dominated by their internal dynamics.
Attempts to control them from outside frequently lead to unex-
pected and unintended results. Insights into the behavior of such
systems, however, can be gained by a three-step procedure. First,
the actors of the system and their interactions must be captured
as completely as possible and mapped into a network of causal in-
terdependencies. Second, one needs to determine the properties
of the system that are most relevant for its state and dynamics.
By specifying favourable states of the system, one can introduce a
normative element into the model. Third, one must identify the
most important external influences, which affect the system, but
are not influenced by it.

Many complex systems analyzed in this way—both natural and
artificial ones—show common general properties: For example,
there are phases during which the overall behavior of the system
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remains more or less unchanged, although interactions within
the system as well as external influences may fluctuate consider-
ably. When this is the case, the system is stable—not in the sense
that nothing happens, but that changes are restricted and foresee-
able, even if this is not intended by the individual actors. (This
system behavior may be compared with Adam Smith’s principle
of the invisible hand.) However, if certain external or internal
conditions of the system change beyond a certain threshold, the
stability can collapse. In this case, the system behavior becomes
massively different, and one speaks of a regime shift. For exam-
ple, established actors may disappear or new ones may emergence.
The corresponding systemic processes often occur in a cascade- or
avalanche-like manner, and the frequency of such extreme events
is much higher than expected. It typically follows a so-called fat-
tailed distribution rather than a normal distribution, while the
normal distribution is still the basis of most risk assessment models
today.

The ability of a system to avoid such regime shifts is called
robustness. The issue of robustness is central to an analysis of
the financial system, as it is often the interactions in a system
which determine its robustness. Moreover, in contrast to external
factors, interactions are susceptible to regulation and, thus, to hu-
man intervention. In order to understand robustness, it is helpful
to consider the stability properties of other complex systems, for
example, ecological systems. During evolution, these systems have
been exposed to numerous disturbances and nevertheless (or, in
some way, exactly for this reason) achieved an amazing stability.
Five key properties of complex systems have proved to be advanta-
geous for robustness: variety, redundancy, compartmentalization,
sparseness (i.e. a low degree of interconnectedness), and mutually
adjusted time scales of processes in the system.

Variety, i.e. the existence of different kinds of actors and the
application of different strategies in the system, enhances the
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adaptability and guarantees that not all actors face a stability cri-
sis at the same time. Redundancy allows the system to deal with
the loss of system components (e.g. actors, resources, or process
pathways). To put it simple, several safeguards must fail, before
a problem develops into a crisis. Should the trouble nevertheless
skyrocket, e.g. due to an unfortunate coincidence of several prob-
lems, compartmentalization can help: If the network underlying
the system (such as the network of interbank loans) is subdivided
into barely interdependent subnetworks, this supports a decou-
pling of the system into autonomous subsystems when needed.
In some sense, compartementalization introduces predetermined
breaking points, i.e. the idea is to transfer the principle of fuses in
electrical networks to prevent serious damage in other networks as
well. Such a strategy could avoid an epidemic spreading of trou-
ble across the entire system. Demanding sparseness complies with
the principle of decoupling, but it also considers the fact that in-
teractions between actors are costly. A system with an excessive
number of connections is, therefore, inefficient. Finally, adjusted
time scales guarantee that the processes in the system are well
coordinated, so that they do not disturbe each other.

2.2 Criticality and Lack of
Transparency

In complex systems, several destabilizing factors may be at work.
Of particular importance in this connection is an effect called self-
organized criticality. Other relevant factors are time delays and
the lack of transparency as a result of growing system complexity.
Moreover, in the case of the financial system, market mechanisms
themselves imply a certain degree of instability, as we will show.
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Self-organized criticality means that the system maneuvers itself
into a critical state. In case of the financial system, this results from
the fact that banks must compete for customers, which forces them
to take greater and greater risks. Hence, unexpected economic de-
velopments could eventually get some banks into trouble, and the
corresponding enterprises would go bankrupt or would be taken
over, which is a natural adjustment process in a free market econ-
omy. However, the process may be dangerous when many actors
simultaneously move towards a critical state, which has indeed
been the case in the current crisis. For example, banks invested
into mortgage-backed securities that promised higher net yields,
but the more mortgages were taken out, the more house prices were
driven up. Prices in the American housing market roughly dou-
bled from 2000 to 2006, while US wages increased only around
14 % in the same period. It is clear that many people could not pay
for housing at some point and that the real-estate bubble would
burst—a typical example of self-organized criticality.

The dangers of self-organized criticality can be counteracted by
the above-mentioned strategy of compartmentalization. Fighting
forest fires is a good analogy. On one hand, in areas of low inter-
vention, forest fires are frequent but spatially limited, as previous
fires create natural firebreaks. On the other hand, suppressing fires
in an early stage prevents many fires from spreading. However,
once they manage to spread, they often become uncontrollable
and result in a large-scale conflagration, because there are no nat-
ural firebreaks. The Feds monetary policy in the last few years
could be interpreted in that way: It prevented the formation of
natural firebreaks in the financial system. Furthermore, allowing
the packaging of mortgages and their global disposal permitted
around 40 % of the values related to these mortgages to circum-
vent government regulations. By this, the occurrence of fires in the
financial market was not even monitored, i.e. there was a serious
lack of transparency.
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In this context, one should be aware that, in socio-economic
systems, the lack of transparency is growing naturally. The evolu-
tion of complex systems is characterized by an increasing degree of
differentiation, which facilitates new structures and processes—
and consequently requires new experts that are able to overlook
the details of a more and more complex world. This process can
be readily observed in the globalization of the economy, in legisla-
tion and jurisdiction, and in the financial market. The increasing
level of complexity, however, eventually reduces the transparency
of the system and, thereby, its controllability. An example for this
is the creation of new and ever more complex financial products
(derivatives) that were built on previously existing ones. This in-
deed opened up new opportunities, as reflected by the enormous
expansion of the values represented in derivatives: In the spring
of 2008, derivative contracts amounted to more than $ 500 tril-
lion (two orders of magnitude more than in 1980). However,
among these were also credit-default swaps, which did not exist
a few years ago and now amounted to $ 45–60 trillion (depend-
ing on source), while they were barely attributable to real-world
economic goods—an obvious problem of transparency. More-
over, the fact that financial instruments became more and more
complex became particularly problematic as, with regard to ex-
pertise, the robustness criteria of variety (in terms of different
approaches to risk assessment) and redundancy (requiring that dif-
ferent experts investigate the same risks) were compromised: In the
last three decades, basically three enterprises—Standard & Poor’s,
Moody’s and Fitch Ratings—with a worldwide market-share of
more than 90 % have rated financial assets and valuated the under-
lying real-world economic goods. This, of course, created massive
correlations and serious herding effects among financial actors.
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2.3 Acceleration and
De-Compartmentalization

If the time scales of different processes in complex systems do not
match well, a variety of delay-related problems may occur, which
is reflected in financial systems on different levels. Let us first focus
on short time scales: When the stock market crashed, computers
sometimes did not catch up with all the requested transactions in
real time anymore. As a consequence, some orders were executed
with delays, which affected the efficiency of real-time trading.
However, when the equilibration to the fundamental value is de-
layed, this may induce over-reaction of market participants and
overshoots in the market, i.e. temporary disequilibria. In traf-
fic flows, such delays can lead to so-called phantom traffic jams,
i.e. breakdowns of free flow for no obvious reasons (such as ac-
cidents or bottlenecks would be). Why should such unexpected
breakdown effects not show up in financial markets as well?

On a longer time-scale one finds that it took months to gain
at least a partial overview of the risks and losses in the financial
system. This reflects the large degree of interconnectedness, i.e.
de-compartetmentalization, which has occurred. Since the begin-
ning of this decade, new financial products were developed at a
rapid pace. One example are securitization products, which are
composed by gathering a group of debt obligations, such as mort-
gages, into a pool, and then dividing that pool into portions that
can be sold as securities in the secondary market. In this way, par-
ticularly due to the use of multi-level securitizations, it became
decreasingly transparent, which real-world goods were actually
behind these securities. In the end, one had to rely on the affir-
mations of rating agencies. Their operation, however, was based
on the intuition that the risk could be dispersed by distribut-
ing it over different areas of economy. That approach, however,
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has rather created conditions which allowed for an unobstructed
spreading of the crisis.

This is an important point. All previous economic crises were
clearly limited in terms of the geographical region (e.g. the Asia cri-
sis affecting the rising tiger states in 1997/1998) or the economic
sector concerned (e.g. in case of the Dotcom-bubble in 2000).
Within such compartments, euphoria and panic could occur time
and again—but they were contained. In our current financial
system, however, changes in state regulation undermined com-
partmentalization. An example is the American Glass-Steagall Act
which, until it was abolished in 1999, had prevented companies
from doing both commercial and investment banking. Compart-
mentalizations like these are not only objectively important, but
also stabilizing from a psychological point of view: In times of
crisis, human decision-making tends to be rapid and based on
intuitions oriented at clearly perceivable structures of economic
reality. Compartmentalization is also a precondition to allow for
effective state legislation and to ensure, in times of crisis, that the
process of re-evaluation does not take too long.

2.4 Systemic Stability and Trust

Apart from the destabilizing factors discussed so far, financial mar-
kets have an additional, built-in destabilizing mechanism. The
possibility of profiting not only from rising stock prices but also
from falling ones (by short-selling) has important consequences.
In principle, participants can earn faster and more money when the
market goes up and down, as compared to a stable, steady-growing
market. Hence, opportunities for profits grow with market vari-
ability, which is likely to increase the volatility of stock prices.
Therefore, market mechanisms are not constructed in a way that
would support stable stock prices. They rather imply an inherent
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instability that needs to be continuously counterbalanced. This
may be compared with human walking, which can be charac-
terized by continuously counteracting the process of falling. If
this control process of continuous counter-action fails, a free fall
results, as has been recently observed in the financial system.

Such systemic instability is, of course, potentially more harm-
ful, the smaller the financial safety margins of the involved actors
are. In fact, compared to the 1980s, there has been a significant
change in this regard, for example, in the United States: U.S.
household debts, when measured in percentage of income, have
quintupled to reach a level of 130 %. The debt of US banks in-
creased up to 110 % of GDP. Given these conditions, changes in
the value of enterprises as a consequence of the systemic instability
of financial markets can have serious effects.

What makes things worse is the fact that the auction mechanism
used in financial markets mixes material values with psychology.
As we have seen, if actors lose interest in financial transactions,
prices can fall indefinitely. It is, therefore, important to consider
the social network underlying the valuation of real-world goods:
Prices in a market economy also reflect the consumers trust (or
distrust) with regard to the usefulness of the related good. This
in-priced trust is also the reason why, mathematically speaking,
economic transactions are not a zero-sum game, i.e. there are no
conservation laws for economic values comparable to the law of
energy conservation in physics. The valuation process of economic
goods is linked to a social network of interacting actors, where the
depth and duration of the interaction correlates with the degree
of trust between them. We may call this a network of trust. The
successful build-up of a trust network requires a minimum degree
of intimacy between the actors. Trust links a real-world economic
good with its price, which in this way becomes a tradable object
in the financial system.

However, also the trust network has been negatively affected in
the past years. For numerous reasons, the frequency and duration
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of interactions during the process of valuating economic goods
were reduced: Geographical distances between business partners
increased, time constraints were imposed on business transactions,
second opinions were not anymore obtained for financial reasons,
language barriers became an issue in a globalized economy, in-
centive structures within companies provoked more rapid staff
turnover, etc. The fact that investors currently hold stocks of
Nasdaq-quoted enterprises only for two months on average, while
in the 1980s, this time period was about four years - is only one
indicator of this problem: Many companies are confronted with
a new ownership structure at the time of each quarterly report
even in research-intensive sectors, where companies are required
to make long-term investments.

2.5 Utilizing Control Features of
Complex Systems

An analysis of the financial system from the viewpoint of the
theory of complex systems, therefore, reveals a much more dif-
ferentiated picture than most public debates of the crisis do. The
behavior of financial markets in early 2008 shows all the signs
of a conflagration that has gone out of control. The continuing
erosion of banks’ reserves shows that it has become unclear what
a subprime mortgage actually is and, therefore, even the name of
this crisis is quite misleading. Therefore, it is not surprising that
in early 2008, many different estimates regarding the overall need
for depreciation have been circulated—from $ 170 billion (Bank
of England) over $ 400 billion (OECD) up to $ 1 trillion (IMF)
or even more ($ 4 trillion, Goldman Sachs). These estimates differ
by more than one order of magnitude (compare also to the actual
estimates in the previous article).
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We therefore conclude that discussing whether capital injec-
tions by the central banks will be useful or not, and how large
they should be, is by far too short-sighted. Capital injections fer-
tilize a system that already has lost its stability to a large extent.
The question of how to control the system must rather focus on
the properties that are relevant for its robustness. Our analysis
of the crucial factors for robustness offers a new approach to a
better understanding of complex systems like the financial one,
and to a mitigation of crises or, ideally, even an avoidance of
them. This, however, requires a considerable expansion of cur-
rently available research capacities. ETH Zurich has, therefore,
recently set up a competence center for Coping with Crises in
Complex Socio-Economic Systems. It unites researchers from the
economic, social, natural and engineering sciences, who are com-
mitted to the modeling of social and economic systems, and to
the development of methods for their stabilization.
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3
How and Why Our

Conventional Economic
Thinking Causes Global

Crises

This chapter first appeared as FuturICT blog on April 8, 2013, see
http://futurict.blogspot.de/2013/04/how-and-why-our-conventional-
economic_8.html, and is reproduced here with minor stylistic
improvements. An extended version has been published as a paper by
Dirk Helbing and Alan Kirman (2013) Rethinking economics using
complexity theory. Real-World Economics Review 64, see
http://www.paecon.net/PAEReview/issue64/HelbingKirman64.pdf.

This discussion paper challenges a number of established views of
mainstream economic thinking that, from the perspective of complex-
ity science, seem to require a thorough revision. As Albert Einstein
pointed out: ‘‘We cannot solve our problems with the same kind of
thinking that created them.’’ Therefore, the new perspective offered
here might help to identify new solutions to a number of old economic
problems.

I believe it’s no wonder that our world is in trouble. We cur-
rently lack the global systems science that would allow us to
understand the world, which is now changing more rapidly than
we can collect the experience required to cope with upcoming
problems. We also cannot trust our intuitions, since the complex
systems we have created behave often in surprising, counter-
intuitive ways. Frequently, their properties are not determined by
their components, but by their interactions. Therefore, a strongly
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coupled world behaves fundamentally different from a weakly cou-
pled world with independent decision-makers. Strong interactions
tend to make the system uncontrollable—they create cascading
effects and extreme events.

As a consequence of the transition to a more and more strongly
coupled world, we need to revisit the underlying assumptions of
the currently prevailing economic thinking. In the following, I
will discuss ten widespread assertions, which would work in a per-
fect economic world with representative agents and uncorrelated
decisions, where heterogeneity, decision errors, and time scales
do not matter. However, they are apparently not well enough
suited to depict the strongly interdependent, diverse, and quickly
changing world, we are facing, and this has important implica-
tions. Therefore, we need to think outside the box and require a
paradigm shift towards a new economic thinking characterized by
a systemic, interaction-oriented perspective inspired by knowledge
about complex, ecological, and social systems. As Albert Einstein
noted, long-standing problems are rarely solved within the dom-
inating paradigm. However, a new perspective on old problems
may enable new mitigation strategies.

3.1 ‘‘More Networking Is Good and
Reduces Risks’’

Many human-made systems and services are based on network-
ing. While some degree of networking is apparently good, too
much connectivity may also create systemic risks and pathways
for cascading effects. These may cause extreme events and global
crises like the current financial crisis. Moreover, in social dilemma
situations (where unfair behavior or cheating creates individual
benefits), too much networking creates a breakdown of coopera-
tion and trust, while local or regional interactions may promote
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cooperation. The transformation of the financial system into a
global village, where any agent can interact with any other agent,
may actually have been the root cause of our current financial
crisis.

Countermeasures Limit the degree of networking to a healthy
amount (e.g. by a link-based progressive tax) and/or introduce
adaptive decoupling strategies to stop cascading effects and en-
able graceful degradation (including slow-down mechanisms in
crisis situations). Support the evolution and co-existence of
several weakly coupled financial systems (to reduce systemic vul-
nerability, stimulate competition between systems, and create
backup solutions). Reduce the complexity of financial products
and improve the transparency of financial interdependencies and
over-the-counter transactions by creating suitable information
platforms.

3.2 ‘‘The Economy Tends Towards an
Equilibrium State’’

Current economic thinking is based on the assumption that the
economic system is in equilibrium or at least tends to develop
towards a state of equilibrium. However, today’s world changes
faster than many companies and policies can adapt. Therefore,
the world’s economic system is unlikely to be in equilibrium at
any point in time. It is rather expected to show a complex non-
equilibrium dynamics.

Therefore, a new economic thinking inspired by complex
dynamical systems, ecosystems, and social systems would be ben-
eficial. Such a perspective would also have implications for the
robustness of economic systems. Overall, beneficial properties
seem to be: redundancy, variety, sparseness, decoupling (separated
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communities, niches), and mutually adjusted time scales (which
are required for hierarchical structures to function well).

Countermeasures Invest into new economic systems thinking.
Combine the axiomatic, mathematical approach of economics
with a natural science approach based on data and experi-
ments. Develop non-equilibrium network models capturing the
self-organized dynamics of real economic systems. Pursue an in-
terdisciplinary approach, taking into account complex, ecological
and social systems thinking. Develop better concepts for systemic
risk assessment, systems design, and integrated risk management.

3.3 ‘‘Individuals and Companies
Decide Rationally’’

The homo economicus is a widely used paradigm in economics. It
is the basis of a large and beautiful body of mathematical proofs on
idealized economic systems. However, the paradigm of a strictly
optimizing, perfect egoist is a model, which is questioned by
theoretical and empirical results.

Theoretically, the paradigm assumes unrealistic information
storage and processing capacities (everyone would need to have a
full 1:1 representation of the entire world in the own brain and an
instant data processing of huge amounts of data, including the an-
ticipation of future decisions of others). Moreover, it has recently
been found that not just a self-regarding homo economicus, but
also an other-regarding homos socialis may result from the merci-
less forces of evolution. In fact, empirically one finds that people
behave in a more cooperative and fair way than the paradigm of
the homo economicus predicts. In particular, the paradigm ne-
glects the role of errors, emotions, other-regarding preferences,
etc. This implies significant deviations of real human behaviors
from theoretically predicted ones.
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Countermeasure Use a combination of interactive behavioral
experiments, agent-based modeling, data mining, social su-
percomputing and serious multi-player on-line games to study
(aspects of ) real(istic) economic systems.

3.4 ‘‘Selfish Behavior Optimizes the
Systemic Performance and
Benefits Everyone’’

Another pillar of conventional economic thinking is the principle
of the invisible hand, according to which selfish profit maximiza-
tion would automatically lead to the best systemic outcome based
on self-organization. It is the basis of the ideology of homoge-
neous unregulated markets, according to which any regulation
would tend to reduce the performance of economic systems.

However, models in evolutionary game theory show that self-
organized coordination in markets can easily fail, even when
market participants have equal power, symmetrical information
etc. Moreover, even if the individually optimal behavior also max-
imizes system performance and if everybody behaves very close
to optimal, this may still create a systemic failure (e.g. when the
system optimum is unstable). Therefore, it is highly questionable
whether the systemic inefficiencies resulting from competitive or
uncoordinated individual optimization efforts can always be com-
pensated for by greedy motivations (such as trying to get more than
before or more than others).

Countermeasures Measure the system state in real-time and
respond to this information adaptively in a way that promotes co-
ordination and cooperation with the interaction partners. Create
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a ‘Planetary Nervous System’, i.e. an information and communi-
cation system supporting collective (self-)awareness of the impact
of human actions on our world. Pluralistic reputation systems
should be part of this. Increase opportunities for social, economic
and political participation.

3.5 ‘‘Financial Markets Are Efficient’’

One implication of the principle of the invisible hand is the effi-
ciency of financial markets, according to which any opportunity
to make money with a probability higher than chance would im-
mediately be used, thereby eliminating such opportunities and
any related market inefficiencies.

Efficient markets should not create bubbles and crashes, and
therefore one would not need contingency plans for financial crises
(they could simply not occur). Financial markets would rather be
in equilibrium as the conventional Dynamic Stochastic General
Equilibrium Models suggest. However, many people believe that
bubbles and crashes do occur. Flash crashes are good examples
for market inefficiencies, which have repeatedly occurred in the
recent past. Also, many financial traders do not seem to believe in
efficient markets, but rather in the existence of opportunities that
can be used to make disproportional profits.

Countermeasures Develop contingency plans for financial crises.
Modify the financial architecture and identify suitable strategies
(such as breaking points) to stop cascading effects in the financial
system. Introduce noise into financial markets by random trading
transactions to destroy bubbles before they reach a critical size that
may have a disastrous systemic impact.
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3.6 ‘‘More Information and Financial
Innovations Are Good’’

One common view is that market inefficiencies result from
an unequal distribution of power, which partially results from
information asymmetries (knowledge is power). Therefore, pro-
viding more information to everyone should remove the related
inefficiencies.

However, too much information creates a cognitive informa-
tion overload. As a result, people tend to orient at other people’s
behaviors and information sources they trust. As a consequence,
people do no longer take independent decisions, which can under-
mine the “wisdom of crowds” and market efficiency. One example
is the large and unhealthy impact that the assessments of a few
rating agencies have on the global markets.

It is also believed that financial innovations will make mar-
kets more efficient by making markets more complete. However,
it has been shown that complete markets are unstable. In fact,
leverage effects, naked short-selling (of assets one does not own),
credit default swaps, high-frequency trading and other financial
instruments may have a destabilizing effect on financial markets.

Countermeasures Identify and pursue decentralized, pluralistic,
participatory information platforms, which support the “wisdom
of crowds” effect. Test financial instruments (such as derivatives)
for systemic impacts (e.g. by suitable experiments and computer
simulations) and certify them before they are released. Such cer-
tification is common in other economic sectors. (Special safety
regulations apply, for example, in the electrical, automobile,
pharmacy and food sectors.)
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3.7 ‘‘More Liquidity Is Better’’

Another wide-spread measure to cure economic crises are cheap
loans provided by central banks. While this is intended to keep the
economy running and to promote investments in the real econ-
omy, most of this money seems to go into financial speculation,
since business and investment banks are not sufficiently separated.

This can cause bubbles in the financial and real-estate markets,
where much of these cheap loans are invested. However, the high
returns in the resulting bull markets are not sustainable, since they
depend on the continued availability of cheap loans. Sooner or
later, the created bubbles will implode and the financial market will
crash (the likelihood of which goes up when the interest rates are
increased). This again forces central banks to reduce interest rates
to a minimum in order to keep the economy going and promote
investments and growth. In other words, too much liquidity is as
much of a problem, as is too little.

Countermeasure Separate investment from business banks and
introduce suitable adaptive transaction fees at financial markets.

3.8 ‘‘All Agents can Be Treated as if
Acting the Same Way’’

The ‘representative agent approach’ is another important con-
cept of conventional economic thinking. Assuming that everyone
would behave optimally, as the paradigm of the homo economi-
cus predicts, in equivalent situations everybody should behave the
same. It is therefore common to replace the interaction of an eco-
nomic agent with other agents by interactions with average agents,
in particularly if one assumes that everyone has access to the same
information and participates in perfect markets.
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However, the representative agent model cannot describe cas-
cade effects well. These are not determined by the average stability,
but by the weakest link. The representative agent approach also
neglects effects of spatial interactions and heterogeneities in the
preferences of market participants. When these are considered,
the conclusions can be completely different, sometimes even op-
posite (e.g. there may be an outbreak rather than a breakdown of
cooperative behavior).

Finally, the representative agent approach does not allow one
to understand particular effects of the interaction network, which
may promote or obstruct cooperativeness, trust, public safety, etc.
Neglecting such network effects can lead to a serious underes-
timation of the importance of social capital for the creation of
economic value and social well-being.

Countermeasures Protect economic and social diversity. Allow
for the existence of niche markets and for the consideration of
justified local advantages. Avoid competition on one single dimen-
sion (e.g. economic value generation) and promote multi-criterion
incentive systems. Develop better compasses for decision making
than GDP per capita, taking into account environmental, health,
and social factors. Make social capital (such as cooperativeness,
trust, public safety, ...) measurable.

3.9 ‘‘Regulation can Fix the
Imperfections of Economic
Systems’’

When the self-organization of markets does not work perfectly,
one often tries to fix the problem by regulation. However, complex
systems cannot be steered like a bus, and many control attempts
fail. In many cases, the information required to regulate a complex
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system is not available, and even if one had a surveillance system
that monitors all variables of the system, one would frequently not
know what the relevant control parameters are. Besides, suitable
regulatory instruments are often lacking.

A more promising way to manage complexity is to facilitate
or guide favorable self-organization. This is often possible by
modifying the interactions between the system components. It
basically requires one to establish targeted real-time information
feedbacks, suitable rules of the game, and sanctioning mecha-
nisms. To stay consistent with the approach of self-organization,
sanctioning should as far as possible be done in a decentralized,
self-regulatory way (as it is characteristic for social norms or the
immune systems).

Countermeasures Pursue a synergetic approach, promoting fa-
vorable self-organization by small changes in the interactions
between the system elements, i.e. by fixing suitable rules of the
game to avoid instabilities and suboptimal systemic states. (Sym-
metry, fairness, and balance may be such principles.) Introduce
a global but decentralized and manipulation-resistant multi-
criterion rating system, community-specific reputation system,
and pluralistic recommender system encouraging rule-compatible
behavior.

3.10 ‘‘Moral Behavior Is Good for
Others, but Bad for Oneself’’

Species that do not strictly optimize their benefits are often as-
sumed to disappear eventually due to the principles of natural
selection implied by the theory of evolution. As a consequence, a
homo economicus should remain, while moral decision-making,
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which constrains oneself to a subset of available options, should
vanish.

This problem certainly occurs, if one forces everybody to in-
teract with everybody else on equal footing, as the concept of
homogeneous markets demands. In fact, evolutionary game-
theoretical models show that these are conditions under which
a tragedy of the commons tends to occur, and where coopera-
tion, fairness and trust tend to erode. On the other hand, social
systems have found mechanisms to avoid the erosion of social cap-
ital. These mechanisms include repeated interactions, reputation
effects, community interactions, group competition, sanctioning
of improper behavior etc. In particular, decentralized market inter-
actions seem to support fairness. Recent scientific breakthroughs
even show that biological evolution can create a homo socialis’
with other-regarding preferences.

Countermeasures Promote value-sensitive designs of monetary
systems and of information and communication systems. Repu-
tation systems, for example, would be an important element of
these. They can also be used to define a new kind of money, so-
called ‘qualified money’. Moreover, it would be wise to introduce
several co-existing, interacting, competitive exchange systems: one
for anonymous (trans)actions (as we largely have them today)
and one for accountable, traceable (trans)actions (creating social
money or information). Additionally, one should create incen-
tives for accountable, responsible (trans)actions and for ethical
behavior.

3.11 Summary

We are now living in a strongly coupled and strongly interdepen-
dent world, which poses new challenges. While it is probably
unrealistic to go back beyond the level of networking and
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globalization we have reached, there is a great potential to de-
velop new management approaches for our complex world based
on suitable interaction rules and adaptive concepts, using real-time
measurements.

Our current financial and economic problems cannot be solved
within the current economic mainstream paradigm(s). We need to
change our perspective on the financial and economic system and
pursue new policies. The following recommendations are made:

1. Adjust the perspective of our world to the fundamentally
changed properties of the globalized, strongly interdepen-
dent techno-socio-economic-environmental system we have
created and its resulting complex, emergent dynamic system
behavior.

2. Make large-scale investments into new economic thinking,
particularly multi-disciplinary research involving knowl-
edge from sociology, ecology, and complexity science.

3. Support diversity in the system, responsible innovation, and
multidimensional competition.

4. Recognize the benefits of local and regional interactions
for the creation of social capital such as cooperativeness,
fairness, trust, etc.

5. Require an advance testing of financial instruments and
innovations for systemic impacts and restrict destabilizing
instruments.

6. Identify and establish a suitable institutional framework for
interactions (suitable rules of the game) in order to promote
a favorable self-organization.

7. Implement better, value-sensitive incentive systems to foster
more responsible action.

8. Establish a universal, global reputation system to promote
fair behavior and allow ethical behavior to survive in a
competitive world.
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9. Create new compasses for political decision-making, con-
sidering environment, health, social capital, and social
well-being.

10. Develop new tools to facilitate the assessment of likely
consequences of our decisions and actions (the social
footprint).

These tools may, for example, include

• a Planetary Nervous System to enable collective awareness of
the state of our world and society in real-time,

• a Living Earth Simulator to explore side effects and opportu-
nities of human decisions and actions,

• a Global Participatory Platform to create opportunities for
social, economic and political participation,

• exchange systems that support value-oriented interactions.

The socio-economic system envisaged here is characterized by the
following features: it is

1. based on individual decisions and self-organization,
2. using suitable incentives to support sustainability and to avoid

coordination failures, tragedies of the commons, or systemic
instabilities,

3. recognizing heterogeneity and diversity as factors promoting
happiness, innovation, and systemic resilience.
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4
‘‘Networked Minds’’ Require
a Fundamentally New Kind

of Economics
This chapter was first published on March 20, 2013, at
http://www.alphagalileo.org/ViewItem.aspx?ItemId=129550&
CultureCode=en and is reproduced here with minor stylistic
improvements. It refers to the paper by T. Grund, C. Waloszek, and
D. Helbing (2013) How natural selection can create both self- and
other-regarding preferences, and networked minds. Sci. Rep. 3:1480,
see http://www.nature.com/srep/2013/130319/srep01480/
full/srep01480.html.

In their computer simulations of human evolution, scientists at ETH
Zurich find the emergence of the ‘‘homo socialis’’ with ‘‘other-
regarding’’ preferences. The results explain some intriguing findings
in experimental economics and call for a new economic theory of
‘‘networked minds’’.

Economics has a beautiful body of theory. But does it describe
real markets? Doubts have emerged not only in the wake of the
financial crisis, since financial crashes should not occur according
to the then established theories. For ages, economic theory has
been based on concepts such as efficient markets and the “homo
economicus”, i.e. the assumption of competitively optimizing in-
dividuals and firms. It was believed that any behavior deviating
from this would create disadvantages and, hence, be eliminated
by natural selection. But experimental evidence from behavioral
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economics show that, on average, people behave more fairness-
oriented and other-regarding than expected. A new theory by
scientists from ETH Zurich now explains why.

“We have simulated interactions of individuals facing social
dilemma situations, where it would be favorable for everyone to
cooperate, but non-cooperative behavior is tempting,” explains
Thomas Grund, one of the authors of the study. “Hence, cooper-
ation tends to erode, which is bad for everyone.” This may create
tragedies of the commons such as over-fishing, environmental
pollution, or tax evasion.

4.1 Evolution of ‘‘Friendliness’’

Dirk Helbing of ETH Zurich, who coordinated the study, adds:
“Compared to conventional models for the evolution of social
cooperation, we have distinguished between the actual behavior—
cooperation or not—and an inherited character trait, describing
the degree of other-regarding preferences, which we call the friend-
liness.” The actual behavior considers not only the own advantage
(“payoff”), but also gives a weight to the payoff of the interaction
partners depending on the individual friendliness. For the “homo
economicus”, the weight is zero. The friendliness spreads from
one generation to the next according to natural selection. This is
merely based on the own payoff, but mutations happen.

For most parameter combinations, the model predicts the evo-
lution of a payoff-maximizing “homo economicus” with selfish
preferences, as assumed by a great share of the economic litera-
ture. Very surprisingly, however, biological selection may create a
“homo socialis” with other-regarding preferences, namely if off-
springs tend to stay close to their parents. In such a case, clusters of
friendly people, who are “conditionally cooperative”, may evolve
over time. If an unconditionally cooperative individual is born
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by chance, it may be exploited by everyone and not leave any
offspring. However, if born in a favorable, conditionally coop-
erative environment, it may trigger cascade-like transitions to
cooperative behavior, such that other-regarding behavior pays off.
Consequently, a “homo socialis” spreads.

4.2 Networked Minds Create a
Cooperative Human Species

“This has fundamental implications for the way, economic theo-
ries should look like,” underlines Dirk Helbing. Most of today’s
economic knowledge is for the “homo economicus”, but people
wonder whether that theory really applies. A comparable body of
work for the “homo socialis” still needs to be written.

“While the ‘homo economicus’ optimizes its utility indepen-
dently, the ‘homo socialis’ puts himself or herself into the shoes
of others to consider their interests as well,” explains Grund, and
Helbing adds: “This establishes something like ‘networked minds’.
Everyones decisions depend on the preferences of others.” This
becomes even more important in our networked world.

4.3 A Participatory Kind of Economy

How will this change our economy? Today, many customers doubt
that they get the best service by people who are driven by their
own profits and bonuses. “Our theory predicts that the level of
other-regarding preferences is distributed broadly, from selfish to
altruistic. Academic education in economics has largely promoted
the selfish type. Perhaps, our economic thinking needs to funda-
mentally change, and our economy should be run by different
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kinds of people,” suggests Grund. “The true capitalist has other-
regarding preferences,” adds Helbing, “as the ‘homo socialis’ earns
much more payoff.” This is, because the “homo socialis” manages
to overcome the downwards spiral that tends to drive the “homo
economicus” towards tragedies of the commons. The breakdown
of trust and cooperation in the financial markets back in 2008
might be seen as good example.

“Social media will promote a new kind of participatory econ-
omy, in which competition goes hand in hand with cooperation,”
believes Helbing. Indeed, the digital economy’s paradigm of the
“prosumer” states that the Internet, social platforms, 3D printers
and other developments will enable the co-producing consumer.
“It will be hard to tell who is consumer and who is producer”, says
Christian Waloszek. “You might be both at the same time, and
this creates a much more cooperative perspective.”



5
A New Kind of Economy is

Born−Social Decision-Makers
Beat the ‘‘Homo

Economicus’’
This chapter was first published on October 8, 2013, in Today under
the title ‘‘A new kind of economy is born’’, see
http://www.todayonline.com/singapore/new-kind-economy-born, and
is reproduced here with minor stylistic improvements. It refers to the
Discussion Paper entitled Economics 2.0: The Natural step towards a
self-regulating, participatory market society, see
http://www.researchgate.net/profile/Dirk_Helbing/publication/236858
622_Economics_2.0_The_Natural_Step_towards_A_Self-Regulating_
Participatory_Market_Society/links/02e7e5246c4599ee9b000000.pdf.

The Internet and Social Media change our way of decision making. We
are no longer the independent decision-makers we used to be. Instead,
we have become networked minds, social decision-makers, more than
ever before. This has several fundamental implications. First of all, our
economic theories must change, and second, our economic institutions
must be adapted to support the social decision-maker, the ‘‘homo
socialis’’, rather than tailored to the perfect egoist, known as ‘‘homo
economicus’’.

The financial, economic and public debt crisis has seriously
damaged our trust in mainstream economic theory. Can it really
offer an adequate description of economic reality? Laboratory ex-
periments keep questioning one of the main pillars of economic
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theory, the “homo economicus”. They show that the perfectly self-
regarding decision-maker is not the rule, but rather the exception
[1, 2]. And they show that markets, as they are organized today,
are undermining ethical behavior [3].

Latest scientific results have shown that a “homo socialis” with
other-regarding preferences will eventually result from the merci-
less forces of evolution, even if people optimize their utility, when
offspring tend to stay close to their parents [4]. Another, indepen-
dent study was recently summarized by the statement “evolution
will punish you, if you’re selfish and mean” [5]. Is this really true?
And what implications would this have for our economic theory
and institutions?

In fact, the success of the human species as compared to others
results mainly from its social nature. There is much evidence that
evolution has created different incentive systems, not just one:
besides the desire to possess (in order to survive in times of crises),
this includes sexual satisfaction (to ensure reproduction), curios-
ity and creativity (to explore opportunities and risks), emotional
satisfaction (based on empathy), and social recognition (reputa-
tion, power). Already Adam Smith noted: “How ever selfish man
may be supposed, there are evidently some principles in his na-
ture, which interest him in the fortune of others, and render their
happiness necessary to him, though he derives nothing from it.”

The social nature of man has dramatic implications, both for
economic theory and for the way we need to organize our econ-
omy. As we are more and more connected with others, the “homo
economicus”, i.e. the independent decision-maker and perfect
egoist, is no longer an adequate representation or good approxi-
mation of human decision-makers. Reality has changed. We are
applying an outdated theory, and that’s what makes economic
crises more severe.
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5.1 Outdated Theory, Outdated
Institutions

In fact, recent experimental results suggest that the majority of
decision-makers are of the type of a “homo socialis” with equity- or
equality-oriented fairness preferences [1, 6]. The “homo socialis”
is characterized by two features: interdependent decision-making,
which takes into account the impact on others, and conditional co-
operativeness. Note that the “homo socialis” takes self-determined,
free decisions. However, in contrast to what we have today, the
principle is not to encourage everyone to rip off others, and then
afterwards to give back some of the individual benefits to those
in need through taxes or philanthropy—as we know, this cannot
overcome “tragedies of the commons” (see below).

The “homo socialis” rather decides in a smarter way than
the “homo economicus”, recognizing that friendly and fair
behavior can generate better outcomes for everybody than
if everyone or every company is just thinking for their
own concern. Interestingly, putting oneself into the shoes
of others when taking decisions creates interdependent deci-
sions, “networked minds”. Such “networked minds” enable
collective intelligence, i.e. they can take more intelligent and better
decisions than a single mind can do.

However, other-regarding preferences are vulnerable to ex-
ploitation by the “homo economicus”. In a selfish environment,
the “homo socialis” cannot thrive. In other words, if the settings
are not right, the “homo socialis” behaves the same as the “homo
economicus”. That’s probably why we haven’t noticed its existence
for a long time. Our theories and institutions were tailored to the
“homo economicus”, not to the “homo socialis”.

In fact, some of today’s institutions, such as homogeneous mar-
kets with anonymous exchange, undermine cooperation in social
dilemma situations, i.e. situations in which cooperation would be
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favorable for everyone, but non-cooperative behavior can provide
additional benefits (see [7]: Fig. 2).

5.2 New Institutions for a Global
Information Society

People have built public roads, parks and museums, schools, li-
braries, universities, and global markets. What would be suitable
institutions for the twenty-first century? Reputation systems can
transfer the success principles of social communities to our glob-
alized society, the global village. Most people and companies care
about reputation. Therefore, reputation systems could support
socially oriented decision-making and cooperation, with better
outcomes for everyone [8]. In fact, reputation systems spread on
the Web 2.0 like wildfire. People rate products, sellers, news, ev-
erything, be it at amazon, ebay, or trip adviser. We have become a
“like it” generation, because we listen to what our friends like.

Importantly, recommender systems should not narrow down
socio-diversity, as this is the basis of happiness, innovation and
societal resilience. We don’t want to live in a filter bubble, where
we don’t get a good picture of the world anymore, as Eli Pariser
has pointed out [9]. Therefore, reputation systems should be plu-
ralistic, open, and user-centric. Pluralistic reputation systems are
oriented at the values and quality criteria of individuals rather
than recommending what a company’s reputation filter thinks is
best. Self-determination of the user is central. We must be able
to use different filters, choose the filters ourselves, and modify
them. The diverse filters would mine the ratings and comments
that people leave on the Web, but also consider how much one
trusts in certain information sources.

Reputation creates benefits for buyers and sellers. A recent
study shows that good reputation allows sellers to take a higher
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price, while customers can expect a better service [10]. Reputa-
tion systems may also promote better quality as well as socially
and environmentally friendly production. This could be a new
approach to reach more sustainable production, based on self-
regulation rather than enforcement by laws. One day, reputation
systems may also be used to create a new kind of money. The
value of “qualified money” would depend on it’s reputation and
thereby create incentives to invest in ways that increase a money
unit’s reputation. It might create a more adaptive financial system
and help to mitigate the recurrent crises we have been facing for
hundreds of years. But the details still have to be worked out.

5.3 Benefits of a Self-Regulating
Economy

Reputation systems could overcome some of the unwanted side ef-
fects of anonymous exchange thanks to pseudonymous or personal
interactions. Thereby, they could potentially counter “tragedies of
the commons” such as global warming, environmental exploita-
tion and degradation, overfishing,. . . —constituting some of our
major unsolved global problems. We can encounter such kinds of
“social dilemma problems” everywhere. So far, governments try
to fix them with top-down regulations and punitive institutions.
However, these are very expensive, and often quite ineffective. Ba-
sically all industrialized countries suffer from exploding debts. In
many countries, we cannot pay for this much longer, we are at the
limit. We need a new approach. As Albert Einstein pointed out:
“We cannot solve our problems with the same kind of thinking
that created them.”

Institutions supporting the “homo socialis” such as suitably
designed reputation systems would enable a self-regulation of
socio-economic systems. But self-regulation does not mean that
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everyone can choose the rules he likes. It only works with an
other-regarding element. The self-regulation rules must be able to
achieve a balance between the interests of everyone affected by the
externalities of a decision.

Other-regarding decisions can overcome the classical conflict
between economic and social motives. Self-regulation could also
overcome the struggle between the bottom-up organization of
markets and the top-down regulation by politics. This would re-
move a lot of friction from our current system, making it much
more efficient—in the same way as the transition from centrally
planned economies to self-organized markets has often created
huge efficiency gains.

This can be illustrated with an example from urban traffic man-
agement. Traffic control is a problem where not everybody’s desires
can be satisfied immediately and at the same time, like in economic
systems. It is a so-called NP-hard optimization problem—the
computational effort explodes with system size, as for many eco-
nomic optimization problems, e.g. in production and logistics.
The study compares three kinds of control: A centralized top-
down regulation by a traffic center, the classical control approach,
and two decentralized control approaches. The first one assumes
that each intersection independently minimizes the waiting times
of approaching vehicles, as a “homo economicus” would do. The
second one decides in an other-regarding way: it interrupts the
minimization of waiting times, when this is needed to avoid
spill-over effects at neighboring intersections. Summarizing, the
“homo economicus” approach works well up to a moderate uti-
lization of intersections, but queue lengths get out of control
long before the intersection capacity is reached. The bottom-up
self-regulation based on the principle of the “homo socialis” ap-
proach beats both, the centralized top-down regulation and the
bottom-up self-organization based on principles of the “homo
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economicus”. Other-regarding behavior improves the coordina-
tion among neighboring intersections. It makes the principle of
the “invisible hand” work, even at high utilizations.

5.4 Economics 2.0: Emergence of a
Participatory Market Society

But will such a self-regulating system ever be implemented? In
fact, this new, third kind of economy is already on its way. The
Web 2.0, in particular reputation systems and social media are
driving the transition towards an economy 2.0. We see already
a strong trend towards decentralized, local production and per-
sonalized products, enabled by 3D printers, app stores, and other
technologies.

Such developments will eventually create a participatory mar-
ket society. “Prosumers”, i.e. co-producing consumers, the new
“makers” movement, and the sharing economy are some exam-
ples illustrating this. Just think of the success of Wikipedia, Open
Streetmap or Github. Open Streetmap now provides the most
up-to-date maps of the world, thanks to more than 1 million vol-
unteers. This is just the beginning of a new era, where production
and public engagement will more and more happen in a bot-
tom up way through fluid “projects”, where people can contribute
as a leaders (“entrepreneurs”) or participants. A new intellectual
framework is emerging, and a creative and participatory era is
ahead. The paradigm shift towards participatory bottom-up self-
regulation may be bigger than the paradigm shift from a geocentric
to a heliocentric worldview. If we build the right institutions for
the information society of the twenty-first century, we will fi-
nally be able to mitigate some very old problems of humanity.
“Tragedies of the commons” are just one of them. After so many
centuries, they are still plaguing us, but this needn’t be the case.
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6
Global Networks Must be

Redesigned

This chapter was first published as press release of ETH Zurich on
April 30, 2013, see http://www.alphagalileo.org/ViewItem.aspx?
ItemId=130736&CultureCode=en, and is reproduced here with
minor stylistic improvements. It features the publication ‘‘Globally
networked risks and how to respond’’ which appeared in Nature
497, 51–59 (2013), see http://www.researchgate.net/
publication/236602842_Globally_networked_risks_and_
how_to_respond/file/60b7d52ada0b3d1494.pdf.

Todays strongly connected, global networks have produced highly inter-
dependent systems that we have not been able to adequately understand
and control. These systems are vulnerable to failure at all scales, posing
serious threats to society, even when external shocks are absent. As the
complexity and interaction strengths in our networked world increase,
man-made systems can become unstable, creating uncontrollable situ-
ations even when decision-makers are well-skilled, have all data and
technology at their hands, and do their best. To make these systems
manageable, a fundamental redesign is needed. A Global Systems
Science might create the required knowledge and paradigm shift in
thinking.

© Springer International Publishing Switzerland 2015
D. Helbing, Thinking Ahead—Essays on Big Data, Digital Revolution,
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6.1 Living in a Hyperconnected World

Our global networks have generated many benefits and new op-
portunities. However, they have also established highways for
failure propagation, which can ultimately result in man-made dis-
asters. For example, today’s quick spreading of emerging epidemics
is largely a result of global air traffic, with serious impacts on global
health, social welfare, and economic systems.

Helbings publication illustrates how cascade effects and com-
plex dynamics amplify the vulnerability of networked systems.
For example, just a few long-distance connections can largely
decrease our ability to mitigate the threats posed by global pan-
demics. Initially beneficial trends, such as globalization, increasing
network densities, higher complexity, and an acceleration of in-
stitutional decision processes may ultimately push man-made or
human-influenced systems towards systemic instability, Helbing
finds. Systemic instability refers to a system, which will get out
of control sooner or later, even if everybody involved is well
skilled, highly motivated and behaving properly. Crowd disasters
are shocking examples illustrating that many deaths may occur
even when everybody tries hard not to hurt anyone.

6.2 Our Intuition of Systemic Risks is
Misleading

Networking system components that are well-behaved in sepa-
ration may create counter-intuitive emergent system behaviors,
which are not well-behaved at all. For example, cooperative be-
havior might unexpectedly break down as the connectivity of
interaction partners grows. “Applying this to the global network
of banks, this might actually have caused the financial meltdown
in 2008,” believes Helbing.
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Globally networked risks are difficult to identify, map and un-
derstand, since there are often no evident, unique cause-effect
relationships. Failure rates may change depending on the random
path taken by the system, with the consequence of increasings
risks as cascade failures progress, thereby decreasing the capacity
of the system to recover. “In certain cases, cascade effects might
reach any size, and the damage might be practically unbounded,”
says Helbing. “This is quite disturbing and hard to imagine.” All
of these features make strongly coupled, complex systems difficult
to predict and control, such that our attempts to manage them go
astray.

“Take the financial system,” says Helbing. “The financial crisis
hit regulators by surprise.” But back in 2003, the legendary in-
vestor Warren Buffet warned of mega-catastrophic risks created by
large-scale investments into financial derivatives. It took 5 years
until the “investment time bomb” exploded, causing losses of tril-
lions of dollars to our economy. “The financial architecture is not
properly designed,” concludes Helbing. “The system lacks break-
ing points, as we have them in our electrical system.” This allows
local problems to spread globally, thereby reaching catastrophic
dimensions.

6.3 A Global Ticking Time Bomb?

Have we unintentionally created a global time bomb? If
so, what kinds of global catastrophic scenarios might hu-
mans face in complex societies? A collapse of the world
economy or of our information and communication systems?
Global pandemics? Unsustainable growth or environmental
change? A global food or energy crisis? A cultural clash or global-
scale conflict? Or will we face a combination of these contagious
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phenomena a scenario that the World Economic Forum calls the
“perfect storm”?

“While analyzing such global risks,” says Helbing, “one must
bear in mind that the propagation speed of destructive cascade
effects might be slow, but nevertheless hard to stop. It is time to
recognize that crowd disasters, conflicts, revolutions, wars, and fi-
nancial crises are the undesired result of operating socio-economic
systems in the wrong parameter range, where systems are unsta-
ble.” In the past, these social problems seemed to be puzzling,
unrelated, and almost “God-given” phenomena one had to live
with. Nowadays, thanks to new complexity science models and
large-scale data sets (“Big Data”), one can analyze and understand
the underlying mechanisms, which let complex systems get out of
control.

Disasters should not be considered “bad luck”. They are a result
of inappropriate interactions and institutional settings, caused by
humans. Even worse, they are often the consequence of a flawed
understanding of counter-intuitive system behaviors. “For exam-
ple, it is surprising that we didnt have sufficient precautions against
a financial crisis and well-elaborated contingency plans,” states
Helbing. “Perhaps, this is because there should not be any bubbles
and crashes according to the predominant theoretical paradigm of
efficient markets.” Conventional thinking can cause fateful deci-
sions and the repetition of previous mistakes. “In other words:
While we want to do the right thing, we often do wrong things,”
concludes Helbing. This obviously calls for a paradigm shift in our
thinking. “For example, we may sanction deviations from social
norms to promote social order, but may trigger conflict instead.
Or we may increase security measures, but get more terrorism. Or
we may try to promote innovation, but suffer economic decline,
because innovation requires diversity more than homogenization.”
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6.4 Global Networks Must be
Redesigned

Helbings publication explores why todays risk analysis falls short.
“Predictability and controllability are design issues,” stresses
Helbing. “And uncertainty, which means the impossibility to
determine the likelihood and expected size of damage, is often
man-made.” Many systems could be better managed with real-
time data. These would allow one to avoid delayed response and
to enhance the transparency, understanding, and adaptive con-
trol of systems. However, even all the data in the world cannot
compensate for ill-designed systems such as the current financial
system. Such systems will sooner or later get out of control, caus-
ing catastrophic man-made failure. Therefore, a re-design of such
systems is urgently needed.

Helbings Nature paper on “Globally Networked Risks” also
calls attention to strategies that make systems more resilient, i.e.
able to recover from shocks. For example, setting up backup sys-
tems (e.g. a parallel financial system), limiting the system size and
connectivity, building in breaking points to stop cascade effects,
or reducing complexity may be used to improve resilience. In the
case of financial systems, there is still much work to be done to
fully incorporate these principles.

Contemporary information and communication technologies
(ICT) are also far from being failure-proof. They are based on prin-
ciples that are 30 or more years old and not designed for todays
use. The explosion of cyber risks is a logical consequence. This
includes threats to individuals (such as privacy intrusion, iden-
tity theft, or manipulation through personalized information), to
companies (such as cybercrime), and to societies (such as cyberwar
or totalitarian control). To counter this, Helbing recommends an
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entirely new ICT architecture inspired by principles of decentral-
ized self-organization as observed in immune systems, ecology,
and social systems.

6.5 Coming Era of Social Innovation

Socio-inspired technologies built on decentralized mechanisms
that create reputation, trust, norms or culture will be able to gen-
erate enormous value. “Facebook, based on the simple principle
of social networking, is worth more than 50 billion dollars,” Hel-
bing reminds us. “ICT systems are now becoming artificial social
systems. Computers already perform the great majority of finan-
cial transactions, which humans carried out in the past.” But if
we do not understand socially interactive systems well, coordina-
tion failures, breakdowns of cooperation, conflict, cyber-crime or
cyber-war may result.

Therefore, a better understanding of the success principles of
societies is urgently needed. “For example, when systems be-
come too complex, they cannot be effectively managed top-down”
explains Helbing. “Guided self-organization is a promising alter-
native to manage complex dynamical systems bottom-up, in a
decentralized way.” The underlying idea is to exploit, rather than
fight, the inherent tendency of complex systems to self-organize
and thereby create a robust, ordered state. For this, it is important
to have the right kinds of interactions, adaptive feedback mecha-
nisms, and institutional settings, i.e. to establish proper “rules of
the game”. The paper offers the example of an intriguing “self-
control” principle, where traffic lights are controlled bottom-up
by the vehicle flows rather than top-down by a traffic center.
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6.6 Creating and Protecting Social
Capital

It is important to recognize that many twenty-first century chal-
lenges such as the response to global warming, energy and food
problems have a social component and cannot be solved by tech-
nology alone. The key to generating solutions is a Global Systems
Science (GSS) that brings together crucial knowledge from the
natural, engineering and social sciences. The goal of this new sci-
ence is to gain an understanding of global systems and to make
“systems science” relevant to global problems. In particular, this
will require the combination of the Earth Systems Sciences with
the study of behavioral aspects and social factors.

“One mans disaster is another mans opportunity. Therefore,
many problems can only be successfully addressed with trans-
parency, accountability, awareness, and collective responsibility,”
underlines Helbing. “For example, social capital is important
for economic value generation, social well-being and societal
resilience, but it may be damaged or exploited, like our environ-
ment,” explains Helbing. “Humans must learn how to quantify
and protect social capital. A warning example is the loss of trillions
of dollars in the stock markets during the financial crisis.” This
crisis was largely caused by a loss of trust.

“It is important to stress that risk insurances today do not
consider damage to social capital,” Helbing continues. However,
it is known that large-scale disasters have a disproportionate public
impact, in part because they destroy social capital. As we neglect
social capital in risk assessments, we are taking excessive risks.
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Big Data−−A Powerful New

Resource for the Twenty-first
Century

This chapter is a translation of an introductory article on ‘‘Big
Data−−Zauberstab und Rohstoff des 21. Jahrhunderts’’ published in
Die Volkswirtschaft−−Das Magazin für Wirtschaftspolitik (5/2014),
see http://www.dievolkswirtschaft.ch/files/editions/201405/
pdf/04_Helbing_DE.pdf. It reproduces the FuturICT blog of
September 26, 2014, see
http://futurict.blogspot.ch/2014/09/big-data-powerful-new-
resource-for-21st.html, with minor improvements.

Information and communication technology (ICT) is the economic
sector that is developing most rapidly in the USA and Asia and gener-
ates the greatest value added per employee. Big Data−−the algorithmic
discovery of hidden treasures in large data sets−−creates new economic
value. The development is increasingly understood as a new techno-
logical revolution. Europe could establish itself as Open Data pioneer
and turn into a leading place in the area of information technologies.
When the social media portal WhatsApp with its 450 million
users was recently sold to Facebook for $ 19 billion—almost half
a billion dollars was made per employee. “Big Data” is changing
our world. The term, coined more than 15 years ago, means data
sets so big that one can no longer cope with them with standard
computational methods. Big Data is increasingly referred to as the
oil of the twenty-first century. To benefit from it, we must learn
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to “drill” and “refine” data, i.e. to transform them into useful in-
formation and knowledge. The global data volume doubles every
12 months. Therefore, in just two years, we produce as much data
as in the entire history of humankind.

Tremendous amounts of data have been created by four
technological innovations:

• the Internet, which enables our global communication,
• the World Wide Web, a network of globally accessible websites

that evolved after the invention of hypertext protocol (HTTP)
at CERN in Geneva,

• the emergence of social media such as Facebook, Google+,
Whatsup, orTwitter, which have created social communication
networks, and

• the emergence of the “Internet of Things”, which also allows
sensors and machines to connect to the Internet. Soon there
will be more machines than human users in the Internet.

7.1 Data Sets Bigger than the Largest
Library

Meanwhile, the data sets collected by companies such as
ebay, Walmart or Facebook, reach the size of petabytes
(1 million billion bytes)-100 times the information content
of the largest library in the world: the U.S. Library of Congress.
The mining of Big Data opens up entirely new possibilities for
process optimization, the identification of interdependencies,
and decision support. However, Big Data also comes with new
challenges, which are often characterized by four criteria:

• volume: the file sizes and number of records are huge,
• velocity: the data evaluation has often to be done in real-time,



7 Big Data−−A Powerful New Resource . . . 77

• variety: the data are often very heterogeneous and unstructured,
• veracity: the data are probably incomplete, not representative,

and contain errors.

Therefore, one had to develop completely new algorithms: new
computational methods. Because it is inefficient for Big Data
processing to load all relevant data into a shared memory, the pro-
cessing must take place locally, where the data reside, potentially
on thousands of computers. This is accomplished with massively
parallel computing approaches such as MapReduce or Hadoop. Big
Data algorithms detect interesting interdependencies in the data
(“correlations”), which may be of commercial value, for example,
between weather and consumption or between health and credit
risks. Today, even the prosecution of crime and terrorism is based
on the analysis of large amounts of behavioral data.

7.2 What Do Applications Look Like?

Big Data applications are spreading like wildfire. They fa-
cilitate personalized offers, services and products. One of
the greatest successes of Big Data is automatic speech
recognition and processing. Apple’s Siri understands you when
asking for a Spanish restaurant, and Google Maps can lead you
there. Google translate interprets foreign languages by comparing
them with a huge collection of translated texts. IBM’s Watson
computer even understands human language. It can not only beat
experienced quiz show players, but even take care of customer
hotlines—often better than humans. IBM has just decided to
invest $ 1 billion to further develop and commercialize the system.

Of course, Big Data play an important role in the financial
sector. Approximately 70 % of all financial market transactions
are now made by automated trading algorithms. In just a day,
the entire money supply of the world is traded. So much money
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also attracts organized crime. Therefore, financial transactions are
scanned by Big Data algorithms for abnormalities to detect sus-
picious activities. The company blackrock uses a similar software,
called “Aladdin”, to successfully speculate with funds amounting
approximately to the gross domestic product (GDP) of Europe.

To get an overview of the ICT trends, it is worthwhile to look
at Google with its more than 50 software platforms. The company
invests nearly $ 6 billion in research and development annually.
Within just one year, Google has introduced self-driving cars,
invested heavily in robotics, and started a Google Brain project,
which intends to add intelligence to the Internet. By purchasing
Nest Labs, Google has also invested $ 3.2 billion in the “Internet
of Things”. Furthermore, Google X has been reported to work on
about 100 secret projects.

7.3 The Potentials Are Great...

No country today can afford to ignore the potentials of Big Data.
The additional economic potential of Open Data alone—i.e. of
data sets that are made available to everyone—is estimated by
McKinsey to be 3000–5000 billion dollars globally each year [1].
This can benefit almost all sectors of society. For example, energy
production and consumption can be better matched with “smart
metering”, and energy peaks can be avoided.1 Resources can be
managed more efficiently and the environment protected better.
Risks can be better recognized and avoided, thereby reducing un-
intended consequences of decisions and identifying opportunities
that would otherwise have been missed. Medicine can be better

1 More generally, new information and communication technologies allow us to
build “smart cities”.
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adapted to the patients, and disease prevention may become more
important than curing diseases.

7.4 ... but also the Implicit Risks

Like all technologies, Big Data also imply risks. The security of
digital communication has been undermined. Cyber crime, in-
cluding data, identity and financial theft, quickly spread on ever
greater dimensions. Critical infrastructures such as energy, finan-
cial and communication systems are threatened by cyber attacks.
They could, in principle, be made dysfunctional for an extended
period of time.

Moreover, while common Big Data algorithms are used to re-
veal optimization potentials, their results may be unreliable or may
not reflect causal relationships. Therefore, a naive application of
Big Data algorithms can easily lead to wrong conclusions. The
error rate in classification problems (e.g. the distinction between
“good” and “bad” risks) is often relevant. Issues such as wrong de-
cisions or discrimination must be seriously considered. Therefore,
one must find effective procedures for quality control. In this con-
nection, universities will likely play an important role. One must
also find effective mechanisms to protect privacy and the right
of informational self-determination, for example, by applying the
Personal Data Purse concept [2].

7.5 The Digital Revolution Creates an
Urgency to Act

Information and communication technologies are going to change
most of our traditional institutions: our educational system (per-
sonalized learning), science (Data Science), mobility (self-driving



80 Thinking Ahead—Essays on Big Data . . .

cars), the transport of goods (drones), consumption (see amazon
and ebay), production (3D printers), the health system (person-
alized medicine), politics (more transparency), and the entire
economy (with co-producing consumers, so-called prosumers).
Banks are losing more and more ground to algorithmic trading,
Bitcoins, Paypal and Google Wallet. Moreover, a substantial part
of the insurance business is now taking place in financial products
such as credit default swaps. For the economic and social trans-
formation into a “digital society”, we may perhaps just have 20
years. This is an extremely short time period, considering that the
planning and construction of a road often requires 30 years or
more.

The above implies an urgent need for action on the techno-
logical, legal and socio-economic level. Already some years ago,
the United States started a Big Data research initiative amount-
ing to 200 million dollars; on top of this, further substantial
investments were made. In Europe, the FuturICT project has de-
veloped concepts for the digital society within the context of the
EU flagship competition. Other countries have already started to
implement this concept. Japan, for example, has recently launched
a $ 100 million 10-year project at the Tokyo Institute of Technol-
ogy. Besides, numerous further projects exist, particularly in the
military and security sector, which often have a multiple of the
above-mentioned budgets.

7.6 Europe can Become a Motor of
Innovation for the Digital Era

Europe can benefit a lot from the digital age. But it is not sufficient
to reinvent and build already existing technologies in Europe. We
must come up with new inventions, which will shape the digital
age. The World Wide Web was once invented in Europe. The



7 Big Data−−A Powerful New Resource . . . 81

largest civil Big Data competence in the world exists at CERN.
Nevertheless, the USA and Asian countries so far have the lead in
commercializing Big Data. With the NSA scandal, the spreading
of wirelessly communicating sensors and the “Internet of Things”,
however, a new opportunity is emerging.

With a targeted support of ICT activities at its universities,
Europe could take a lead in research and development. Switzer-
land, in particular, has academically excelled with the coordination
of three out of six finalists of the EU flagship competition. At the
moment, however, there is only a focus on the digital modeling
of the human brain and robotics. From 2017 onwards, the ETH
domain plans to increasingly invest into the area of Data Science,
the emerging research field centered around the scientific analysis
of data. However, in view of the fast development of the ICT area,
the huge economic potential, and also the transformative power
of these technologies, a prioritized, broad and substantial financial
support is a matter of national interest.

With its democratic values, its legal framework, and its ICT en-
gagement, including industry 4.0-related business, Europe might
become an innovation motor for the digital age.
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8
Google as God?

Opportunities and Risks of
the Information Age

This chapter is the English translation of an article entitled Google
als Gott?, which appreared in the Neue Zürcher Zeitung on March 20,
2013, see http://www.nzz.ch/aktuell/wirtschaft/wirtschaftsnachrich-
ten/google-als-gott-1.18049950; for the first appearance of the English
version see http://futurict.blogspot.de/2013/03/google-as-god-
opportunities-and-risks.html, which is reproduced here with minor
stylistic improvements.

If God did not exist−−people would invent one! The development
of human civilization requires mechanisms promoting cooperation
and social order. One of these mechanisms is based on the idea that
everything we do is seen and judged by God−−bad deeds will be
punished, while good ones will be rewarded. The Information Age
has now fueled the dream that God-like omniscience and omnipotence
can be created by man. This essay discusses the implications.

8.1 Introduction

You’re already a walking sensor platform... You are aware of the fact
that somebody can know where you are at all times because you carry
a mobile device, even if that mobile device is turned off. You know
this, I hope? Yes? Well, you should... Since you can’t connect dots you
don’t have, it drives us into a mode of, we fundamentally try to collect
everything and hang on to it forever... It is really very nearly within
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our grasp to be able to compute on all human generated information.
Ira “Gus” Hunt, CIA Chief Technology Officer

For many decades, the processing power of computer chips has
increased exponentially—as predicted by “Moore’s Law.” Storage
capacity is growing even faster. We are now entering a phase of
the “Internet of Things”, where computer chips and measurement
sensors will soon be scattered everywhere producing huge amounts
of data (“Big Data”). Cell phones, computers and factories, but
also our coffee machines, fridges, shoes and clothes, among others,
are getting more and more connected.

8.2 Gold Rush for the Twenty-first
Century Oil

This huge amount of data, including credit card transactions,
communication with friends and colleagues, mobility data and
more is already celebrated as the “Oil of theTwenty-first Century”.
The gold rush to exploit this valuable resource is just starting.
The more data are generated, stored and interpreted, the easier is
it for companies and secret services to know us better than our
friends and families do. For example, the company “Recorded
Future”—apparently a joint initiative between Google and the
CIA—seems to investigate people’s social networks and mobility
profiles. Furthermore, credit card companies analyze “consumers’
genes”—the factors that determine our consumer behavior.

Our individual motivations are analyzed in order to understand
our decisions and influence our behavior through personalized
search, individualized advertisements, and recommendations or
decisions of our Facebook friends. But how many of these “friends”
are trustable, how many of them are paid to influence us, and how
many are software robots?
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8.3 Humans Controlled by Computers?

Today, computers autonomously perform the majority of finan-
cial transactions. They decide how much we have to pay for our
loans or insurances, based on our behavioral data and on those of
our friends, neighbors and colleagues. People are increasingly dis-
criminated by obscure “machine learning” algorithms, which are
neither transparent nor have to meet particular quality standards.
People classified as dangerous are now eliminated by drones, with-
out a chance to prove their innocence, while some countries are
discussing robots’ rights. Soon, Google will drive our cars. And in
10 years, supercomputers will exceed the performance of human
brains.

8.4 Is Privacy Still Needed?

What will the role of privacy be in such an information society?
Some companies are already trying to turn privacy into a mar-
ketable commodity. This is done by first taking away our privacy
and then selling it back to us. The company Acxiom, for example,
is said to sell detailed data about more than 500 million people.
Would it be possible to know beforehand whether the data will be
used for good or bad? Many will pay to have their personal data
removed from the Internet and commercial databases. And where
data removal is not possible, fake identities and mobility profiles
will be offered for sale, to obfuscate our traces.

8.5 Information Overload

“Big Data” do not necessarily mean that we will be able to perceive
the world more accurately. Rather, we will have to pay for “digital
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eyewear” that allows us to keep an overview in the data deluge.
Those not willing to pay (possibly also with personal data) will
be blinded by an information overload. Already today, we cannot
assess the quality of the answers we get online. As the way in which
the underlying data are processed remains hidden to the user, it
is hard to know how much we are being manipulated by web
services and social media. But given the huge economic potential,
it is pretty clear that manipulation is happening.

8.6 The Knowledge-Is-Power Society

The statement “knowledge is power” seems to imply that “om-
niscience is omnipotence”—a tempting idea indeed. Therefore,
whoever collects all the data in the world, such as the National Se-
curity Agency (NSA) in the United States, might hope to become
almighty, especially if equipped with suitable manipulation tools.
By knowing everything about us, one can always find a weak spot.
Even CIA director General David Petraeus was not immune to
this risk. He became the victim of a love affair irrelevant to his
duty.

The developments outlined above are not fantasy—they are
already taking place behind the scenes or are just around the corner.
Yet, our society and legal systems are not well prepared for this.

8.7 A New World Order Based on
Information?

Some people may see information and technologies as new tools
to create social order. Why should one object to a computer or
company or government taking decisions for us, as long as they
act in our interest? But who would decide how to use these tools?
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Can the concept of a ‘caring state’ or a ‘benevolent dictator’ really
work? In other words, can supercomputers enabled by Big Data
take the best decisions for us?

This has always failed in the past, and will be unsuccessful in
the future. Not only do many systems fail under asymmetric in-
formation (if some stakeholders are very well informed and others
very badly). The performance of all computers in the world will
never be sufficient to optimize our economy and society in real
time. Supercomputers cannot even optimize the traffic lights of
a big city in real time. This is because the computational effort
explodes with the size and complexity of the system. Just a very
simple society could be optimized top down, but who would want
to live in it?

8.8 Privacy and Socio-Diversity Need
Protection

The aforementioned “omniscient almighty society” cannot work.
If we all did what is right according to a super-intelligent
institution—it would be as if children always did what their
parents are asking for. Then they would never learn to take au-
tonomous decisions, and to go their own way. Privacy is a necessary
ingredient for the development of individual responsibility and
for society. It should not to be understood as a concession to the
citizens.

“Private” and “public” are two sides of the same coin, which
could not exist without each other. People can only adjust to the
thousands of normative public expectations every day, if there is a
private, protected space where they can be free and relax. Privacy
reduces mutual interference to a degree that allows us to “live and
let live”. If we knew what others secretly think about us, we would
have far more conflicts.
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The importance of unobserved opinion formation is demon-
strated by the crucial role of anonymous votes in democracies.
Would we only adjust ourselves to expectations of others, many
new ideas would not emerge or spread. Social diversity would
decrease, and thus the ability of our society to adapt. Innovation
requires the protection of minorities and new ideas. It is an engine
of our economy. Social diversity also promotes happiness, social
well-being, and the ability of our society to recover from shocks
(“social resilience”).

Social diversity must be protected just as biodiversity. Today,
however, the Internet recommends books, music, movies to us,
and it even suggests how to think about politics and other people.
This undermines the “wisdom of crowds” and collective intelli-
gence. Why should a company decide what is good for us? Why
can’t we determine the recommendation algorithms ourselves?
Why don’t we get access to relevant data?

8.9 An Alternative Vision of the
Information Age

In an increasingly unstable world, surveillance, combined with
the manipulation or suppression of undesired behaviors, is not a
sustainable solution. But is there an alternative to the omniscient
almighty state that matches our ethical values? An alternative that
can create cultural and economic prosperity? Yes there is, indeed!

Our society and economy are currently undergoing a fun-
damental transformation. Global networking creates increasing
complexity and instability that cannot be properly managed by
planning, optimization and top-down control. A flexible adapta-
tion to local needs works better for complex, variable systems. This
means that managing complexity requires a stronger bottom-up
component.



8 Google as God? 89

In the economy and the organization of the Internet, decen-
tralized self-organization principles have always played a big role.
Now they have also spread to intelligent energy networks (“smart
grids”) and traffic control. One day, societal decision-making and
economic production processes will also be run in a more partici-
patory way to better manage the increasing complexity. This seems
to be the natural course of history. A growing desire of citizens
to participate in social, political and economic affairs is already
found in many parts of the world.

8.10 The Democratic, Participatory
Market Society

In connection with a participatory economy, one often speaks of
“prosumers,” i.e. co-producing consumers. Advanced collabora-
tion platforms will allow anyone to set up projects with others to
create their own products, for example with 3D printers. Thus,
classical companies and political parties and institutions might
increasingly be replaced by project-based initiatives—a form of
organization that I would like to call “democratic, participatory
market society.”

To ensure that the participatory market society will work well
and create jobs on a large scale, the right decisions will have to
be made. For example, it seems essential that the information
systems of the future will be open, transparent and participatory.
This requires that we create a participatory information and in-
novation ecosystem, i.e. to make large amounts of data accessible
to everyone.
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8.11 The Benefit of Opening
Data to All

The great advantage of information is that it is (re)producible in
a cheap and almost unlimited way, so that the eternal struggle
for limited resources might be overcome. It is important that we
take advantage of this and open the door to an age of creativity
rather than limiting access to information, thereby creating ar-
tificial scarcity again. Today, many companies collect data, but
lack access to other important data. The situation is as if everyone
owned a few words of our language, but had to pay for the use of
all the other words. It is pretty clear that, under such conditions,
we could not fully capitalize on our communicative potentials.

To overcome this dissatisfactory data exchange situation and
achieve “digital literacy,” one could decide to open up data to all.
Remember that in the past most countries decided to turn the
privilege of reading and writing into a public good by establishing
public schools. This step boosted the development of modern
societies. Similarly, “Open Data” could boost the development
of the information society, but the producers of data must be
adequately compensated.

8.12 A New Paradigm to Manage
Complexity

Access to data is essential for the successful management of com-
plex dynamical systems, as it requires three elements: (i) proper
systems design to support predictability and controllability, (ii)
probabilistic short-term forecasts of the system dynamics, which
need plenty of reliable real-time data, and (iii) suitable adaptive
mechanisms (“feedback loops”) that support the desired system
behavior.
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Managing complexity should build on the natural tendency
of complex dynamical systems to self-organize. To enable self-
organization, it is crucial to find the right institutional settings
and suitable “rules of the game”, while avoiding too much top-
down control. Then, complex systems can essentially regulate
themselves.

One must be aware, however, that complex systems often be-
have in counterintuitive ways. Hence, it is easy to choose the
wrong rules, thereby ending up with suboptimal results, unwanted
side effects, or unstable system behaviors that can lead to man-
made disasters. The financial system, which went out of control,
might serve as a warning. These problems have traditionally been
managed by top-down regulation, which is usually inefficient and
expensive.

8.13 Loss of Control due to a Wrong
Way of Thinking

Whether a system can’t be adequately managed or is self-organizing
according to our intentions is a matter of systems design. If
the system is designed in the wrong way, then it will get out
of control sooner or later, even if all actors involved are highly
trained, well equipped and highly motivated to do the right things.
“Phantom traffic jams” and “crowd disasters” are examples of un-
wanted situations occurring despite all efforts to prevent them.
Likewise, financial crises, conflicts and wars can be unintended
consequences of systemic instabilities. Even today, we are still not
immune to them.

Therefore, we need a deeper understanding of our techno-
socio-economic-ecological systems and their interdependencies.
Appropriate institutions and rules for our highly networked world
must still be found. The information age is revolutionizing our
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economy and society in a dramatic way. If we do not pay sufficient
attention to these developments, we will suffer the fate of driving
a car too fast on a foggy day.

8.14 Decisions Needed to Use
Opportunities and Avoid Risks

To meet the challenges and benefit from the great opportunities
of the twenty-first century, a Global Systems Science needs to be
established in order to fill the current knowledge gaps. It aims to
generate new insights allowing politics, economy and society to
take better informed, more successful decisions. This could help
us to use the opportunities provided by the information age and
minimize its risks. We must be aware that everything is possible—
ranging from a Big Brother society to a participatory economy and
society. The choice is ours!
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• Danger of surveillance society
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4. Future planet future of surveillance, see http://www.inter-
national.to/index.php?option=com_content&view
=category&id=94&layout=blog&Itemid=104

5. CIA and FBI strategies to mine personal data, see
http://www.businessinsider.com/cia-presentation-on-big-data-
2013-3?op=1, http://gigaom.com/2013/03/20/even-the-cia-is-
struggling-to-deal-with-the-volume-of-real-time-social-data/2/,
http://www.slate.com/blogs/future_tense/2013/03/26/andrew
_weissmann_fbi_wants_real_time_gmail_dropbox_spying_
power.html

• New deal on data, how to consider consumer interests:
6. US Consumer Privacy Bill of Rights, see http://www.white-

house.gov/sites/default/files/privacy-final.pdf
7. Personal data: The emergence of a new asset class, see

http://www.weforum.org/reports/personal-data-emergence-
new-asset-class

8. HP software allowing personalized advertisement without
revealing personal data to companies, contact: Prof. Dr.
Bernardo Huberman <huberman@hpl.hp.com>

• FuturICT initiative (http://www.futurict.eu):
9. FuturICT The road towards ethical ICT, see http://link.

springer.com/article/10.1140%2Fepjst%2Fe2012-01691
-2#page-1

10. From social data mining to forecasting socio-economic
crises, see http://epjst.epj.org/index.php?option=com_article&
access=standard&Itemid=129&url=/articles/epjst/abs/2011/
04/epjst195002/epjst195002.html
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9
From Technology-Driven

Society to Socially Oriented
Technology: The Future of

Information
Society—Alternatives to

Surveillance
This chapter is the English translation of an article entitled ‘‘Sozial
orientierte Technologie’’, which appreared in the Neue Zürcher
Zeitung on August 19, 2013, see http://www.nzz.ch/meinung/
debatte/sozial-orientierte-technologie-1.18135003; for the first
appearance of the English version see http://futurict.blogspot.de/2013/
07/from-technology-driven-society-to.html, which is reproduced here
with minor stylistic improvements. The appendix appeared for the
first time in the FuturICT blog http://futurict.blogspot.de/2013/
06/why-mass-surveillance-does-not-work.html

Our society is changing. Almost nothing these days works without a
computer chip. Computing power doubles every 18 months, and in
10 years it will probably exceed the capabilities of a human brain.
Computers perform approximately 70 % of all financial transactions
today and IBM’s Watson now seems to give better customer advise
than some human telephone hotlines. What does this imply for our
future society?
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The forthcoming economic and social transformation might
be more fundamental than the one resulting from the inven-
tion of the steam engine. Meanwhile, the storage capacity of data
grows even faster than the computational capacity. Within a few
years, we will generate more data than in the entire history of hu-
mankind. The “Internet of Things” will soon network trillions of
sensors together—fridges, coffee machines, electric toothbrushes
and even our clothes. Vast amounts of data will be collected. Al-
ready, Big Data is being heralded as the oil of the twenty-first
century.

But this situation will also make us vulnerable. Exploding
cyber-crime, economic crises and social protests show that our
hyper-connected world is destabilizing. However, is a Surveillance
Society the right answer? When all our Internet queries are stored,
when our purchases and social contacts are evaluated, when our
emails and files are scanned for search terms, and when countless
innocent citizens are classified as potential future terrorists, we
must ask: Where will this lead to? And where will it end?

Will surveillance lead to self-censorship and discrimination
against intellectuals and minorities, even though innovation and
creative thinkers are bitterly needed for our economy and society
to do well in our changing world? Will free human expression
eventually be curtailed by data mining machines analyzing our
digital trails? What are the consequences, say if even the Swiss
banks and the U.S. government can no longer protect their se-
crets, or if our health and other sensitive data is sold on? Or if
politically and commercially sensitive strategies can be monitored
in real time? What if insider knowledge can be used to undermine
fair competition and justice?

The recent allegations that information agencies of various
states snoop secretly into the activities of millions of ordinary
people has alarmed citizens and companies alike. The moral out-
rage in response to the surveillance activity has made it clear that
it is not a technology-driven society that we need, but instead, a



9 From Technology-Driven Society to Socially Oriented Technology: 97

socially-oriented technology, as outlined below. We must recog-
nize that technology without consideration of ethical issues, or
without transparency and public discussions can lead us astray.
Therefore a new approach to personal data and its uses is required
so that we can safely benefit from the many new economic and
social opportunities that it can provide.

First, we need a public ethical debate on the concepts of privacy
and ownership of data, even more urgently than in bioethics.
Important questions that we have to ask are: How do we create
opportunities arising in the information age for all, but yet still
manage the downside risks and challenges - from cyber-crime to
the erosion of trust and democratic rights? Do we really need so
much security that we must be afraid of data mining algorithms
flagging the activities of millions of ordinary people as suspicious?
And what kinds of new institutions would we need in the twenty-
first century?

In the past we have built public roads, parks and museums,
schools, libraries and universities. Now, more than ever, we need
strategies that protect us against the misuse of data, and that are
intended to create transparency and trust. These strategies must
place citizen benefits and rights of self-determination at the very
core. In addition, we must develop new institutions to provide
oversight and control of the new challenges brought on by the
data revolution. Here are some specific institutional proposals:

Self-Determined Use of Personal Data: Already some time ago,
the World Economic Forum (WEF) called for a “New Deal on
Data” (http://www.weforum.org/pdf/ gitr/2009/gitr09fullreport.
pdf). It stated that the sustainable use of the economic opportu-
nities of personal data requires a fair balance between economic,
governmental and individual interests. A solution would be to re-
turn control over personal data to the respective individuals, i.e.
give people ownership of their data: the right to possess, access,

http://www.weforum.org/pdf/ gitr/2009/gitr09fullreport.pdf
http://www.weforum.org/pdf/ gitr/2009/gitr09fullreport.pdf
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use and dispose. In addition, individuals should be able to par-
ticipate in their economic profits. This would require new data
protocols and the support of legislation.

Trusted Information Exchange As the vulnerability of exist-
ing systems and the proliferation of cyber-crime indicates, a
new network architecture is urgently needed. The handling of
sensitive data requires secure encryption, anonymisation and pro-
tected pseudonyms, decentralized storage, open software codes
and transparency on the use of data, correction possibilities,
mechanisms of forgetting, and a protective “digital immune
system.”

Credibility Mechanisms Social mechanisms such as reputation,
as seen in the evaluation of information and information sources
on the internet, can play a central role in reducing abuse. But
remember that the wisdom of crowds only works if individual
decisions are not manipulated. Therefore, to be effective, individ-
uals must be given control over the recommendation mechanisms,
data filtering and search routines they use, such that they can take
decisions based on their own values and quality criteria.

Participatory Platforms All over the world people desire increased
participation, from consumption to production processes. Now,
modern technology allows for the direct social, economic, and
political participation of engaged individuals. A basic democracy
approach as in Switzerland, where people can decide themselves
about many laws, not just political representatives, would be
feasible on much larger scales. We also witness an economic
trend towards local production, ranging from solar panels to 3D
printers. It can be become a good complement of mass production.

Open Data The innovation ecosystem needs open data and open
standards to flourish. Open data enable the rapid creation of new
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products, which stimulates further products and services. Infor-
mation is the best catalyst for innovation. Of course, data providers
should be adequately compensated, and not all data would have
to be open.

Innovation Accelerator To keep pace with our changing world,
we need to reinvent the innovation process itself. A participatory
innovation process would allow ideas to be implemented faster
and external expertise to be integrated more readily. Information
is an extraordinary resource: it does not diminish when shared,
and it can be infinitely reproduced. Why shouldn’t we use this
opportunity?

Social Capital Information systems can support diverse types of
social capital such as trust, reputation, and cooperation. Based
on social network interactions, they are the foundation of a
flourishing economy and society. So, let’s create new value!

Social Technologies Finally, we must learn to build information
systems that are compatible with our individual, social and cul-
tural values. We need to design systems that respect the privacy
of citizens and prevent fear and discrimination, while promot-
ing tolerance, trust, and fairness. What solutions can we offer
users to ensure that information systems are not misused for un-
justified monitoring and manipulation? For a well-functioning
society, socio-diversity (pluralism) must be protected as much as
biodiversity. Both determine the potential for innovation.

These are just some examples of the promising ways in which we
could use the Internet of the future. Among all these, a surveillance
society is probably the worst of all uses of information technology.
A safe and sustainable information society has to be built on repu-
tation, transparency and trust, not mass surveillance. If we can no
longer trust our phones, computers or the Internet, we will either
switch off our equipment or start to behave like agents of a secret
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service: revealing as little information as possible, encrypting data,
creating multiple identities, laying false traces.

Such behaviour would create little benefits for ordinary citizens,
besides protection, but might help criminals to hide. It would be a
pity if we failed to use the opportunities afforded by the informa-
tion age, just because we did not think hard or far enough about
the technological and legal frameworks and institutions needed.

The information age is now at a crossroad. It may eventu-
ally lead us to a totalitarian surveillance state, or we can use it
towards a creative, participatory society. It is our decision, and
we should not leave it to others. It is also time to build the
institutions for the globalized information society to come, in
a world-wide collaboration, instead of starting a global war of
information systems.

Appendix: Why Mass Surveillance Does
Not Work

These days, it is often claimed that we need massive surveillance
to ensure a high level of security. While the idea sounds plausible,
I will explain, why this approach cannot work well, even when
secret services have the very best intentions, and their sensitive
knowledge would not be misused. This is a matter of statistics—no
method is perfect.

For the sake of illustration, let us assume there are 2000 terror-
ists in a country with 200 million inhabitants. Moreover, let us
assume that the secret service manages to identify terrorists with
an amazing 99 % accuracy. Then, there are 1 % false negatives
(type II error), which means that 20 terrorists are not detected,
while 1980 will be caught. The actual numbers are much smaller.
It has been declared that 50 terror acts were prevented in about 12
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years, while a few terrorist attacks could not be stopped (although
the terrorists were often listed as suspects).

It is also important to ask, how many false positives (“false
alarms”) do we have? If the type I error is just 1 out of 10,000,
there will be 20,000 wrong suspects, if it is 1 permille, there will be
200,000 wrong suspects, and if it is 1 %, it will be 2 million false
suspects. Recent figures I have heard of on TV spoke of 8 million
suspects in the US in 1996, which would mean about a 4 % error
rate. If these figures are correct, this would mean that for every
terrorist, 4000 times as many innocent citizens would be wrongly
categorized as (potential) terrorists.

Hence, large-scale surveillance is not an effective means of
fighting terrorism. It rather tends to restrict the freedom rights
of millions of innocent citizens. It is not reasonable to apply
surveillance to the entire population, for the same reasons that
it is not sensible to perform a certain medical test on everybody.
There would be millions of false positives, i.e. millions of people
who would be wrongly treated, with negative side effects on their
health. For this reason, patients are tested for diseases only if they
show symptoms of concern.

In the very same way, it creates more harm than benefit if every
person is screened for terrorism. This causes unjustified discrimi-
nation and harmful self-censorship at times, where innovative and
unconventional ideas are needed more than ever. It will impair the
ability of our society to innovate and adapt, thereby promoting
instability. Thus, it is time to pursue a different approach, namely
to identify the social, economic and political factors that promote
crime and terrorism, and to change these factors. Just two decades
back, we saw comparatively little security problems in most mod-
ern societies. Overall, people tolerated each other and coexisted
peacefully, without massive surveillance and policing. We were
living in a free and happy world, where people of different cul-
tural backgrounds respected each other and did not have to live
in fear. Can we have this time back, please?
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10
Big Data Society: Age of

Reputation or Age of
Discrimination?

This chapter was first published in the FuturICT blog on September
22, 2014, see http://futurict.blogspot.ch/2014/09/big-data-society-
age-of-reputation-or.html, and is reproduced here with minor stylistic
improvements.

If we want Big Data to create societal progress, more transparency
and participatory opportunities are needed to avoid discrimination
and ensure that they are used in a scientifically sound, trustable, and
socially beneficial way.

Have you ever “enjoyed” an extra screening at the airport be-
cause you happened to sit next to someone from a foreign country?
Have you been surprised by a phone call offering a special service
or product, because you visited a certain webpage? Or do you feel
your browser reads your mind? Then, welcome to the world of Big
Data, which mines the tons of digital traces of our daily activities
such as web searches, credit card transactions, GPS mobility data,
phone calls, text messages, Facebook profiles, cloud storage, and
more. But are you sure you are getting the best possible product,
service, insurance or credit contract? I am not.

Like every technology, Big Data has some side effects. Even
if you are not concerned about losing your privacy, you should
be worried about one thing: discrimination. A typical application
of Big Data is to distinguish different kinds of people: terrorists
from normal people, good from bad insurance risks, honest tax
payers from those who don’t declare all income . . . . You may

© Springer International Publishing Switzerland 2015
D. Helbing, Thinking Ahead—Essays on Big Data, Digital Revolution,
and Participatory Market Society, DOI 10.1007/978-3-319-15078-9_10

103

http://futurict.blogspot.ch/2014/09/big-data-society-age-of-reputation-or.html
http://futurict.blogspot.ch/2014/09/big-data-society-age-of-reputation-or.html


104 Thinking Ahead—Essays on Big Data . . .

ask, isn’t that a good thing? Maybe on average it is, but what
if you are wrongly classified? Have you checked the information
collected by the Internet about your name or gone through the
list of pictures Google stores about you? Even more scary than
how much is known about you is the fact that there is quite some
information in between which does not fit. So, what if you are
stopped by border control, just because you have a similar name
as a criminal suspect? If so, you might have been traumatized for
quite some time.

Where does the problem originate? Normally, the groups of
people to distinguish are overlapping—their data points are not
well separated. Therefore, mining Big Data comes with the sta-
tistical problem of false positives and false negatives [1]. That is,
some people get an unintended advantage, while others suffer
an unfair disadvantage—an injustice hard to accept. Even with
the overly optimistic assumption that the data mining algorithm
has an accuracy of 99.9 %—when applied to 200 million people,
there are hundreds of thousands of people who will experience a
wrong treatment. In medicine, the approach of mass screenings is
therefore highly controversial [2]. Are you willing to sacrifice your
breast or prostata for a wrongly diagnosed cancer? Probably not,
but it happens more often than you think.

Similarly, tens of thousands of honest people are unintention-
ally mixed up with terrorists. So, how can you be sure you are
getting your loan for fair conditions, and do not have to pay a
higher interest rate, just because someone in your neighborhood
defaulted? Can you still afford to live in an interesting multiethnic
neighborhood, or do you have to move to another neighborhood
to get a reasonable loan? And what about the tariff of your health
insurance? Will you have to pay more, just because your neighbors
do not go jogging? Will we have to put pressure on our Facebook
friends, colleagues, and neighbors, just to avoid possible future
discrimination? And what would be the features that play out
positively or negatively? How much sweet lemonade on our credit
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card bill will be acceptable to our health insurance? Is it ok to
drink a glass of wine, or better not? What about another cup of
coffee or tea? Can we still eat meat, or will we get punished for it
with higher monthly rates? Would there be a right way of living
at all, or would just everyone be discriminated for some behavior,
while perhaps getting rewards for others? The latter is surely the
case.

This might be fine, if everybody were to benefit in one way or
another, but unfortunately this is rather unlikely. Some would be
lucky and others would be unlucky, i.e. inequality would grow.
But similar to stock markets, it would be difficult to tell before-
hand, who would benefit and who would lose out. This is so, not
just because of the random distribution of individual properties,
but also because the parameters of the data mining algorithms
can be determined only with a limited accuracy. However, even
tiny parameter changes may produce dramatically different results
(a fact known as “sensitivity” or “butterfly effect”) [3]. In other
words, while the miners of Big Data may pretend to take more
scientific, better and fairer decisions, the results will often have a
considerable amount of arbitrariness. Many data miners probably
don’t know about this or don’t care. But the fact that lots of al-
gorithms produce outputs without warnings of their limitations
creates a dangerous overconfidence in their results. Moreover, note
that the choice of the model can be even more critical than the
choice of parameters [4]. That’s basically why people say: “Don’t
believe a statistics that you haven’t produced yourself.”

The problem is reminiscent of the experiences made with
financial innovations. People used models without thoroughly
questioning their validity. It was discovered too late that financial
innovations may have negative effects and destabilize the markets.
One example is the excessive use of credit default swaps, which
package risks in ways that buyers don’t seem to understand any-
more. The consequence of this was a financial meltdown that the
public has to pay for at least for another decade or two. It is no
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wonder that trust in the financial system dropped dramatically,
with serious economic implications (no trust means no lending).
This time, we should not make the same mistakes, but rather use
Big Data in a trustworthy, transparent, and beneficial way. To
reap the benefits of personalized medicine, for example, we need
to make sure that personal medical data will not be used to the
disadvantage of patients who are willing to share their data in favor
of creating a public good—a better understanding of diseases and
how to cure them.

In fact, we have worked hard to overcome discrimination of
people for gender, race, religion, or sexual orientation. Should we
now extend discrimination to hundreds or even thousands of vari-
ables, just because Big Data allows us to do so? Probably not! But
how can we protect ourselves from such discrimination? In order
to avoid that the information age becomes an age of discrimination
fueled by Big Data, we need informational justice. This includes
to establish (1) suitable quality standards like for medical drugs,
(2) proper testing, and (3) fair compensation schemes. Other-
wise people will quickly lose trust in Big Data. This requires us
to decide what collateral damage for individuals would be consid-
ered tolerable or not. Moreover, we need to distinguish between
“healthy” and “unhealthy” innovations, where “healthy” means
innovations that produce long-term benefits for the economy and
society (see Information Box). That is, the overall benefit should
be bigger than the disadvantage caused by false positives, such
that the corresponding individuals can be compensated for unfair
treatments.

There are two fundamentally different ways to ensure a
“healthy” use of Big Data and allow victims of discrimination
to defend their interests. The classical approach would be to cre-
ate a dedicated government agency or institution that establishes
detailed regulations, in particular quality standards, certifica-
tion procedures, and effective punitive schemes for violations.
But there is a second approach—one that I believe could be
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more effective for companies and citizens than complicated le-
gal and executive procedures. This framework would be based on
next-generation reputation systems creating feedback loops that
support self-regulation.

How would such a next-generation reputation system work?
The proposal is to establish a Global Participatory Plattform [5],
i.e. a public store for models and data. It would work a bit like
an appstore, but people and companies could upload not only
apps. They could also upload data sets, algorithms (e.g. statistical
methods, simulation models, or visualization tools), and ratings.
Everybody could use these data sets for free or for a fee, and
annotate user feedbacks. It would be as if we were able to submit
not only queries to Google, but also algorithms to determine the
answers. In this way, we could better control the quality of results
extracted from the data.

So, assume we would store all data collected about individuals
in a data bank (for reasons of data security, a decentralized and
encrypted storage would be preferable). Moreover, assume that ev-
eryone could submit algorithms to be run on these datasets. The
algorithms would be able to perform certain operations within
the bounds of privacy laws and other regulations. For example,
they could generate aggregate information and statistics, while
privacy-invasive queries violating user consent would not be ex-
ecuted. Moreover, if executable files of the algorithms used by
insurance or other companies using Big Data were uploaded as
well, it would allow scientists and citizens to judge their statis-
tical properties and verify that undesirable discrimination effects
are below commonly accepted thresholds. This would ensure that
quality standards would be met and continuously improved.

The advantages of such a transparent and participatory ap-
proach are multifold for business, science, and society alike: (1)
results can be verified or falsified, thereby uncovering possible
methodological issues, (2) the quality of Big Data algorithms
and data will increase more quickly, (3) “healthy” innovation and
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economic profits will be stimulated, (4) the level of trust in the
algorithms, data and conclusions will increase, and (5) an “infor-
mation ecosystem” will be grown, creating an enormous amount
of new business opportunities, to fully unleash the potential of
Big Data.

I fully agree with the US Consumer Data Privacy Bill of Rights
[6] stating that ‘‘trust is essential to maintaining the social and eco-
nomic benefits that networked technologies bring to the United States
and the rest of the world.’’ A report on personal data as a new asset
class, published by the World Economic Forum, therefore sug-
gests a “New Deal on Data” [7]. This includes establishing a data
ecosystem that creates a balance between the interest of compa-
nies, citizens, and the state. Important elements of this would be:
transparency, more control by citizens over their personal data,
and the ability for individuals to participate in the value generated
with their personal data.

This has implications for the design of the Global Participatory
Platform I am proposing. Data collected about individuals would
be stored in a personal data purse. Individuals could add and
comment the data, have them corrected, if factually wrong, and
determine, who could use them for what kind of purpose, to
meet the regulations regarding privacy and self-determination.
When personal data are used, both the user and the company
that collected the data would earn a small amount, triggering
micropayments. Finally, to keep misuse of data and malicious
applications on a low level, there would be a certain reputation
system, which would act like a social immune system.

Reputation and recommender systems are quickly spreading all
over the Web. People can rate products, news, and comments. In
exchange, Amazon, eBay, TripAdvisor and many other platforms
offer recommendations. Such recommendations are beneficial not
only for the user, who tends to get a better service, but also for
a company offering the product or service, as higher reputation
allows it to take a higher price [8]. However, it is not good enough
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to leave it to a company to decide, what recommendations we get,
because then we don’t know how much we are being manipulated.
We want to look at the world from our own perspective, based
on our own values and quality criteria. It would be terrible if
everyone ended up reading the same books and listening to the
same music. Therefore, it is important that recommender systems
do not undermine socio-diversity.

Diversity is an important factor for innovation, social well-
being, and societal resilience [9]. It deserves to be protected in
the very same way as biodiversity. Modern societies need a com-
plex interaction pattern of diverse people and ideas, not average
people who all do the same things. The socio-economic mis-
ery in many countries of the world is clearly correlated with the
loss of socio-economic diversity. While some level of norms and
standardization appears to be favorable, too much homogeneity
turns out to be bad. This also implies that we need to be care-
ful about discriminating against people who are different—such
discrimination may undermine socio-diversity.

Today’s personalized recommender systems endanger socio-
diversity as well. They are manipulating people’s opinions and
decisions, thereby imposing a certain perspective and value system
on them. This can seriously undermine the “wisdom of crowds”
[10], which is central to the functioning of democracies. The “wis-
dom of crowds” requires independent information gathering and
decision-making—a principle not sufficiently respected by most
recommender systems [11].

How could we, therefore, build “pluralistic” reputation and rec-
ommender systems, which support socio-economic diversity, and
are also less prone to manipulation attempts? First, one should
distinguish three kinds of user feedbacks: facts (linked to in-
formation allowing to check them), advertisements (if there is
a personal benefit for posting them), and opinions (all other feed-
backs). Second, user feedbacks could be made in an anonymous,
pseudonymous, or personally identifiable way. Third, users should
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be able to choose among many different reputation filters and rec-
ommender algorithms. Just imagine, we could set up the filters
ourselves, share them with our friends and colleagues, modify
them, and rate them. For example, we could have filters rec-
ommending the latest news, the most controversial stories, the
news that our friends are interested in, or a surprise filter. So,
we could choose among a set of filters that we find most useful.
Considering credibility and relevance, the filters would also put a
stronger weight on information sources we trust (e.g. the opinions
of friends or family members), and neglect information sources
we do not want to rely on (e.g. anonymous ratings). For this, users
would rate information sources as well, i.e. other raters. There-
fore, spammers would quickly lose reputation and, with this, their
influence on recommendations made.

In sum, the system of personal reputation filters would estab-
lish an “formation ecosystem,” in which increasingly good filters
will evolve by modification and selection, thereby steadily en-
hancing our ability to find meaningful information. Then, the
pluralistic reputation values of companies and their products (e.g.
insurance contracts or loan schemes) would give a pretty differ-
entiated picture, which can also help the companies to develop
better customized and more successful products.

In conclusion, I believe it’s high time to create suitable in-
stitutions for the emerging Big Data Society of the twenty-first
century. In the past, societies have created institutions such as
public roads, parks, museums, libraries, schools, universities, and
more. But information is a special resource: it does not become
less, when shared, and it can be shared as often as we like. In fact,
our culture results from what we share. At the moment, however,
the world of data is highly proprietary and fragmented. It’s as if
every individual owned a few words but had to pay for using all
the others, and some words could not be used at all for propri-
etary reasons. Obviously, such a situation is not efficient and does
not make sense in an age where data are increasingly important.
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Business and politics have pushed hard to remove barriers to the
free trade of goods—it is now time to remove the obstacles to the
global use of data. Providing access to Big Data would unleash
the power of information for business, politics, science and cit-
izens. Access to Big Data is surely needed for science to provide
a good service to society [12, 13]. In the past, reading and writ-
ing was a privilege, which came with personal advantages. But
public schools opened literacy to everyone, thereby boosting the
development of modern service societies. In the very same way we
could now boost the emerging digital society by promoting digital
literacy and investing into transparent, secure, participatory and
trustworthy information and communication systems [14]. The
benefits for our societies would be huge!

10.1 Information Box: How to Define
Quality Standards for Data
Mining

Assume that the individuals in a population of N people fall into
one of two classes. Let us consider people of kind 1 “desirable,”
e.g. honest citizens, good insurance risks) and people of kind
2 “undesirable” (criminals, bad insurance risks, etc.). We repre-
sent the number of people classified as kind 1 and 2 by N1 and
N2, respectively. Let the rate of false positives, that is individ-
uals who are faced with unjustified discrimination, be given by
α, and the rate of false negatives be β. Then, the actual num-
ber of people of kind 1 is (1 − β)N1 + αN2, and the actual
number of people of kind 2 is (1 − α)N2 + βN1. Furthermore,
assume that the classification is creating an advantage of A > 0
for people classified as kind 1, but a disadvantage of −D < 0
for people classified as kind 2. Then, each false positive classified
person has a double disadvantage of −(A + D), because he or
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she should have received the advantage A while suffering the dis-
advantage −D. This will be considered unfair and question the
legitimacy of the procedure. False negatives, in contrast, those
who are classified “desired” but are in fact “undesired”, enjoy a
double advantage of (A + D). They may also create an extra dam-
age −E to society. Overall, the classification produces a gain of
G = N1[(1 − β)A + β(A + D)] to individuals classified to be
of kind 1 and a cost of C = −N2[(1 − α)D + α(D + A)] to
individuals classified to be of kind 2. The overall benefit to society
would be B = G − C − E. Unfortunately, there is no guarantee
that it would be positive.

To demonstrate this, let us assume a business application of
Big Data, in which the economic profit P (e.g. by selling cheaper
insurance contracts to people of kind 1) is a fraction f of the gain,
i.e. P = f G. If applied to many people, the application may be
profitable even if the fraction f < 1 is quite small. Moreover, from
the point of view of a company, discrimination may be rewarding
even if it has an overall disadvantage to people (i.e. if the overall
benefit B is negative). This is because a company typically cares
about its own profits and its customers, but not everybody else.
Clearly, if some insurance contracts get cheaper, others will have
to be more expensive. In the end, people with high risks will not
be offered insurances anymore, or only at an unaffordable price,
so some victims of accidents may not be compensated at all for
their damage.

Even if B is positive, the profit P may be smaller than the unjust
disadvantage U, which is the price that false positives have to pay.
Such a business model would create a situation that I will call a
‘‘discrimination tragedy,’’ where citizens have to pay the price for
economic profits, even though they are not getting a good service
in exchange.

It is, therefore, in the public interest to establish binding stan-
dards for the “healthy” use of Big Data algorithms, regulating the
required predictive power and the acceptable values of α, D, B and
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U. A cost-benefit analysis suggests to demand B > 0 (there is a
benefit) and B > U (the benefit is high enough to compensate for
unjust treatments). Moreover, αN1 and D should be below some
acceptable thresholds. Today, these values are often unknown, and
that means we have no idea what economic and societal benefits or
damages are actually created by current applications of Big Data.
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This perspective paper discusses challenges and risks of the information
age, and the implications for the information and communication
technologies that need to be built and operated. It addresses ethi-
cal and policy issues related with Big Data and how procedures for
privacy-preserving data analyses can be established. It further pro-
poses a concept for a future, self-organizing and trusted Web and
discusses recommended legal regulations as well as the infrastructure
and institutions needed.

11.1 Ethical and Policy Issues Related
with Socio-Economic Data Mining

Large-scale data mining is opening up previously unimaginable,
new perspectives for science and, of course, even more for business.
At the same time, it affects fundamental rights of individuals in
ways, which are hard to fully oversee. Among these, the right of
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privacy is surely one of the most endangered, but it is not the
only one. Such risks result not only from single research or data-
mining activities. They arise in particular from the combination of
singular observations in larger datasets, which contain more and
more information, and are capable eventually to depict accurate
personal profiles. With these giant data conglomerates at one’s
disposal, making sense of unpersonalized and apparently irrelevant
information is easier than one could think [1]. However, it is still
not clear what the implications of developing such informational
cornucopias are. In the meantime, megadata centers run by private
companies and national security agencies are spreading [2, 3, 4, 5,
6]. Intel, the largest CPU manufacturer in the world, has declared
that already by 2012 megadata centers will account for 20–25 %
of its server chip sales [7].

In the following sections, we will discuss ethical aspects of
building gigantic supercomputing ICT facilities for large-scale
data mining, as the ones mentioned before. Our analysis will
be primarily based on and guided by a literature review of eth-
ical research in the social sciences. The approach followed can
be characterized essentially (but not exclusively) by a positivist
and structuralist standpoint, and our discussion will concentrate
mainly on privacy issues. However, in Sect. 11.1.5 we will consider
other ethical concerns inherently related to large-scale data-mining
activities. Further ethical issues related to social supercomputing
are addressed in Ref. [8].

11.1.1 A Source-Based Taxonomy of
Available Personal Information

Given that today, more information is available about us than we
are usually aware of, let us start the discussion of ethical issues with
a picture of the personal data traces almost everyone leaves most
of the time. The following paragraphs provide a non-exhaustive
taxonomy of available data organized by data sources.
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Data in Public Registries Data belonging to this category is
generally already available to the public, or available after paying
a small fee to public institutions.

• phone books,
• land registries,
• car plate registries,
• health data,
• salary registries (available primarily for the public sector)
• tax data (public in the US),
• religious confession,
• social security and passport numbers.

Data Generated by Electronic Services Today, the correct
and efficient functioning of our everyday lives is more or less
dependent on a few essential services, which are increasingly sup-
ported by ICT and electronic infrastructures. This means that, by
using such services, a lot of data are automatically generated as
by-product. Data in this category are usually available only to cer-
tain public institutions and/or some private companies providing
these services.

• phone call logs,
• flight passenger information (such as e-mail addresses, credit

cards, etc., particularly for flights to the USA),
• bank account data,
• credit card numbers,
• money transactions (e.g. Swift system),
• consumer data (“people who bought X have also bought Y”),
• behavioral analyses.

Data Generated by Internet Activities “Look but do not
touch” was considered a wise advice to follow when entering
unknown environments. However, in the Internet, this is no
longer sufficient. The sheer surfing activity, without any content
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and without accessing any service requiring authentication, e.g.
reading certain news, is enough to generate a wide range of differ-
entiated digital traces. These traces are stored on private remote
servers as well as on the local drives. This includes

• Internet service provider logs (e.g. IP and MAC addresses),
• logs of remote access to phones and computers,
• browser history,
• browser cache,
• cookies,
• search queries, and
• click streams.

Data from Portable Devices In many social strata, the ev-
eryday usage of portable devices is becoming a wide-spread habit.
The current integration trend makes portable devices more and
more interconnected with each other through wireless commu-
nication networks. This facilitates the spatial tracking of persons
via location data, which are exchanged by their devices. Such data
include

• GSM, UMTS, and GPS location data,
• WLAN/WiFi open hot spots,
• bluetooth devices,
• RFID data,
• car transponders for automated highway toll payment systems,
• electronic badges (e.g. for conferences [9], hotel rooms, etc.)

Moreover, the large availability of peer-to-peer connections and
Internet access points increases the risk of security breaches and
data leaks, especially when these devices are used by people
unaware of their vulnerabilities.

Finally, the portability of such media introduces the risk of
loss of the device itself and consequently of all data stored in
them. Given the ongoing miniaturization process and the steady
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improvements in capacity, the privacy concerns arising from the
lack of encryption or other data-protection techniques for such
devices are real. This concerns, in particular,

• cameras and video recorders,
• cell phones,
• electronic organizers and smart phones,
• laptops,
• flash memory cards and external hard drives, and
• smart multimedia players.

Unauthorized Content Captured from Diverse Multime-
dia Devices Individual actions that reveal people’s lifestyles may
be recorded in both public and private venues and made public
at any time and without any previous warning. This concern is
becoming increasingly more real due to the integration of multi-
media contents into global projects such as Street View, and the
success of photo and video online repositories. This concerns

• uploaded content on social websites (e.g. embarrassing party
snapshots or videos),

• Google Street View photographs,
• public webcams.

User-Generated Contents Many users “voluntarily” share
personal opinions or even detailed personal information on their
online profiles. Whether they are aware of all the risks of this
practise is not entirely clear, but the material is sufficient to iden-
tify political, religious and/or sexual preferences of many Internet
users. This concerns

• blogosphere data (forums, blogs, chats, etc.),
• the archive of mailing lists or discussion groups,
• keyword scans of free mail accounts,
• social network data.
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Security Data Under the key issue of security, people were will-
ing or forced to reduce the range of their personal freedoms, with
consequences often also for personal privacy. This can happen
through an explicit disclosure of personal data, e.g. filling in a
security form to entering a foreign country or through accessing a
given service, or tacitly, e.g. through public surveillance cameras.

• video surveillance (CCTV),
• face recognition data,
• biometric data,
• audio recordings, directional microphone recordings,
• phone call surveillance,
• speed radar photographs,
• scanned items and body scans at airports,
• security forms that must be filled in.

Intercepted Data From very basic to very sophisticated tech-
niques, despite this may be for illicit purposes, electronic
communications can be intercepted. Examples include

• network eavesdropping (emails traffic, phone calls, etc.),
• identity theft,
• hardware trojans,
• software trojans,
• the physical analysis of variations in electromagnetic fields of

wireless devices (keyboard and mouse) and of computer screens,
• the monitoring of fluctuations in the electricity consumption

of electronic devices.

While the above lists are probably not complete, it is obvious
that the combination of only some of the above data can elimi-
nate privacy to a large extent. Modern information services give
a striking picture of this (see e.g. [10]). On the one hand, they
show how much information can easily be gained about a single
person (contact data, pictures, videos, news, etc.). On the other
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hand, they illustrate how easily wrong information not related to
the person searched for is mixed between correctly retrieved infor-
mation. Therefore, we will discuss below whether privacy is just
an outdated concept, or whether it is crucial for the functioning
of democratic societies.

11.1.2 Why Would the Honest be Interested
to Hide?

When it comes to private data, some people suggest that privacy is
mainly in the interest of dishonest, criminal, or perverted people.
In the following, we will argue that this is a dangerous miscon-
ception. Privacy has been granted not as a concession of the state
to the individual, but because a modern society needs it in order
to flourish.

Although different in several respects, commercial confiden-
tiality may serve as a useful illustration to explain why privacy is
an essential requirement for people. For example, if confidential-
ity is eliminated, there would be no incentive for companies to
invest into expensive long-term innovations, which pay off only
through a winning margin. It would be so much more economic
to copy inventions of others as soon as they occur. (There would
not be such a fierce discussion about copyright protection/patent
enforcement, if this would not be the case.) Secrecy and confiden-
tiality are needed to gain a competitive advantage (in particular in
time) that makes innovation commercially profitable. There are
two other interesting points about innovation:

• Innovation usually starts off in a minority position [11]. In the
beginning, there are a few supporters and customers only. In
other words, there is little innovation without the existence of
minorities.

• As is known from evolutionary theory, innovation thrives best
when there is a large diversity of variants [12]. In other words,
diversity or “pluralism” is the motor driving innovation. If we
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just followed the majority or aimed at being “normal” (the
average), the innovation rate and, with this, our adaptability
to changing (environmental) conditions would suffer. This is
actually the reason why totalitarian regimes are sooner or later
destined to fail.

These principles can also be transferred to individuals. Without
privacy, pluralism is in danger, as the following lab experiment
shows [13]: Experimental subjects had to guess the correct answer
to a factual question such as “How many murderers occurred in the
year 2006?” They received a certain amount of money, whenever
their answer was close enough to the correct one. In one setup,
they decided several times without any information feedback; in
another setting, they were informed about the estimates of the
others. In the first round, the variation of answers was high, but
the correct answer was always within the range of answers and
was usually well approximated by the geometric mean value of all
estimates. When information feedback was provided, the answers
converged over time, which may be an indication that the right
answer was identified. Instead, however, it often happened that the
relevant spectrum of answers did not contain the correct answer.In
other words, social imitation created herding effects, which were
often misleading.1

The financial crisis is probably an example for such herding ef-
fects, which led to extremely expensive mistakes. Herding-related
mistakes would become even more likely, when people were put
under pressure to conform with frequent opinions or behaviors,
and as the above experiment shows, even when they would only be
exposed more often to other opinions than they used to be. This

1 Note that taking the wrong decision occurred here even without social pressure,
while it is known since the famous Asch experiment that individuals give pre-
dominantly wrong answers (against their own judgement), if the people before
them do so [14].
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applies as well to many current Web services and recommender
systems, which reinforce dominating opinions.

Revealing private data would increase this tendency of con-
formism enormously and would have other unwanted side effects,
as the following points indicate:

1. If “normal” behavior was considered the ideal and indi-
vidualism was to be discouraged, life would become more
predictable, but for sure also much more boring.

2. Conformism implies a danger of discrimination (for having
a certain religious belief, age, gender, disease, sexual pref-
erence, etc.; it is not without reason that Americans apply
for jobs without a birth date and without a photograph). It
is well-known that minorities need protection. One must
be aware that it is usually minorities who create the con-
cepts and lifestyles of tomorrow, and that it is hard to say
in advance, which ones it will be. The minority behavior
that eventually becomes majority largely depends on envi-
ronmental changes and historical developments. A society,
therefore, needs to have a pool of minorities to successfully
adapt to the challenges and opportunities of the future. Mi-
norities are an indispensable ingredient in the process for
evolutionary innovation [15, 12].

3. The majority behavior of today may be a minority behavior
of tomorrow. What is normal today may be perceived as ab-
normal tomorrow. For example, it is hard to predict how we
will think in the future about the appropriateness of certain
kinds of food we eat or the environmental and labor condi-
tions under which purchasable goods are produced. Hence,
nobody can be certain that his or her current behavior would
be considered acceptable or within the norm in the future.
Social norms are continuously changing [16]. For example,
in the 1960s, the values of society were changing dramati-
cally, and the establishment got under enormous pressure.
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There are many other examples, such as racial segregation,
which was considered “normal” by many people in the past,
but is seen totally different nowadays.

4. Private data could be misused by companies. For example,
insurance companies have an interest to offer cheap con-
tracts to the majority of people and to charge minorities for
special risks (e.g. inborn or past health risks, or higher hospi-
tal costs of women giving birth to children). This, however,
clearly undermines solidarity.

5. Publicly available data could also be misused towards crim-
inal means. For example, the city of Oakland releases
information on where and when arrests are made, which is
later on displayed on a private website [17]. From that web-
site, it was possible for criminals to infer the police’s tactics,
patrolling times and other valuable information [18].

6. Companies start charging money to people who want cer-
tain private information to be deleted [23, 19, 20, 21, 22].
A recent newspaper article even predicts that privacy in the
future will be a privilege of the rich [24].

7. Disclosing the wealth of people explicitly or implicitly (e.g.
through Street View services) can endanger individuals and
increases the chance that they may become victims of crime.
Therefore, being rich may become less rewarding, and all
the private initiative, innovation and commitment leading
to it as well.

8. Generally, people with professions that require them to take
unpopular decisions sometimes (such as judges, policemen,
or teachers) sometimes need a certain degree of protection
of their private sphere. Otherwise, they will not be able to
perform their job effectively and end up doing what pleases
those they are supposed to judge.

9. People may no longer be able to seek forgiveness for mistakes
they have made, if information about them remains publicly
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accessible forever [25]. In the past, after a reasonable pun-
ishment, depending on the gravity of the misconduct, the
policy of societies was to forget about them. In the worst
case, delinquents would still be able to emigrate to other
countries, where nobody knew them, paying with aban-
doning their hometown, a high price for getting a second
chance. Now, however, wherever one may go, the digital
traces left behind will follow him or her. This is not neces-
sarily bad, but it certainly requires a savvier society that is
able to remember and forgive at the same time. As Thomas
Szasz said “The stupid neither forgive nor forget; the naive
forgive and forget; the wise forgive but do not forget.” With-
out an adequate mix of tolerance and solidarity, the ability
of a society to (re-)integrate people could be seriously under-
mined. Outcasts would only have a chance to find friends
among other outcasts. As a consequence, this would frag-
ment society into a variety of subsocieties—a trend, which
is observed already.

10. Whenever a huge amount of personal information is avail-
able, individuals, private businesses or public institutions
may try to infer individuals’ behaviors, preferences and at-
titudes and to classify them according to certain profiles.
This tendency is as strong as dangerous, since there is no such
thing as an accurate classification. Moreover, in the presence
of information asymmetries, which are extremely com-
mon in everyday life (such as market exchange, buyer/seller
interactions, insurance contracts, bank operations, job in-
terviews, etc.), an inappropriate or wrong classification may
be hard to correct or oppose to. Moreover, it may affect the
lives of people in manifold and unexpected ways, given the
high degree of interconnectedness of different services. In
the worst case, it can even lead to circuli vitiosi from which
people cannot escape. For example, missing an installment
for leasing a car once could mark somebody as bankrupt.
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This label would prevent this person from getting future
loans, which he or she would need in case of temporarily
financial recovery. However, it could lead to even more ab-
surd situations. For example, by skipping one installment,
the system would automatically register the fact “interrup-
tion of contract”, and tag one’s profile with a negative label.
Ironically, the real motivation behind the fact “interruption
of contract” could even be that the entire amount of money
due was paid at once, without waiting until the contract
expired.
The above example is real, and wrong classifications like
these are already happening. But that is not yet the worst
possible scenario one can imagine. In fact, we must be aware
that any form of classification introduces elements for dis-
crimination, because the “labels” are often not adequate and
not mutually agreed on [26]. Classifications (whether justi-
fied or not) create peer groups and may seriously undermine
the basis of cooperation and shared norms in our society.
They may also cause unnecessary conflicts [27].

11. As it becomes possible to learn quickly what kind of peo-
ple we are interacting with and what they do and think,
this will undermine an independent judgement of their
qualities (and weaknesses). Rather than giving everybody
a fair chance to find the right kind of friends, people might
end up stigmatized and socially excluded. People need to
be protected from intolerance, mobbing, blackmailing and
bribery. To live in peace, people often choose to segre-
gate from others. Given the availability of a lot of personal
information to everyone, however, the Internet does not al-
low this anymore. In this respect, it is important to note
that undermining the mechanism of voluntary seclusion
can seriously affect the cooperation among people, to the
disadvantage of everybody [28, 29].
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12. The more the Internet knows about everyone, the closer
we get to a situation where we can effectively read other
people’s minds. Such a situation, however, would potentially
generate a lot more conflicts than we have today.

13. It must also be noted that having more information freely
available does not necessarily lead to a more transparent,
fairer or better society. In an information-rich environment,
people spend only a short time on a certain subject, and it
easily can happen that people get a wrong impression based
on such a pars pro toto approach (assuming that the first or
a randomly picked piece of information would be represen-
tative for the full information). Therefore, large amounts
of information can promote misjudgements of a person’s
behavior by the media and by public opinion [30]. Such
reputational effects are difficult to correct, particularly as
rectifications (e.g. when a suspect in a crime case has been
found innocent) are often poorly noticed. This may have a
serious impacts on individual lives.

14. When all people have access to the same information at the
same time (and at negligible costs), this may lead to negative
feedback effects such as herding effects. A typical example is
the information about a traffic jam, which is provided to ev-
erybody via the public news. One can easily imagine that this
leads to over-reactions of drivers to the news and, thereby, to
overloaded alternative roads, while the originally congested
route may become underutilized. A possible solution of this
problem is to provide user-specific information according
to probabilistic rules [31] or to overlay randomness to the
information signal [32].

15. Systems where a high degree of transparency has already been
implemented for years have shown to become more sensi-
tive to sudden regime shifts. Examples are market hysteria
and volatility clustering phenomena, which can cause fail-
ure avalanches. In some cases, transparency on the producer
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side can also facilitate the establishment of tacit collusive
practises, as it has been found in online markets, auctions,
and laboratory experiments [33, 34, 35].

16. Decisions to reveal private information may even spread in
an “epidemic” way. For example, if someone decides to pro-
vide access to personal data (such as GPS car tracking data,
in order to get a cheaper car insurance contract), this can
deteriorate the conditions and potentially restrict the op-
tions for those, who do not want to give up their privacy. In
other words, revealing one’s own data can have an impact on
other people who chose not to do so, but who are eventually
forced to provide private information in order to maintain
the same contract conditions and the same price they had
to pay before. This also applies to private health insurances,
for example.

17. The data on the servers of certain Internet companies prob-
ably include more details about us than what our friends
and partners, and maybe even we ourselves know about us.
However, when knowing the preferences of customers, com-
panies may try to manipulate their choices, and possibilities
to do so may increase with personalized recommendations
(special offers may even have addictive effects). As it becomes
possible to shape the customers expectations, this is likely
to decrease the willingness of producers to tailor products
and services to the needs that customers really have. In fact,
due to the “economies of scale”, businesses have a natural
interest in providing a number of standardized products.

18. Finally, recent scientific studies indicate that pluralism in a
society may get lost, as new technologies change the parame-
ters of the opinion formation dynamics [36]. Socio-diversity
and its benefits (as outlined above), may easily get lost in
favor of conformism and monoculture. It requires the mech-
anism of individualization, i.e. the desire to be different from
others. Therefore, technologies or circumstances promoting
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conformism may seriously endanger the basis of democra-
cies. In fact, the danger to suppress minority opinions and
preferences increases as large datasets containing private in-
formation are centrally stored, and as it becomes possible to
connect different kinds of datasets. It is clear that knowl-
edge implies power, and it would be naïve to think that
people would not use it. In fact, there are many examples
of misuse of private data (see the section on cyber-risks be-
low). It would be surprising if organized crime did not try
to get access to Google’s data. One of the few laws of so-
cial systems, which have been confirmed again and again
is: “Anything that can go wrong ... generally does go wrong
sooner or later,” This raises concerns, as today’s information
systems probably would give anyone the power to damage
today’s pluralistic societies, if whoever really wanted. After
all, the Internet contains more sensitive information and
about a larger number of people than secret services of to-
talitarian states ever had. In addition, experience tells us that
no database is absolutely safe. In 2009, for example, several
large sensitive datasets were stolen from public institutions
in Great Britain, where they should have been well protected
[37].

Therefore, the storage and processing of large datasets of socio-
economic activities is a very sensitive issue. They certainly have the
potential to harm pluralistic societies. The interests of individuals
(such as privacy) and companies (such as details of their business)
must be protected. Therefore, it is necessary to address cyber-risks
and ethical issues by scientific, legal and technological means. The
following sections provide guidelines on how this could be done.
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11.1.3 Cyber-Risks and Trust

Big data aggregates represent much sought-after targets for cyber-
criminals and pose big challenges for security experts. The
Symantec Internet Security Threat Report XV [38] mentions a
100 % increase in the number of new malicious programs identi-
fied (more than 240 million in 2009) and estimates the number of
Internet users (companies and individuals), who have been victims
of cyber-attacks trying to steal money or confidential information,
to be of the order of 360 millions. More and more attacks are aim-
ing at identity theft. Sixty percent of all data breaches that revealed
identities were in fact the result of hacking.

An incomplete list of the risks of using the Internet today is
given below:

• data theft,
• theft of pin codes and passwords,
• identity theft,
• viruses, worms, and trojan horses (damaging software, steeling

passwords, etc.),
• data manipulation,
• wrong evidence (wrong accusations),
• malicious rumors [39],
• information pollution,
• spam and unwanted advertisements.

These risks may seriously undermine the trust of people in the
Internet and services based on it. For example, the theft of access
data for electronic banking through phishing attacks has recently
become a widespread problem. However, trust is essential for eco-
nomic exchange. Systems which would not be able to effectively
work without a certain level of trust include:

• electronic banking,
• e-mail,
• eBusiness,
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• eGovernance, and
• social networking.

To solve the above problems, the right mixture between legal
regulations and technical innovations is needed.

11.1.4 Current and Future Threats to Privacy

Whether personal data disclosure in the Internet is the result of a
truly voluntarily and deliberate choice is rather questionable. In so-
cial research, voluntarily participation is considered a basic human
right, which overlaps considerably with the principle of informed
consent [40]. Moreover, European law, for example, gives people
an individual right of control over personal information.

There is no unanimous definition for informed consent, but
according to Diener and Crandall [41] it is “the procedure in which
individuals choose whether to participate in an investigation after
being informed of the facts that would be likely to influence their
decision”. In principle, any decision can be considered as informed
consent if it has been taken after being provided with the amount
of information that a reasonable and prudent person would want
to have [42]. In the Internet this is seldom the case. In fact, it
is both possible and relatively common for individuals to access
Web sites without reading the terms and conditions (which may
be several dozen pages long). It is also unlikely that most people
would understand the full contract, while they actually have to
approve this. Moreover, they are usually not given any options
other than accepting the conditions in order to get the requested
service or rejecting them at the cost of no service, which does not
give users a reasonable choice. Under these circumstances, people
may nominally give consent, but without being fully aware of or
agreeing with the terms and conditions. Such a situation would
not be considered to comply with informed consent [43]. This
stands in contrast to a widely accepted principle in Social Science
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Ethics that states that “as far as possible, participation in sociological
research should be based on the freely given informed consent of those
studied” [45, 44]. Moreover, fully informing the respondents it is
not yet enough, since researchers should endeavour to make sure
that the participants of an experiment have fully understood the
involved risks and consequences [42]. This applies in particular for
physically or mentally impaired individuals [45, 46], but cannot
be ensured by the Internet [43].

Whether large data-mining companies are aware of the above
mentioned ethical issues is questionable, especially when CEO’s of
big data-mining companies make statements about privacy such
as the following one: “If you have something that you don’t want
anyone to know, maybe you shouldn’t be doing it in the first place”
[47]. This is worrying, because if ethical standards turned out to
be insufficient at some of the fundamental places of command
of the biggest data-mining companies, or if market competition
would push them to pursue only the logic of profit, what would
refrain them from collecting and using people’s data even in illicit
ways? Data-mining techniques improve every day, while regula-
tions and control over the gathered data are lacking far behind.
For example, tracking the source of collected information—once
it is stored in secured and not publicly accessible databases—is
virtually impossible; knowing who has access to which kind of
personal data is also not possible today. Relevant to this discus-
sion and particularly controversial is the latest case of Street View
cars. For several months, these cars had been storing personal data,
including passwords, credit card information and accessed email
contents, which were intercepted from private WiFi networks.
The incident was reported as a result of a programming error, but
others have suggested that this was rather a case of WiFi sniffing,
as there exists a software patent which involves intercepting data
and analyzing the timing of transmission as part of the method
for pinpointing user locations. At the time of writing this White
Paper, the actual situation is still unclear [48, 49, 50, 51].
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Also when not possessing a sophisticated and expensive data-
mining system, criminals can collect illicit data easily through
Web browsers, as these are daily affected by new malicious ex-
ploits (see [52]). The most common attacks are now based on
a technique called “history stealing”. Some websites even show
this security issue to visitors [53, 54], thereby demonstrating how
easy it is to extract personal surfing habits of Internet users. Sci-
entific literature on the topic is vast, and latest studies conducted
on 243,068 users found that 76 % of them were vulnerable to
history detection by malicious websites. Newer browsers such as
Safari and Chrome were even more affected, with 82 and 94 % of
vulnerable users [55]. Unfortunately, there is yet another privacy
issue related to recent generations of Web browsers: their inher-
ently high customization capabilities have made them unique, and
therefore trackable. In fact, even disabling cookies, and blocking
history-stealing-like exploits, individual Web surfing can still be
reconstructed by simply following the customized “fingerprint”,
which the browser is carrying around from site to site. This fin-
gerprint is actually made up by all the configuration information
that the browser is exposing to remote Web sites. According to the
Electronic Frontier Foundation [56], information such as which
plugins are installed, which fonts are available and which operat-
ing system the browser is running on, can create a unique portrait
of 94 % of the visitors (for a self-demo see Ref. [57]).

Unethical or dishonest intents are not the only pitfalls gloom-
ing over online data sharing. Even in a scenario, in which one
has consciously provided his or her own personal data to a com-
pany that uses them lawfully, unforeseen issues can suddenly arise.
For example, such a company could be sold or merged with an-
other one, or simply, the data could be sold, based on a change in
the data-handling policies. Users are typically not notified of such
changes, and they usually have no effective possibility to withdraw
their data and their consent to use them. Some social network Web
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pages are examples for this. In fact, because of the continuous up-
dating and modification of the terms of use [58], the Electronic
Privacy Information Center (EPIC) has filed a formal complaint to
the US Federal Trade Commission [59], and more lately U.S. Sen-
ator Charles Schumer (D-N.Y.) has petitioned the Federal Trade
Commission to request that the agency addresses the issue of so-
cial network privacy policies [60]. Moreover, some national data
protection commissioners have publicly warned of using certain
social network sites [62, 61]. Just recently, the vulnerability of
these services has been demonstrated by someone, who down-
loaded 100 million user profiles and made them publicly available
for download [63].

Joining groups within social networks can offer another ex-
ploit for potentially malicious de-anonymization attacks. A recent
paper [64] proved that 42 % of users that use groups can be
uniquely identified. These results are noteworthy, because tra-
ditional privacy attacks were based on aggregating information
from multiple datasets. Such methods were based on collaborative
filtering [65] and enabled an efficient and highly reliable character-
ization of a person from a few data. The underlying technology is
quickly advancing [66], and it may give service providers, such as
mobile phone, Internet television, or social gaming centers an un-
precedented amount of personal information. Research on related
privacy issues and their potential explicit or implicit consequences
is still in its infancy [67]. Moreover, efficient legal protection is
urgently needed. A simple-to-establish solution to some of the
above problems would be accountable pseudonyms [68].

Additional risks for the privacy of users emerge, when com-
panies are forced to reveal private data to governments or legal
institutions. Google provides an example of the quantity of data
which is handed out to governments [69]. There are also joints
startup companies with the CIA [70]. Finally, when data are not
subpoenaed or stolen from cyber-criminals outside of the com-
pany, they can be leaked in the most fanciful ways, which go from



11 Big Data, Privacy, and Trusted Web: What Needs to Be Done 135

displacing a physical device containing sensitive information, to
the dishonest action of a single employee from inside the company
[71, 72].

11.1.5 Additional Ethical Concerns

Ethical problems are intrinsically “ambiguous, uncertain and
prone to inevitable disagreement” [46], i.e. the correct answer
cannot be deduced algorithmically from general rules to particu-
lar claims. They are related to cultural values and social norms. In
the following, we raise a number of open ethical questions con-
nected with large-scale data-mining activities, to which, of course,
we cannot provide definite answers here. Related research pro-
grams are thus urgently needed. For the time being, governments
and companies engaged in large-scale data-mining are advised to
follow the procedural ethics approach presented in Sect. 11.1.6.

• As large-scale data-mining activities are increasingly successful
in predicting (aspects of ) individual behavior [73], they will
constitute an extremely powerful tool. This raises issues of the
possibility of misusing it. More importantly, it raises the ques-
tion of who gets to use these tools on what grounds. Will it be
national governments and international corporations? Would
there be a moral imperative to make the systems available to
developing countries, NGOs etc.?

• What about competing claims of systems? If an early warning
system recommends certain activities, how should societies re-
spond to such recommendations? For example, how to handle
situations, in which a scarcity of resources occurs?

• Who will own the algorithms and the outcomes of the data-
mining activities? Intellectual property is often discussed in
terms of ownership of data used for input, but the more inter-
esting question would seem to be: Who owns the predictions?
As they could potentially be subject to patent protection for
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computer programs and business methods, a rigorous analy-
sis of the implications of intellectual property protection for
data-mining activities is needed.

• If policy is based on predictions, how open is the system to
critical review? Who will know and understand the algorithms?
How can mistakes in algorithms be identified and rectified?

11.1.6 How to Address Ethical Issues in
Large-Scale Social Data Mining

Large-scale data-mining raises both procedural and substantive
ethical issues. Some of the latter are predictable and solvable by
implementing legislative and technical solutions. In the case of
privacy, for example, this would include

• the use of scanners for viruses, trojan horses, etc.,
• encryption,
• fragmentation of data [74],
• restriction of access/read/write/execution rights (depending on

the type of data and purpose),
• selecting higher security standards in the browser (for example,

turning off cookies or deleting the browser history),
• anonymous surfing [75, 76],
• use of pseudonyms.

Nonetheless, one needs to underline that a full understanding of
substantive ethical issues would require a full knowledge of uses
and applications of the system, which is impossible to acquire a
priori. In order to ensure a future-oriented approach to ethics,
every project performing large-scale data mining should there-
fore incorporate procedures that will allow the identification of
substantive ethics as well as ways of addressing them. Such proce-
dures should include the governance of the project from inception
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to delivery and cover governance recommendations for the indi-
vidual components (early warning systems). It should incorporate
reflexivity in the project team, continuously discussing the follow-
ing questions (and regularly seeking independent feedback from
outside):

• What are the substantive ethical issues that can be foreseen at
any given point in time?

• What are the assumptions underlying the project itself as well
as those underlying the ethical analysis (what is perceived to be
an ethical issue, and why?)

• How can appropriate processes be established to address known
ethical problems (e.g. informed consent procedures)?

• How can factual knowledge about the product and its likely
consequences be gained?

• Who are the stakeholders affected by the system and how can
their local knowledge be fed into the reflective process?

11.2 Towards Privacy-Preserving Data
Analyses

Privacy concerns, although often justified, can cause serious ob-
stacles to socio-economic data mining, while in many cases such
data-mining would be in the public interest, when done in a
privacy-respecting way. For example, socio-economic data mining
would be needed to gain a better understanding of socio-economic
problems, how they arise and how they can be addressed. There-
fore, the following sections elaborate concepts that address how
data mining could be done in a privacy-respecting way.
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11.2.1 Deliberate Participation

The simplest possibility to do social data mining is to do it with
data that individuals share deliberately. For example, some Web
sites, such as Blippy.com, Skimble.com or Swipely.com, collect
everything from consumer data over the last movie you have seen
up how many push-ups you have done in your last training session.
Participants of these Web services intentionally make their data
available to everybody, and they can be analyzed in any possible
way. The only concern from a statistical point of view is that the
set of people participating in these Web2.0 activities is not repre-
sentative for the entire population, i.e. one would need to make
complementary analyses in order to learn, how it is possible to
correct for biases in these data. Typically, participants are younger
than average and are not concerned to share their data because
they lead pretty much “average lives”.

Further data can, in principle, be analyzed by crawling the Web.
The data out there are usually traces of, for example, shopping ac-
tivities at eBusiness platforms or social networking activities. They
are accessible to everybody in small numbers, and it is not clear
whether and how much people would care about a company or
person analyzing these data in large amounts, as they can be gath-
ered by automated programs such as “spiders”. There are certainly
problematic applications of this kind, in particular when the re-
sulting datasets are used for business purposes, although the data
were not intended for this, or if they are sold to third parties with
unknown intentions.

As the recent discussions about the activities of large data-
mining companies shows, legal regulations against unauthorized
processing of individual data are urgently required. Scientific anal-
yses, which lead to discoveries of public interest, may have a better
justification, but it must nevertheless be decided in each single
case, whether individual rights are touched and what is the public
benefit of such analyses. Shear curiosity and the publication of a
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scientific paper may not be a sufficient justification, and therefore,
the consultation of an ethical committee seems appropriate.

As a consequence, it would be much better to work with data
that people provide intentionally for a given purpose. Statistical
samples can already be quite useful. Special “on-demand-data-
gathering” tools could allow people to easily opt-in and opt-out
of data-collection programs in a situation-specific way. For ex-
ample, while people may usually object to provide their data, it is
likely that the participation rate increases in special situations such
as crises, where people tend to change their priorities and make a
contribution. However, it is fundamental that the gathered data
will be used only for the purpose people have explicitly given con-
sent to. With the project “Gaydar”[77], the MIT demonstrated
how easy it is to filter out sensitive personal information, which
may be misused, from publicly available data. This study predicted
the sexual orientation of Facebook users by analyzing the publicly
accessible pictures of their friends. Such studies suggest that the
processing of data should be allowed only for a certain time pe-
riod and for the purpose they have been provided, requiring that
users have adhered to an explicit, fair, and informed opt-in proce-
dure. For sensitive data-mining activities it would be appropriate
to apply the standards followed in clinical studies today. In order
to support on-demand participation, particular trust-worthy In-
ternet platforms should enable the case-wise sharing of personal
data according to the specified purposes. This could be a special
function of future eGovernance platforms.

11.2.2 Anonymization and Randomization

To satisfy the data protection directive 95/46/EC, any data con-
taining personal information needs to be anonymized before it is
evaluated. While this may be sufficient for many simple analyses,
it may not guarantee that the identity of individuals cannot be
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revealed from anonymized datasets. Substantial research has been
and is currently being performed in the database community on
privacy preserving data mining, reflecting the importance of this
subject [78, 79, 80, 81, 82] (for a comprehensive state-of-the-
art summary see the “Privacy-Preserving Data Publishing” survey
[82]). Nevertheless, there are still a number of open problems, and
many approaches have been made that all lack user-friendliness,
integration, and a consequent systemic approach. Problems oc-
cur in particular when datasets contain a list of many different
features, and some combinations of features are rare. As a con-
sequence, such data must be sufficiently coarse-grained and/or
randomized to make sure that combinations of features occur in
sufficiently large numbers and cannot be individually resolved.
Furthermore, one must avoid to save lists with many features in
one single dataset. It is safer to store them separately on different
computers and to access the separate datasets only with programs
which are guaranteed to determine coarse-grained properties only
such as (sufficiently rough) statistical distributions. The resulting
derivative datasets should be comparatively small and unspecific,
or they should be surrogate datasets, in which the relevant statistical
properties are the same, but the underlying individuals (persons,
companies, etc.) are randomly reshuffled and not identifiable.

The generation of the anonymized, derived and surrogate
datasets for the original data should be done by particularly quali-
fied and trustable institutions, while a larger number of people can
work with the resulting, less critical datasets. In the last decade,
research in privacy-preserving data analyses has produced meth-
ods and tools aimed at publishing data under a privacy-preserving
shield. For example, data are made anonymous with respect to a
certified trustable anonymity notion, which essentially guarantees
that the probability of tracing back any data to the identity of the
person to whom the data originally belongs is so low that it can be
considered null in practice. Another active research line concerns
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the privacy issues in case of mobility data such as those produced
by location-aware devices [83, 84].

To protect the original datasets from theft and unauthorized
access, the specially secured and authorized data centers should
store them in an encrypted format, and decryption should be
done only piecewise and for the milliseconds, when the derivative
data are generated. All commands and source codes of computer
programs involved in sensitive operations should be automatically
logged on a separate server, which is unaccessible to persons who
are authorized to deal with original datasets.

11.2.3 Coarse-Graining, Hierarchical
Sampling, and Recommender Systems

As indicated before, in case of sensitive data (such as pregnancy,
religious confession, diseases or the sexual orientation), it must
be ensured that individuals and group memberships cannot be
identified from socio-economic datasets. For this reason, datasets
for statistical analyses must be coarse-grained in a suitable way.
This may also be done by real-time data-mining (“reality min-
ing”) approaches, if they are suitably designed. For example, to
determine congestion on a freeway, it is possible to analyze mo-
bile phone usage data, but it is not at all necessary to know who is
calling whom and what is the content. The same applies to GPS
localization information of mobile phones, if the distribution of
people is determined for the sake of an efficient evacuation. It
is just necessary to make sure that any potentially sensitive data
(such as the underlying phone number) is deleted before the statis-
tical evaluation is performed. However, as the recent case of WiFi
recordings by Street View cars has shown, transparency is needed
for such applications, as one needs to make sure that no sensitive
data are stored. In principle, it could be legally required that the
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underlying algorithms are published, and no algorithms may be
used which are not open source.

One particular approach in reality-mining could be a hierar-
chical sampling via ad-hoc networks of, for example, sensors or
mobile phones, where detailed information is only processed lo-
cally, and any transmitted information undergoes a certain level
of aggregation. That is, as data are distributed over larger dis-
tances, they undergo several aggregation steps, which may be
imagined like a hierarchical sampling method. Whoever wants
to process a large dataset, would only get a coarse-grained view
of the data, since they would be accessible only via a high level
in the data-processing hierarchy. Whoever managed to see data
on a lower and, therefore, detailed level, would only have a very
short-sighted and limited view, i.e. see very little. It appears, how-
ever, that the technical details of such systems matter in order to
be sufficiently privacy-protecting and acceptable to users of the
resulting services (e.g. location-based ones). A transparency of the
data-processing algorithms and related legal regulations appear to
be needed. It should be explicitly forbidden and prevented to col-
lect and store low-aggregation-level data. It must be ensured that
they are deleted directly after they have been processed and be-
fore they are transmitted. To be uncritical and widely acceptable,
the processing should happen in the technical devices used by the
individuals and not on company-owned infrastructures (as is the
case nowadays).

A possibility to make low-level data robust to interception
would be as follows: Given that the data of interest can be rep-
resented as points in a (quasi-)continuous space, one could add
random numbers according to a certain statistical distribution.
Rather than transmitting the correct value (such as the exact lo-
cation of the individual), a random number (“noise”) would be
added, before the value is transmitted to the ad-hoc network per-
forming the reality mining. Such random falsification would make
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low-level-aggregated data useless and create a “foggy” situation that
protects the individual from being revealed [85].

However, if done in a suitable way, the aggregation of the
individual data could still lead to reasonably accurate results due
to the law of large numbers, according to which errors average out
in a statistical sense.

Services of recommender systems, of course, need to target an
individual specifically, which seems incompatible with overlaying
noise. However, recommender systems could still be realized by
applying a two-component strategy: The first component would
be a rough search, which does not consider individual information
or preferences (or only, when sufficient noise is overlayed). Among
the search results, the personal computer or smart-phone of the
user would then select the individually fitting search hits, products,
or advertisements, based on personal information and preferences
that are exclusively stored on the individual computer rather than
on a system of servers. Putting it differently, recommender sys-
tems should be changed from an approach, where individually
customized recommendations are pushed to the user, to a pull
approach, where the user selects in confidence one option out of
a larger spectrum of downloaded recommendations in a way that
does not reveal his or her preferences. Individuals who are even
concerned about storing personal information and preference data
on their own computational device should have the possibility to
turn off the second component, which would then result in un-
targeted research results and in recommendations, which would
not be individually customized.

The same approach can be used in connection with location-
based services, the great comfort of which many people do not
want to miss anymore. Let us assume somebody wants to be guided
to an erotic shop, but does not want the guiding company to know
this. The person would go to the center of town, and based on his
or her falsified, approximate position, the GPS location service
would forward to the mobile phone information about shops in
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the area. The user could then select among these according to
categories, but the selection would only be known to his or her
phone. It would not be forwarded to the content provider, nor
would the exact location of the user be known to the provider.

11.2.4 Multiplayer Online Games,
Pseudonyms, and Virtual Identities

Another possibility to study social interactions are offered by mul-
tiplayer online games such as Second Life. The advantage of these
games is that players can participate under pseudonyms, without
revealing their real identity. From an experimental point of view,
this has some side effects, as people may behave differently under
anonymous conditions as compared to conditions with face-to-
face interactions. Still, these effects may be compensated for, and
there are a number of behaviors which occur quite realistically. For
such reasons, studying interactions in multiplayer online games is
becoming a research technique, which is used complementary to
lab and Web experiments [86, 87].

Some of the artifacts of studying multiplayer online games re-
sult from the following facts (here we assume that the system
would not allow the registration of several identical pseudonyms):

1. People may change identities, i.e. register as a new user if
their previous behavior is sanctioned by other players or by
the system (“whitewashing”).

2. People may use multiple identities, potentially also in parallel.

To overcome these problems, the following measures can be taken:

• Everybody could get a unique virtual identity, which would be
needed to create unique pseudonyms.

• Registering a new identity could be made very time-consuming
or costly.
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• People may be allowed to join a multiplayer online community
by invitation only (and there would be separate lists of members
and pseudonyms, which would be secret and encrypted).

An additional problem is that people may buy an identity
(pseudonym) with high reputation or scores from somebody
else. This problem may be addressed by performing behavioral
consistency checks to reveal the use of the same identity by dif-
ferent people. Alternatively or complementary, the matching of
pseudonyms with the unique virtual identity could be sporadically
checked (by requiring to enter it).

A unique virtual identity can be generated by a trustable pub-
lic institution such as the registration office. It is practically an
electronic signature that can be used to submit documents such as
tax declarations or payments. Note that there are already private
companies offering trusted virtual identities/electronic signatures,
among which Verisign, GeoTrust and Thawte.

The unique virtual identity would have a finite validity (i.e. it
would have to be regularly renewed), and plausibility checks for
identity thefts would be made, to invalidate stolen identities (such
as for credit or debit cards). The identities could, for example, be
generated as follows (where the system would log which adminis-
trative person handed out what card): When asking for the virtual
identity, a box would be ticked in the files of the respective person,
indicating that a unique identity card has been handed out. The
identification number of this card would be randomly generated,
and the receipt of this card would be confirmed with a signature,
showing a valid photo document (ID or passport). The identifica-
tion number, however, would not be known to the office handing
out the card.

To reveal the real identity behind a virtual identity in case of
a severe crime, this should require the simultaneous agreement
of several independent authorities (e.g. judges [who could also
be from trusted non-profit organizations]). Only by combining
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the keys of two thirds of the respective responsible authorities,
it would be possible to reveal the real identity. This can be en-
sured by saving bits of the identity code in different databases,
all in an encrypted way. The access keys and responsible persons
controlling these keys would be regularly replaced by new ones
in order to avoid corruption. It would also be good to let com-
puters randomly decide, which ones of a number of authorized
persons would have to decide whether to reveal the identity or
not. This would minimize external influence on the decisions of
the respective responsible authorities.

11.2.5 Anonymous Lab Experiments

Social behavior can also be studied in lab experiments [31]. In
these experiments, one may want to ensure anonymity of the
participants, as they may otherwise not reveal their true opinions
or their normal behaviors. Such experiments may require that the
experimental subjects do not meet the experimenter, and maybe
not even meet other experimental subjects.

There are different ways of implementing such a design. For
example, individuals randomly passing by an information stand
could be invited to participate in the experiment. If they were
willing to participate, they would draw a lot with a unique num-
ber, and they would enter the number of the lot into a time table,
which is hidden from the experimenter. At the time of the ex-
periment, the experimental subjects would show up in separate
rooms, where they take their decisions in isolation, based only
on information coming from a computer screen. Their decisions
would then be transferred via Internet to the other experimental
subjects. After the experiment, the experimental subjects would
receive an envelope with their compensation, which would be
pushed into their rooms through small slits under their locked
room doors. The subjects could leave their rooms 2 min later.
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The experimental setup would ensure that nobody would know,
who participated in the experiments, and it would be unlikely
that the same person would participate several times. Neverthe-
less, participants may be suspicious whether this setup will really
be performed in an anonymous way or whether there is a chance
of hidden observation, and this may still affect their behavior.

A similar and even more privacy-protecting setup can be re-
alized via a Web experiment. A large number of people would
be informed that the experiment takes place at a certain time
and could log on with pseudonyms. Among the people who have
logged on the experimental webpage, the computer would ran-
domly match individuals to form experimental groups. At the
end of the experiment, each individual would get a voucher with
a unique code, which can be exchanged for the compensation
for participating in the experiment. One of the following ways of
payment may be chosen (listed in increasing order of anonymity):

1. The experimental subject gets the compensation from an in-
dependent cashier (e.g. the university cashier) by showing the
voucher, without the need to sign a receipt.

2. The person gets the money from an independent, i.e. trusted
third-party payment service (e.g. bank or post), when present-
ing the voucher (i.e. the voucher would basically be a cheque).
For example, it would be possible to use the mechanical turk
[88] for a third-party payment.

3. The experimental subject gets the compensation by entering
the unique code of the voucher into a special cash machine.

Experimental subjects could be recruited in different ways: The
simplest would be to display posters in public areas, calling for
participation at a specified time via a certain Web page (and people
could actually participate from a computer in a computer pool or
Internet cafe, if this gives them a better feeling of anonymity).
Similarly, the announcement could be made via an advertisement
on a heavily frequented Web portal. At the specified time, an
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algorithm would match visitors of the website in a random way
and try to make sure that groups of friends could not play with
each other.

Avoiding that certain subjects participate in the same experi-
ment multiple times is more difficult (at least as long as only a few
people have unique virtual identities). One possibility would be
to send out invitations to a large number of e-mails, making sure
that there is only one e-mail address per person. People willing to
participate would enter into a webpage their e-mail address or a
unique code sent with the invitation e-mail. This is required for
authorization, to prevent multiple access. After this, they would
be redirected to a webpage, which shows a large list of unique
codes, one of which can be randomly chosen by clicking on it.
This will cancel it from the list and inform a web service hosted
by an independent, third party (e.g. a computer center) that this
code has been authorized. When the participant enters the code
into the Web page of the independent Web service, another code
is returned, which is randomly selected from a long list of unique
codes. That code will be needed to get access to the experimental
platform at a later point.

The above procedure makes sure that the first step prevents mul-
tiple access. Afterwards, the selection of an individual code makes
sure that the third party cannot have any clue of the relation be-
tween this chosen code and the e-mail address of the experimental
subject. While it knows the list of acceptable codes, it does not
know the identity of the person, just the fact that it is authorized to
get a randomly chosen code from a list of unique codes, which are
accepted by the experimenter. However, which code is randomly
selected by the computer of the third party cannot be known by
the experimenter. Finally, any temporal correlation among indi-
vidual registrations is lost by implementing a sufficient time delay,
after which the actual Web experiment takes place.
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11.3 Concept of a Future,
Self-organizing and Trusted Web

In the following, we will describe technologies, which give peo-
ple back control over the data available about them. Some of
the following runs under the label of privacy enhancing tech-
nologies (PET). For example, most Web browsers today allow
one to turn off cookies (which, however, makes certain Web ser-
vices disfunctional). Furthermore, there are tools such as Tor [75]
and Freenet [76], which support anonymous Web browsing and
anonymized content sharing by obfuscating the IP address of a
computer. However, this is still not sufficient to guarantee anony-
mous web browsing [57, 89]. Furthermore, one serious problem
of today’s Internet still is the fact that it does not forget and that
it does not provide control over copies of data, which somebody
has uploaded in the past (e.g. party photos). First solutions for
data with finite lifetimes have become available only very recently
[90].

11.3.1 Data Format

The following concept of a future, self-organizing and trusted Web
is aimed at overcoming the above-mentioned and other problems.
The basic feature of the concept is a new “Helbietti” file format,
which electronically signs and encrypts contents, but has a number
of unencrypted specifiers such as

1. a unique file identifier (which is different for copies),
2. the kind of content (factual information, advertisement,

opinion, unspecified),
3. the lifetime (from . . . to . . .),
4. a public annotation field allowing to tag the file and link it to

others or to link it to comments or ratings, and
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5. information regarding the price of producing and receiving a
copy of the file.

There would also be encrypted specifiers (readable only to
authorized users), such as

• the originator of the data (anonymous, pseudonym, real name,
or company name),

• the owner (anonymous, pseudonym, real name, or company
name),

• the date and time of generation,
• a unique content identifier (e.g. check sum),
• locations of authorized copies, and
• the persons or groups authorized to read, modify, or execute the

file (which would again be based on real names or pseudonyms
etc., but one possible specification would be “everybody”).

• Annotations, which could be read only by the authorized
persons or groups.

The following data would be double encrypted and accessible only
to the owner of the file (and jointly to a specially authorized group
of inspectors, see below):

• the file identifyer(s) of the file(s) it has been derived from (i.e.
the previous version(s), if one existed, otherwise null) and
the files that have been derived from it (e.g. any identical or
modified copies),

• all information regarding money transfers between customers
or users of a file and the owner of its content as well as the
respective tax authority, and

• the digital rights management settings (e.g. maximum number
of copies that can be made from the original file).

To ensure that privacy and intellectual property rights are not
undermined, checksum error-detection techniques would imme-
diately reveal unauthorized manipulations to the original copy.
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Semi-automatic filtering measures could be implemented on
servers which would refuse storage and forwarding of tampered
copies. This kind of filtering may be compared to the immune
defense system of the body against harmful viruses etc. For is-
sues of copyright protection see Sects. 11.3.2 and 11.3. Moreover,
depending on the sensitivity of the data (public, restricted, con-
fidential, secret, etc.), they would be fragmented and distributed
over several files stored in different locations [74]) and additionally
password-protected, potentially requiring several passwords from
independent authorized persons to access them.

11.3.1.1 Finite Lifetime Data that can be
Controlled

This concept immediately allows one to limit the lifetime of data,
as they could only be decrypted within the specified time period.
(Although there are first software solutions in this direction [91,
90], they seem to require further enhancements.) In order to avoid
tricking the file by modifying the time on a particular computer,
the file would automatically have to verify the time with one or
several randomly chosen, trusted servers (depending on the level
of confidentiality; of course, there would be a long list of such
servers). Additionally, the file could be opened in this time window
only by individuals or groups that are listed as authorized.

Besides, one could foresee a further restriction to the access
of a file by requiring that either the original file or one of the
authorized copies are still accessible somewhere in the Internet.
That is, if the owner of the file would delete the original file and
the authorized copies he or she may have created as backups, no
copies of the file may be opened any longer. This would give the
owner of the file perfect control over its distribution—a fact which
is also important for copyright protection (see Sect. 11.3.2).
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11.3.2 Intellectual Property Rights

The new data format also provides new possibilities to protect
copyrights better. As music or video files would be encoded and
require a certain password to be opened, access to the file could be
restricted to a single user or group of users. Moreover, Helbietti-
formatted files could be set up in a way that a certain prize is
charged (e.g. to a prepaid account) whenever a copy is produced.
During the copy process, this amount of money would auto-
matically be transferred to the owner of the intellectual property
rights, the intermediate seller (e.g. a shop or the person whose
file is copied) and the respective tax authorities. This would fa-
cilitate a “viral marketing”, where users are distributors, who can
earn money by disseminating file contents, while benefiting the
owner of the intellectual property rights. This would, of course,
not prevent the recording of videos and the illegal distribution of
related copies. However, this problem could be minimized by a
combination of the following measures:

• using pricing schemes that people consider fair,
• selling copies of different quality at different prices,
• allowing users to download contents with pseudonyms and

anonymous payment services (e.g. [23]), such that providers
cannot track which contents are bought by what customers.

Massive copyright violations could be reduced by using the la-
beling, reputation and sanctioning mechanisms described in
Sect. 11.3. Also note that the proposed file format allows one
to make all copies unaccessible by deleting the single file that the
copies were derived from (see Sect. 11.3.1.1). Finally, for serious
cases of piracy the new file format provides a possibility to track
from what file a copy was derived, if decryption has been decided
by a number of specially authorized people (see Sect. 11.3.3).
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11.3.3 Trust Management

11.3.3.1 Rating and Reputation

Many public goods such as reliable information systems are very
difficult to create and easy to exploit and/or destroy. This creates
dangers for the quality of “the commons” (public goods). In ab-
sence of clear responsibilities, such as it is often the case in the
Internet, large collaborative efforts are not encouraged. In fact,
contributors are more difficult to identify and to reward, while
vandals and other detractors can easily thrive.

Therefore, the self-control of the Web, based on suitable repu-
tation concepts, would be a desirable feature. In principle, people
should be able to rate, tag and comment on any data they have
accessed. Also ratings and comments could be rated, which would
earn the rater a certain reputation. Ratings would not be one-
dimensional, but done on a multi-dimensional scale (which could
be customized in a user-specific way). The multi-dimensionality
is important to support pluralistic, community-specific views.

Note that details of the design of the rating mechanism are cru-
cial. Manipulations of ratings must be prevented. The rating of
the raters can serve this purpose, if well constructed. It determines
their weight in the calculation of an aggregate rating. The de-
sign should be able to distinguish votes coming from robots and
from humans. Furthermore, whitewashing (a new pseudonym)
and sybil attacks (the creation of many pseudonyms) should be
prevented (see the previous section regarding possible ways to
do this). Furthermore, to disclose a manipulation of the own
reputation via pseudonyms one is controlling (or a mutual ma-
nipulation through a friendship network), consistency checks will
be needed. That is, at random times, it will be necessary to com-
pare the reputation values that a pseudonym has from the point
of view of several others (randomly chosen interaction partners,
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also independent outsiders). This comparison of reputation val-
ues is something like a gossip strategy. If the values are sufficiently
consistent, everything is fine and the reputation seems reliable.
Otherwise, there are reasons to be suspicious. In such a case, the
pseudonym would be labeled for the purpose of intensified obser-
vation in order to reveal the manipulation. Such a differentiated
inspection strategy, which focuses on indviduals with a suspicious
reputation (and newcomers), but which otherwise restricts to ran-
dom inspections, saves computational resources but can reduce
the level of fraud.

Furthermore, the contents that users upload in the Internet
would be rated by other users who have access to them, earning the
provider of the content a certain reputation. This offers a tool to
separate high-quality from low-quality contents. In order to avoid
opinion dictatorship by the majority and ensure socio-diversity
(pluralism), it will be necessary to allow for community-specific
and multi-criterial ratings. Communities would either result from
social networks, or they could be determined via community
detection algorithms, identifying groups of people with similar
rating, tagging, and commenting habits, i.e. with similar prefer-
ences and tastes (so-called “quality collectives” [92]). It should be
remembered here that the identities of the people belonging to a
community will usually not be known, but rather be composed
of virtual identities, namely when pseudonyms are used.

The community-specific ratings, tagging and comments can
serve to create filters for certain contents. Therefore, it is possible to
design community-specific recommender systems which prioritize
contents fitting a community’s or an individual’s taste. Similarly,
undesired contents can be excluded so that it becomes possible,
for example, to protect children from sexually explicit or violent
contents. In other words, users could tag illegal or inappropriate
contents. In serious cases, this could trigger sanctions (see below)
or even legal action. For instance, the access to the file could be
restricted (e.g. to people above a certain age), or the decryption
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could be disabled by a certain code foreseen by the cryptographic
algorithm. Also, in case there is evidence that access to certain
encrypted contents is in the public interest (e.g. relevant for public
security), the encryption method could foresee a decryption. In
order to avoid misuse such as censorship or violation of privacy,
both, the decision to restrict access and to enforce decryption of
a file or list of files, would need a certain number of randomly
selected, generally trusted and authorized people to agree on the
action that needs to be taken. Consequently, such actions would
require the application of several keys at the same time. To avoid
unjustified decryption by bribing authorized people, these should
be replaced after a certain time period, which means that the keys
unlocking a file need to change or be changed over time.

11.3.3.2 Sanctioning Mechanisms

In reality, a reputation is hard to earn, but easy to lose. This sug-
gests that, besides a reputation mechanism, the self-organizing
Internet could foresee certain sanctioning mechanisms to facil-
itate a high level of quality. Sanctions may include everything
from low ratings, over certain kinds of tags and critical com-
ments, up to banning specific contents within a certain user
community. Particularly destructive behavior may be sanctioned
by temporary bandwidth reduction. For instance, manipulating
ratings or reputation values by sybil attacks (self-ratings via mul-
tiple pseudonyms) should be sanctioned in one way or another.
The same applies to wrong declarations (e.g. labeling advertise-
ments or opinions as information). People should be free to express
their opinions, but they also need to have a chance to distinguish
opinions from facts. Furthermore, spamming the Internet with
low-quality contents should be sanctioned. Note, however, that
what constitutes low-quality content for one community could
constitute high-quality content for another community. That is,
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the sanctioning would usually be community-specific. Only in
exceptional cases would it be generally applied.

11.3.4 Microcredits and Micropayments

For the future of the Internet it also seems wise to consider the
possibility of collecting microcredits for small contributions to
the public good “Internet”. Such microcredits would allow one to
reward people, for example, for contributions to public encyclo-
pedias or also for rating contributions or reviewing (commenting
on) them.

The data format of microcredits would, therefore, not only con-
tain a certain value (“number of points”). It would potentially also
contain (usually in a sufficiently anonymized or encrypted way) in-
formation about who owns it and what it was earned for or paid for.
Moreover, it would be a tradeable unit, which could contain point-
ers to who owned it last and whom it is being paid to (again in an
encrypted way). Having both backward and forward pointers sup-
ports double book-keeping when needed. In mathematical terms,
rather than a being scalar (which implies a number of fundamen-
tal problems), a microcredit would be an element of a microcredit
network connecting values with pseudonyms and merits or items
bought. These elements would have a certain number of weighted
links (in-degrees and out-degrees) reflecting cash flows. Therefore,
it would be possible, in principle, to distinguish different kinds of
currencies for different kinds of contributions, and it would also be
feasible to a certain extent to analyze flows of microcredits between
pseudonyms over time in a privacy-respecting and confidentiality-
protecting way (see the section on reality mining regarding how
to do this; note that companies could use different pseudonyms
for different organizational units, and that they may change them
over time). Such kinds of analyses would be enormously useful to
determine instabilities in the microcredit market. It would also be



11 Big Data, Privacy, and Trusted Web: What Needs to Be Done 157

possible to give money a history and, therefore, distinguish “dirty
money” (such as “blood diamonds”) from ethical investments, as
certain customers demand them today.

11.3.5 Transparent Terms of Service

In order to sign-up to a service in the Internet, one is more and
more often placed in front of a long list of obligations and con-
tractual clauses applicable for any sort of special case, for which
an ordinary user does not have the adequate competency nor the
necessary time to understand. The result is that they are skipped
and blindly accepted. Based on such “acceptance”, companies
can grant themselves a great freedom of action in handling the
personal data of their users. This should not be allowed, and large-
scale data-mining activities should be protocoled and publicly
controlled.

Anybody willing to start collecting data from the Internet, or
other private and public nets, should first publicly provide a legally
binding declaration about what is done with the data and why. In
particular, it should contain whom (what companies, institutions,
etc.) the data will be shared with, and what is done with them
exactly.

This declaration should also comply with an international
“data-collecting protocol ”, which needs to be established to set le-
gal and ethical constraints to the action of data harvesters. The
protocol should define minimum quality of service standards,
e.g. regarding waiting times of customer services, times to delete
private data, fees, how to contact the data management center’s
service, whom to contact in case of complaints.

Compliance to the protocol would allow companies to show
a “Privacy-Safe Badge” on their website, which would immedi-
ately be recognized by surfers (see [93, 94]). Showing the privacy
badge would probably become fundamental for certain categories
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of companies operating the Net (e.g. search engines, social net-
works, banks, etc.). Not having the badge, could make a relevant
difference in the trust level of customers. Moreover, it is easily
foreseeable, as data-mining activities become more pervasive in
the future, that the importance of the badge would eventually
extend to other general purpose websites.

The badge would be granted by newly created (ideally super-
national) rating institutions, which should also have the authority
to enforce the standards related to the respective security badge
by inspection. Such an institution will be the only legal parties
empowered to issue privacy badges and revoke them in case of
misconduct. In future, the collection of personal data on the In-
ternet without a proper badge could be considered an illicit activity
and insofar be sanctioned by users accordingly.

To obtain the badge, interested parties would have to demon-
strate that they possess both, the ethical and technical standards
necessary to accomplish such a delicate data mining task. After
proper checking, and depending on the purpose of the data col-
lection specified in the harvesting declaration, different types of
badges could be issued. Each badge would also be linked to a
standardized user licence.

In order to add dynamism and a more democratic taste, the
badge could foresee user ratings and comments. These opinion
feedbacks per se, would not generate legal consequences for the
owner of the badge, but would help to detect misconducts earlier
and to alarm the community, and it would trigger inspection
procedures by the issuer of the badge.

Finally, users should be able to a-priori set their preferences
and conditions on their browsing devices, under which they are
ready to participate in data-collection campaigns or not2. Browsers

2 For example, willingness to allow collection of personal data only for scientific
purposes.
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would immediately examine the badge of any visited website, com-
paring it with its stored preferences and automatically notify any
threat to the privacy of the users. Besides, this would solve the no-
torious issues of unreadable or over-technical “Terms of Services”
conditions, which should not any longer be read directly by users
themselves.

11.3.6 Privacy-Respecting Social Networks

Social networking has been rapidly spreading in the past years
despite frequent warnings regarding a lack in privacy protection.
Recently, for example, somebody succeeded with downloading
100 million user profiles and uploading the dataset for free use
by everybody [63]. It is often claimed that users simply do not
seem to care about uploading private information to the Internet.
However,

• this does by far not apply to everybody (in fact, most computer
users still do not have social networking profiles),

• the terms of use have changed since most of them have uploaded
their private data (e.g. photographs),

• some users may assess the comfort of the service provided by
social networking sites higher than the current side effects, but
this may change over time.

Besides, a recent empirical study has impressively demonstrated
that people do care about the use of their activity data [95].

It certainly appears necessary to have alternative technical so-
lutions for social networking, which protect privacy better. A
first project of this kind is DIASPORA [96], which intends to
decentralize the storage of sensitive information.

Privacy-protecting social networks could be imagined as fol-
lows: Individuals would only see part of the network. Individuals
and communities could determine what can be seen to outsiders of
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the community and to whom (friends, friends of friends, second-
next-nearest neighbors, or everyone; same with business partners).
Depending on this, certain kinds of information would not be vis-
ible to outsiders, others would be (as communities may want to
gain new members). In essence, surfing in social networks would
be like travelling between communities, and this would feel like
visiting other countries. While certain things would be visible,
others (the private part of the information) would remain hidden
to strangers (as private houses are).

11.3.7 Summary

In essence, many of the problems of the Internet today result
from Web2.0 and other applications, which the Internet was orig-
inally not designed for. Consequently, current technical solutions
are insufficient. A new way of organizing the Internet appears
to be needed and possible. Suitable solutions can be developed
by transferring concepts of social self-organization to the design
of the future Internet. This constitutes an interesting challenge
within the research field of techno-social systems.

11.4 Recommended Legal Regulations

Currently, data about people are probably processed, used and
misused in any conceivable way. Since regulations are insufficient
and heterogeneous, the situation has sometimes been paraphrased
as Wild Wild Web. It is therefore not surprising that the EU Fun-
damental Rights and Citizenship Commissioner Viviane Reding
has recently pointed out [97] that Europe needs more harmo-
nization regarding a data protection law. Determining the best
routes towards this goal deserves targeted research. However, as



11 Big Data, Privacy, and Trusted Web: What Needs to Be Done 161

the problems are actute, action needs to be taken soon. Therefore,
the following sections make a number of suggestions.

Given the problems of the current Internet and the foreseeable
future developments, data collection for research or for business
should be regulated taking into account privacy, legal require-
ments, science’s and business’ interests. We foresee that methods
of data collection should be open, controllable and verifiable by
legal authorities and the public. Legal procedures and the law
should establish what type of data can be collected, what type of
data may not be collected, and how the sensitive part of the col-
lected data must be hidden from people or organizations collecting
them at each point of the data collection procedure. Methods of
warranting the safety of sensitive data should be public and should
be verifiable at all times before, during, and after collection. For
example, we recommend to work out legal regulations for the
following:

• Data storage, access, processing and usage standards should be
fixed for public, commercial and private entities operating in
a certain country. Transparency regarding the storage, access,
processing and use of data should be enforced. In particular,
there should be a binding public declaration of what kind of
private data are being stored, processed and used, and how this
is done.

• Personal data should always be stored in an encrypted way.
However, it should be made easy to inform oneself free of
charge about the data determined and stored by other individ-
uals, companies or institutions, and how these data are accessed,
protected and used. Therefore, technical solutions should be
required, which allow individuals to access (and decrypt) their
personal data online and to delete data one does not want to
be stored (if there is not a law that requires such storage). Fur-
thermore, it should be easy to opt out from the determination,
storage and/or processing of certain kinds of data. It should
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be possible to sanction violations of this right efficiently, and
affected individuals should be properly compensated.

• One should establish standards ensuring informed consent of
users with the data an information system is determining, stor-
ing, or processing. Users should not be forced to agree with a
storage, processing and use of information that is not techni-
cally required for the services a user wants to get. For example,
providers of media contents should not force customers to re-
veal their identities (and effectively their preferences via the
contents they buy), as the contents or services can also be paid
for anonymously. Putting it differently, companies should be
required to offer, in a clearly marked way, options to customers
that allow them to choose at any time between a data-rich
variant (providing the service provider with many detailed
individual data) and a data-poor (privacy-protecting) variant
without artificially created disadvantages (which would effec-
tively force customers to reveal their data). Within fair limits,
it would be acceptable though to charge a higher price for data-
rich services to users, who have chosen the data-poor variant
themselves.

• Licence and usage agreements of software products and in-
formation services should be regulated and standardized. As
most users do not read or understand the terms of use, and
as they do not have any chance to negotiate these conditions,
there should be a few (certainly less than ten) standard licences,
which should be indicated by a color or other codes, whenever
a certain software or information-based service is used. Alter-
natively, softwares and services should be rated by independent
agencies based on the benefits users can expect from them and
the degree to which privacy and confidentiality are potentially
affected.

• It would be useful to define the individual and corporate re-
sponsibilities for damages created in the virtual or real world
by activities in the Internet.
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• However, considering the fact that the content of a file is re-
vealed only when it is accessed, it should not be possible to
punish people for the access of contents, if the contents are
not warned of in advance in a sufficient and qualified way (e.g.
based on the rating and reputation system suggested above). In
other words, users should be protected from legal traps in the
Internet.

• Considering the abundance of free contents in the Internet,
it is advised to implement a copyright, which considers the
facts of modern information systems and requires copyright
holders to make proper attempts to protect their products from
unauthorized access (e.g. to indicate their copyrights, encode
electronic files, and offer simple, fair, and anonymous payment
procedures).

• Compensations for privacy violations would have to be fixed,
and legal procedures would need to be simple and effective to
allow people to protect their rights. For example, fines to com-
panies, which sell private data without authorization, should
be significantly higher than the likely profit they can make on
such business.

• The priorities in cases of conflicts of interest should be worked
out clearly (protection of individual human rights comes before
collective public interests, which comes before institutional in-
terests of companies or political parties, which comes before
individual interests).

• Legal regulations should protect individuals against discrim-
ination based on private data and guarantee an efficient
compensation in case of violations.

• The introduction of class action would allow users to better
defend their rights at court against individuals, companies, or
institutions violating them, but the implementation should
consider that the way attorneys are compensated and the way
discovery is organized in civil procedures largely determines
how desirable and effective class action lawsuits are.
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• Unique virtual identities/electronic signatures should be of-
fered for everybody.

• It should be required to specially mark Web links that are redi-
rected to contents with a different character, or Internet services
that are changing their character (e.g. from non-commercial to
commercial), or the use of pseudonyms that have been used
before by others.

• It may be useful to fix a statute of limitations, i.e. a time period
after which violations of Internet-related regulations can no
longer be sued. These time periods should increase with the
seriousness of the violation and its consequences. It should
also depend on whether the effect of the violation was in the
past or relevant for the presence and future as well.

• There should be legal procedures regarding the random and
targeted control of the fulfilment of legal standards regarding
the storage, access, processing and use of private data.

• Conditions should be worked out for imposing access restric-
tions or forced decryptions of suspicious Internet contents, in
case there is evidence that they seriously threaten the public
security (such as instructions how to build bombs). Such mea-
sures, their extent, and results would have to be reported to
the public, and individuals would have to be compensated, if
it turned out that they were unjustified.

• Companies receiving public money should be required to make
data of public interest available for research, after they have been
processed in a way that removes sensitive information (see the
above sections on how this can be done).

• It would be good to have neutral, publicly controlled third-
party infrastructures, which allow to perform anonymous Web
experiments and data mining.

• Special procedures should be defined for cases, where access to
original or sensitive anonymized data is justified and required
(e.g. for certain kinds of research of public interest). A good
example is the way in which Harvard University regulates the
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access and processing of the data of the Framingham Heart
Study, which allowed scientists to discover social processes
promoting the spreading of obesity, smoking, depression, or
happiness, to mention just a few relevant examples of gained
insights that can be beneficial for individuals and the public
[98].

• There should be a fair right of information and participation
in social activities mediated by ICT systems. For this reason,
information businesses directed at a mass audience and with
a large market share should be required not to discriminate
and exclude certain user groups through inappropriate pricing
schemes or terms of use (e.g. the requirement to agree with the
arbitrary use or transfer of personal data or the requirement to
allow for cookies, where this is technically not needed to pro-
vide the requested service). Individuals should always have the
possibility to opt out of data uses they do not agree with, with-
out losing access to information services not requiring these
data.

11.5 Recommended Infrastructures
and Institutions

In order to have a powerful, largely self-regulating Internet, the
following kinds of institutions would be useful to have:

1. Public data centers, which perform a neutral and independent
data collection that is not driven by the need to make money,
but serves the purpose to inform the public in the best pos-
sible way. Such a system could implement the reputation,
community formation, sanctioning and privacy respecting
mechanisms discussed before in connection with the concept
of a self-organizing Internet.
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2. Research centers, which study what can be done with publicly
available data, to assess the potentials and risks. These cen-
ters should also develop the technology of the self-organizing
Internet sketched above.

3. Publicly controlled, neutral institutions, which can serve as
independent third parties in experimental designs that ensure
anonymity (see Sect. 11.2.5).

4. Independent quality audit centers, which evaluate the level to
which companies protect privacy and provide good services
and fair terms of use.

5. One or several complaint center(s), which collects complaints
of Internet users and can take action against illegal or unethical
practices. These centers should be well connected with the
public media.

6. An ethical committee, which assesses risks of information
technologies and markets. It should set ethical standards re-
garding the storage and processing of data and support the
preparation of required legal regulations.

7. A center working out contingency plans for the case of large-
scale failures of information and communication infrastruc-
tures, e.g. due to denial of service attacks, spam, viruses, trojan
horses, worm or phishing problems, or solar-storm-related
failures of electronic systems.

8. A committee working out suggestions for legal settings, as
the need for institutional regulations arises through new
technological developments.

11.6 Summary

Socio-economic data mining has a great potential in terms of
gaining a better understanding of problems that our economy
and society are facing, such as financial instability, shortages of
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resources, or conflicts. Without large-scale data mining, progress
in these areas seems hard or impossible. Therefore, a suitable,
distributed data-mining infrastructure and research center should
be built in Europe.

Reality mining provides the chance to adapt more quickly
and more accurately to changing situations. For example, it will
facilitate a real-time management of challenges like evacuation
scenarios or economic stimulus programs. Further opportunities
arise by individually customized services, which however should
be provided in a privacy-respecting way. This requires the develop-
ment of novel ICT (such as a self-organizing Internet), but most
likely new legal regulations and suitable institutions as well.

As long as such regulations are lacking on a world-wide scale
(and potentially even thereafter), it is in the public interest that sci-
entists explore what can be done (in a positive and negative sense)
with the huge data available about virtually everybody and every-
thing. Big data do have the potential to change or even threaten
democratic societies. The same applies to sudden and large-scale
failures of ICT systems. Therefore, dealing with data must be
done with a large degree of responsibility and care. Self-interests
of individuals, companies or institutions have limits, where the
public interest is affected, and public interest is not a sufficient jus-
tification to violate human rights of individuals. Privacy is a high
good, as confidentiality is, and damaging it would have serious
side effects for society.
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12
What the Digital Revolution

Means for Us

This chapter first appeared in Science Business on June 12, 2014, see
http://www.sciencebusiness.net/news/76591/What-the-digital-
revolution-means-for-us, and is reproduced here with minor stylistic
improvements.

No country in the world is prepared for the digital era. We urgently
need an Apollo-like programme and a Space Agency for information
and communication technologies with a mission to develop the in-
stitutions and information infrastructures for the emerging digital
society.

Never before were politicians, business leaders, and scientists
more urgently needed to master the challenges ahead of us. We
are in the middle of a third industrial revolution. While we see the
symptoms, such as the financial and economic crisis, cybercrime
and cyberwar, we haven’t understood the implications well. But
at the end of this socio-economic transformation, we will live in
a digital society. This comes with breathtaking opportunities and
challenges, such as occur only every 100 years.

12.1 Big Data: A magic Wand. But do
we know How to Use it?

Let me start with Big Data. When the social messaging portal
WhatsApp with its 450 million users was sold recently, it made
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$ 19 billion, or almost $ 500 million per staff member. Big Data
is fundamentally changing our world. It is becoming “the new oil
of the twenty-first century”, and we need to learn how to drill
and refine it, that is, how to produce data and turn them into
information, knowledge and wisdom.

The potential of Big Data spans all areas of society. It reaches
from natural language processing over financial asset management,
to smartly managing our cities and better balancing energy con-
sumption and production, thereby saving energy. It allows for
better protection of our environment, risk detection and reduc-
tion, and the discovery of opportunities, which would otherwise
be missed. It will be possible to tailor medicine to patients, thereby
increasing drug effectiveness while reducing side effects. Pre-
venting diseases may become even more important than treating
them.

Big Data applications are now spreading like wildfire. They
enable personalized offers, services and products. Big Data open
up entirely new possibilities for process optimization and allow
one to identify unexpected interdependencies. They also imply
great potential for evidence-based decision-making, but science
will be crucial to ensure transparency, quality, and trust. Science
will also be important to drive ethical ICT innovations and to
avoid the pitfalls of Big Data applications. Therefore, science must
become a fifth pillar of democracies, besides legislation, executive,
jurisdiction, and the public media.

12.2 What Is the Next Big Thing After
Big Data?

But we need to think a step ahead and realise that we are just
at the beginning of a transformation process, which is about to
change human history. The invention of the steam engine turned
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agricultural society (Economy 1.0) into industrial society (Econ-
omy 2.0), and wide-spread education turned it into service society
(Economy 3.0). Now, the invention of computers, the Internet,
the World Wide Web, and Social Media are transforming service
societies into digital societies (Economy 4.0).

With computers reaching the level of human brainpower in
about 10 years, the arrival of intelligent service robots, and the
Big Data tsunami, 50 percent of jobs in the industrial and service
sectors will probably be lost within the next 20 years. And most of
our current ways of doing things will fundamentally change: the
way we educate (MOOCS—Massively Open Online Courses—
and personalized education), the way we do research (Big Data
analytics), the way we move (self-driving Google cars) or trans-
port goods (drones), the way we go shopping (take Amazon and
eBay), the way we manufacture (3D printers), but also our health
system (personalized medicine), and most likely politics (partici-
pation of citizens) and the entire economy as well (with the makers
community, the emerging sharing economy, and prosumers, that
is co-producing consumers). Financial business, which used to
be the domain of banks, is increasingly replaced by algorithmic
trading, Paypal, Bitcoin, Google Wallet, and so on. Moreover, the
biggest share of the insurance business is now in financial products
such as credit default swaps. Even wars may increasingly change
from conventional wars to cyberwars.

Thus, how will the digital revolution transform our societies?
First of all, the transition will be challenging. Today’s world is
struggling with financial instabilities, and in many areas of the
world, we are faced with social and political unrest-sometimes
framed as “Twitter revolutions”. How can we handle this? Do we
need more state power, based on armed police and mass surveil-
lance? Could a giant supercomputer (or network or cloud of
supercomputers), fuelled with massive amounts of data about hu-
man activities and almost everything, simulate our globe? Could
a supercomputing infrastructure like this optimise and plan our
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world? Could it avoid the traps of particular interests, irrationality,
and emotional decision-making? Could it find ways to overcome
coordination and market failures, breakdowns of cooperation,
and conflict? Could it take better decisions than we could do?
And should it determine our actions through personalized recom-
mendations and selective information that smartphones or other
gadgets deliver to us?

To some or even many of us, this seems plausible, but this con-
cept, known as “benevolent dictator” or “big government” cannot
work. While the processing power doubles every 18 months, the
amount of data doubles every year. Unfortunately, the complexity
of networked systems is growing even faster (as the figure illus-
trates). In other words, attempts to optimize systems in a top-down
way will be less and less effective—and can often not be done in
real time. Paradoxically, as economic diversification and cultural
evolution progress, a big government approach would increasingly
fail to lead to good decisions. However, neither is simplifying our
world by homogenization and standardization a solution—since
it reduces innovation, societal resilience, and the happiness of
people in general. Today, everyone already complains about over-
regulation, and we can no longer pay for the expensive institutions
needed for it. Most industrialized countries have reached histor-
ical heights in public debt levels in the order of 100 to 200 per
cent of their annual productivity. Nobody knows how we should
ever be able to pay for this—and for even more regulation.

But what alternatives are there? The logical answer is: dis-
tributed (self-)control, that is, bottom-up self-regulation, as
envisioned by Adam Smith’s paradigm of the invisible hand. While
this vision was sometimes not working well in the past due to co-
ordination and market failures, complexity theory tell us that it
is actually feasible to create resilient social and economic order by
means of self-organization, self-regulation, and self-governance.
The work of Nobel prize winner Elinor Ostrom and others has
demonstrated this. By “guided self-organization” we can let things
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Fig. 12.1 Schematic illustration showing the exponential growth of process-
ing power (“Moore’s law”), the even faster exponential growth of the data
volume stored, and the factorial growth of systemic complexity, as we go
on networking the world, thereby creating new combinatorial possibilities. It
becomes obvious that a decreasing share of data can be processed, which
produces a “flashlight effect.” While we focus on certain facts, we will ne-
glect others. Therefore, we might pay too much attention to some issues,
while forgetting to address others. For example, most people, including ex-
perts, did not see the financial crisis coming, the Arab Spring, or the crisis in
Ukraine, even though there must have been evidence for this. Moreover, as
systemic complexity exceeds data volumes and processing power, a top-down
optimization of systems is impossible in strongly variable, hardly predictable
complex systems, as we have many of them. It’s even unfeasible to perform a
strict optimization of traffic light control in medium-sized and large cities. As
a consequence, it is necessary to create a coordinated and desirable systemic
outcome based on principles such as distributed control and self-organization
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happen in a way that produces desirable outcomes in a flexible and
efficient way. One should imagine this embedded in the frame-
work of today’s institutions and stakeholders, which will eventually
learn to interfere in minimally invasive ways.

How will such self-regulation work? In a rapidly changing
world, which is hard to predict and plan, we must create feed-
back loops that enable systems to flexibly adapt in real time to
local conditions and needs. Now, 300 years after Adam Smith’s
historical vision, we can make it happen, fuelled by real-time data.
For example, my research team has invented self-regulating traffic
lights, which are driven by the traffic flows and can outperform
the classical top-down control by a conventional traffic center.
Can we transfer and extend this principle to socio-economic sys-
tems? Indeed, we are now developing mechanisms to overcome
coordination and cooperation failures, conflicts, and other age-old
problems. This can be done with suitably designed social media
and sensor networks for real-time measurements, which will even-
tually weave a Planetary Nervous System. Hence, we can finally
realise the dream of self-regulating systems, and there is now a
rapidly increasing number of examples of them: Bitcoin, peer to
peer lending, Google’s self-driving car, Uber’s limousine service,
collaborative robot swarms, and social communities on the Web.

12.3 A New Kind of Economy is Born

A largely self-regulating society isn’t utopia. In fact, a new kind of
economy is already on its way. Social media connect people and,
thereby, enable “collective intelligence.” This paradigm is superior
to the self-regarding optimization by the “homo economicus”, the
selfish decision-maker assumed in mainstream economics. While
the bottom-up self-organization of the “homo economicus” can
outperform top-down decision making in complex environments,
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highly competitive conditions can lead to coordination failures
and poor outcomes (for example, “tragedies of the commons”
such as environmental degradation). It has been theoretically and
empirically shown, however, that a considerable fraction of peo-
ple has other-regarding preferences—I will call this type “homo
socialis.” To understand the decisions of this type, a new eco-
nomic thinking is needed compared to the purely selfish “homo
economicus,” which is the basis of the current mainstream eco-
nomics. Considering so-called externalities, i.e. the impact of
own decisions on others, enables self-regulation, which can over-
come the above-mentioned coordination failures and “tragedies of
the commons.” Interestingly, suitable institutions such as certain
social media—combined with suitable reputation systems—can
promote other-regarding decision-making. The quick spreading
of social media and reputation systems, in fact, indicates the
emergence of a superior organizational principle, which creates
collective intelligence by harvesting the value of diversity. Prop-
erly designed social media allow diverse knowledge and skills to
come together, thereby unleashing creativity, social capital and
productive value.

Hence, in accordance with the paradigm of distributed con-
trol and self-regulation, a participatory market society is on the
rise. While the twentieth century was an era of democratization
of consumption, with 3D printers and other new technologies,
the twenty-first century can become an era of democratization
of production. Next to todays companies, we see the emergence
of an innovation ecosystem characterized by flexible, participa-
tory forms of production, which I term “projects”. Here, creative
minds come together to realise joint project ideas. After complet-
ing a project, everyone looks for another one, and so on. Social
media platforms such as Amazon Mechanical Turk make it possi-
ble to bring ideas and skilled workers together. As a consequence,
this leads to a more direct participation of people in production
processes (prosumers). Over time, there will be a much greater
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diversity of products, tailored to individual needs. Thus, while
computers will increasingly replace our current types of routine
and executive work, we will have an opportunity to replace these
jobs by more creative activities. Production by large corporations
will then be complemented by an innovation ecosystem made up
of millions of projects. The huge range of smartphone apps that
low-cost downloads from App stores have enabled, gives just a first
idea of the unlimited possibilities for new projects. Open access
data and the Web 2.0, Web 3.0, etc. will further accelerate this
development.

12.4 The New Algebra of Prosperity
and Leadership

The twenty-first century will be governed by fundamentally dif-
ferent principles than the twentieth century, and that’s why we
need to change our way of thinking about the world. To under-
stand this, it is important to recognize the following facts and
trends: information is ubiquitous and everywhere instantly avail-
able, such that borders dissolve. The “second machine age” comes
with extreme speed. Most of our knowledge is outdated, and we
can’t learn quickly enough to fully understand the changing world
without the help of smart devices such as “social information tech-
nologies.” Many systems become more variable, less predictable,
and less controllable. Their increased connectivity implies a higher
complexity. The increase in data volumes means we are overloaded
by data that ultimately needs to be converted into information and
then into actionable knowledge. Furthermore, the more data we
produce, the less likely can we keep secrets and the cheaper data
will become. This means that we will make less profit on data, but
more on algorithms that turn data sets into useful information
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and knowledge. In such a world, ideas will become more power-
ful, and ethics more important. Digitally literate people will be
better informed than experts used to be, therefore, classical hi-
erarchies will dissolve. Moreover, data can be replicated as often
as we like. It’s a virtually unlimited resource, which may help to
overcome conflicts that scarce resources used to imply. However,
services and products will be more individualized, personalized,
and user-centric. Finally, what used to be science fiction may be-
come reality. The countries first recognizing these new principles
and turning them into their advantage will be leaders. Those fail-
ing to adapt to these trends in a timely manner will be in trouble.
We may just have 20 years for this—a very short time considering
that planning and building a road often takes 30 years or more.

12.5 What Does it Take to Master
Our Future?

So far, no country in the world seems to be well prepared for the
digital era. Therefore, we urgently need an Apollo-like program,
and the equivalent of a Space Agency for ICT: an Innovation Al-
liance with the mission to develop the institutions and information
infrastructures for the emerging digital society. This is crucial to
master the challenges of the twenty-first century in a smart way
and to unleash the full potential of information for our society.
For illustration, it is helpful to recall the factors that enabled the
success of the automobile age: the invention of cars and of systems
of mass production; the construction of public roads, gas stations,
and parking lots; the creation of driving schools and driving li-
censes; and last but not least, the establishment of traffic rules,
traffic signs, speed controls, and traffic police. All of this required
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many billions each year. We invest a lot into the agricultural sec-
tor, the industrial sector, and also the service sector. But are we
investing enough into the emerging digital sector?

What are the technological infrastructures and the legal, eco-
nomic and societal institutions needed to make the digital age a
big success? This question would set the agenda of the Innovation
Alliance. A partial answer is already clear: we need trustworthy,
transparent, open, and participatory ICT systems, which are com-
patible with our values. For example, it would make sense to
establish the emergent Internet of Things as a Citizen Web. This
would enable self-regulating systems through real-time measure-
ments of the state of the world, which would be possible with a
public information platform called the ‘‘Planetary Nervous Sys-
tem.’’ It would also facilitate a real-time measurement and search
engine: an open and participatory ‘‘Google 2.0.’’

To protect privacy, all data collected about individuals should
be stored in a Personal Data Purse and, given informed consent,
processed in a decentralized way by third-party Trustable Informa-
tion Brokers, allowing everyone to control the use of their sensitive
data. A Micro-Payment System would allow data providers, intel-
lectual property right holders, and innovators to get rewards for
their services. It would also encourage the exploration of new and
timely intellectual property right paradigms (‘‘Innovation Acceler-
ator’’). A pluralistic, User-centric Reputation System would promote
responsible behavior in the virtual (and real) world. It would even
enable the establishment of a new value exchange system called
‘‘Qualified Money’’, which would overcome weaknesses of the
current financial system by providing additional adaptability.

A Global Participatory Platform would empower everyone to
contribute data, computer algorithms and related ratings, and to
benefit from the contributions of others (either free of charge or
for a fee). It would also enable the generation of Social Capital
such as trust and cooperativeness, using next-generation User-
controlled Social Media. A Job and Project Platform would
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support crowdsourcing, collaboration, and socio-economic co-
creation. Altogether, this would build a quickly growing Informa-
tion and Innovation Ecosystem, unleashing the potential of data
for everyone: business, politics, science, and citizens alike.

We could also create a Digital Mirror World to explore the
likely risks and opportunities of prospective decisions. Finally,
Interactive Virtual Worlds would realise the full creative potential
within different socio-economic settings and intellectual property
right approaches. Social Information Technologies would help us to
cope with the diversity resulting from this and to benefit from it.
Digital Literacy and good education will be more important than
ever. But with the emerging “Internet ofThings” and participatory
information platforms, we can unleash the power of information
and turn the digital society into an opportunity for everyone. It
just takes our will to establish the institutions required to make
the digital age a great success. Are we ready for this?



13
Creating (‘‘Making’’)

a Planetary Nervous System
as Citizen Web

This chapter first appeared as FuturICT blog on September 23, 2014,
see http://futurict.blogspot.de/2014/09/creating-making-planetary-
nervous.html, and is reproduced here with minor stylistic
improvements.

The goal of the Planetary Nervous System is to create an open,
public, intelligent software layer on top of the “Internet ofThings”
as the basic information infrastructure for the emerging digital
societies of the twenty-first century.

After the development of the computer, Internet, the World
Wide Web, smartphones and social media, the evolution of
our global information and communication systems will now be
driven by the “Internet of Things” (IoT). Based on wirelessly con-
nected sensors and actuators, it will connect “things” (such as
machines, devices, gadgets, robots, sensors, and algorithms) with
things, and things with people.

Already now, more things than people are connected to the
Internet. In 10 years time, it is expected that something like
150 billion sensors will be connected to the IoT. Given such masses
of sensors everywhere around us—sensors in our coffee machine,
our fridge, our tooth brush, our shoes, our fire alarm etc.—the
IoT could easily turn into a dystopian surveillance nightmare, if
largely controlled by one company or by the state. For the IoT to
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be successful, people need to be able to trust the new information
and communication system, and they need to be able to exert their
right of informational self-determination, which also requires the
possibility to protect privacy.

Most likely, the only way to establish such a trustable, privacy-
respecting IoT is to build it as a Citizen Web. Citizens would
deploy the sensors in their homes, gardens, and offices themselves,
and they would decide themselves what sensor information to
open up (i.e. decrypt), and for whom (and for how long). In
other words, the citizens would be in control of the information
streams. A software platform such as open Personal Data Store
(openPDS) would allow everyone to manage the access to personal
data produced by the IoT.

13.1 What are the Benefits of Having
an ‘‘Internet of Things’’?

1. One can perform real-time measurements of the (biological,
technological, social and economic) world around us.

2. This information can be turned into (real-time) maps of our
world and serve as compasses for decision-makers, enabling
them to take better decisions and more effective actions,
considering externalities

3. One can build self-organizing and self-regulating systems,
based on real-time feedback and adaptation. Uses of these
kinds will be enabled by a software layer that we call the “Plan-
etary Nervous System” (PNS) or just “Nervous”. It offers new
possibilities that will allow humanity to overcome some long-
standing problems (such as systemic instabilities or “tragedies
of the commons” like environmental degradation, etc.), and
to change the world to the better.
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13.2 Basic Elements of the Planetary
Nervous System

1. Sensor kits and smartphones, to measure the environment
2. Algorithms and filters to encrypt information or degrade it

such that it is not sensitive anymore
3. Ad hoc network/mesh net (e.g. firechat) to enable direct

communication between wirelessly communicating sensors
4. Server architecture to collect, manage and process data
5. A data analytics layer and possibly a search engine and

Collective Intelligence/Cognitive Computing layer on top
6. An open Personal Data Store (such as openPDS) to em-

power users to exercise their right of informational self-
determination

7. An app-store-like Global Participatory Platform (GPP) to
share data, algorithms, and ratings

8. An editor allowing non-expert users to combine inputs and
outputs in playful, creative ways

9. A multidimensional reputation and micro-payment system
10. A project platform to allow the Nervous community to

coordinate and self-organize their activities and projects

We will build two variants of the Planetary Nervous System App
for smart devices such as smartphones: Nervous and Nervous+.
While Nervous would not save original sensor data, Nervous+
would potentially do so. Nervous is thought to be for users that
are concerned about their personal data, while Nervous+ offers
additional functionality for people who are happy to share data of
all kinds. Hence, the users can choose the system they prefer.

Both Planetary Nervous System Apps would offer a rich Open
Data stream accessible for everyone. They would build something
like a “real-time data streaming Wikipedia”, offering people and
companies to build services and products on top. The PNS is
hence an attempt to enable and catalyze new creative jobs in times
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where the digital revolution is expected to eliminate about 50 %
of the conventional jobs of today.

13.3 Creating a Public Good,
and Business and Non-Profit
Opportunities for Everyone by
Maximum Openness,
Transparency, and Participation

The main goal of the PNS project is to create a public
good, namely the basic information infrastructure for the
emerging digital societies of the twenty-first century. Besides
providing Open Data streams, the Planetary Nervous System may
nevertheless offer some premium services to people and/or insti-
tutions, who pay for the services or have qualified to receive them
for free (such as committed scientists or citizens). “Qualification”
means contributions made to the components of the Planetary
Nervous System, but also a responsible use of the information ser-
vices. In this way, we want to reduce malicious uses of the powerful
functionality of Nervous+ as much as possible.

The profits created by the PNS would be managed, for example,
by a benefit corporation, which is committed to improving social
and/or environmental conditions. The largest share of the profits
should be used to promote the science, research and development
promoting the PNS and services built on top of it. Profits created
with inventions of the PNS shall also be used to support the PNS
project.

As the PNS project wants to grow into a public good for ev-
eryone, the Planetary Nervous System project is committed to
opening up its source codes, as much as this is not expected to
create security issues or dangers to human rights. Depending on
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the competitive situation the PNS is in, the publication may be
done with a delay (usually less than 2 years). To minimize delays
we will create incentives for early sharing.

The goal of this strategy is to catalyze an open information and
innovation ecosystem. Others will be able to use our codes (and
other people’s open source codes), modify them and share them
back. The same will apply to data, Apps, and other contributions.
In this way, the Nervous community will benefit maximally from
contributions of other Nervous members, and everyone can build
on functionality that has been created by others.

Contributions of volunteers will be acknowledged by men-
tioning the respective creators by name (if they don’t prefer to stay
anonymous or pseudonymous). In addition, contributions will be
rewarded by ratings, reputational values, or scores, which may be
later used to get access to premium services. These would include
larger query or data volumes (“power users”) or an earlier access
to codes that will be publicly released with a delay, or further ben-
efits. The PNS project may also hand out medals or prizes for
outstanding contributions, or highlight them in social or public
media.

13.4 The Role of Citizen Science

For the Planetary Nervous System to be successful, it is cru-
cial to develop a large community of users, but the underlying
logic of sharing, bottom-up involvement and informational self-
determination demands that everyone is encouraged to contribute
to the creation of the system itself. The system would hence be
built similar to Wikipedia or OpenStreetMap. In fact, the success
of OpenStreetMap is based on the contributions of 1.5 million
volunteers worldwide.
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This is, why the Nervous project wants to engage with Citizen
Science, to grow the Planetary Nervous System as a Citizen Web.
As basis of citizen engagement, the Nervous Team will provide (a)
kits containing sets of sensors and actuators (e.g. a basic kit, and
several extension kits) and (b) a GPP portal, where people can
download (and upload) algorithms (“Apps”), which will run on
the sensors and thereby produce certain kinds of functionalities.

The Citizen Science community will be engaged in certain mea-
surement tasks (e.g. “measure the noise distribution in your city
as a function of time”, or “measure data enabling weather predic-
tions”). It will also be engaged to come up with innovative ways to
use sensor data and turn them into outputs (i.e. to produce new
codes or modify existing ones, thereby creating new Apps). For
this, the PNS team will provide tools (such as an editor), allow-
ing non-expert users to transform inputs into outputs in playful,
creative ways. Playfulness, fun and reputation are hence offered in
exchange for contributing to the development and spreading of
the PNS. As a result, we will get new measurement procedures for
science, and adaptive feedback processes to create self-regulating
systems.
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