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Abstract The levelized cost of energy (LCOE) is widely used for evaluating the
cost of energy generation across technologies. In a utility-scale high-concentrator
photovoltaic system (HCPV), capacity factor (CF) and ground-coverage ratio
(GCR) are the two fundamental drivers for determining the LCOE. However the
LCOE is a complex function of various parameters, which is not explicitly defined
in terms of these two factors. In this chapter, based on a cost function that simplifies
the LCOE in terms of CF and GCR, the method for modeling utility-scale HCPV
systems is considered.

1 Introduction

As the price of fossil fuel and environmental concern increases, so does the demand
for renewable energy. Although numerous utility-scale photovoltaic (PV) systems
have been researched and installed during the last several decades, the cost of energy
generation has remained high compared with other types of energy-generation
systems. In comparing the energy generation cost for utility-scale power plants,
levelized cost of energy (LCOE) is widely used and defined as the cost of generating
electricity over the system’s lifetime accounting for initial investment, financing,
cost for operations and maintenance, cost of fuel, and some other expenses [1, 2].
One of the essential way to reduce the LCOE of a utility-scale PV system is to
optimize system-specific parameters through accurate system modeling.

There are two fundamental drivers for the LCOE of utility-scale PV systems:
capacity factor (CF) and system ground-coverage ratio (GCR) [3–5]. CF represents
the total amount of energy that the plant produces during a certain period of time
divided by the total amount of energy that the plant would have produced at its full
capacity, which depends on the locations of the site, PV and inverter efficiency, and
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tracking method. GCR is defined as the ratio of total PV area to the total land used.
The highest CFs are generated with dual-axis trackers that follow the sun
throughout the day and keep the PV module oriented toward the sun for maxi-
mizing energy generation. The longer the time spent tracking the sun (indicating the
higher CF), however, the more space between trackers is needed to minimize the
self-shading effect [3–6]. As a result, GCR is reduced and LCOE increases due to
additional overhead in terms of land requirements, site preparation and mainte-
nance, electrical wiring, and trenching.

For accurately modeling utility-scale high-concentrator PV (HCPV) systems,
conventional modeling based on flat panels is inadequate. Various tracking methods
based on flat panels have been investigated in [4], in which energy yield—defined
as the ratio of total energy generated to the peak energy—and GCR are mostly
considered. However, unlike CF, energy yield does not consider time dependency
and thus is not suitable because the insolation changes throughout the day. Fur-
thermore, lack of an electrical model for power optimization lowers the accuracy in
modeling the total power harvested under shading conditions.

HCPV systems with narrow acceptance angles requires accurate dual-axis
tracking resulting in the trade-off between tracker array spacing, self-shading loss,
and land use. When simulating utility-scale HCPV systems after modeling, the
computational time for finding the optimum configuration for given system
parameters increases exponentially as the number of trackers increases. In this
chapter, system modeling, as well as the method by which to reduce computational
time in simulating utility-scale HCPV Systems, will be covered.

2 Cost Function

Modeling starts from defining two-tracker space-related parameters, i.e., GCR and
CF as

GCR ¼
X

Amodule

.
Aland ð1Þ

CF ¼
Zt2
t1

PðtÞdt= t2 � t1ð ÞPmax½ � ð2Þ

where Amodule is the area of a CPV module; Aland is the total land area for the
system; P(t) is the output power generated by the system at a given time t; and Pmax

is the maximum power available by the system. Then LCOE can be simplified as

LCOE ¼
P

CR t2
t1
P tð Þdt ¼

Cothers þ ClandAland

CF t2 � t1ð ÞPmax
ð3Þ
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where the sum of C is the cost over the system’s lifetime, Cland is the cost of a unit
land; and Cothers is overall cost not related to land. With a system constant k, LCOE
can be expressed as

LCOE ¼ 1þ ClandAland=Cothers

CF t2 � t1ð ÞPmax=Cothers
¼

1þ k
GCR

CF t2 � t1ð ÞPmax=Cothers
ð4Þ

Thus, the cost function F can be expressed by the relationship between CF and
GCR with k as [7]:

F ¼
1þ k

GCR
CF

/ LCOE ð5Þ

If F is minimized, so is LCOE because F is linearly proportional to LCOE.
Previous analysis using complicated equations to calculate and minimize LCOE is
now reduced to a simple equation that has one system parameter and two variables.
Figure 1 shows trackers in two different systems. The total area of the system 1 is
smaller than that of the system 2, resulting in higher GCR but less CF due to larger
self-shading loss; this will be covered later in this chapter.

3 Solar Radiation

To estimate total power harvested from a system, it is crucial to have accurate solar
radiation data at the site where the system is deployed. In this section, we describe
the Sun’s position, air mass (AM), and weather function to obtain direct normal
irradiance (DNI) data on an hourly basis.

3.1 The Sun’s Position

The Sun’s apparent position varies with the location of observer and the time,
which can be described by two angles: the elevation angle α and the azimuth angle

CF1 CF2

System 1 System 2

GCR1 GCR2>
<

Aland1 Aland2<

Fig. 1 Capacity factor (CF)
versus ground coverage ratio
(GCR) in CPV systems
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θ as shown in Fig. 2a. The α is the angular height of the geometric center of the Sun
from the horizon, and the θ is the clockwise angle on the horizontal plane from the
north-pointing coordinate axis to the projection of the Sun’s central ray. α and θ at
location Q can be expressed in terms of the latitude ϕ, the declination of the Sun δ,
and the hour angle ω in Fig. 2b as [8]:

sin a ¼ cos/ cos d cosxþ sin/ sin d

cos a sin h ¼ cos d sinx

cos a cos h ¼ � sin/ cos d cosxþ cos/ sin d

ð6Þ

3.2 Air Mass and Weather Function

Extraterrestrial radiation IE, solar radiation incident outside of the earth’s atmo-
sphere, varies by ±3 % throughout a year depending on the Earth–Sun distance. It
can be expressed as

IEðnÞ ¼ I0 � RES

RES

� �2

� I0 1þ 0:033 cos
360 � n
365

� �� �
ð7Þ

where I0 = 1367 W/m2 is the solar constant; RES is the actual earth-sun distance; RES

is the average value of RES; and n is the nth day in a year [9]. Solar radiation, which
is defined as solar energy received on the Earth’s surface, is the sum of DNI and
diffused radiation after scattering in the atmosphere. As the rays travel through the
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Fig. 2 a Earth surface coordinate system for an observer at location Q. b Earth center coordinate
system with hour angel ω, declination δ, and latitude ϕ at location Q
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atmosphere longer, solar radiation attenuates more due to increased probability of
scattering and absorption. Solar radiation discussed in [4] neglects this attenuation.

AM describes the attenuation of solar radiation and is defined as the optical path
length of solar radiation through the earth’s atmosphere. AM incorporates the
curvature of the earth as a function of α and can be expressed as [10]:

AMðaÞ ¼ 1

sin aþ 0:50572 � ð6:07995þ aÞ�1:6364 ð8Þ

Denoting ID as the intensity of solar radiation reaching the earth’s surface at normal
incident, approximately 70 % of the radiation incident on the atmosphere is
transmitted to the Earth’s surface as [11]:

IDðn; aÞ ¼ IEðnÞ � 0:7AMðaÞ0:678 ð9Þ

However, sunlight intensity depends not only on the day of a year and the Sun’s
elevation but also on the site location as shown in Fig. 3. The α is a function of
time. Thus, the intensity of direct normal incident of sunlight on an hourly basis
needs to include the weather function W(n) of the site as

IDðn; aÞ ¼ IEðnÞ �WðnÞ � 0:7AMðaÞ0:678 ð10Þ

The monthly average DNI values from various sources, such as NASA and
NREL (both TMY2 and TMY3 are available), as shown in Fig. 4, can be used for
obtaining W(n), which can be expressed as

IDðmÞ ¼ 1
nE � nS

2
amax
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DNI of the world
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where m is the month of a year; and nE and nS are the end and the start days of the
month, respectively. αmax represents the maximum α on the nth day. For the
location at latitude of 37° and longitude −120°, for example, the fifth-order poly-
nomial curve fit in the least-squares sense to the monthly averaged DNI from
NASA gives

WðnÞ ¼ 1:09� 10�12n5 � 9:10� 10�10n4 þ 2:20� 10�7n3 � � �
� 1:04� 10�5n2 � 6:89� 10�4nþ 0:74

ð12Þ

Figure 4 also compares DNI values produce by Eqs. (9) and (10). The hourly
DNI at the given location is depicted in Fig. 5. We will consider this hourly DNI
data throughout the simulations.
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4 Self-shading by Dual-Axis Trackers

As discussed previously, HCPV systems with dual-axis trackers can maximize CF
by tracking the Sun throughout a day. Especially in the morning and the evening,
however, this tracker array poses a self-shading problem, which in turn causes
power loss and thus reduces CF. To alleviate the self-shading problem, the optimal
spacing between trackers should be determined [5, 7]. Figure 6 depicts a dual-axis
tracker whose modules are normal to the sunlight in X–Z plane.

To obtain shaded area on the ground, we need to know the L0(t), and LS(t) at
time t can be given by:

L0ðtÞ ¼ HðtÞ � P
tanðaðtÞÞ ¼

h=2=cosðaðtÞÞ � P
tanðaðtÞÞ ð13Þ

LSðtÞ ¼ LðtÞ � L0ðtÞ ¼ h
sinðaðtÞÞ �

h=2=cosðaðtÞÞ � P
tanðaðtÞÞ ð14Þ

where h is the height of the module array; P is the height of a pole; H(t) is the
hypotenuse of the right-angled triangle with one side formed by the half-height of the
module array; and α(t) is the α at time t. Then, four vertices—VLB(t), VLT(t), VRB(t),
and VRT(t)—of the shaded area for the tracker located at (0, 0) can be obtained as

VLBðtÞ ¼ �L0ðtÞ cos/ðtÞ � w=2 � sin/ðtÞ; L0ðtÞ sin/ðtÞ � w=2 � cos/ðtÞð Þ
VLTðtÞ ¼ �LSðtÞ cos/ðtÞ � w=2 � sin/ðtÞ; LSðtÞ sin/ðtÞ � w=2 � cos/ðtÞð Þ
VRBðtÞ ¼ �L0ðtÞ cos/ðtÞ þ w=2 � sin/ðtÞ; L0ðtÞ sin/ðtÞ þ w=2 � cos/ðtÞð Þ
VRTðtÞ ¼ �LSðtÞ cos/ðtÞ þ w=2 � sin/ðtÞ; LSðtÞ sin/ðtÞ þ w=2 � cos/ðtÞð Þ

ð15Þ
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Fig. 6 Dimension of a
dual-axis tracker at X–Z plane
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where w is the width of the module array; and ϕ(t) the θ as shown in Fig. 7a. When
defining VLB(t) = (xLB(t), yLB(t)), VLT(t) = (xLT(t), yLT(t)), VRB(t) = (xRB(t), yRB(t)),
and VRT(t) = (xRT(t), yRT(t)), four vertices of the (m, n) module in the M-by-
N module array on a single tracker can be defined as

Vmn
LBðtÞ ¼ xLBðtÞ þ ðm� 1Þ xLTðtÞ � xLBðtÞð Þð =M þ n� 1ð Þ xRBðtÞ � xLBðtÞð Þ=N;

yLBðtÞ þ ðm� 1Þ yLTðtÞ � yLBðtÞð Þ=M þ ðn� 1Þ yRBðtÞ � yLBðtÞð Þ=NÞ
Vmn
LT ðtÞ ¼ xmnLBðtÞ þ xLTðtÞ � xLBðtÞð Þ=M; ymnLBðtÞ þ yLTðtÞ � yLBðtÞð Þ=M� �

Vmn
RBðtÞ ¼ xmnLBðtÞ þ xRBðtÞ � xLBðtÞð Þ=N; ymnLBðtÞ þ yRBðtÞ � yLBðtÞð Þ=N� �

Vmn
RTðtÞ ¼ xmnRBðtÞ þ xLTðtÞ � xLBðtÞð Þ=M; ymnRBðtÞ þ yLTðtÞ � yLBðtÞð Þ=M� �

ð16Þ

Instead of calculating the shaded area for each tracker one by one, the shaded
area can be efficiently obtained by using shadow- and Tracker-array matrixes.
When letting a shadow matrix of the module array in the tracker be SM(t) with the
solar north–south and the east–west grid as shown in Fig. 7b, each grid in the
shaded area is assigned to a value of 1. With the same grid space, the (u, v) element
of a Tracker-array matrix TA can be assigned to a value of 1 where a tracker is
located at (u, v). Then the shadow matrix for the tracker array, SMA(t, u, v), can be
calculated by a convolution as

SMAðt; u; vÞ ¼ TAðu; vÞ � SMðtÞ ð17Þ

SMAðt; u; vÞ ¼
X
p

X
q

TAðp; qÞSMðt; u� p; v� qÞ ð18Þ
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Fig. 7 Shadow by a dual-axis tracker with a 3-by-4 module array. a Shadow area on the ground.
b Shadow matrix with grid
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where the installation site is sized by LEW-by-LNS; and p = LEW/dEW; and q = LNS/
dNS. Then the shadow matrix for the all tracker arrays can be simplified as

SMAðtÞ ¼
XnEW
i¼1

XnNS
j¼1

SMAðt; ui; vjÞ ð19Þ

where nEW and nNS are the number of tracker arrays in east–west and in north–south
directions. From the shadow matrix, we can calculate the hours of shading for each
grid points, HS(t1, t2), which describes how long each point is shaded by the tracker
array for the given time from t1 to t2. Since the shadow matrix is discrete, we need
to add time interval Δt, which leads to

HSðt1; t2Þ ¼ Dt
Xt2
t¼t1

SMAðtÞ ð20Þ

Figure 8a shows hours of shading by a single dual-axis tracker. The area beneath
the module is most likely to be shaded, and the hours of shading are shaped like a
butterfly. To identify how much a certain module in the tracker array is shaded at a
given time t, SMA(t) in Eq. (19) can be rewritten as

SMAðtÞ ¼
XnT
i¼1

XnS
j¼1

XnM
k¼1

SMAijkðtÞ ð21Þ

where nT, nS, and nM are the number of trackers in the tracker array, strings in a
tracker, and modules in a string, respectively. Defining Aijk(t) to be the shaded area
on the ground by the kth module in the jth string on the ith tracker, the bar on it to
be the self-shaded area on the module as shown in Fig. 8b, and the function* to be
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Fig. 8 a Hours of shading by a dual-axis tracker on January 1. b Example of self-shading in a
3-by-4 module array with two strings
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the saturation function that makes each element be 1 if >1, then the fractions of
self-shading on the module at a given time t can be obtained as

FSijkðtÞ ¼ AijkðtÞ
.
AijkðtÞ

¼
X

� SMAijkðtÞ � � SMAijkðtÞ
� 	.X

� SMAijkðtÞ
ð22Þ

5 Mismatch Between HCPV Modules

A PV module harvests its maximum energy when the voltage and the current are at
its maximum power point PMP = VMP × IMP. When a PV cell is shaded in a HCPV
system, a bypass diode turns on and lets the string current flow with the reverse
voltage across the cell. Deviations from the rated power of the individual cell or
module can be caused by spectral mismatch, misalignment of optics, dirt, voltage
drop on the cable, and so on. In [12], the effect of mismatch is analyzed using some
worst-case scenarios. However, more generalizations is needed in planning
utility-scale HCPV systems.

5.1 Power Losses Within a Module

Figure 9 shows current–voltage (I–V) and power–voltage (P–V) characteristics of a
CPV module with two different tolerance values [13]. It is assumed that each
parameter is normally distributed with 5 and 10 % SDs with their mean values.
Each I–V curve has current steps that originated from a bypass diode connected to
each cell. As tolerance increases, the voltage at the maximum power point also
increases because of a decrease in the voltage drop across the internal series
resistances. However, mismatches in current among cells increases accordingly and

0

5

10

C
ur

re
nt

 (
A

)

0 10 20 30 40 50
0

100

200

P
ow

er
 (

W
)

voltage (V)

P:5%
P:10%
I:5%
I:10%

Fig. 9 I–V and P–V
characteristics for a module
with 5 and 10 % power
tolerances

162 Y.S. Kim



thus result in greater power loss. The mismatch losses increase from 0.9 to 6.2 % as
tolerance increases from 5 to 10 %.

In HCPV system using multijunction PV cells, the high concentration of sunlight
produces enough carriers to saturate the energy level of defects [14]. When the
subcell generation–recombination current is neglected, a CPV cell with a bypass
diode is modeled a shown in Fig. 10. The cell current I is given by

I ¼ IPh � ID � ISh þ IB ð23Þ

where IPh, ID, ISh, and IB are the PV currents that depend on irradiance and tem-
perature, the internal diode current, the shunt current, and the bypass diode current,
respectively. To understand the contribution of power losses, we instead consider
five essential parameters including IPh, the diode saturation current IS, the diode
ideality factor n, the series resistance RS, and the shunt resistance RSh. The simu-
lation results based on these five parameters in terms of different tolerance given in
Fig. 11 shows that power loss by mismatch is influenced by the order of
IPh > n > RS ≈ RSh > IS. Mismatch effects in the PV current are greater than others
by more than several orders of magnitude regardless of the tolerance values.

5.2 Power Losses by Misalignments

Because the most dominant factor that causes power loss in HCPV systems is the
mismatch in the PV current, HCPV system with a very narrow acceptance angle
require highly accurate alignment control at the time of installation. Intramodule
alignment can be accurately controlled in the factory. However, maintaining high
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quality control during the time of installation is very difficult as can be seen from
Fig. 12 [13]. Figure 13 shows a SolFocus prototype concentrator and its simulated
optical efficiency E(θC,i) according to the incident angle θC of the ith concentrator,
which leads to the photocurrent of the ith cell as

IPh;i ¼ IPh0 � EðhC;iÞ ð24Þ

To account for module-to-module misalignments Eq. (24) can be redefined as

IPh;i ¼ IPh0 � EðhC;i þ hM;jÞ ð25Þ

where θM,j represents the angular misalignment of the jth module. Figure 14 shows
the simulation results for power losses in 12 HCPV modules composed of 16
concentrators and all connected in series where σM is the SD of module-to-module
alignment. Although the SD of θC,j is only σC = 0.2°, the module misalignment can
easily be a dominant component by which to determine the power loss. By using an
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I–V curve as shown in Fig. 9, VMP,ijk and IMP,ijk can be obtained in term of voltage
and current deviations, εV,ijk and εI,ijk, as

VMP;ijk ¼ VMPð1þ eV;ijkÞ ð26Þ

IMP;ijk ¼ IMPð1þ eI;ijkÞ ð27Þ

6 Power-Optimization Strategies

As depicted in Fig. 15, various power-optimization strategies can be realized for
HCPV systems [5, 13, 15]. Currently, centralized and string PV systems are mostly
popular for utility-scale applications. However, considering mismatch and
partial-shading losses, other types of distributed systems can be good candidates as
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technology develops. Thus, quantifying the efficiencies of various strategies and
choosing the optimum system are critical in lowering LCOE. In this section, various
power-optimization strategies are investigated.

6.1 Centralized CPV System

Multiple string are connected in parallel followed by a single maximum power
point tracker (MPPT) and an inverter, which makes each string voltage set the
same. Let a CPV module have nBD bypass diodes, and Eq. (22) be quantized by nBD
to consider mismatch and partial shading, then the DC power PMP(t) based on each
string can be obtained as

FSijkðtÞ ¼ nBDFSijkðtÞ

 ��

nBD ð28Þ

VMP;ijðtÞ ¼ VMP

XnM
k¼1

ð1þ eV;ijkÞð1� FSijkðtÞÞ � nBDVBDFSijkðtÞ
� 	 ð29Þ

IMP;ijðtÞ ¼ minðIMP;ijkðtÞÞ
k 2 N; k	 nM; 8k : IMP;ijkðtÞ
 0

� � ð30Þ

PMPðtÞ ¼
XnT
i¼1

maxðVMP;ijðtÞ �
XnS
j¼1

IMP;ijðtÞÞ
 j 2 N; j	 nS

( )
ð31Þ

where FSijk(t) stands for the quantized shaded area using ceiling function to cal-
culate the number of bypass diodes needed to be turned on. VMP,ij(t) and IMP,ij(t) are
the maximum power point voltage and current of the jth string located in the ith
tracker. Note that the efficiency of each DC/DC converter is reflected to the MPP
voltage and current. The string current is assumed to be linearly proportional to the
direct normal incident radiation ID in Eq. (10) in terms of time.

6.2 String CPV System

Each string is connected to its own DC/DC converter and inverter for an individual
MPPT, which makes each string independent of each other. A string CPV system
offers a high DC string voltage range. Equation (28) through Eq. (31) are
unchanged, and the DC power PMP(t) based for each string can be obtained as

PMPðtÞ ¼
XnT
i¼1

XnS
j¼1

VMP;ijðtÞ � IMP;ijðtÞ ð32Þ
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6.3 Multistring CPV System

The advantage of string CPV system is maximizing the string power independently.
However, each string requires its own inverter, which requires additional cost.
A multistring PV system takes advantage of having a central inverter per each
tracker and optimizing power of each string independently. The basic condition is
that each string voltage after DC/DC converters is uniform within a tracker. The DC
power PMP(t) based for multistring PV system can be obtained as

PMPðtÞ ¼
XnT
i¼1

XnS
j¼1

VMP;ijðtÞ � IMP;ijðtÞ
 j1 6¼ j2; 8i : VMP;ij1ðtÞ ¼ VMP;ij2ðtÞ

( )
ð33Þ

6.4 DC Module CPV System

In a DC module CPV system, each CPV module is connected to its own DC/DC
converter that is in series with other DC/DC converters followed by an inverter. The
main advantage of this scheme is maximizing energy harvest in each CPV module.
The output voltage of each DC/DC converter is independently controlled, but the
string current is uniform within a tracker. The DC power PMP(t) based for a DC
module PV system can be obtained as

VMP;ijkðtÞ ¼ VMP ð1þ eV;ijkÞð1� FSijkðtÞÞ � nBDVBDFSijkðtÞ
� 	 ð34Þ

IMP;ijðtÞ ¼ IMP;ijkðtÞ
 k1 6¼ k2; 8i; j : IMP;ijk1ðtÞ ¼ IMP;ijk2ðtÞ

� � ð35Þ

PMPðtÞ ¼
XnT
i¼1

XnS
j¼1

XnM
k¼1

VMP;ijkðtÞ � IMP;ijðtÞ ð36Þ

6.5 AC Module CPV System (Microinverter CPV System)

Unlike other configurations, an AC module CPV system makes each CPV module
completely independent from another one, which enhances power generation under
self-shading and mismatch conditions. However, increased components may reduce
the rated power under normal operation, and the higher cost for making electronics
is a big hurdle for it to be applied for utility-scale CPV systems. VMP,ijk(t) is
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identical to Eq. (34). The module current IMP,ijk(t) and the DC power PMP(t) based
for an AC module PV system can be obtained as

PMPðtÞ ¼
XnT
i¼1

XnS
j¼1

XnM
k¼1

VMP;ijkðtÞ � IMP;ijkðtÞ ð37Þ

6.6 Centralized CPV System Without an MPPT

For the initial investment in a centralized CPV system to be lowered, which may
not lead to lower LCOE, MPPT capability can be omitted and strings connected in
parallel followed by a central inverter. In this case, the DC output voltage of a string
is forced to a fixed ratio of its open-circuit voltage VOC (e.g., 87 %). Because the
partial-shading and mismatch losses are significant, this configuration is not rec-
ommended for utility-scale CPV systems. Basic equations for this configurations to
calculate the total power harvested are as follows

VijðtÞ ¼ 0:87 � VOC;ij ð38Þ

IijðtÞ ¼ IijkðtÞ
 k1 6¼ k2; 8i; j : Iijk1ðtÞ ¼ Iijk2ðtÞ

� � ð39Þ

PðtÞ ¼
XnT
i¼1

XnS
j¼1

VijðtÞ � IijðtÞ ð40Þ

7 Partial Shading Loss in Power-Optimization Schemes

Figure 16 illustrates the partial-shading effect in various power-optimization
schemes. The 3-by-4 CPV modules on a dual-axis tracker are simulated for two
different scenarios, in which the shades move (1) from bottom to top and (2) from
left to right. For both cases, the power harvested by CPV modules within a single
tracker is strong function of the amount and the shape of shading. The more the
shading, in general, the less is the power harvested [16–18]. Distributed CPV
systems using DC and/or AC modules are superior to others operating under these
shading conditions, but the increased cost for electronics may cause increases in
LCOE. For fair comparison, further careful analysis regarding the cost of elec-
tronics must be performed, which is out of scope for this section.
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8 Tracker Array Model

The estimation of the total power harvested by a system requires accurate analysis
of the geometrical configuration of both a tracker array and each module, especially
for analyzing self-shading losses. Thus, all of the system parameters are extracted
from the SolFocus prototype HCPV system in Fig. 17. Because most HCPV sys-
tems are built with a tracker array, GCR and CF in Eqs. (1) and (2), respectively,
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Fig. 16 Various power-optimization strategies of grid-tied HCPV systems

Fig. 17 SolFocus prototype HCPV system used for extracting tracker and module parameters
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depend strongly on these geometries and can be redefined with an array unit as
shown in Fig. 18.

GCR ¼
X

Amodule=Aland ¼ WMHM=ðDXDYÞ ð41Þ

CF ¼
P365

1

P24
1 Pðd; tÞ

365 � 24 � Pmax
ð42Þ

where WM and HM are the width and the height of modules in a tracker,
respectively, and P(d, t) calculates total power harvested throughout a year on an
hourly basis. Figure 19 shows shading by a 3-by-3 tracker array, located at the
previously mentioned site, on January 1 at 8 AM. The darker color represents the
overlapped shading area by multiple trackers. The more the space in between
trackers, the less the self-shading happens.

When calculating the shadow matrix for the m-by-n tracker array as defined in
Eqs. (19) and (21), the computational time is a linear function of the number of
trackers. Especially for utility-scale simulations to optimize land use, this method
might be too time-consuming. The algorithm in [7] makes the computation time
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Fig. 19 Top view of shading by a 3-by-3 tracker array on January 1 at 8 AM a with 7-m spacing
and b with 10-m spacing
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independent of the scale of an HCPV system. Letting SMA(t) be a shadow matrix
of a 3-by-3 tracker array at time t, SMA(t) can be separated into nine sections:
(1) top left (TL), top, top right (TR), left, center, right, bottom left (BL), bottom,
and bottom right (BR) as depicted in Fig. 20a. For calculating SMA(t) for the m-by-
n tracker array, the array can also be divided into nine sections: 1 × TL, (n − 2) × T,
1 × TR, (m − 2) × L, (m − 2) × (n − 2) × C, (m − 2) × R, 1 × BL, (n − 2) × B, and
1 × BR. Note that the most of trackers in m-by-n tracker array will be shaded, as
with the center tracker in 3-by-3 tracker array, as the number of trackers increases.

9 Simulation Results

For comparison, we will consider two different simulations: simulation I for
maximizing CF according to given GCR and simulation II for minimizing the cost
function in Eq. (5) by varying the east–west and the north–south spacing. The
procedure for each simulation I is as follows:

• Simulation I

1. Gather monthly averaged DNI data for the site (only DNI is required for
HCPV systems).

2. Calculate hourly DNI from the monthly averaged DNI data.
3. Find the m-by-n tracker array with a given GCR that maximizes CF by using

the shadow matrix.
4. Calculate the optimal CF according to GCR.
5. Repeat steps 3 and 4 for various power-optimization schemes.

Figure 21 shows DC energy harvested by an m-by-m tracker array based on the
simulation I where ΔX, ΔY, Δx, and Δy are set to 10, 10, 0, and 0 m, respectively.
The modeling can be applied to any type of tracker and module array. It can be seen
that the lager tracker array gives more self-shading energy loss, especially in the
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Fig. 20 Top view of a tracker array with CPV modules flat to the ground. a 3-by-3 tracker array.
b m-by-n tracker array
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morning and the evening. DC module–based and AC module–based CPV systems
alleviate mismatch losses among CPV modules; thus, they harvest more energy
than other types of power-optimization scheme even at solar noon without
self-shading. In a centralized PV system, a shaded string may affect the perfor-
mance of the unshaded strings resulting in equal or lower power harvest than other
types.

Each power-optimization scheme for the 4-by-4 module array is compared in
Fig. 22. Orientation of the tracker array is set to the mean value of solar noon to
minimize the maximum shadow length by each tracker. For fast simulation, hourly
DNI on the first day of each month is considered. Tracker array and sampling days
can be larger at the expense of longer computational time. The CF-versus-GCR plot
shows the optimum spacing of the tracker array. As GCR increases, the optimum
CF decreases due to aggravated self-shading losses. However, in Fig. 22, the values
of GCR and CF for minimizing LCOE cannot be obtained. Thus, we needs to
obtain the cost function as follows:
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• Simulation II

1. Perform steps 1 and 2 from the simulation I.
2. Obtain the value of k in the cost function.
3. Find the 3-by-3 shadow matrix and calculate the overall power and the cost

function.
4. Based on the step 3, calculate the overall power that minimizes the cost

function of the m-by-n tracker.
5. Repeat steps 3 and 4 for various power-optimization schemes.

Figure 23 depicts hours of shading by a 3-by-3 tracker array. The simulation
only includes time with α < 0. As with simulation I, the first day of each month is
sampled for reducing the computational time. The darker the color at the particular
points, the more the hours of shading occur. It can be seen that more shading occurs
in the east–west direction than that in the north–south direction, which indicates that
greater spacing is required for the east–west direction.

The most narrow tracker spacing that minimizes the cost function according to
the value of k is shown in Fig. 24 based on DNI from NASA. To investigate the
dependency of tracker size, both 3-by-3 and m-by-n arrays (where m = n = 20) are
simulated and compared. Trackers located on the boundary of the 3-by-3 array are
affected less by shading than the tracker in the center. However, the portion of
trackers located on the boundary of the m-by-n array is smaller than that of the
3-by-3 array, resulting in more self-shading losses. Therefore, larger spacing is
required for m-by-n array. The range of spacing is limited to 7 ≤ ΔX ≤ 11 and
7 ≤ ΔY ≤ 12 for reducing the run time. DNI data from TMY3 are applied to the
same analysis as depicted in Fig. 25. The values of Δ X are equal or less than those
from Fig. 24 mainly due to lower DNI in winter TMY3 data. The optimization is
weighted more to performance in the summer. Finally, the run time to obtain data
for Fig. 22 is linear to the number of trackers; however, the run time to obtain
Figs. 24 and 25 takes 13 min with a 2.2-GHz dual-core processor regardless of the
number of trackers.
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10 Conclusion

This chapter presents a comprehensive model of HCPV systems including
location-dependent DNI, various configurations of tracker and module arrays,
mismatch and misalignment, and power-optimizing schemes. This model can be
widely used by the solar industry to estimate how much energy can be generated
with given system parameters and to maximize energy harvest of the system.
Moreover, the cost function that considers CF, GCR, and the relative cost of land
minimizes the LCOE cost of energy by optimizing the space among dual-axis
trackers. For fast simulation, the performance of a 3-by-3 tracker array is matched
to an m-by-n tracker array resulting in a constant run time regardless of the number
of trackers.
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